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## FOREWORD

This IMA Volume in Mathematics and its Applications

## CODES, SYSTEMS, AND GRAPHICAL MODELS

is based on the proceedings of a very successful 1999 IMA Summer Program with the same title.
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## PREFACE

Codes and systems based on graphical models form a prominent area of research in each of the following subjects: coding theory, systems theory, symbolic dynamics and automata theory. The aim of the IMA Workshop on Codes, Systems and Graphical Models (August 2-13, 1999) was to bring together mathematicians, computer scientists, and electrical engineers in these subjects to learn how techniques from one area might be applied to problems in the other areas.

The workshop was divided into two weeks, each with a different focus. The first week, organized by Dave Forney and Alex Vardy, focused on codes on graphs and iterative decoding. The second week, organized by Brian Marcus and Joachim Rosenthal, turned to connections among coding theory, system theory and symbolic dynamics.

A major goal of coding theory is to find a class of codes, together with corresponding decoding algorithms, that realize in a practical way the promise of Shannon's coding theorems. Nearly forty years ago, Gallager introduced low density parity check codes (LDPC's), with iterative decoding algorithms, for this purpose. Recently, the subject of iterative decoding has enjoyed a burst of intense activity with the discovery of turbo codes and the realization that both turbo codes and LDPC's perform remarkably well. Also, it has recently been recognized that the iterative decoding algorithms used for these codes are instances of belief propagation, an algorithm originally developed by Pearl in artificial intelligence. This has led to much work devoted to understanding and exploiting this connection. While Pearl's algorithm is guaranteed to work well on graphs without cycles, it has been demonstrated empirically to work well on graphs with cycles. A central impetus of current work on iterative decoding is to understand why this is so. The first week of the workshop focused on these issues.

Coding theory, system theory and symbolic dynamics have much in common. Among the central themes in each of these subjects are the construction of state space representations, understanding of fundamental structural properties of sequence spaces, construction of input/output systems, and understanding the special role played by algebraic structure. The second week of the workshop was devoted to understanding how these themes are treated in each of the subjects and how ideas from one subject may be useful in the others. This continued the interactions initiated in an IEEE workshop on codes, systems and symbolic dynamics in 1993.

This volume is a collection of papers on the subjects of the workshop. Our intention was to collect in one place many pieces of work on these subjects; some were presented at the workshop, while others were not.

Part 1 contains papers with significant tutorial or overview content. Parts 2 and 3 contain papers on the main themes of week 1, 'Codes on Graphs' and 'Iterative Decoding'(although Part 3 contains some systemtheoretic papers on non-iterative decoding). Parts 4 and 5 contain papers on the main themes of week 2, 'Convolutional Codes' and 'Symbolic Dynamics and Automata Theory'.

In addition to the material collected in this volume, the reader can find copies of slides of many of the workshop talks as well as an exceptional trove of related bibliographic material on the IMA Web site at:
http://www.ima.umn.edu/csg
For a collection of related papers, the reader may also wish to consult the Special Issue on 'Codes on Graphs and Iterative Algorithms' of the IEEE Transactions on Information Theory to be published in 2001.

Finally, we are happy to acknowledge the excellent organization and facilities provided by the IMA as well as financial support from the IMA, the IEEE Information Theory Society and the U. S. National Security Agency.

Brian Marcus (IBM Almaden Research Center)
Joachim Rosenthal (University of Notre Dame)
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## Part 1. Overviews

# AN INTRODUCTION TO THE ANALYSIS OF ITERATIVE CODING SYSTEMS 

TOM RICHARDSON* AND RÜDIGER URBANKE ${ }^{\dagger}$


#### Abstract

This paper is a tutorial on recent advances in the analysis of iterative coding systems as exemplified by low-density parity-check codes and turbo codes.

The theory described herein is composed of various pieces. The main components are concentration of system performance over the ensemble of codes and inputs, the existence of threshold phenomena in decoding performance, and the computational and/or analytical determination of thresholds and its implications in system design.

We present and motivate the fundamental ideas and indicate some technical aspects but proofs and many technical details have been omitted in deference to accessibility to the concepts. Low-density parity-check codes and parallel concatenated codes serve as contrasting examples and as vehicles for the development.


Key words. turbo codes, low-density parity-check codes, belief propagation, iterative decoding, stability condition, threshold, output-symmetric channels, Azuma's inequality, support tree.

## AMS(MOS) subject classifications. 94B05.

1. Introduction. This paper is a tutorial on recent advances in the analysis and design of iterative coding systems as exemplified by lowdensity parity-check (LDPC) codes and turbo codes. We will outline a mathematical framework within which both of the above mentioned coding systems may be analyzed. Certain aspects of the theory have important practical implications while other aspects are more academic. Provable statements concerning the asymptotic performance of these iterative coding systems can be made. Here, asymptotic refers to the length of the code. For codes of short length the theory we shall present does not yield accurate predictions of the performance. Nevertheless, the ordering of coding systems which is implied by the asymptotic case tends to hold even for fairly short lengths. The bit error probability is the natural measure of performance in the theory of iterative coding systems but the theory also offers insights and guidance for various other criteria, e.g., the block error probability.

We will here briefly describe an example and formulate some claims that represent what we consider to be the apex of the theory: Let us consider the class of (3,6)-regular LDPC codes (see Section 2.1.1 for a definition) of length $n$ for use over an additive white Gaussian noise channel, i.e., we transmit a codeword consisting of $n$ bits $x_{i} \in\{ \pm 1\}$ and receive $n$ values $y_{i}=x_{i}+z_{i}$ where the $z_{i}$ are i.i.d. zero mean Gaussian random

[^0]variables with variance $\sigma^{2}$. We choose the particular code, as determined by its associated particular graph, at random (see Section 2). We transmit one codeword over the channel and decode using the sum-product algorithm for $\ell$ iterations. The following statements are consequences of the theory:

1. The expected bit error rate approaches some number $\epsilon=\epsilon(\ell)$ as $n$ tends to infinity and this number is computable by a deterministic algorithm.
2. For any $\delta>0$, the probability that the actual fraction of bit errors lies outside the range ( $\epsilon-\delta, \epsilon+\delta$ ) converges to zero exponentially fast in $n$.
3. There exists a maximum channel parameter $\sigma^{*}$ (in this case $\sigma^{*} \simeq$ $0.88)$, the threshold, such that $\lim _{\ell \rightarrow \infty} \epsilon(\ell)=0$ if $\sigma<\sigma^{*}$ and $\lim _{\ell \rightarrow \infty} \epsilon(\ell)>0$ if $\sigma>\sigma^{*}$.
Each of these statements generalize to some extent to a wide variety of codes, channels, and decoders. The existence of $\epsilon(\ell)$ in statement 1 is very general, holding for all cases of interest. In general there may not be any efficient algorithm to compute this number $\epsilon(\ell)$ but, fortunately, for the case of most interest, namely the sum-product algorithm, an efficient algorithm is known. Statement 2 holds in essentially all cases of interest and depends only on the asymptotics of the structure of the graphs which define the codes. Statement 3 depends on both the decoding algorithm used and the class of channels considered (AWGN). It depends on the fact that the channels are ordered by physical degradation (see section 7) and that the asymptotic decoding performance respects this ordering.

Although the threshold, as introduced above in 3 , is an asymptotic parameter of the codes, it has proven to have tremendous practical significance. It is only a slight exaggeration to assert that, comparing coding systems with the same rates, the system with the higher threshold will perform better for nearly all $n$. The larger $n$ is, the more valid the assertion is. Even though the assertion is not entirely true for small $n$, one can still significantly improve designs by looking for system parameters that exhibit larger thresholds.

To design for large threshold one needs to be able to determine it or at least accurately estimate it. Therefore an important facet of the theory of these coding systems deals with the calculation of the threshold.

In his Ph.D. thesis of 1961, Gallager [13] invented both LDPC codes and iterative decoding. With the notable exceptions of Zyablov and Pinsker [45] and Tanner [40] (see also Sourlas [39]), iterative coding systems were all but forgotten until the introduction of turbo codes by Berrou, Glavieux and Thitimajshima [4] (see also [19]). In the wake of the discovery of turbo codes LDPC codes were rediscovered by MacKay and Neal [24], completing the cycle which had started some thirty years earlier.

For some simple cases Gallager was able to determine thresholds for the systems he considered. In the work of Luby et. al. [22] the authors used threshold calculations for the binary erasure channel (BEC) and the binary
symmetric channel (BSC) under hard decision decoding to optimize the parameters of irregular LDPC codes (Gallager had considered only regular LDPC codes) with respect to the threshold. By this approach they showed that very significant improvements in performance were possible. Indeed, they explicitly exhibited a sequence of LDPC code ensembles which, under iterative decoding, are capable of achieving the (Shannon) capacity of the BEC. To date, the BEC is the only non-trivial channel for which capacity achieving iterative coding schemes are explicitly known.

Another important aspect of the work presented in [22] is the method of analysis. The approach differed from that taken by Gallager in certain key respects. The approach of Gallager allowed statements to be made concerning the asymptotics of certain special constructions of his codes. The approach of Luby et. al., allowed similar and, in some ways, stronger statements (such as the ones given in our example above) to be made concerning the asymptotics of random ensembles, i.e., randomly chosen codes from a given class. This placed the emphasis clearly on the threshold and away from particular constructions and opened the door to irregular codes for which constructions are generally very difficult to find.

In [30] the approach taken in [22] was generalized to cover a very broad class of channels and decoders. Also in [30], an algorithm was introduced for determining thresholds of LDPC codes for the same broad class of channels and the most powerful and important iterative decoder, the sum-product algorithm, also called belief propagation, which is the name for a generalization of the algorithm as independently developed in the AI community by Pearl [28]. ${ }^{1}$ In [29] the full power of these results was revealed by producing classes of LDPC codes that perform extremely close to the best possible as determined by the Shannon capacity formula. For the additive white Gaussian noise channel (AWGNC) the best code of rate one-half presented there has a threshold within 0.06 dB of capacity, and simulation results demonstrate a LDPC code of length $10^{6}$ which achieves a bit error probability of $10^{-6}$, less than 0.13 dB away from capacity. Recent improvements have demonstrated thresholds within 0.012 dB of capacity [5]. These results strongly indicate that LDPC codes can approach Shannon capacity. As pointed out above, only in the case of the BEC has such a result actually been proved [23]. Resolving the question for more general channels remains one of the most challenging open problems in the field.

In the case of turbo codes the same general theory applies, although there are some additional technical problems to be overcome. In the setting of turbo codes belief propagation corresponds to the use of the BCJR algorithm for the decoding of the component codes together with an exchange of extrinsic information. This is generally known as "turbo decoding". ${ }^{2}$

[^1]Thus, one can similarly explore turbo codes and generalizations of turbo codes from the perspective of threshold behavior. It is possible to describe an algorithm for computing thresholds for turbo codes but such an algorithm appears computationally infeasible except in the simplest cases. Fortunately, it is possible to determine thresholds to any desired degree of accuracy using Monte-Carlo methods. The putative deterministic algorithm used to compute thresholds can be mimicked by random sampling. One can prove that certain ergodic properties of the computation guarantee convergence of the Monte-Carlo approach (assuming true randomness) to the answer that would have been determined by the exact algorithm. Moreover, all of the information used to optimize LDPC codes is available from the Monte-Carlo approach and, therefore, it is possible to optimize thresholds for various extensions of turbo codes. Generalizations of turbo codes appear to exhibit thresholds approaching Shannon capacity. The work described here appears in [31].

In a very precise sense, determining the threshold by the methods indicated above corresponds to modeling how decoding would proceed on an infinitely long code. One determines not merely the threshold, but the statistics of the entire decoding process. Decoding proceeds in discrete time by passing messages along edges in a graph. In the infinite limit one considers the distribution of the messages (pick an edge uniformly at random, what message is it carrying?) These distributions are parameterized in a suitable fashion and the algorithms mentioned above iteratively update the distributions in correspondence with iterations of the decoding process. The sequence of distributions so obtained and the method used to obtain them are referred to as density evolution. Clearly, density evolution is key to understanding the decoding behavior of such systems and the study of density evolution is a fundamental outgrowth of the general theory.

Our purpose in this paper is to provide the reader with a vehicle for quickly grasping the key features, assumptions, and results of the general theory. The paper consists of further details and examples intended to be sufficient to equip the reader with a practical overview of the current state of knowledge as embodied in this theory. The paper is loosely organized along the lines of assumptions and conclusions: Each section is devoted to stating assumptions required for some part of the theory, usually some examples, to stating what conclusions can be drawn, and indicating what mathematical techniques are used to draw the conclusions. We have ordered material from most general to most specific. Rather that attempting to present the most general, all-encompassing, form of the theory, we have tried to make the main ideas as accessible as possible.
2. Graphical representations of codes. The mathematical framework described in this paper applies to various code constructions based on graphs. To keep notation to a minimum, we will restrict our attention in

[^2]this paper to the standard parallel concatenated code with two component codes and to LDPC codes. For a more detailed treatment of turbo codes which includes also serially concatenated codes and generalized turbo codes we refer the reader to [31]. The theory developed here also extends to much more general graphical representations such as those developed by, e.g., N. Wiberg and H.-A. Loeliger and R. Kötter [44], Kschischang, Frey, Loeliger [21], Kschischang and Frey [20], or Forney [11]. LDPC codes as well as turbo codes can be represented using quite simple graphs and the decoders of interest operate directly and locally on these graphs. (In the case of turbo codes one should bear in mind windowed decoding. For a description of windowed decoding see Section 5.2. The theory extends to standard, i.e., non-windowed, turbo decoding by taking limits but the analogy between LDPC codes and turbo codes is closer in the case of windowed decoding.)

The theory addresses ensembles of codes and their associated ensembles of graphs. For block codes the idea of looking at ensembles of codes rather than individual codes is as old as coding theory itself and originated with Shannon. In the setting of turbo codes this idea was introduced by Benedetto and Montorsi [3] and it was motivated by the desire to bound the maximum likelihood performance of turbo codes. ${ }^{3}$ The ensembles are characterized by certain fixed parameters which are independent of the length of the code. The graphs associated to LDPC codes, for example, are parameterized by their degree sequences $(\lambda, \rho)$ (see below for details). The graphs associated to turbo codes are parameterized by the polynomials determining the constituent codes, their interconnection structure, i.e., parallel vrs. serial, and puncturing patterns. Given the size of the code $n$, these fixed parameters determine the number of the various node types in the graph. The ensemble of codes is defined in terms of the possible edges which complete the specification of the graph. In both of the above cases, the graphs are bipartite: One set of nodes, the variable nodes, corresponds to variables (bits) and the other set, the check nodes, corresponds to the linear constraints defining the code.

In general, the fixed parameters and the length $n$ determine the nodes of the graph and a collection of permissible edges. One then considers the set of all permissible edge assignments and places on them a suitable probability distribution. The theory addresses properties of the ensemble as $n$ gets large.
2.1. Ensembles of codes and graphs. We shall now present more detailed definitions for code ensembles of LDPC codes and parallel concatenated codes. These examples, although important, are not exhaustive. Note that the local connectivity of the graphs remains bounded independent of the size of the graph. This is the critical property supporting the

[^3]asymptotic analysis, i.e., the concentration theorem.
2.1.1. LDPC codes. As described above, low-density parity-check codes are well represented by bipartite graphs in which the variable nodes corresponds to elements of the codeword and the check nodes correspond to the set of parity-check constraints satisfied by codewords of the code. Regular low-density parity-check codes are those for which all nodes of the same type have the same degree. Thus, a (3,6)-regular low-density paritycheck code has a graphical representation in which all variable nodes have degree three and all check nodes have degree six. The bipartite graph determining such a code is shown in Fig. 1.


Fig. 1. $A(3,6)$-regular code of length 10 and rate one-half. There are 10 variable nodes and 5 check nodes. For each check node $c_{i}$ the sum (over GF(2)) of all adjacent variable nodes is equal to zero.

For an irregular low-density parity-check code the degrees of each set of nodes are chosen according to some distribution. Thus, an irregular lowdensity parity-check code might have a graphical representation in which half the variable nodes have degree three and half have degree four, while half the constraint nodes have degree six and half have degree eight. For a given length and a given degree sequence (finite distribution) we define an ensemble of codes by choosing the edges, i.e., the connections between variable and check nodes, randomly. More precisely, we enumerate the edges
emanating from the variable nodes in some arbitrary order and proceed in the same way with the edges emanating from the check nodes. Assume that the number of edges is $E$. Then a code (a particular instance of this ensemble) can be identified with a permutation on $E$ letters. Note that all elements in this ensemble are equiprobable. In practice the edges are never chosen entirely randomly since, e.g., certain potentially unfortunate events, such as double edges and very short loops, in the graph construction can be easily avoided.

Hence, for a given length $n$ the ensemble of codes will be determined once the various fractions of variable and check node degrees have been specified. Although this specification could be done in various ways the following notation introduced in [22] leads to particularly elegant statements of many of the most fundamental results. Let $d_{l}$ and $d_{r}$ denote the maximum variable node and check node degrees, respectively, and let $\lambda(x):=\sum_{i=1}^{d_{l}} \lambda_{i} x^{i-1}$ and $\rho(x):=\sum_{i=1}^{d_{r}} \rho_{i} x^{i-1}$ denote polynomials with non-negative coefficients such that $\lambda(1)=\rho(1)=1$. More precisely, let the coefficients, $\lambda_{i}\left(\rho_{i}\right)$ represent the fraction of edges emanating from variable (check) nodes of degree $i$. Then, clearly, this degree sequence pair $(\lambda, \rho)$ completely specifies the distribution of the node degrees. The alert reader may have noticed several curious points about this notation. First, we do not specify the fraction of nodes of various degrees but rather the fraction of edges that emanate from nodes of various degrees. Clearly, it is easy to convert back and forth between this edge perspective and a node perspective. E.g., assume that half the variable nodes have degree three and half have degree four and that there is a total of $n$ nodes. Since every degree three node has three edges emanating from it, whereas every degree four nodes has four edges emanating to it we see that there are in total $1 / 2 \cdot 3 n$ edges which emanate from degree three nodes and that there are in total $1 / 2 \cdot 4 n$ edges which emanate from degree four nodes. Therefore $\lambda_{3}=\frac{1 / 2 \cdot 3}{1 / 2 \cdot 3+1 / 2 \cdot 4}=3 / 7$ and $\lambda_{4}=\frac{1 / 2 \cdot 4}{1 / 2 \cdot 3+1 / 2 \cdot 4}=4 / 7$ so that in this case $\lambda(x)=3 / 7 x^{2}+4 / 7 x^{3}$. Second, the fraction of edges which emanate from a degree $i$ node is the coefficient of $x^{i-1}$ rather than $x^{i}$ as one might expect at first. The ultimate justification for this choice comes from the fact that, as we will see later, simple quantities like $\lambda^{\prime}(0)$ or $\rho^{\prime}(1)$ take on an operational meaning. A particular striking example of the elegance of this notation is given by the stability condition which we will discuss in Section 8.3. This condition takes on the form $\lambda^{\prime}(0) \rho^{\prime}(1)<g(\sigma)$ where $g$ is a function of the channel parameter $\sigma$ only.
2.1.2. Turbo codes. For every integer $n$ we define an ensemble of standard parallel concatenated codes in the following manner. We first fix the two rational functions $G_{1}(D)=\frac{p_{1}(D)}{q_{1}(D)}$ and $G_{2}(D)=\frac{p_{2}(D)}{q_{2}(D)}$ which describe the recursive convolutional encoding functions. Although the general case does not pose any technical difficulties, in order to simplify notation, we will assume that all codewords of a convolutional encoder start in the
zero state but are not terminated. For $x \in\{ \pm 1\}^{n}$ let $\gamma_{i}(x), i=1,2$, denote the corresponding encoding functions. Then for fixed component codes and a given permutation $\pi$ on $n$ letters the unpunctured codewords of a standard parallel concatenated code have the form ( $\left.x, \gamma_{1}(x), \gamma_{2}(\pi(x))\right)$. Therefore, for fixed component codes and a fixed puncturing pattern there is a one-to-one correspondence between permutations on $n$ letters and codes in the ensemble. We will assume a uniform probability distribution on the set of such permutations. This is the same ensemble considered in [3] but the present focus is on the analysis of the performance of turbo codes under iterative decoding rather than under maximum likelihood decoding.

The graphical representation of the code contains variable nodes, as in the LDPC code case, and check nodes, which, in this case, represent a large number of linear constraints on the bits associated to the variable nodes. A check node represents the linear constraints imposed by an entire constituent code. Equivalently, it represents the trellis which in turn represents the constituent code. Hence, for standard parallel concatenated codes with two component codes, there are only two check nodes.
3. Decoding: Symmetries of the channel and the decoder. In this paper we will limit ourselves to the case of binary codes and transmission over memoryless channels since in this setting all fundamental ideas can be represented with a minimum of notational overhead. The generalization of the theory to larger alphabets [7] or channels with memory [ $14,16,15,18,25$ ] is quite straightforward and does not require any new fundamental concepts. As usual for this case, we will assume antipodal signalling, i.e., the channel input alphabet is equal to $\{ \pm 1\}$.

The decoding algorithms of interest operate directly on the graph, described in Section 2.1, that represents the code. The algorithms are localized and distributed: edges carry messages between nodes and nodes process the incoming messages received via their adjacent edges in order to determine the outgoing messages. The algorithms proceed in discrete steps, each step consisting of a cycle of information passing followed by processing. Generally speaking, computation is memoryless so that, in a given step, processing depends only on the most recent information received from neighboring nodes. It is possible to analyze decoders with memory but we will not consider such decoders here. Given the above setup we distinguish between two types of processing which may occur according to the dependency of the outgoing information. When the outgoing information along an edge depends only on information which has come in along other edges, then we say that the algorithm is a message-passing algorithm. The sumproduct algorithm is the most important example of such an algorithm. The most important example of a non message-passing algorithm is the flipping algorithm. This is a very low complexity hard-decision decoder of LDPC codes in which bits at the variable nodes are 'flipped' in a given round depending on the number of unsatisfied and satisfied constraints they


Fig. 2. A graphical representation of a standard parallel concatenated code analogous to the bipartite graph of a LDPC code.
are connected to. Here, we say that a constraint is satisfied if and only if the modulo two sum of its neighbor bits is 0 . We note that the techniques used to analyze these two types of decoders are quite distinct and the nature of statements which can be made tend to differ significantly. (Nevertheless, certain aspects of the theory outlined here, in particular the concentration results, carry over to many variants of flipping.) The statements usually made for the flipping algorithm are more reminiscent of traditional coding theory in that they assert that for all error patterns of weight less than a given threshold the decoder will decode correctly [45, 38]. For messagepassing decoders the overall focus is on the resulting bit error probability. A large fraction of high weight error patterns might be correctable but occasionally even low weight error patterns may lead to errors. Currently the best coding schemes are based on message-passing decoders but the
flipping algorithm is often of interest because of its inherent extremely low complexity.

It is helpful to think of the messages (and the received values) in the following way. Each message which traverses an edge ( $v, c$ ), in either direction, represents an estimate of the particular bit associated to $v$. More precisely, it contains an estimate of its sign and, possibly, some estimate of its reliability. To be concrete, consider a discrete case in which the received alphabet, the alphabet of estimates provided to the decoder from the channel, is $\mathcal{O}:=\left\{-q_{o},-\left(q_{o}-1\right), \ldots,-1,0,1, \ldots,\left(q_{o}-1\right), q_{o}\right\}$ and where the message alphabet is $\mathcal{M}:=\{-q,-(q-1), \ldots,-1,0,1, \ldots,(q-1), q\}$ where we assume $q \geq q_{o}$. The sign of the message indicates whether the transmitted bit is assumed to be -1 or +1 , and the absolute value of the message is a measure of the reliability of this estimate. In particular, the value 0 represents an erasure. In the continuous case we may assume that $\mathcal{O}=\mathcal{M}=\mathbb{R}$. Again, the sign of the message indicates whether the transmitted bit is assumed to be -1 or +1 , and the absolute value of the message is a measure of the reliability of this estimate. Of course, it is not necessary that 0 be included in either alphabet, nor is it necessary that the messages actually have this symmetric form, but they should be representable as such.
3.1. Restriction to the all-one codeword. For all algorithms of interest in the current context computation is performed at the nodes based on information passed along the edges. Thus, for every occurring variable degree $d$ we have a map $\Psi_{\text {left }}^{d}: \mathcal{O} \times \mathcal{M}^{d} \rightarrow \mathcal{M}^{d}$ to represent the computation done at a variable node of degree $d$. Similarly, for every occurring check node of degree $d$ we have a map $\Psi_{\text {right }}^{d}: \mathcal{O} \times \mathcal{M}^{d} \rightarrow \mathcal{M}^{d}$ to represent the computation done at a check node of degree $d$. (In some cases, i.e., turbo codes, outgoing messages to variable nodes of degree one have no effect on subsequent messages and are therefore usually not actually computed.) Although it is not necessary, one will usually have symmetry under permutation of the input messages so that if $\Psi_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d}\right)=\left(w_{1}, \ldots, w_{d}\right)$ then $\Psi_{\text {left }}^{d}\left(u_{0}, u_{\pi(1)}, \ldots, u_{\pi(d)}\right)=\left(w_{\pi(1)}, \ldots, w_{\pi(d)}\right)$ for any permutation $\pi$ on $d$ letters. In the case of LDPC codes we also have such symmetry for $\Psi_{\text {right }}$ but for turbo codes, because of trellis termination, we do not. ${ }^{4}$

Under the message-passing paradigm the message maps have the further property that the $i$-th outgoing message does not depend on the $i$-th incoming message. In this case, and under the permutation symmetry assumption, we have functions $M_{\text {left }}^{d}: \mathcal{O} \times \mathcal{M}^{d-1} \rightarrow \mathcal{M}$ such that

$$
\begin{aligned}
& \Psi_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d}\right)= \\
& \left(M_{\text {left }}^{d}\left(u_{0}, u_{2}, \ldots, u_{d}\right), M_{\text {left }}^{d}\left(u_{0}, u_{1}, u_{3}, \ldots, u_{d}\right), \ldots, M_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d-1}\right)\right) .
\end{aligned}
$$

[^4]Similarly, under permutation symmetry at the check nodes, we shall have a map $M_{\text {right }}^{d}: \mathcal{O} \times \mathcal{M}^{d} \rightarrow \mathcal{M}$.

Our subsequent analysis and notation will be greatly simplified by assuming the following symmetry conditions on the channel and the decoding algorithm.

- Channel symmetry: $p(Y=q \mid X=1)=p(Y=-q \mid X=-1)$.
- Check node symmetry: If $\Psi_{\text {right }}^{d}\left(u_{1}, \ldots, u_{d}\right)=\left(w_{1}, \ldots, w_{d}\right)$ then $\Psi_{\text {right }}^{d}\left(b_{1} u_{1}, \ldots, b_{d} u_{d}\right)=\left(b_{1} w_{1}, \ldots, b_{d} w_{d}\right)$ for any $\pm 1$ sequence $\left(b_{1}, \ldots, b_{d}\right)$ satisfying the constraint associated to the check node.
- Variable node symmetry:

$$
\Psi_{\text {left }}^{d}\left(-u_{0},-u_{1}, \ldots,-u_{d}\right)=-\Psi_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d}\right) .
$$

We claim that under these conditions the (bit or block) error probability is independent of the transmitted codeword. For a proof in the messagepassing case see [30]. The reader may recognize the channel symmetry condition as the condition that the channel be output-symmetric. Note that linear codes are known to be capable of achieving capacity for binaryinput memoryless output-symmetric channels. ${ }^{5}$ This is reassuring, since our search for low complexity coding schemes which can approach capacity takes place in the class of linear codes.

The great simplification which accrues from the symmetry assumption is that one need only determine the probability of error for a single codeword, the all-one codeword. ${ }^{6}$ In this case, messages are 'correct' when their sign is positive and 'incorrect' when their sign is negative. When we consider the distribution of the messages we invoke the all-one codeword assumption so that the probability of an incorrect message is just the probability mass of the distribution supported on negative values. In other words, we are really interested in tracking the distribution of messages relative to the transmitted codeword. Under the symmetry assumptions this takes a particularly simple and appealing form.

In the sequel we will assume that the symmetry conditions are fulfilled and that the all-one codeword was transmitted. We will now present some examples of channels and decoders satisfying the above conditions

Example 1 (BSC, LDPC code, Gallager A). The channel provides only hard information $\mathcal{O}=\{-1,+1\}$ and the messages are also binary $\mathcal{M}=\{-1,+1\}$. The decoding is message passing with $M_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d-1}\right)$ $=-u_{0}$ if $u_{1}=u_{2}=\ldots=u_{d-1}=-u_{0}$, and, otherwise, $M_{\text {lef }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d-1}\right)$ $=u_{0}$. The check node rule is given by $M_{\text {right }}^{d}\left(u_{1}, \ldots, u_{d-1}\right)=u_{1} u_{2} \ldots u_{d-1}$.

For this decoder thresholds and optimal codes can be analytically determined in many cases, see [2].

[^5]Example 2 (BEC, LDPC codes, Belief Propagation). The channel either correctly relays the transmitted bit or this bit is erased. These events happen with probability $(1-\delta)$ and $\delta$, respectively. Thus, assuming that the output of the channel is represented as log-likelihood ratios we have $\mathcal{O}=$ $\{-\infty, 0, \infty\}$. Because of the special structure of this channel we have $\mathcal{M}=$ $\mathcal{O}$, where the messages are again represented as log-likelihood ratios. The decoding is message passing with $M_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d-1}\right)=\sum_{i=0}^{d-1} u_{i}$. Note that this rule is well defined since, by construction, the sum can never contain $+\infty$ and $-\infty$ together. The check node rule is given by

$$
M_{r i g h t}^{d}\left(u_{1}, \ldots, u_{d-1}\right)=\prod_{i=1}^{d-1} u_{i}
$$

where $0 \cdot \infty=0$.
Example 3 (BSC, LDPC codes, Belief Propagation). The channel provides only hard information but associated to these values is the reliability magnitude given by $\log ((1-\epsilon) / \epsilon)$ where $\epsilon$ is the cross-over probability of the BSC. Thus, we have $\mathcal{O}=\{-\log ((1-\epsilon) / \epsilon), \log ((1-\epsilon) / \epsilon)\}$. Messages, like the received values, are log-likelihoods, hence $\mathcal{M}=\mathbb{R}$. The decoding is message passing with $M_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d-1}\right)=\sum_{i=0}^{d-1} u_{i}$. The check node rule is given by $M_{\text {right }}^{d}\left(u_{1}, \ldots, u_{d-1}\right)=2 \tanh ^{-1}\left(\prod_{i=1}^{d-1} \tanh \left(u_{i} / 2\right)\right)$. The decoding algorithm described in this example can be applied in general provided the received alphabet is mapped into the associated log-likelihood representation.

Example 4 (AWGNC, Turbo Codes, Belief Propagation). We assume the channel provides the log-likelihood estimate of the bit based on the observation $y=x+z$ where $x \in\{ \pm 1\}$ is the transmitted bit and $z$ is zero mean Gaussian with variance $\sigma^{2}$. The log-likelihood estimate is given by $2 \sigma^{-2} y$. Messages are log-likelihoods so $\mathcal{O}=\mathcal{M}=\mathbb{R}$. The decoding is message passing with $M_{\text {left }}^{d}\left(u_{0}, u_{1}, \ldots, u_{d-1}\right)=\sum_{i=0}^{d-1} u_{i}$. The check node rule is given by APP decoding of the associated constituent code, which corresponds to performing the BCJR algorithm on the trellis and outputting the extrinsic information.

The final example is a flipping type algorithm. Various flipping algorithms have been considered in the literature. Some, such as list-based flipping, do not directly fit into our general description. This is because, in these algorithms, the decision on whether to flip a bit or not is based on a global criterion. Nevertheless, such an algorithm can be mimicked to any degree of accuracy by properly chosen local algorithms so that the analysis can still be applied to such algorithms by taking limits. We present here the flipping algorithm in a somewhat unusual form.

Example 5 (BSC, LDPC codes, Flipping). We assume a $\left(d_{v}, d_{c}\right)$ regular LDPC code and transmission over a BSC. Hence, the channel provides only hard information $\mathcal{O}=\{-1,+1\}$ and the messages are also binary
$\mathcal{M}=\{-1,+1\}$. We are given a threshold $t$ and

$$
\Psi_{l e f t}^{d_{v}}\left(u_{0}, u_{1}, \ldots, u_{d_{v}}\right)=\left(u_{0}, u_{0}, \ldots, u_{0}\right)
$$

if $\left|\left\{u_{i}: u_{i}=u_{0}\right\}\right|>t$ and

$$
\Psi_{l e f t}^{d_{v}}\left(u_{0}, u_{1}, \ldots, u_{d_{v}}\right)=\left(-u_{0},-u_{0}, \ldots,-u_{0}\right)
$$

otherwise. For the check nodes we have

$$
\Psi_{r i g h t}^{d_{c}}\left(u_{1}, \ldots, u_{d_{c}}\right)=\left(u_{1} p, u_{2} p, \ldots, u_{d_{v}} p\right)
$$

where $p=\prod_{i=1}^{d_{c}} u_{i}$.
Note that the check node message map satisfies the message-passing paradigm but the variable node message map does not. In general $t$ will depend on the iteration number and on the degree of the node. To approximate list based flipping algorithms we might also allow $t$ to depend on some exogenous random variable.
4. Decoding: Localization and concentration. As we have seen, the coding systems we consider can be represented as graphs on which the decoders directly operate. More precisely, decoding consists of local computations at the nodes in the graph together with exchange of information along the edges of the graph. Time is measured discretely so that if decoding proceeds through $\ell$ time steps then any random variable associated to a node $v$ in the graph can influence computations at only those nodes whose distance in the graph from the associated node is $\ell$, i.e., an influenced node must be able to reach to $v$ in $\ell$ steps along the graph. Because of this, and because of the boundedness of the degree of the graph the range of influence of local properties (either of the graph or of received data) remains bounded independent of the size of the graph given a bounded number of iterations.

In this paper we focus mainly on message-passing algorithms although, as pointed out previously, there are decoding algorithms of interest, e.g., the flipping algorithm, which do not fit directly into this framework. Our main reason for this restriction is that the class of message-passing decoders contains the locally-optimal decoder, namely belief-propagation, as well as many other very good and low-complexity decoders. Further, the class of message-passing decoders can be analyzed in a unified manner whereas other decoders, like the flipping algorithm, require quite distinct methods for their analysis. Nevertheless, it is worth pointing out that the concentration theorem, which we will discuss in this section, in its most general form applies to all types of local algorithms and not only to message-passing algorithms.

What is the role of the concentration theorem in the context of iterative coding systems? Consider, e.g., the bit error probability for a particular
code and decoding algorithm. Clearly, this is a quantity of great practical significance. Choosing a code from an ensemble amounts to choosing one of the possible random instances for the graph. E.g., in the case of turbo codes a considerable amount of attention has been paid to the issue of choosing a good interleaver. For short lengths different randomly chosen instances of the interleaver may exhibit significantly different behavior. It has been observed, however, that as the codes get longer the variation among interleavers becomes less significant (although it is easy to find bad interleavers). This is a direct consequence of the concentration theorem which asserts that, as $n$ increases, certain quantities, such as the average decoded bit error probability, concentrate: In the probabilistic sense, different instances of the graph and different channel realizations will behave similarly with respect to average quantities. It should be understood that the rate at which this concentration occurs is not well predicted by the current theory: The theory predicts exponential convergence in $n$ but the actual exponent might differ significantly from the bounds which one derives. To make an analogy, the concentration theorem plays a similar role for iterative coding systems that the asymptotic equipartition theorem plays in much of information theory.

The method of analysis has extremely broad application since it requires very few assumptions. The mathematical technique which leads to the concentration theorem is now virtually standard among probabilistic techniques used to analyze combinatorial problems. In the next section we shall present the technique as applied to graph coloring. For an extended introduction to the iterative decoding application we refer the reader to [32]. The migration of the technique into coding theory was initiated in the work of Luby et. al. [22]. They analyzed LDPC codes in an essentially combinatorial setting: transmission over the binary symmetric channel (BSC) or the binary erasure channel (BEC) with hard decision message-passing decoding. In [30] the basic technique, as applied to LDPC codes, was significantly generalized to encompass essentially any message-passing decoding algorithm, including belief propagation, and any memoryless channel.

The general concentration theorem itself consists of two distinct parts. The first part shows convergence of the expected performance to the asymptotic value, the second part shows concentration of the performance around the mean as a function of length. This concentration is further separated into concentration over input noise and concentration over the random ensemble of graphs. In practice it is the concentration over the random ensemble of graphs that is of most interest. Ideally one would like to find the graph that offers the best performance averaged over the channel noise statistics. Simulation performance curves convey precisely this information.

The key asymptotic behavior required for the first part is that, as $n$ increases, the graphs become more and more locally tree-like, i.e., loopfree. Although it is readily apparent that this holds in the case of LDPC
codes it is not so apparent for the case of turbo codes. In fact, as initially defined, the graphs associated to turbo codes do not exhibit this tree-like asymptotic. Nevertheless, the theory applies to this case because dependencies among variables at the check nodes, i.e., in the trellis, decay with 'distance' along the trellis. In the case of windowed decoding this is precise: edges sufficiently well separate participate in non-overlapping disjoint windows and, assuming incoming messages are independent, their outgoing messages will be independent. Since we fix the number of iterations and let $n$ grow, the expected fraction of nodes whose decoding neighborhood is not tree-like decays as $n^{-1}$. Hence, the expected bit error rate converges to that for a random tree.

The key asymptotic behavior required for the second part is that graphs which are strongly similar, i.e., have most edges in common, will perform similarly on the same input. This can be seen most easily as follows. Consider a LDPC code and its associated graph. Imagine altering the graph by swapping the connections of two edges, i.e., replace edges $\left(v_{1}, c_{1}\right),\left(v_{2}, c_{2}\right)$ with $\left(v_{1}, c_{2}\right),\left(v_{2}, c_{1}\right)$. Now compare results when decoding a particular input. Since decoding proceeds locally and we consider only a finite number of iterations, the effect of the swap is bounded in the graph, limited only to those nodes and variables that are sufficiently close to $v_{1}, c_{1}, v_{2}$, and $c_{2}$. The larger the graph, the smaller will be the fraction of the affected portion. If we look at, e.g., the number of errors in the decoding, then the difference between the two graphs is bounded by a constant independent of $n$. In the following section we describe the mathematical technique which exploits this property.
4.1. Doob martingales and Azuma's inequality. Although we are most interested in applying the mathematical techniques described in this section to iterative decoding, they are most conveniently presented via their application to graph coloring. It was in this application, due to Shamir and Spencer [36], that the method first made its impact in combinatorics.

Consider a random graph on $n$ vertices in which each possible edge, i.e., vertex pair, is independently admitted with probability $p$. Consider the problem of coloring the vertices of a randomly constructed such graph so that no two vertices connected by an edge have the same color. The number of colors required is called the chromatic number of the graph $H$ and is denoted by $\chi(H)$. What Shamir and Spencer showed, in effect, is that the chromatic number $\chi(H)$, viewed as a random variable, is tightly concentrated around its expected value $\mathbb{E}[\chi(H)]$. Perhaps most striking, this result was obtained without the determination of $\mathbb{E}[\chi(H)]$.

The argument used is now known as a vertex exposure martingale argument. Let $H$ denote a graph constructed randomly as above. Pick an arbitrary ordering of the $n$ vertices. Imagine that the graph $H$ is unknown but that vertices will be revealed one at a time. Each time a vertex is revealed all edges connected to previously revealed vertices are revealed, i.e.,
when vertex $i$ is revealed the presence or absence of the edge $(j, i)$ for $j<i$ is revealed. Let $I_{j, i}$ denote a random variable which indicates whether the edge $(j, i)$ is present or not. Let $X_{0}(H)$ denote the expected chromatic number of $H$ when nothing has been revealed, i.e., $X_{0}(H)=\mathbb{E}[\chi(H)]$. Let $X_{i}(H)$ denote the expected chromatic number of $H$ conditioned on the information obtained after revealing the first $i$ vertices of $H$, i.e., $X_{i}(H)=\mathbb{E}\left[\chi(H) \mid\left\{I_{j, k}\right\}_{1 \leq j<k \leq i}\right]$. Thus, in particular, $X_{n}(H)=\chi(H)$. Now, recall that $H$ is a random variable and therefore $X_{i}:=X_{i}(H)$ is a random variable as well (with the randomness residing in the set of random variables $\left.\left\{I_{j, k}\right\}_{1 \leq j<k \leq i}\right)$. Note that

$$
\begin{aligned}
\mathbb{E}\left[X_{i+1}\right. & \left.\mid\left\{I_{j, k}\right\}_{1 \leq j<k \leq i}\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\chi(H) \mid\left\{I_{j, k}\right\}_{1 \leq j<k \leq i+1}\right] \mid\left\{I_{j, k}\right\}_{1 \leq j<k \leq i}\right] \\
& =\mathbb{E}\left[\chi(H) \mid\left\{I_{j, k}\right\}_{1 \leq j<k \leq i}\right] \\
& =X_{i}
\end{aligned}
$$

so that the sequence $\mathbb{E}[\chi(H)]=X_{0}, X_{1}, \ldots, X_{n}=\chi(H)$ forms a martingale. More precisely, a martingale constructed this way, as sequence of conditional expectations where the information conditioned on is increasing, is usually called a Doob's Martingale [27, p. 90]. If we take the graph $H$ and modify the edges involving the $i$-th vertex in an arbitrary way to obtain a graph $G$, then $|\chi(H)-\chi(G)| \leq 1$ : given a coloring of $H$ we need at most one more color to color $G$ and vice versa. It follows that $\left|X_{i}(H)-X_{i-1}(H)\right| \leq 1$ since $X_{i-1}(H)$ is an average of all possible values for $X_{i}(H)$, hence, $\left|X_{i}-X_{i-1}\right| \leq 1$.

In the case of a random walk, $X_{i}=\sum_{j=1}^{i} Z_{j}$ where the $Z_{j}$ are independent random variables with finite expectation, we can use the Chernoff bound to give an exponential bound on the probability that $X_{i}$ will deviate from its mean by more than a fraction $\epsilon$. Azuma's inequality provides a similar bound for the case of dependent random variables assuming that the sequence of these random variables forms a martingale.

THEOREM 4.1 (Azuma's Inequality). Let $X_{0}, X_{1}, \ldots$ be a martingale sequence such that for each $k \geq 1$,

$$
\left|X_{k}-X_{k-1}\right| \leq \alpha_{k}
$$

where the constant $\alpha_{k}$ may depend on $k$. Then, for all $l \geq 1$ and any $\lambda>0$

$$
\operatorname{Pr}\left\{\left|X_{l}-X_{0}\right| \geq \lambda\right\} \leq 2 e^{-\frac{\lambda^{2}}{2 \sum_{k=1}^{1_{\alpha}^{2}}}}
$$

The sequence $X_{0}, \ldots, X_{n}$ constructed above satisfies the conditions required by Azuma's inequality with $\alpha_{k}=1$. Since $X_{0}(H)=\mathbb{E}[\chi(H)]$ and $X_{n}(H)=\chi(H)$, we obtain

$$
\operatorname{Pr}[|\chi(H)-\mathbb{E}[\chi(H)]|>\lambda \sqrt{n-1}] \leq 2 e^{-\lambda^{2} / 2}
$$

This is Shamir and Spencer's result [36]. For further applications see [27, 1].
4.1.1. Application to iterative decoding. The application of the technique described above to iterative decoding involves some additional complexities but follows essentially the same lines of argument. For both LDPC codes and turbo codes, once the nodes are fixed, the ensemble of graphs is in one-to-one correspondence with the set of permutations on $m$ letters for some $m$. A Doobs martingale is formed: conceptually, we reveal the permutation one element at a time. In the case of LDPC codes this corresponds to revealing one edge in the graph. In the case of turbo codes this corresponds to revealing a pair of edges in the graph. As the permutation is revealed we look at the expected number of decoding errors. The martingale may be extended by revealing received values after the graph is fully revealed. In this way one can prove concentration not only of average performance but also concentration of performance on individual inputs.

When revealing the graph, the bound required for Azuma's inequality is derived using the swapping argument indicated earlier. Different possibilities for the revealed edges are compared by identifying the continuations of the revelation process through swapping. In this way the impact of the revealed edge can be shown to be bounded. When revealing the received values the argument is easier. Since we consider a finite number of iterations, the effect of any received value is restricted to a finite portion of the graph independent of $n$.

Let $Z_{\ell}[n]$ be the random variable denoting the fraction of incorrect messages passed in the $\ell$-th iteration of a randomly chosen code and set of received values for a code of length $n$. For either LDPC codes or turbo codes one obtains a theorem of the following form.

Theorem 4.2. For any $\ell$ there exists a constant $\beta$ such that the probability that $\left|Z_{\ell}[n]-\mathbb{E}\left[Z_{\ell}[n]\right]\right|>\epsilon$ is less than $e^{-\beta \epsilon^{2} n}$ Furthermore, $Z_{\ell}[\infty]:=\lim _{n \rightarrow \infty} \mathbb{E}\left[Z_{\ell}[n]\right]$ exists and there exists a constant $\gamma$ such that $\left|\mathbb{E}\left[Z_{\ell}[n]\right]-Z_{\ell}[\infty]\right|<\frac{\gamma}{n}$.
5. The support tree of message-passing decoders. In anticipation of the analysis of message-passing algorithms, we shall describe in some detail the dependency structure of messages in the graphs of interest under the message-passing paradigm. The extension to non-message-passing is straightforward and we shall not consider it in detail.

Consider a message passed along an edge during a message-passing decoding. Depending on the iteration number this message will, in general, be a function of some subset of the received values and some sub-graph of the graph defining the code. The subset of received values on which the message depends are those associated to variable nodes of the sub-graph. Thus, we can view the message simply as a function of the sub-graph. Note that the sub-graph depends only on the iteration number and not on the particular message-passing algorithm used. (In the case of turbo codes one should bear in mind windowed decoding of width $W=2 w+1$.) Since the
message traverses the edge in a particular direction the sub-graph depends on this direction. If the iteration number is $\ell$ then the sub-graph is called the $\ell$-directed neighborhood of the (directed) edge.

By proceeding backwards in time, one can 'unvolve' the directed neighborhood of the edge in terms of iteration number. Described in more detail below, the unvolved graph can be conveniently pictured as a tree and we refer to such a tree as a support tree. In general the support tree is not actually a tree because certain elements of the tree, i.e., nodes or edges, may be replicated.

If there are no repetitions in the support tree, then we say that the corresponding $\ell$-directed neighborhood of the edge is a tree. In all cases of interest, as $n$ increases the probability that the directed neighborhood is a tree approaches one at a rate of $O(1 / n)$. The underlying reason for this property is the boundedness of the degrees of the nodes in the graph. To see this: imagine picking a node and revealing its neighbors up to distance $\ell$ in order of increasing distance, then, at any point there will be at most a constant number of edge placements which will create a loop. The total number of possible edge placements grows linearly in $n$ and the total number of edges to be revealed is bounded by a constant independent of $n$. Since the connections are chosen randomly it follows that the probability of creating a loop decays like $1 / n$.
5.1. Support trees of LDPC codes. For simplicity we consider a $\left(d_{v}, d_{c}\right)$-regular LDPC code. Consider a randomly chosen edge $e=(v, c)$ from the graph and consider the message passed along $e$ from $v$ to $c$ in the $\ell$-th iteration under message-passing decoding. This message is a function of the received value at $v$ and the messages arriving at $v$ in the ( $\ell-1$ )th iteration along its other edges. These other edges are connected to some collection of constraint nodes. For each such constraint node and connecting edge the message sent to $v$ along that edge in the $(\ell-1)$-th iteration is a function of the messages sent to this constraint node along its other edges. Continuing in this recursive fashion we can determine the support tree of the original message under consideration by unvolving the graph, tracing back the dependency of the message on previous messages. Fig. 3 gives a pictorial representation of the support tree for a ( 3,6 ) LDPC code over one and a half iterations. ${ }^{7}$ Given the appropriate labelling of the nodes, this picture represents the sub-graph of the original graph on which the message passed from $v$ to $c$ depends.

If we write the directed neighborhood in the form of a support tree rooted at $e$, as in Figure 3, then, under message passing, information flows up the tree from the leaves to produce the message carried along $e$. Messages are passed up the tree: a message from a node is a function only of messages which come from below and, in the case of variable nodes, the received value

[^6]

Fig. 3. The directed neighborhood of depth 2 of the edge $e=\left(v_{i}, c_{j}\right)$ for an LDPC code.
associated to the node.
In general, for fixed $n$ the directed neighborhoods of an edge will contain repetitions (nodes and/or edges). As pointed out above, for any fixed $\ell$ and, assuming a randomly chosen edge $e$, the probability that some repetition does occur tends to zero as $n$ increases at the rate of $n^{-1}$. Hence, asymptotically the behavior of the decoder after $\ell$ iterations is equivalent to the behavior of the messages on a true tree.

In the case of regular LDPC codes the support trees of different edges look the same. In the case of irregular LDPC codes the support trees vary because of the different possible degrees of the nodes. In this case one considers the distribution on trees obtained by picking an edge from the graph uniformly at random, and, in effect, averages over this distribution. How can this averaging be accomplished? Consider choosing uniformly at random an edge $e=(v, c)$ and developing its directed neighborhoods for increasing $\ell$. The degree of the variable node $v$ is distributed according to $\lambda$, i.e., the node $v$ has $i-1$ children with probability $\lambda_{i}$. Each of the check nodes connected to the variable node $v$ has a degree which is distributed according to $\rho$., i.e., each such check node has $i-1$ children with probability $\rho_{i}$, and so on.
5.2. Support trees of turbo codes under windowed decoding. A standard technique for the implementation of Viterbi decoders is to limit the trace-back to a fixed window size [41, p. 258]. Similarly, the Bahl algorithm can be modified to work within a fixed window size and it is wellknown that for a large enough window size the resulting loss in performance is negligible. Hence, to decode the $i$-th systematic bit we apply a window of length $W=2 w+1$ symmetrically around the $i$-th bit. We locally construct the trellis of length $W$ and initialize the Bahl algorithm by assigning the end states a uniform probability. We now run the forward, backward and combining iteration as for the standard Bahl algorithm and determine the


Fig. 4. The support tree of a extrinsic information message for a turbo code. Note continuation of systematic bits only.
extrinsic information for the $i$-th bit. We proceed in the same way for every bit. The important thing to notice is that the extrinsic information output for bit $i$ is a function only of the inputs for bits $i-w$ to $i+1+w$, assuming a linear ordering of the systematic bits along the trellis, and the parity-check bits connected to the associated trellis sections.

Fig. 4 shows the resulting graphical representation for the support tree of a message from a particular information bit variable node to its neighboring check node when $w=3$. Note that the value of each bit is now only a function of a finite number of other bits where the number is determined only by the window length and the number of iterations but not by the length of the code. This notion of the support tree for turbo codes and windowed decoding was introduced by Wiberg in his thesis [43] and it is a crucial ingredient for the subsequent analysis (see also [17]).

In the support tree representation given above, different check nodes will come from decoder 1 or decoder 2 depending on the depth of the check node. What is important here is that, as $n$ tends to infinity, the trellis segments indicated by check nodes in the tree become disjoint with high probability. Thus, asymptotically, there will be no dependencies in the tree other than those indicated by the edges.

The importance of using windowed decoding for the analysis is that it allows one to assert that asymptotically the support tree really is a tree, i.e., there are no repetitions with high probability. In standard turbo decoding dependencies extend along the entire trellis so, strictly speaking, the same assertion cannot be made. Nevertheless, it is a fact that dependency decays along the trellis (for a proof see [31].) Thus, the standard algorithm will behave as if the trellises at different levels were independent when the length of the code is sufficiently large. Based on the fact indicated above it can be proved that the results of decoding using a window of size $w$ converge
as $w$ tends to infinity to the standard turbo decoding except that each appearance of the trellis can be assumed to have independent realizations of the received values, and, for any fixed number of iterations, the performance of standard turbo decoding is indistinguishable from this in the infinite code length limit.

Therefore, in the analysis of the asymptotic performance of turbo decoding one may assume that the window sizes are in fact infinite and that there are no repetitions in the support tree.
6. Density evolution. In this section we consider the evolution of message distributions as the messages are passed up a support tree. As we have indicated, this amounts to determining the distribution of messages when decoding an infinitely long code. Only for certain message-passing algorithms do we presently know efficient algorithms to determine these distributions. Fortunately, the cases of greatest interest are among them.
6.1. Density evolution for LDPC codes. Let us imagine how we can determine the distribution of messages passed by a message-passing decoder on an infinitely large ( $d_{v}, d_{c}$ )-regular LDPC code.

Let $M_{\text {left }}^{d_{v}}: \mathcal{O} \times \mathcal{M}^{d_{v}-1} \rightarrow \mathcal{M}$ denote the left (variable node) message map and let $M_{\text {right }}^{d_{c}}: \mathcal{M}^{d_{c}-1} \rightarrow \mathcal{M}$ denote the right (check node) message map where, we recall, $\mathcal{O}$ denotes the alphabet of the received values and $\mathcal{M}$ denotes the message alphabet. For simplicity we shall assume that the maps are independent of the iteration number and that the initial messages sent out by the variables nodes are equal to their received values.

The received values given to the decoder have distribution $P_{0}$, hence this is the distribution of the messages initially sent out from the variable nodes to the check nodes. Now, choose an edge at random and consider the message sent along it from its neighboring check node $c$. That message is $M_{\text {right }}^{d_{c}}\left(u_{1}, \ldots, u_{d_{c}-1}\right)$ where $\left(u_{1}, \ldots, u_{d_{c}-1}\right)$ are the messages which came in along the other edges connected to $c$. The probability of a repetition among ( $u_{1}, \ldots, u_{d_{c}-1}$ ) is zero, so the messages $u_{i}$ are i.i.d. with distribution $P_{0}$. Let $R_{1}$ denote the distribution of $M_{\text {right }}^{d_{c}}\left(u_{1}, \ldots, u_{d_{c}-1}\right)$. Now consider the distribution of messages sent in the next round from variable nodes to check nodes. Again, pick an edge at random and let $v$ be its incident variable node. Then the message sent along this edge is given by $M_{\text {left }}^{d_{v}}\left(u_{0}, u_{1}, \ldots, u_{d_{v}-1}\right)$ where $\left(u_{1}, \ldots, u_{d_{v}-1}\right)$ are the messages which came in along the other edges connected to $v$ and $u_{0}$ is the received value for $v$. Let us consider the check nodes $c_{1}, \ldots, c_{d_{v}-1}$ from which the messages ( $u_{1}, \ldots, u_{d_{v}-1}$ ) originate. With probability one they are disjoint, i.e., there are no repetitions. Let us consider for each of them their other $d_{c}-1$ variable node neighbors. With probability one there are no repetitions among all of these neighbors. Thus, $\left(u_{1}, \ldots, u_{d_{v}-1}\right)$ are i.i.d. with distribution $R_{1}$. Let $P_{1}$ denote the distribution of $M_{\text {left }}^{d_{v}}\left(u_{0}, u_{1}, \ldots, u_{d_{v}-1}\right)$ where ( $u_{1}, \ldots, u_{d_{v}-1}$ ) are i.i.d. with distribution $R_{1}$ and $u_{0}$ is independent with distribution $P_{0}$. More generally, let us recursively define distributions
$P_{\ell}, R_{\ell}, \ell=1,2, \ldots$ by setting $R_{\ell}$ to be the distribution of $M_{\text {right }}^{d_{v}}\left(u_{1}, \ldots, u_{d_{c}-1}\right)$ where $u_{1}, \ldots, u_{d_{c}-1}$ are i.i.d. with distribution $P_{\ell-1}$, and by setting $P_{\ell}$ to be the distribution of $M_{\text {left }}^{d_{v}}\left(u_{0}, u_{1}, \ldots, u_{d_{v}-1}\right)$ where $u_{1}, \ldots, u_{d_{v}-1}$ are i.i.d. with distribution $R_{\ell}$, and $u_{0}$ is independent with distribution $P_{0}$. Then $P_{\ell}$ is the distribution of messages sent from variable nodes to check nodes in iteration $\ell$ and $R_{\ell}$ is the distribution of messages sent from check nodes to variable nodes in iteration $\ell$.

Now, fix the number of decoding iterations to be $L$ and consider ensembles of finite graphs. For each $n$ there will be distributions for the messages passed in the graph, call them $R_{\ell}^{(n)}$ and $P_{\ell}^{(n)}$. Not surprisingly the distributions $R_{\ell}^{(n)}, P_{\ell}^{(n)}$ converge (in an appropriate sense) to $R_{\ell}, P_{\ell}$ for $\ell<L$ as $n$ tends to infinity. The concentration results from the preceding section further imply that if one picks at random a code from the ensemble and a set of received values distributed according to $P_{0}$ then the distribution of the messages in the particular decoding of that particular received sequence will be 'close to' ${ }^{8} R_{\ell}, P_{\ell}$ for $\ell<L$ with high probability as $n$ tends to infinity.

The sequence of distributions $R_{\ell}, P_{\ell}$ and their determination is collectively referred to as density evolution. The generalization to irregular LDPC codes is straightforward. In this case, when we pick an edge at random the distribution of the degree of its neighboring constraint node $c$ is given by $\rho$. Thus, if $R_{\ell}[k]$ denotes the return message distribution assuming $c$ has degree $k$, then $R_{\ell}$ is given by $R_{\ell}=\sum_{k} \rho_{k} R_{\ell}[k]$. Similarly, when we pick an edge at random its neighboring variable node $v$ has degree distributed according to $\lambda$ and, if $P_{\ell}[k]$ denote the return message distribution assuming $c$ has degree $k$, then $P_{\ell}$ is given by $P_{\ell}=\sum_{k} \lambda_{k} P_{\ell}[k]$.

Example 6 (BSC, Gallager A). Recall Gallager's decoding algorithm A described in Example 1. For this decoder the message density can be represented by a single real variable $x$, namely the probability of error. Under the all-one codeword assumption we identify $x$ with the probability of sending a minus-one. Let $\epsilon$ denote the cross-over probability of the BSC. If $x$ is the probability of a minus-one message entering a variable node of degree $d$, then the probability that a minus-one is passed up the tree from that node is given by $\epsilon\left(1-(1-x)^{d-1}\right)+(1-\epsilon) x^{d-1}$. If $x$ is the probability of a minus-one message entering a check node of degree $d$, then the probability that a minus-one is passed up the tree from that node is given by $\frac{1}{2}\left(1-(1-2 x)^{d-1}\right)$. Let $x_{l}$ denote the probability of a minus-one being passed up from a variable node to a check node in the $\ell$-th iteration where $x_{0}=\epsilon$. Then, given an LDPC code with degree sequence pair $(\lambda, \rho)$, we obtain for $\ell \geq 1$

$$
x_{\ell}=\epsilon\left(1-\lambda\left(\frac{1+\rho\left(1-2 x_{\ell-1}\right)}{2}\right)\right)+(1-\epsilon) \lambda\left(\frac{1-\rho\left(1-2 x_{\ell-1}\right)}{2}\right) .
$$

[^7]6.2. Density evolution for LDPC belief propagation. In this section we consider the important special case of density evolution for LDPC codes and belief propagation decoding. We start with the simplest example, namely belief propagation for the BEC.

Example 7 (BEC, Belief Propagation Decoding). Consider the belief propagation decoder for a BEC described in Example 2. In this case the message density can be represented by a single real variable $x$, the probability of erasure. Let $\delta$ denote the probability of erasure in the channel. If $x$ is the probability of an erasure for messages entering a variable node of degree $d$, then the probability that an erasure is passed up the tree from that node is given by $\delta x^{d-1}$. If $x$ is the probability of an erasure for messages entering a check node of degree $d$, then the probability that an erasure is passed up the tree from that node is given by $1-(1-x)^{d-1}$. Let $x_{l}$ denote the probability of an erasure being passed up from a variable node to a check node in the $\ell$-th iteration where $x_{0}=\delta$. Then given a LDPC code with degree sequence $(\lambda, \rho)$ we obtain $x_{\ell}=\delta \lambda\left(1-\rho\left(1-x_{\ell-1}\right)\right)$ for $\ell \geq 1$.

The above example is uncharacteristically simple due to the special nature of the channel. At any point in the decoding algorithm there are only two possible states for a given bit: it can either be known (with infinite confidence) or its log-likelihood ratio is equal to 0 . It is for that reason that the progress of the system can be characterized by a single real variable, namely the fraction of erasure messages.

The general scenario is more complicated. Recall that for belief propagation we may represent input and output messages as log-likelihood ratios,

$$
\log \frac{p(y \mid \mathbf{x}=1)}{p(y \mid \mathbf{x}=-1)}
$$

where $y$ represents all the observations, including the received value in the case of variable nodes, conveyed to the node at that time. In general, message distributions are probability distributions on the two-point compactification of $\mathbb{R}$, which we denote by $\overline{\mathbb{R}}$ (we require $\pm \infty$.) To simplify the presentation we shall generally assume that distributions are smooth and can therefore be represented by their densities. ${ }^{9}$

At a check node, i.e., internal to the computation at check nodes, it is actually more convenient, see [13, p. 46], to represent the input and output messages as a tuple $(s, r)$ where $s \in \mathbb{F}_{2}:=\{ \pm 1\}$ indicates the associated hard decision and where $r \in \mathbb{R}^{+}$is equal to

$$
|\log | p(\mathrm{x}=1 \mid y)-p(\mathrm{x}=-1 \mid y)| |
$$

Here $\mathbb{F}_{2}$ denotes the two-element group with elements $\{ \pm 1\}$ and group

[^8]operation equal to real multiplication. Evidently, there is a straightforward transformation from one representation to the other.

Assume now that the received message from the channel and the incoming messages at a variable node are given in log-likelihood form. The outgoing message along an edge $e$ is then simply the sum of the received message plus all incoming messages, excluding the message incoming along edge $e$. Therefore, assuming independence (tree assumption), the density of the outgoing message is the convolution of the densities of the messages participating in this sum.

An equivalent statement holds for the check nodes. Assume that the incoming messages to a check node are all in the form ( $s, r$ ). The outgoing message (again in ( $s, r$ ) representation) along an edge $e$ is then simply the sum of all incoming messages, excluding the message incoming along edge $e$ (here "addition" is performed component-wise, i.e., $\left(s_{1}, r_{1}\right)+\left(s_{2}, r_{2}\right)=$ $\left(s_{1} * s_{2}, r_{1}+r_{2}\right)$, where the first component is in $\mathbb{F}_{2}=\{ \pm 1\}$ and "addition" corresponds to real multiplication, and the second component is an element of $\mathbb{R}$ with regular addition.) Thus, as in the previous case, the density of the outgoing message, over $\mathbb{F}_{2} \times \overline{\mathbb{R}}^{+}$, can be written as the convolution of the corresponding densities of the incoming messages. Here, $\overline{\mathbb{R}}^{+}$refers to $[0, \infty]$ the compactification of $\mathbb{R}^{+}$. To complete the description we need only specify the change of variables necessary to convert a density from one representation to the other and to incorporate the degree sequences.

To obtain the distribution of messages from check nodes back to variable nodes, we must perform a change of measure. To this end we define the operator $\gamma$ which takes the space of distributions on $\overline{\mathbb{R}}^{+}$into itself. For densities on $\mathbb{R}^{+}$we define $\gamma$ as

$$
\begin{equation*}
\forall y \geq 0: \quad \gamma(f)(y):=f(\ln \operatorname{coth} y / 2) \operatorname{csch}(y) \tag{6.1}
\end{equation*}
$$

The operator $\gamma$ represents a change of variables $y \rightarrow \ln \operatorname{coth} y / 2$, i.e., $f(y) \mathrm{d} y=\gamma(f)(y) \mathrm{d} y$, since $\frac{\mathrm{d}}{\mathrm{d} y} \ln \operatorname{coth} y / 2=-\operatorname{csch}(y)$.

For any distribution $f$ on $\overline{\mathbb{R}}$ let $f^{-}$denote $1_{[-\infty, 0]} f$ and let $f^{+}$denote $1_{[0, \infty]} f$, where $1_{A}$ denotes the characteristic function of $A$ so that $f=$ $f^{+}+f^{-} .{ }^{10}$

Given a distribution $f$ over $\overline{\mathbb{R}}$ of log-likelihoods $l$, we can represent it as a distribution over $\mathbb{F}_{2} \times \overline{\mathbb{R}}^{+}$by representing $l$ as the pair $(s, r)$. We therefore define $\Gamma$, the change of variable operator, by

$$
\Gamma(f)(1, r)=\gamma\left(f^{+}\right)(r) \text { and } \Gamma(f)(-1, r)=\gamma\left(\mathcal{R} f^{-}\right)(r)
$$

where $\mathcal{R} f^{-}$denotes the reflection of $f$ about 0, i.e., $\mathcal{R} f^{-}(x)=f^{-}(-x)$.
Now, let $g$ be a distribution over $\mathbb{F}_{2} \times \overline{\mathbb{R}}^{+}$. Let $g^{+}$and $g^{-}$be defined by $g^{+}(r)=\delta_{\{1\}}(s) g(s, r)$ and $g^{-}(r)=\delta_{\{-1\}}(s) g(s, r)$. Then the inverse of

[^9]$\Gamma$ is given by
$$
\Gamma^{-1}(g)(l)=\gamma\left(g^{+}\right)(l)+\mathcal{R} \gamma\left(g^{-}\right)(l)
$$

We have now explicitly constructed the change of measure operator for both directions.

Let $P_{0}$ be the distribution of the received log-likelihoods and $P_{\ell}$ denote the distribution of log-likelihoods sent from the variable nodes to the check nodes in the $\ell$-th iteration. Let $R_{\ell}$ denote the distribution of log-likelihoods sent from the check nodes to the variable nodes in the $\ell$-th iteration. We may initialize with $R_{0}=\Delta_{0}$.

The distribution of messages passed from a variable node of degree $d_{v}$ to a check node in the $\ell$-th iteration is given by the convolution $P_{\ell}\left[d_{v}\right]:=$ $P_{0} \otimes R_{\ell-1}^{\otimes d_{v}-1}$, where, here and in the sequel, $\otimes$ denotes convolution and $R^{\otimes m}$ denotes $R$ convolved with itself $m$ times.

Suppose that we have a graph with left and right edge degree distributions given by $\lambda(x)=\sum_{i=1}^{d_{\ell}} \lambda_{i} x^{i-1}$, and $\rho(x)=\sum_{i=1}^{d_{r}} \rho_{i} x^{i-1}$, respectively. We follow [22] and use the following convention: for a polynomial $q(x)=\sum_{i} q_{i} x^{i-1}$ with non-negative real coefficients $q_{i}$ and $q(1)=1$ we denote by $q(f)$ the distribution $\sum_{i} q_{i} f^{\otimes(i-1)}$.

Theorem 6.1 (Density Evolution). Let $P_{0}$ denote the initial message distribution, under the assumption that the all-one codeword was transmitted, of a low-density parity-check code specified by edge degree distributions $\sum_{i} \lambda_{i} x^{i-1}$ and $\sum_{i} \rho_{i} x^{i-1}$. If $R_{\ell}$ denotes the density of the messages passed from the check nodes to the variable nodes at round $\ell$ of the beliefpropagation, with $R_{0}:=\Delta_{0}$, then we have

$$
R_{\ell}=\Gamma^{-1} \rho\left(\Gamma\left(P_{0} \otimes \lambda\left(R_{\ell-1}\right)\right)\right) .
$$

Note that the above indicated computations consist of two main components: convolutions and change of measures. It should therefore not be surprising that density evolution can efficiently be computed by means of Fourier transform based methods.
6.3. Density evolution for turbo code belief propagation. Although one can consider density evolution for other decoders of turbo codes, we will describe the process only for the belief propagation decoder as applied to standard parallel concatenated codes.

We consider the distribution of messages as they are passed up the support tree as described in Section 5.2. One can view the window $w$ as fixed but it is appropriate to consider the limit as $w \rightarrow \infty$ since the resulting distributions converge in this limit and we thereby remove the ancillary variable $w$.

Imagine a very long trellis and suppose that the systematic variables have distribution $P_{\ell}$ and the parity-check variables have distribution $P_{0}$. In
the forward-backward decoding algorithm one computes one-sided conditional densities for states in the trellis. Usually denoted by $\alpha$ and $\beta$, these vectors are recursively computed from the two terminal ends of the trellis and represent conditional distributions of the states in the trellis conditioned on the trellis section to the 'left' and the trellis section to the 'right' respectively. In our current view, the inputs to the trellis are random variables and hence so are the $\alpha$ and $\beta$ vectors. Under very general hypotheses one can show that the distributions of the $\alpha$ and $\beta$ vectors converge to a unique steady state distribution (depending on $P_{\ell}$ and $P_{0}$ ) regardless of the trellis termination. (In the case of periodic puncturing of the parity bits one has convergence to a periodic sequence of distributions.) These steady state distributions thereby induce steady state distributions for the extrinsic information which will be returned from the trellis. (In the case of periodic puncturing of the parity bits one has a periodic sequence of extrinsic distributions but if the interleaver ignores this additional structure then the distributions can be mixed into a single one for purposes of the asymptotic analysis.) Thus, in the limit of infinite length, one has a well-defined map $\Theta$ which takes pairs of input distributions, one for the systematic bits and one for the parity bits, into the output distribution of the extrinsic information. Let $R_{\ell}$ denote the distribution of extrinsic information returned to the systematic variable nodes at the $\ell$-th (half) iteration. Then $R_{\ell}=\Theta\left(P_{\ell-1}, P_{0}\right)$.

In principle the steady state distributions of $\alpha$ and $\beta$ can be directly computed. Unfortunately, the computational complexity of such an approach renders practically infeasible. For memory four, for example, the vector $\alpha$ is fifteen (16-1) dimensional. Even just representing an arbitrary probability distribution in fifteen dimensional space with sufficient accuracy seems hopeless. Of course, the distributions which arise are not arbitrary but there seems to be no obvious way to exploit the constraints which exist. Thus, in practice one estimates the distribution $R_{\ell}$ by using Monte-Carlo simulation of a very long trellis. Certain structural conditions on the form of $R_{\ell}$ contribute to make such an approach highly practical (see Section 8.1.)

The update of distributions at the variable nodes is identical to that for LDPC codes. In the case of parallel concatenated codes it is particularly simple. Assuming a log-likelihood representation for the messages, the distribution $P_{\ell}$ returned from the systematic check nodes is simply given by $P_{\ell}=R_{\ell} \otimes P_{0}$. Thus, one has

$$
P_{\ell}=P_{0} \otimes \Theta\left(P_{\ell-1}, P_{0}\right)
$$

7. Monotonicity and thresholds. Assume we are given a class of channels fulfilling the required symmetry condition and that this class is parameterized by $\alpha$. This parameter may be real valued as is the case for, e.g., the cross-over probability $\epsilon$ for the BSC and the standard deviation $\sigma$ for the AWGNC, or it may take values in a different domain. For a fixed
parameter $\alpha$ we can use the above algorithm to determine if, for a given code, the fraction of incorrect messages tends to zero with an increasing number of (loop free) iterations.

In many cases the parameter $\alpha$ actually reflects a natural ordering of the channels - the capacity decreases with increasing parameter $\alpha$. It is therefore natural to ask in such cases whether convergence to zero of the probability of error for a parameter $\alpha^{\prime}$ automatically implies convergence to zero of the probability of error for every parameter $\alpha$ such that $\alpha \leq \alpha^{\prime}$. More generally, we might want to define a partial ordering of channels with respect to a given code and decoder. In the case of the belief propagation decoder quite general results are possible.

Let a channel $W$ be represented by its transition probability $p_{W}(y \mid x)$. We say that a channel $W^{\prime}$ is physically degraded with respect to $W$ if $p_{W^{\prime}}\left(y^{\prime} \mid x\right)=p_{Q}\left(y^{\prime} \mid y\right) p_{W}(y \mid x)$ for some auxiliary channel $Q$, see [6].

Very often a family of channels is ordered by physical degradation, i.e., if $\alpha \leq \alpha^{\prime}$, then the channel with parameter $\alpha^{\prime}$ is physically degraded with respect to the channel with parameter $\alpha$. Examples of families of channels ordered by physical degradation in this way include the BSC, the AWGNC, the Laplace channel, the erasure channel, and many others.

Our most general result on the question of monotonicity of performance is the following.

Theorem 7.1 (Monotonicity for Physically Degraded Channels). Let $W$ and $W^{\prime}$ be two given memoryless binary input channels that fulfill the required channel symmetry conditions. Assume that $W^{\prime}$ is physically degraded with respect to $W$. For a given code and a belief propagation decoder, let $p$ be the expected fraction of incorrect messages passed at the $\ell$-th decoding step assuming tree-like neighborhoods and transmission over channel $W$, and let $p^{\prime}$ denote the equivalent quantity for transmission over channel $W^{\prime}$. Then $p \leq p^{\prime}$.

For a proof see [30]. The main idea of the proof is that belief propagation is optimal, i.e., maximum likelihood, in graphs that are trees. As an alternative one could, in principle, degrade the observations before performing maximum likelihood decoding. This can clearly not be any better than performing maximum likelihood decoding on the original data and it is equivalent to decoding the output from the weaker channel.

The arguments used to prove monotonicity of performance under belief propagation do not carry over to other - non maximum-likelihood -message-passing decoders. Nevertheless, for many natural decoders of interest monotonicity can be proved directly. Virtually all message-passing decoders of interest can be interpreted as approximations to belief propagation and it is not surprising that many of them inherit the monotonicity property. We do not know of any decoder of interest for which monotonicity on any family of physically degraded channel has been disproved. There are several examples of decoders of interest, however, for which such monotonicity has not been proved. For various examples we
refer the reader to [30].
Given an ordered family of channels, an ensemble of codes, and a decoder for which monotonicity holds one can then define a threshold as the maximum channel parameter $\sigma^{*}$ such that the probability of error under density evolution converges to zero if $\sigma<\sigma^{*}$. In some degenerate cases this threshold can actually be zero. For example, for an LDPC code ensemble with a non-zero proportion of degree one variable nodes the threshold is zero since in this case these degree one variables prevent the error probability from reaching zero (see Section 8.3). In most cases of interest, however, a non-trivial threshold will exist demarking the noise limit beyond which the iterative decoding system can not be expected to perform well regardless of the length of the code and below which iterative decoding is expected to work well. In practice one observes that codes approach their asymptotic performance from below. Finite size effects only degrade performance. Also, the orderings induced by the asymptotic performance tend to hold over a wide range of lengths.
8. Analysis of density evolution for belief propagation. In the preceding section we stated a general result on the monotonicity of the asymptotic performance of the belief propagation decoder. There are many other interesting properties associated to density evolution of belief propagation. In this section we present the most important results in this direction.
8.1. Consistency. In the following, we call a distribution $f$ on $\overline{\mathbb{R}}$ consistent if it satisfies $f(x)=f(-x) \mathrm{e}^{x}$ for all $x \in \overline{\mathbb{R}}$. Let us first consider a few examples of received distributions. Note that in each case $P_{0}$ is consistent.

Example 8 (BEC). For the BEC the initial message distribution is $\delta \Delta_{0}+(1-\delta) \Delta_{\infty}$, where $\Delta_{x}$ denotes a delta function at position $x$.

Example 9 (BSC). For the BSC the initial message distribution is $P_{0}(y):=\epsilon \Delta_{-\log \frac{1-\epsilon}{\epsilon}}+(1-\epsilon) \Delta_{\log \frac{1-e}{e}}$.

Example 10 (AWGNC). Here, the initial message distribution is $P_{0}(y):=\sqrt{\frac{\sigma^{2}}{8 \pi}} \mathrm{e}^{-\frac{\left(y-\frac{2}{\left.\sigma^{2}\right)^{2} \sigma^{2}}\right.}{8}}$. The consistency condition is then easily verified:

$$
P_{0}(y)=\sqrt{\frac{\sigma^{2}}{8 \pi}} \mathrm{e}^{-\frac{\left(y-\frac{2}{\sigma^{2}}\right)^{2} \sigma^{2}}{8}}=\sqrt{\frac{\sigma^{2}}{8 \pi}} \mathrm{e}^{-\frac{\left(-y-\frac{2}{\sigma^{2}}\right)^{2} \sigma^{2}}{8}} \mathrm{e}^{y}=P_{0}(-y) \mathrm{e}^{y} .
$$

In [29] the following proposition was stated and proved.
Proposition 8.1. Suppose we are given a binary-input, output-symmetric memoryless channel. Then $P_{0}$, the initial message distribution in log-likelihood ratio form under the all-one word assumption, is consistent.

It was next shown in [29] that the set of consistent distributions is invariant under LDPC density evolution, i.e., each distribution $R_{\ell}$ and $P_{\ell}$
which arise from density evolution is consistent. It turns out that the consistency condition is much more general than this.

Proposition 8.2. Suppose we are given a binary-input, output-symmetric memoryless channel and let $x$ be a bit from a binary linear code. Then $P$, the density of the conditional log-likelihood of $x$ assuming the allone codeword was transmitted and the entire codeword observed, is consistent.

For a proof of this proposition we refer the reader to [31]. This result implies Proposition 8.1 and it also implies that the distributions of extrinsic information which arise in asymptotic turbo decoding are consistent. Consistency is an important property both for theoretical and for practical reasons. As explained in more detail below, the consistency condition can be used to improve the accuracy of some numerical algorithms and it is also helpful in giving a compact description of the stability condition, see Section 8.4.

Let $f(x)$ be a consistent distribution. We define the error probability operator as ${ }^{11}$

$$
\operatorname{Pr}_{\mathrm{err}}(f):=\int_{-\infty}^{0} f(x) \mathrm{d} x
$$

An easy but helpful consequence of the consistency condition is noted in the following

Corollary 8.1. If $f(x)$ is a consistent distribution then $\operatorname{Pr}_{\text {err }}(f)=0$ if and only if $f=\Delta_{\infty}$.

Hence, requiring the probability of error to converge to zero is equivalent to requiring the message density to converge to a delta function at infinity.
8.1.1. Application of consistency to density evolution for turbo codes. One important application of the consistency condition is to the numerically accurate estimation of the threshold for turbo codes. For turbo codes, the message distributions induce distributions on the state probability vectors (usually denoted $\alpha$ and $\beta$ ) and the outgoing messages (extrinsic information) are functionals of the state probability vectors. It is not known (and seems unlikely) whether the distribution of the extrinsic information can be computed without first computing the distribution of the state probability vectors. The state probability vectors are, in general, vectors in $\mathbb{R}^{2^{m}-1}$. Thus, even for quite small $m$, e.g., $m=3$, representations of distributions of state probability vectors are prohibitively complex. Thus, direct computation of density evolution appears to be practically intractable except in the simplest cases.

Nevertheless, it is possible to estimate the distributions of density evolution via simulation of the decoding process. We simulate decoding on a

[^10]very long trellis in which all variables are independently sampled from their known distributions, determining the outgoing extrinsic information for each variable. These outgoing messages thus provide an empirical sample of the true message distribution. Since the decoding process, in this sense, is ergodic, the empirical distribution converges weakly to the true message distribution. In actual computations the distributions are quantized and hence discrete, thus, with sufficiently long simulation, an arbitrarily accurate estimate of the message distribution can be obtained with arbitrarily high probability.

A substantial savings in simulation time can be had by exploiting the consistency of the true message distribution. In simulation we need only determine the distribution of the magnitude of the extrinsic log-likelihoods. For a given log-likelihood magnitude $x$ then we have $P(x)=\frac{1}{1+e^{-x}}(P(x)+$ $P(-x)$ ) and $P(-x)=\frac{1}{1+e^{x}}(P(x)+P(-x))$. Since $P(x)+P(-x)$ is exponentially larger than $P(-x)$ this provides a very significant acceleration of the convergence of the empirical distribution to the true message distribution with regard to estimates of rare error events.
8.2. Fixed points. Recall from Example 7 that for the BEC and a belief propagation decoder the state of the system at any iteration is described by the remaining fraction of erasures. Denote the remaining fraction of erasures by $x$ and let $h(x)$ be the remaining fraction of erasures after a further iteration. Then the threshold is given by the maximum fraction $x_{0}$ such that

$$
\begin{equation*}
\forall 0<x<x_{0}: \quad h(x)<x . \tag{8.1}
\end{equation*}
$$

Recall further from Example 1 that a similar statement is true for the BSC under Gallager's decoding algorithm A. In this case $x$ signifies the remaining number of errors.

In these cases, an alternative description of the threshold can be given in terms of fixed points. The threshold is given by the maximum number $x_{0}$ such that the equation

$$
\begin{equation*}
h(x)=x \tag{8.2}
\end{equation*}
$$

has no solutions for $x \in\left(0, x_{0}\right)$.
Assume now we are given a general discrete memoryless channel which fulfills the channel symmetry conditions and we employ a belief propagation decoder. The state of the system is now described by the message density. Let $f$ denote such a density and let $h(f)$ denote the corresponding density after a further iteration. Clearly, there is no characterization of the threshold which corresponds to (8.1) since there is, a priori, no given linear ordering of densities. The alternative formulation in (8.2) involving fixed points looks more promising. Unfortunately, the non-existence of fixed-points for iterated function systems in more than one dimension is in
general not enough to guarantee convergence. So it is quite surprising, as it turns out, that, for message distributions of belief propagation decoders, fixed points sufficiently characterize the convergence of the sequences.

Let $P_{\ell}(x)$ denote the distribution of the messages at the $\ell$-th iteration assuming, as usual, that the all-one word was transmitted. Suppose that we were to decide on the transmitted bit according to the sign of the message. In this case the conditional error probability is equal to $\operatorname{Pr}_{\text {rer }}\left(P_{\ell}\right)$. But, because of the symmetry conditions, this is equal to the error probability even without conditioning on the transmitted codeword. Since the sign of the message is equal to the MAP estimate, this error probability is clearly a non-increasing function of $\ell$.

This monotonicity property is the key to the fixed point theorem below. It is not hard to see that there is actually a whole family of such monotonicity conditions.

Theorem 8.1 (General Monotonicity Law). Let $P_{\ell}$ be the message distribution at the $\ell$-th decoding step and let $g$ be a consistent distribution on $\overline{\mathbb{R}}$. Then

$$
\operatorname{Pr}_{\mathrm{err}}\left(P_{\ell} \otimes g\right)
$$

is a non-increasing function of $\ell$.
Theorem 8.2 (Fixed Point Theorem). Let $f$ be a consistent distribution and assume that $f$ has support over the entire real axis. Let $P_{\ell_{1}}(x)$ and $P_{\ell_{2}}(x)$ denote the message distributions at the $\ell_{1}$-th and $\ell_{2}$-th iteration respectively. If

$$
\begin{equation*}
\operatorname{Pr}_{c r r}\left(P_{\ell_{1}} \otimes f\right)=\operatorname{Pr}_{c r r}\left(P_{\ell_{2}} \otimes f\right) \tag{8.3}
\end{equation*}
$$

then $P_{\ell_{1}}(x)=P_{\ell}(x)$ for $\ell \geq \min \left\{\ell_{1}, \ell_{2}\right\}$ i.e., $P_{\ell_{1}}(x)=P_{\ell_{2}}(x)$ is a fixed point of density evolution.

We note that the above theorem has some very strong implications. Although the message distributions for a belief propagation decoder live nominally on $\mathbb{R}^{\mathbb{R}}$, the above theorem implies that the possible message distributions can be ordered by one real parameter (the projection). Hence, roughly speaking, we are dealing with a one-dimensional manifold embedded in an infinite dimensional space. This is very much analagous to the simple one-dimensional case we encounter in the case of an erasure channel, or Gallager's decoding algorithm A.
8.3. Stability. Consider transmitting over the BEC with erasure probability $\delta$ using LDPC codes. Recall from example 7 that the expected fraction of erasure messages at the $\ell$-th iteration is given by

$$
\begin{equation*}
x_{\ell}=\delta \lambda\left(1-\rho\left(1-x_{\ell-1}\right)\right), \tag{8.4}
\end{equation*}
$$

where $x_{0}=\delta$. As pointed out earlier, the threshold $\delta^{*}$ is the single most important parameter describing the performance of an iterative coding system. We recall that $\delta^{*}$ is the supremum of all values of $\delta$ such that $x_{\ell}$ tends
to zero as $\ell$ tends to infinity. In general, it is not an easy task to determine the threshold analytically but we can give an analytical upper bound on $\delta^{*}$ by considering the behavior of (8.4) for very small values of $x_{\ell}$. Hence, let $h(x):=\delta \lambda(1-\rho(1-x))$. Then $h(x)=\delta \lambda^{\prime}(0) \rho^{\prime}(1) x+O\left(x^{2}\right)$. Therefore, to first order in $x$, the fraction of erasure messages will evolve from $x$ to $\delta \lambda^{\prime}(0) \rho^{\prime}(1) x$. Clearly, if we want the fraction of erasure messages to tend to zero then we need $\lambda^{\prime}(0) \rho^{\prime}(1)<1 / \delta$. From this we can deduce the bound $\delta^{*}<\frac{1}{\lambda^{\prime}(0) \rho^{\prime}(1)}$. Vice versa, if $\lambda^{\prime}(0) \rho^{\prime}(1)<1 / \delta$ then there exists an $\delta>0$ such that the values of the recursion tend to zero if the recursion is initialized with a value which does not exceed $\delta$. The condition $\lambda^{\prime}(0) \rho^{\prime}(1)<1 / \delta$, first discussed in [37], can be seen as a stability condition of the fixed point $x=0$.

Such a stability condition can be given in a much more general setting and it plays an important role in the theory of iterative coding systems. As we have seen it leads to an upper bound on the threshold of an interative coding system. In the case of, e.g., cycle codes and the BSC this upper bound is tight, i.e., the stability condition determines the threshold of cycle codes for the BSC exactly [8]. The stability condition can also be interpreted in an alternative way. Assume we are trying to construct degree sequence pairs which achieve capacity on a given channel. In this case the desired threshold is determined by the capacity formula. E.g., for the case of the BEC we have $\delta^{*}=1-r$, where $r$ is the rate of the code. Now we can write the stability condition as $\lambda^{\prime}(0) \leq \frac{1}{(1-r) \rho^{\prime}(1)}$, i.e., the stability condition imposes an upper bound on the fraction of edges which connect to degree two nodes. It has been shown in the case of the BEC that capacity achieving sequences must fulfill the above inequality with equality and we conjecture that this is true in general. We will now describe some important instances of the stability condition.
8.4. Stability condition for LDPC codes and belief propagation. Consider now a transmission over a general binary-input, memoryless, output-symmetric channel and assume that we use a belief propagation decoder. Observe that if $P_{\ell}=\Delta_{\infty}$ for some $\ell \geq 0$ then $P_{\ell+i}=\Delta_{\infty}$ for any $i \geq 0$, i.e., $\Delta_{\infty}$ is a fixed point of density evolution. Since we desire that the error probability associated with density evolution converge to zero, it is clear that the fixed point described above should, in some sense, be an attractor (recall Corollary 8.1). To analyze local convergence to this fixed point we shall consider a linearization of density evolution about the fixed point.

Consider a density $\epsilon P+(1-\epsilon) \Delta_{\infty}$ where $P$ is any (consistent) density, $P \neq \Delta_{\infty}$. After a complete iteration of density evolution this density will evolve to

$$
\lambda^{\prime}(0) \rho^{\prime}(1) \epsilon P \otimes P_{0}+\left(1-\lambda^{\prime}(0) \rho^{\prime}(1) \epsilon\right) \Delta_{\infty}+O\left(\epsilon^{2}\right)
$$

where $\lambda^{\prime}(x)$ and $\rho^{\prime}(x)$ denote the derivatives of $\lambda(x)$ and $\rho(x)$, respectively.

In other words, the linearization of density evolution at the fixed point $\Delta_{\infty}$ is given by $P \rightarrow \lambda^{\prime}(0) \rho^{\prime}(1) P \otimes P_{0}$.

One would expect, therefore, that a necessary condition for convergence to zero of the probability of error be that the probability of error associated with

$$
\left(\lambda^{\prime}(0) \rho^{\prime}(1)\right)^{n} P \otimes P_{0}^{\otimes n}
$$

be decaying to zero as $n$ grows. Under very general conditions (see Lemma 8.1) the limit

$$
\begin{equation*}
r:=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{Pr}_{\mathrm{err}}\left(P_{0}^{\otimes n}\right) \tag{8.5}
\end{equation*}
$$

is well defined. In this case, since $P \neq \Delta_{\infty}$, the quantity

$$
\left(\lambda^{\prime}(0) \rho^{\prime}(1)\right)^{n} \operatorname{Pr}_{\mathrm{err}}\left(P \otimes P_{0}^{\otimes n}\right)
$$

converges to zero if and only if $\left(\lambda^{\prime}(0) \rho^{\prime}(1)\right)^{n} \operatorname{Pr}_{\text {err }}\left(P_{0}^{\otimes n}\right)$ converges to zero. Although the above argument is only heuristic, the assertion is correct. This is summarized in the following.

TheOrem 8.3. If $\lambda^{\prime}(0) \rho^{\prime}(1)>\mathrm{e}^{r}$, then the probability of error of density evolution is strictly bounded away from 0 . Conversely, if $\lambda^{\prime}(0) \rho^{\prime}(1)<$ $\mathrm{e}^{r}$, then there exists $\epsilon>0$ such that if density evolution is initialized with a consistent message distribution $P$ satisfying $\operatorname{Pr}_{\text {err }}(P)<\epsilon$, then the probability of error will converge to zero.

We note that in all cases of interest the exponent $r$ can be computed using moment generating functions as stated in the following.

Lemma 8.1. Let $g(s)$ be the moment generating function corresponding to the distribution $P_{0}(x)$, i.e., $g(s)=E_{P_{0}}\left[\mathrm{e}^{s X}\right]$, and assume that $g(s)<$ $\infty$ for all $s$ in some neighborhood of zero. Then $r=-\log \left(\inf _{s<0} g(s)\right)$. Further, if $P_{0}$ is consistent then $r=-\log \left(2 \int_{0}^{\infty} P_{0}^{+}(x) \mathrm{e}^{-x / 2} \mathrm{~d} x\right)$.

Example 11 (BEC). For the BEC (see Example 2) we have

$$
\mathrm{e}^{-r}=2 \int_{0}^{\infty}\left[\frac{\delta}{2} \Delta_{0}+(1-\delta) \Delta_{\infty}\right] \mathrm{e}^{-x / 2} \mathrm{~d} x=\delta
$$

Therefore, the stability condition reads

$$
\lambda^{\prime}(0) \rho^{\prime}(1)<\frac{1}{\delta}
$$

as noted above.
Example 12 (BSC). For the BSC (see Example 9) we have

$$
\mathrm{e}^{-r}=2 \int_{0}^{\infty}(1-\epsilon) \Delta_{\log \frac{1-\epsilon}{\epsilon}} \mathrm{e}^{-x / 2} \mathrm{~d} x=2 \sqrt{\epsilon(1-\epsilon)}
$$

It follows that the stability condition for the BSC is given by

$$
\lambda^{\prime}(0) \rho^{\prime}(1)<\frac{1}{2 \sqrt{\epsilon(1-\epsilon)}}
$$

Example 13 (AWGC). For the AWGNC (see Example 10) we have

$$
\mathrm{e}^{-r}=2 \int_{0}^{\infty} \sqrt{\frac{\sigma^{2}}{8 \pi}} \mathrm{e}^{-\frac{\left(x-\frac{2}{\sigma^{2}}\right) \sigma^{2}}{8}} \mathrm{e}^{-x / 2} \mathrm{~d} x=\mathrm{e}^{-\frac{1}{2 \sigma^{2}}}
$$

Thus, the stability condition reduces to

$$
\lambda^{\prime}(0) \rho^{\prime}(1)<\mathrm{e}^{\frac{1}{2 \sigma^{2}}} .
$$

8.5. Examples of other instances of the stability condition. The stability condition is not limited to LDPC codes and belief propagation decoders. Consider, e.g., the case of LDPC codes decoded with Gallager's decoding algorithm A and transmission over a binary symmetric channel with cross-over probability $\epsilon$, as discussed in Example 1. In this case it was shown in [2] that the appropriate stability condition reads

$$
\frac{1-\lambda^{\prime}(0) \rho^{\prime}(1)}{\lambda^{\prime}(1) \rho^{\prime}(1)-\lambda^{\prime}(0) \rho^{\prime}(0)}>\epsilon .
$$

We note that for some codes e.g., the $(4,8),(5,10)$ and the $(4,6)$ regular codes, this condition is tight, i.e., it determines the threshold exactly.

Consider next the special case of a parallel concatenated turbo code with the simple component code $\left[1, \frac{1}{1+D}\right]$, no puncturing and transmission over the BEC with erasure probability $\delta$. In this case it was shown in [31] that the erasure probability $x_{\ell}$ evolves as

$$
x_{\ell}=\frac{x_{\ell-1} \delta^{2}\left(2-2 \delta+x_{\ell-1} \delta\right)}{\left(1-\delta\left(1-x_{\ell-1}\right)\right)^{2}}
$$

The stability condition is easily found to be $\delta<\frac{1}{2}$. Again, the stability is tight, i.e., the threshold $\delta^{*}$ can be shown to be equal to $\frac{1}{2}$. The general form of the stability condition for turbo codes has not been explored in any depth so far and this promises to be a fruitful direction for future research.
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# CONNECTIONS BETWEEN LINEAR SYSTEMS AND CONVOLUTIONAL CODES* 
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#### Abstract

The article reviews different definitions for a convolutional code which can be found in the literature. The algebraic differences between the definitions are worked out in detail. It is shown that bi-infinite support systems are dual to finitesupport systems under Pontryagin duality. In this duality the dual of a controllable system is observable and vice versa. Uncontrollability can occur only if there are biinfinite support trajectories in the behavior, so finite and half-infinite-support systems must be controllable. Unobservability can occur only if there are finite support trajectories in the behavior, so bi-infinite and half-infinite-support systems must be observable. It is shown that the different definitions for convolutional codes are equivalent if one restricts attention to controllable and observable codes.
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1. Introduction. It is common knowledge that there is a close connection between linear systems over finite fields and convolutional codes. In the literature one finds however a multitude of definitions for convolutional codes, which can make it confusing for somebody who wants to enter this research field with a background in systems theory or symbolic dynamics. It is the purpose of this article to provide a survey of the different points of view about convolutional codes.

The article is structured as follow: In Section 2 we will review the way convolutional codes have often been defined in the coding literature [20, $21,28,35,38]$.

Section 3 reviews a definition for convolutional codes that can be found in the literature on symbolic dynamics. From the symbolic dynamics point of view [24, 29, 32], a convolutional code is a linear irreducible shift space.

In Section 4 we will review the class of time-invariant, complete linear behaviors in the sense of Willems [50, 51, 52]. We will show how these behaviors relate to the definitions given in Section 2 and 3.

In Section 5 we will give a definition for convolutional codes in which it is required that the code words have finite support. Such a definition was considered by Fornasini and Valcher [48,5] and by the author in collaboration with Schumacher, Weiner and York [42, 44, 49]. The study of behaviors with finite support has been done earlier in the context of automata the-

[^11]ory and we refer to Eilenberg's book [1]. We show in Section 5 how this module-theoretic definition relates to complete, linear and time-invariant behaviors by Pontryagin duality.

In Section 6 we will study different first-order representations connected with the different viewpoints. Finally, in Section 7 we compare the different definitions. We also show how cyclic redundancy check codes can naturally be viewed in the context of finite-support convolutional codes.

Throughout the paper we will emphasize the algebraic properties of the different definitions. We will also restrict ourselves to the concrete setting of convolutional codes defined over finite fields. It is however known that many of the concepts in this paper generalize to group codes [3, 12, 9] and multidimensional convolutional codes [ $4,5,16,48,49]$. All of the definitions which we are going to give are quite similar, but there are some notable differences.

Since the paper draws from results from quite different research areas, one is faced with the problem that there is no uniform notation. In this paper we will adopt the convention used in systems theory in which vectors are regarded as column vectors. For the convenience of the reader, we conclude this section with a summary of some of the notation used in this paper:

| $\mathbb{F}$ | A fixed finite field; |
| :--- | :--- |
| $\mathbb{F}[z]$ | The polynomial ring over $\mathbb{F} ;$ |
| $\mathbb{F}\left[z, z^{-1}\right]$ | The Laurent polynomial ring over $\mathbb{F} ;$ |
| $\mathbb{F}(z)$ | The field of rationals; |
| $\mathbb{F}[[z]]$ | The ring of formal power series of the form $\sum_{i=0}^{\infty} a_{i} z^{i} ;$ |
| $\mathbb{F}((z))$ | Field of formal Laurent series having the form $\sum_{i=d}^{\infty} a_{i} z^{i} ;$ |
| $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$ | The ring of formal power series of the form $\sum_{i=-\infty}^{\infty} a_{i} z^{i} ;$ |
| $\mathbb{Z}$ | The integers; |
| $\mathbb{Z}_{+}$ | The nonnegative integers; |
| $\mathbb{Z}_{-}$ | The nonpositive integers. |

Consider the ring of formal power series $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$. We will identify the set $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$ with the (two-sided) sequence space $\mathbb{F}^{\mathbb{Z}}$. We have natural embeddings:

$$
\mathbb{F} \longrightarrow \mathbb{F}[z] \longrightarrow \mathbb{F}\left[z, z^{-1}\right] \longrightarrow \mathbb{F}(z) \longrightarrow \mathbb{F}((z)) \longrightarrow \mathbb{F}\left[\left[z, z^{-1}\right]\right]
$$

With these embeddings we can view e.g. the set of rationals $\mathbb{F}(z)$ as a subset of the sequence space $\mathbb{F}^{\mathbb{Z}}$, and we will make use of such identifications throughout the paper.

The set of $n$-vectors with polynomial entries will be denoted by $\mathbb{F}^{n}[z]$. Similarly we define the sets $\mathbb{F}^{n}(z), \mathbb{F}^{n}((z))$ etc. All these sets are subsets of the two sided sequence space $\left(\mathbb{P}^{n}\right)^{\mathbb{Z}}=\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$. The definitions of convolutional codes which we will provide in the next sections will all be $\mathbb{F}$-linear subspaces of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$.

The idea of writing a survey on the different points of view about convolutional codes was suggested to the author by Paul Fuhrmann during a stimulating workshop on "Codes, Systems and Graphical Models" at the Institute for Mathematics and its Applications (IMA) in August 1999. A first draft of this paper was circulated in October 1999 to about a dozen people interested in these research issues. This generated an interesting 'Internet discussion' on these issues, in which the different opinions were exchanged by e-mail. Some of these ideas have been incorporated into the final version of the paper and the author would like to thank Dave Forney, Paul Fuhrmann, Heide Gluesing-Luerssen, Jan Willems and Sandro Zampieri for having provided valuable thoughts. The author wishes also to thank the IMA and its superb staff, who made the above mentioned workshop possible.
2. The linear algebra point of view. The theory of convolutional codes grew out and extended the theory of linear block codes into a new direction. Because of this reason we start the section with linear block codes and we introduce convolutional codes in a quite intuitive way.

An $[n, k]$ linear block code is by definition a linear subspace $\mathcal{C} \subset \mathbb{F}^{n}$ having dimension $\operatorname{dim} \mathcal{C}=k$. Let $G$ be a $n \times k$ matrix with entries in $\mathbb{F}$. The linear map

$$
\varphi: \mathbb{F}^{k} \longrightarrow \mathbb{F}^{n}, m \longmapsto c=G m
$$

is called an encoding map for the code $\mathcal{C}$ if $\operatorname{im}(\varphi)=\mathcal{C}$. If this is the case then we say $G$ is a generator matrix or an encoder for the block code $\mathcal{C}$.

Assume that a sequence of message blocks $m_{0}, \ldots, m_{t} \subset \mathbb{F}^{k}$ should be encoded into a corresponding sequence of code words $c_{i}=G m_{i} \in \mathbb{F}^{n}, i=$ $0, \ldots, t$. By introducing the polynomial vectors $m(z)=\sum_{i=0}^{t} m_{i} z^{i} \in$ $\mathbb{F}^{k}[z]$ and $c(z)=\sum_{i=0}^{t} c_{i} z^{i} \in \mathbb{F}^{n}[z]$ it is possible to describe the encoding procedure through the module homomorphism: ${ }^{1}$

$$
\begin{equation*}
\varphi: \mathbb{F}^{k}[z] \longrightarrow \mathbb{F}^{n}[z], m(z) \longmapsto c(z)=G m(z) . \tag{2.1}
\end{equation*}
$$

The original idea of a convolutional code goes back to the paper of Elias [2], where it was suggested to use a polynomial matrix $G(z)$ in the encoding procedure (2.1).

Polynomial encoders $G(z)$ are physically easily implemented through a feedforward linear sequential circuit. Massey and Sain [34, 45] showed that there is a close connection between linear systems and convolutional codes. Massey and Sain viewed the polynomial encoder $G(z)$ as a transfer function. More generally it is possible to realize a transfer function $G(z)$ with rational entries by (see e.g. [20,21]) a linear sequential circuit whose elements include feedback components. If one allows rational entries in

[^12]the encoding matrix then it seems natural to extend the possible message sequences to the set of rational vectors $m(z) \in \mathbb{F}^{k}(z)$ and to process this sequence by a 'rational encoder' resulting again in a rational code vector $c(z) \in \mathbb{F}^{n}(z)$. With this we have a first definition of a convolutional code as it can be found e.g. in the Handbook of Coding Theory [35, Definition 2.4]:

Definition A. A $\mathbb{F}(z)$-linear subspace $\mathcal{C}$ of $\mathbb{F}^{n}(z)$ is called a convolutional code.

If $G(z)$ is a $n \times k$ matrix with entries in $\mathbb{F}(z)$ whose columns form a basis for $\mathcal{C}$, then we call $G(z)$ a generator matrix or an encoder for the convolutional code $\mathcal{C} . G(z)$ describes the encoding map:

$$
\varphi: \mathbb{F}^{k}(z) \longrightarrow \mathbb{F}^{n}(z), m(z) \longmapsto c(z)=G(z) m(z)
$$

The field of rationals $\mathbb{F}(z)$ viewed as a subset of the sequence space $\mathbb{F}^{\mathbb{Z}}=$ $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$ consists precisely of those sequences whose support is finite on the negative sequence space $\mathbb{F}^{\mathbb{Z}}$ - and whose elements form an ultimately periodic sequence on the positive sequence space $\mathbb{F}^{\mathbb{Z}}$. It therefore seems that one equally well could restrict the possible message words $m(z) \in$ $\mathbb{F}^{k}(z)$ to sequences whose coordinates consists of Laurent polynomials only, in other words to sequences of the form $m(z) \in \mathbb{F}^{k}\left[z, z^{-1}\right]$.

Alternatively one could allow message words $m(z)$ whose coordinates are not ultimately periodic and possibly not of finite support on the negative sequence space $\mathbb{F}^{\mathbb{Z}}$. This would suggest that one should take as possible message words the whole sequence space $\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}=\mathbb{F}^{k}\left[\left[z, z^{-1}\right]\right]$. The problem with this approach is that the multiplication of an element in $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$ with an element in $\mathbb{F}(z)$ is in general not well defined. If one restricts however the message sequences to the field of formal Laurent series then the multiplication is well defined. This leads to the following definition which goes back to the work of Forney [7]. The definition has been adopted in the book by Piret [38] and the book by Johannesson and Zigangirov [21], and it appears as Definition 2.3 in the Handbook of Coding Theory [35]:

Definition $\mathrm{A}^{\prime}$. A $\mathbb{F}((z))$-linear subspace $\mathcal{C}$ of $\mathbb{F}^{n}((z))$ which has a basis of rational vectors in $\mathbb{F}^{n}(z)$ is called a convolutional code.

The requirement that $\mathcal{C}$ has a basis with rational entries guarantees that $\mathcal{C}$ has also a basis with only polynomial entries. $\mathcal{C}$ can therefore be represented by a $n \times k$ generator matrix $G(z)$ whose entries consist only of rationals or even polynomials. The encoding map with respect to $G(z)$ is given through:

$$
\begin{equation*}
\varphi: \mathbb{F}^{k}((z)) \longrightarrow \mathbb{F}^{n}((z)), m(z) \longmapsto c(z)=G(z) m(z) . \tag{2.2}
\end{equation*}
$$

If $G(z)$ is a polynomial matrix, then finitely many components of $m(z)$ influence only finitely many components of $c(z)$, and the encoding procedure may be physically implemented by a simple feedforward linear shift register.

If $G(z)$ contains rational entries, then it is in general the case that a finite (polynomial) message vector is encoded into an infinite (rational) code vector of the form $c(z)=\sum_{i=s}^{\infty} c_{i} z^{i}$. This might cause some difficulties in the decoder. For the encoding process, $G(z)$ can be physically realized by linear shift registers, in general with feedback (see e.g. [20, 21]).

From a systems theory point of view, it is classical [23] to view the encoding map (2.2) as an input-output linear system. This was the point of view taken by Massey and Sain [34, 45] and thereafter in most of the coding literature. However unlike in systems theory, the important object in coding theory is the code $\mathcal{C}=\operatorname{im}(\varphi)$. As a result one calls encoders $\varphi$ which generate the same image $\operatorname{im}(\varphi)$ equivalent; we will say more about this in a moment. In Sections 3 and 4 we will view (2.2) as an image representation of a time-invariant behavior in the sense of Willems [50, 51], which we believe captures the coding situation in a more natural way.

Assume that $G(z)$ and $\tilde{G}(z)$ are two $n \times k$ rational encoding matrices defining the same code $\mathcal{C}$ with respect to either Definition $A$ or $\mathrm{A}^{\prime}$. In this case we say that $G(z)$ and $\tilde{G}(z)$ are equivalent encoders. The following lemma is a simple result of linear algebra:

Lemma 2.1. Two $n \times k$ rational encoders $G(z)$ and $\tilde{G}(z)$ are equivalent with respect to either Definition $A$ or $A^{\prime}$ if and only if there is a $k \times k$ invertible rational matrix $R(z)$ such that $\tilde{G}(z)=G(z) R(z)$.

It follows from this lemma that Definition $A$ and Definition $A^{\prime}$ are completely equivalent with respect to equivalence of encoders.

From an algebraic point of view we can identify a convolutional code in the sense of Definition A or Definition $\mathrm{A}^{\prime}$ through an equivalence class of rational matrices. The following theorem singles out a set of very desirable encoders inside each equivalence class.

Theorem 2.2. Let $G(z)$ be a $n \times k$ rational encoding matrix of rank $k$ defining a code $\mathcal{C}$. Then there is a $k \times k$ invertible rational matrix $R(z)$ such that $\tilde{G}(z)=G(z) R(z)$ has the properties:
(i) $\tilde{G}(z)$ is a polynomial matrix.
(ii) $\tilde{G}(z)$ is right prime.
(iii) $\tilde{G}(z)$ is column reduced with column degrees $\left\{e_{1}, \ldots, e_{k}\right\}$.

Furthermore, every polynomial encoding matrix of $\mathcal{C}$ which is right prime and column-reduced has (unordered) column degrees $\left\{e_{1}, \ldots, e_{k}\right\}$. Thus these indices are invariants of the convolutional code.

The essence of Theorem 2.2 was proved by Forney [6, Theorem 3]. In [8] Forney related the indices appearing in (iii) to the controllability and observability indices of a controllable and observable system. Paper [8] had an immense impact in the linear systems theory literature. We will follow here the suggestion of McEliece [35] and call these indices the Forney indices of the convolutional code, despite the fact that Theorem 2.2 can be traced back to the last century, when Kronecker, Hermite and in particular Dedekind and Weber studied matrices over the rationals and more general
function fields. In Sections 4 and 5 we will make a distinction between the Forney indices as defined above and the Kronecker indices of a submodule of $\mathbb{F}^{n}[z]$.

In the coding literature [21, 38], an encoder satisfying conditions (i), (ii) and (iii) of Theorem 2.2 is called a minimal basic encoder.

So far we have used encoding matrices to describe a convolutional code. As is customary in linear algebra, one often describes a linear subspace as the kernel of a matrix. This leads to the notion of a parity-check matrix. The following theorem is well known (see e.g. [38]).

Theorem 2.3. Let $\mathcal{C} \subset \mathbb{F}^{n}((z))$ be a rank-k convolutional code in the sense of Definition $A^{\prime}$. Then there exists an $r \times n$ matrix $H(z)$ such that the code is equivalently described as the kernel of $H(z)$ :

$$
\mathcal{C}=\left\{c(z) \in \mathbb{F}^{n}((z)) \mid \quad H(z) c(z)=0\right\}
$$

Moreover, it is possible to choose $H(z)$ in such a way that:
(i) $H(z)$ is a polynomial matrix.
(ii) $H(z)$ is left prime.
(iii) $H(z)$ is row-reduced having row degrees $\left\{f_{1}, \ldots, f_{r}\right\}$.

Furthermore, every polynomial parity check matrix of $\mathcal{C}$ which is left prime and row reduced will have (unordered) row degrees $\left\{f_{1}, \ldots, f_{r}\right\}$. Thus these indices are invariants of the convolutional code.

Properties (i)-(iii) essentially follow from the fact that the transpose $H^{t}(z)$ is a generator matrix for the dual (orthogonal) code $\mathcal{C}^{\perp}$.

The set of indices $\left\{e_{1}, \ldots, e_{k}\right\}$ and $\left\{f_{1}, \ldots, f_{r}\right\}$ differ in general, their sum is however always the same, and is called the degree of the convolutional code. One says that a rank- $k$ code $\mathcal{C} \subset \mathbb{F}^{n}((z))$ has transmission rate $k / n$, controller memory $m:=\max \left\{e_{1}, \ldots, e_{k}\right\}$ and observer memory $n:=\max \left\{f_{1}, \ldots, f_{r}\right\}$.

Another important code parameter is the free distance. The free distance of a code measures the smallest distance between any two different code words, and is formally defined as:

$$
\begin{equation*}
d_{\text {free }}(\mathcal{C}):=\min _{\substack{u, v \in \mathcal{C} \\ u \neq v}} \sum_{t \in \mathbb{Z}} d_{H}\left(u_{t}, v_{t}\right) \tag{2.3}
\end{equation*}
$$

where $d_{H}($,$) denotes the usual Hamming distance on \mathbb{F}^{n}$.
3. The symbolic dynamics point of view. In this section we present a definition of convolutional codes as it can be found in the symbolic dynamics literature [24, 29, 32]. Convolutional codes in this framework are exactly the linear, compact, irreducible and shift-invariant subsets of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$. In order to make this precise, we will have to develop some basic notions from symbolic dynamics.

In the sequel we will work with the finite alphabet $\mathcal{A}:=\mathbb{F}^{n}$. A block over the alphabet $\mathcal{A}$ is a finite sequence $\beta=x_{1} x_{2} \ldots x_{k}$ consisting of $k$
elements $x_{i} \in \mathcal{A}$. If $w=w(z)=\sum_{i} w_{i} z^{i} \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a sequence, one says that the block $\beta$ occurs in $w$ if there is some integer $j$ such that $\beta=w_{j} w_{j+1} \ldots w_{k+j-1}$. If $X \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is any subset, we denote by $\mathcal{B}(X)$ the set of blocks which occur in some element of $X$.

The fundamental objects in symbolic dynamics are the shift spaces. For this let $\mathcal{F}$ be a set of blocks, possibly infinite.

Definition 3.1. The subset $X \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ consisting of all sequences $w(z)$ which do not contain any of the (forbidden) blocks of $\mathcal{F}$ is called a shift space.

The left-shift operator is the $\mathbb{F}$-linear map

$$
\begin{equation*}
\sigma: \mathbb{F}\left[\left[z, z^{-1}\right]\right] \longrightarrow \mathbb{F}\left[\left[z, z^{-1}\right]\right], \quad w(z) \longmapsto z^{-1} w(z) \tag{3.1}
\end{equation*}
$$

Let $I_{n}$ be the $n \times n$ identity matrix. The shift map $\sigma$ extends to the shift map

$$
\sigma I_{n}: \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \longrightarrow \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] .
$$

One says that $X \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a shift-invariant set if $\left(\sigma I_{n}\right)(X) \subset X$. Clearly shift spaces are shift-invariant subsets of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$.

It is possible to characterize shift spaces in a topological manner. For this we will introduce a metric on $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ :

Definition 3.2. If $v(z)=\sum_{i} v_{i} z^{i}$ and $w(z)=\sum_{i} w_{i} z^{i}$ are both elements of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ we define their distance through:

$$
\begin{equation*}
d(v(z), w(z)):=\sum_{i \in \mathbb{Z}} 2^{-|i|} d_{H}\left(v_{i}, w_{i}\right) \tag{3.2}
\end{equation*}
$$

In this metric two elements $v(z), w(z)$ are 'close' if they coincide over a 'large block around zero'. One readily verifies that $d($,$) indeed satisfies all$ the properties of a metric and therefore induces a topology on $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$. Using this topology we can characterize shift spaces:

Theorem 3.3. A subset of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a shift space if and only if it is shift-invariant and compact.

Proof. The metric introduced in Definition 3.2 is equivalent to the metric described in [29, Example 6.1.10]. The induced topologies are therefore the same. The result follows therefore from [29, Theorem 6.1.21].

The topological space $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a typical example of a linearly compact vector space, a notion introduced by S. Lefschetz. There is a large theory on linearly compact vector spaces, and several of the results which we are going to derive are valid in this broader context. We refer the interested reader to $[25, \S 10]$ for more details.

A further important concept is irreducibility which will turn out to be equivalent to the concept of controllability in our concrete setting.

Definition 3.4. A shift space $X \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is called irreducible if for every ordered pair of blocks $\beta, \gamma$ of $\mathcal{B}(X)$ there is a block $\mu$ such that the concatenated block $\beta \mu \gamma$ is in $\mathcal{B}(X)$.

We are now prepared to give the symbolic dynamics definition for a convolutional code and to work out the basic properties for these codes.

Definition B. A linear, compact, irreducible and shift-invariant subset of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is called a convolutional code.

This is an abstract definition and it is not immediately clear how one should encode messages with such convolutional codes. The following will make this clear.

Let $G(z)$ be a $n \times k$ matrix with entries in the ring of Laurent polynomials $\mathbb{F}\left[z, z^{-1}\right]$. Consider the encoding map:

$$
\begin{equation*}
\varphi: \mathbb{F}^{k}\left[\left[z, z^{-1}\right]\right] \longrightarrow \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right], m(z) \longmapsto c(z)=G(\sigma) m(z) . \tag{3.3}
\end{equation*}
$$

In terms of polynomials the map $\varphi$ is simply described through $m(z) \longmapsto$ $c(z)=G\left(z^{-1}\right) m(z)$.

Recall that a continuous map is called closed if the image of a closed set is closed. Using the fact that $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is compact, one (easily) proves the following result:

Lemma 3.5. The encoding map (3.3) is $\mathbb{F}$-linear, continuous and closed.

Clearly im $(\varphi)$ is also shift-invariant, and one shows [29] that the image of an irreducible set under $\varphi$ is irreducible again.

In summary we have shown that $\operatorname{im}(\varphi)$ describes a convolutional code in the sense of Definition B. Actually the converse is true as well:

THEOREM 3.6. $\mathcal{C} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a convolutional code in the sense of Definition $B$ if and only if there exists a Laurent polynomial matrix $G(z)$ such that $\mathcal{C}=\operatorname{im}(\varphi)$, where $\varphi$ is the map in (3.3).

A proof of this theorem will be given in the next section after Theorem 4.8.

The question now arises how Definition B relates to Definition A and Definition $A^{\prime}$. The following theorem will provide a partial answer to this question.

Theorem 3.7. Assume that $\mathcal{C} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a nonzero convolutional code in the sense of Definition $A$ or Definition $A^{\prime}$. Then $\mathcal{C}$ is not closed, but the closure of $\overline{\mathcal{C}}$ of $\mathcal{C}$ is a convolutional code in the sense of Definition $B$.
Proof. Let $G(z)$ be a minimal basic encoder of $\mathcal{C}$ and let $w(z) \in \mathbb{F}^{n}[z]$ be the first column of $G(z)$. Note that $w(z) \in \mathcal{C}$ and that there is at least one entry of $w(z)$ which does not contain the factor $(z-1)$. Let $\phi_{N}(z):=\sum_{i=-N}^{N} z^{i} \in \mathbb{F}\left[z, z^{-1}\right]$ and consider the sequence of code words $w^{N}(z):=\phi_{N}(z) w(z)$. For each $N>0$ one has that $w^{N}(z) \in \mathcal{C}$. However
$\lim _{N \mapsto \infty} w^{N}(z)$ is in $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \backslash \mathbb{F}^{n}((z)) \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \backslash \mathcal{C}$. This shows that $\mathcal{C}$ is not a closed set inside $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$. The closure $\overline{\mathcal{C}}$ is obtained by extending the input space $F^{k}((z))$ to all of $F^{k}\left[\left[z, z^{-1}\right]\right]$. The image of $F^{k}\left[\left[z, z^{-1}\right]\right]$ under the encoding map (3.3) is closed by Lemma 3.5, hence the closure is a code in the sense of Definition B.

Actually one can show that there is a bijective correspondence between the convolutional codes in the sense of Definition A (respectively Definition $\mathrm{A}^{\prime}$ ) and the convolutional codes in the sense of Definition B, as we will show in Theorem 7.1 and Theorem 7.2. It is also worthwhile to remark that already in 1983 Staiger published a paper [47] where he studied the closure of convolutional codes generated by a polynomial generator matrix.

In analogy to Lemma 2.1, one has:
Lemma 3.8. Two $n \times k$ encoding matrices $G(z)$ and $\tilde{G}(z)$ defined over the Laurent polynomial ring $\mathbb{F}\left[z, z^{-1}\right]$ are equivalent with respect to Definition $B$ if and only if there is a $k \times k$ invertible rational matrix $R(z)$ such that $\tilde{G}(z)=G(z) R(z)$.

We leave the proof again as an exercise for the reader. We remark that rational transformations of the form $R(z)$ are needed to describe the equivalence, even though it is in general not possible to use a rational encoder $G(z)$ in the encoding procedure (3.3). This is simply due to the fact that in general the multiplication of an element of $\mathbb{F}(z)$ with an element of $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$ is not defined. The following example should make this clear. (Compare also with Remark 4.4.)

Example 3.9. Consider $f(z)=\frac{1}{1-z}=\sum_{i=0}^{\infty} z^{i} \in \mathbb{F}(z)$ and $g(z)=$ $\sum_{i=-\infty}^{\infty} z^{i} \in \mathbb{F}\left[\left[z, z^{-1}\right]\right]$. Trying to multiply the two power series $f(z), g(z)$ would result in a power series in which each coefficient would be infinite.

In the same way as at the end of Section 2 we define the transmission rate, the degree, the memory and the free distance of a convolutional code $\mathcal{C}$ in the sense of Definition B.
4. Linear time-invariant behaviors. In this section we will take the point of view that a convolutional code is a linear time-invariant behavior in the sense of Willems [50, 51, 52]. Of course behavioral system theory is quite general, allowing all kinds of time axes and signal spaces. In order to relate the behavioral concepts to the previous points of view, we will restrict our study to linear behaviors in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}=\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ and $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}_{+}}=\mathbb{F}^{n}[[z]]$.

Let $\sigma$ be the shift operator defined in (3.1). One says that a subset $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is time-invariant if $\left(\sigma I_{n}\right)(\mathcal{B}) \subset \mathcal{B}$. The concept therefore coincides with the symbolic dynamics concept of shift-invariance.

In addition to linearity and time-invariance, there is a third important concept usually required of a time-invariant behavior:

Definition 4.1. A behavior $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is said to be complete if $w \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ belongs to $\mathcal{B}$ whenever $\left.w\right|_{J}$ belongs to $\left.\mathcal{B}\right|_{J}$ for every finite subinterval $J \subset \mathbb{Z}$.

The definition simply says that $\mathcal{B}$ is complete if membership can be decided on the basis of finite windows. Completeness is an important well behavedness property for linear time-invariant behaviors, as Willems [50, p. 567] emphasized with the remark:

As such, it can be said that the study of non-complete systems does not fall within the competence of system theorists and could be left to cosmologists or theologians.
In Definition 3.2 we introduced a metric on the vector space $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$. We remark that with respect to this metric a subset $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is complete if and only if every Cauchy sequence converges inside $\mathcal{B}$. In other words, the completeness notion of Definition 4.1 coincides with the usual topological notion of completeness.

The following result is known for linearly compact vector spaces, a proof can be found in [50]:

Lemma 4.2. A linear subset $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is complete if and only if it is closed and hence compact.

With these preliminaries we can define a convolutional code as follows:
Definition C. A linear, time-invariant and complete subset $\mathcal{B} \subset$ $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is called a convolutional code.

It is immediate from Lemma 4.2 that the convolutional codes defined in Definition $B$ are complete and that Definition $C$ is more general than Definition B, since no irreducibility is required. It also follows from Theorem 3.7 and Lemma 4.2 that the convolutional codes defined in Definition A and Definition $A^{\prime}$ are in general not complete.

Before we elaborate on these differences we would like also to treat the situation when the time axis is $\mathbb{Z}_{+}$since traditionally a large part of linear systems theory has been concerned with systems defined on the positive time axis. We first define the left-shift operator acting on $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}_{+}}=\mathbb{F}^{n}[[z]]$ through:

$$
\begin{equation*}
\sigma: \mathbb{F}[z]] \longrightarrow \mathbb{F}[[z]], \quad w(z) \longmapsto z^{-1}(w(z)-w(0)) . \tag{4.1}
\end{equation*}
$$

We have used the same symbol as in (3.1) since the context will always make it clear if we work over $\mathbb{Z}$ or $\mathbb{Z}_{+}$. In analogy to (3.1) $\sigma$ extends to the shift $\operatorname{map} \sigma I_{n}: \mathbb{F}^{n}[[z]] \rightarrow \mathbb{F}^{n}[[z]]$, and one says a subset $X \subset \mathbb{F}^{n}[[z]]$ is time-invariant if $\left(\sigma I_{n}\right)(X) \subset X$. Notice however that the map of (4.1), unlike that of (3.1), is not invertible.

With this we have:
Definition $\mathrm{C}^{\prime}$. A linear, time-invariant and complete subset $\mathcal{B} \subset$ $\mathbb{F}^{n}[[z]]$ is called a convolutional code.

The following fundamental theorem was proved by Willems [50, Theorem 5].

Theorem 4.3. A subset $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ (respectively a subset $\mathcal{B} \subset$ $\mathbb{F}^{n}[[z]]$ ) is linear, time-invariant and complete if and only if there is a $r \times n$ matrix $P(z)$ having entries in $\mathbb{F}[z]$ such that

$$
\begin{equation*}
\mathcal{B}=\{w(z) \mid P(\sigma) w(z)=0\} \tag{4.2}
\end{equation*}
$$

By Lemma 3.5 the linear map $\psi: \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \longrightarrow \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right], w(z) \longmapsto$ $P(\sigma) w(z)$ is continuous and its kernel is therefore a complete set. It is therefore immediate that the behavior defined in (4.2) is linear, time-invariant and complete. The harder part of Theorem 4.3 is the converse statement.

Equation (4.2) is often referred to as a kernel (or AR) representation of a behavioral system. We will denote a behavior having the form (4.2) by $\operatorname{ker} P(\sigma)$. By contrast, the encoding map $\varphi$ defined in (3.3) describes an image (or MA) representation of the behavior im $(\varphi)=\operatorname{im} G(\sigma)$.

The most general representation is an ARMA representation. For this let $P(z)$ and $G(z)$ be matrices of size $r \times n$ and $r \times k$ respectively, having entries in the Laurent polynomial ring $\mathbb{F}\left[z, z^{-1}\right]$. Then

$$
\begin{align*}
\mathcal{B}=\left\{w(z) \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \mid \exists m(z) \in\right. & \mathbb{F}^{k}\left[\left[z, z^{-1}\right]\right]:  \tag{4.3}\\
& P(\sigma) w(z)=G(\sigma) m(z)\}
\end{align*}
$$

is called an ARMA model. One immediately verifies that the set $\mathcal{B}$ is linear and time-invariant. It is a direct consequence of Lemma 3.5 that $\mathcal{B}$ is also closed and hence complete. Theorem 4.3 therefore states that it is possible to eliminate the so called 'latent variable' $m(z)$ and describe the behavior $\mathcal{B}$ by a simpler kernel representation of the form (4.2). It follows in particular that the code im $(\varphi)=\operatorname{im} G(\sigma)$ defined in (3.3) has an equivalent kernel representation of the form (4.2) but that in general the converse is not true.

Remark 4.4. As we explained in Section 2 it is quite common to use rational encoders for convolutional codes. In the ARMA model (4.3) we required that the entries of $P(z)$ and $G(z)$ be from the Laurent polynomial ring. If $P(z)$ and $G(z)$ were rational matrices, then the behavior $\mathcal{B} \subset$ $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ appearing in (4.3) might not be well defined, as we showed in Example 3.9. On the other hand if one restricts the behavior to the positive time axis $\mathbb{Z}_{+}$, i.e. if one assumes that $\mathcal{B} \subset \mathbb{F}^{n}[[z]]$, then the set (4.3) is defined even if $P(z)$ and $G(z)$ are rational encoders. This is certainly one reason why much classical system theory focused on shift spaces $\left.\mathcal{B} \subset \mathbb{F}^{n}[z]\right]$ or $\mathcal{B} \subset \mathbb{F}^{n}((z))$.

In the sequel we will concentrate on representations of the form (4.2). Again the question arises, when are two kernel representations equivalent?

Lemma 4.5. Two $r \times n$ matrices $P(z)$ and $\tilde{P}(z)$ defined over the Laurent polynomial ring $\mathbb{F}\left[z, z^{-1}\right]$ describe the same behavior $\operatorname{ker} P(\sigma)=$ $\operatorname{ker} \tilde{P}(\sigma) \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ if and only if there is a $r \times r$ matrix $U(z)$, unimodular over $\mathbb{F}\left[z, z^{-1}\right]$, such that $\tilde{P}(z)=U(z) P(z)$.

Proof. [52, Proposition III.3].
Similarly, if $P(z)$ and $\tilde{P}(z)$ are defined over $\mathbb{F}[z]$, then these matrices define the same behavior $\operatorname{ker} P(\sigma)=\operatorname{ker} P(\sigma) \subset \mathbb{F}^{n}[[z]]$ if and only if there is a matrix $U(z)$, unimodular over $\mathbb{F}[z]$, such that $P(z)=U(z) P(z)$.

The major difference between Definition B and Definition C seems to be that Definition $C$ does not require irreducibility. This last concept corresponds to the term controllability (see [10]) in systems theory. We first start with some notation taken from [42]:

For a sequence $w=\sum_{-\infty}^{\infty} w_{i} z^{i} \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$, we use the symbol $w^{+}$ to denote the 'right half' $\sum_{0}^{\infty} w_{i} z^{i}$ and the symbol $w^{-}$to denote the 'left half' $\sum_{-\infty}^{0} w_{i} z^{i}$.

Definition 4.6. A behavior $\mathcal{B}$ defined on $\mathbb{Z}$ is said to be controllable if there is some integer $\ell$ such that for every $w$ and $w^{\prime}$ in $\mathcal{B}$ and every integer $j$ there exists a $w^{\prime \prime} \in \mathcal{B}$ such that $\left(z^{j} w^{\prime \prime}\right)^{-}=\left(z^{j} w\right)^{-}$and $\left(z^{j+\ell} w^{\prime \prime}\right)^{+}=$ $\left(z^{j+\ell} w^{\prime}\right)^{+}$.

REmark 4.7. Loeliger and Mittelholzer [30] speak of strongly controllable if a behavior satisfies the conditions of Definition 4.6. 'Weakly controllable' in contrast requires an integer $\ell$ which may depend on the trajectories $w$ and $w^{\prime}$. The notions are equivalent in our concrete setting.

We leave it as an exercise for the reader to show that irreducibility as introduced in Definition 3.4 is equivalent to controllability for linear, time-invariant and complete behaviors $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$. The next theorem gives equivalent conditions for a behavior to be controllable.

Theorem 4.8. (cf. [51, Prop. 4.3]) Let $P(z)$ be a $r \times n$ matrix of rank $r$ defined over $\mathbb{F}\left[z, z^{-1}\right]$. The following conditions are equivalent:
(i) The behavior $\mathcal{B}=\operatorname{ker} P(\sigma)=\left\{w(z) \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \mid P(\sigma) w(z)=0\right\}$ is controllable.
(ii) $P(z)$ is left prime over $\mathbb{F}\left[z, z^{-1}\right]$.
(iii) The behavior $\mathcal{B}$ has an image representation. This means there exists an $n \times k$ matrix $G(z)$ defined over $\mathbb{F}\left[z, z^{-1}\right]$ such that

$$
\mathcal{B}=\left\{w(z) \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \mid \exists m(z) \in \mathbb{F}^{k}\left[\left[z, z^{-1}\right]\right]: w(z)=G(\sigma) m(z)\right\}
$$

Combining the theorem with the facts that completeness corresponds to compactness and irreducibility corresponds to controllability gives a proof of Theorem 3.6.

We conclude the section by defining some parameters of a linear, timeinvariant and complete behavior. For simplicity we will do this in an algebraic manner. We will first treat behaviors $\mathcal{B} \subset \mathbb{F}^{n}[[z]]$, i.e. behaviors in the sense of Definition $\mathrm{C}^{\prime}$. In Remark 4.10 we will explain how the definitions have to be adjusted for behaviors defined on the time axis $\mathbb{Z}$.

Assume that $P(z)$ is a $r \times n$ polynomial matrix of rank $r$ defining the behavior $\mathcal{B}=\operatorname{ker} P(\sigma)$. There exists a matrix $U(z)$, unimodular over
$\mathbb{F}[z]$, such that $\tilde{P}(z)=U(z) P(z)$ is row-reduced with ordered row degrees $\nu_{1} \geq \ldots \geq \nu_{r}$. The indices $\nu=\left(\nu_{1}, \ldots, \nu_{r}\right)$ are invariants of the row module of $P(z)$ (and hence also invariants of the behavior $\mathcal{B}$ ), and are sometimes referred to as the Kronecker indices or observability indices of $\mathcal{B}$. The invariant $\delta:=\sum_{i=1}^{r} \nu_{i}$ is called the McMillan degree of the behavior $\mathcal{B}$. If we think of $\mathcal{B}$ as a convolutional code in the sense of Definition $\mathrm{C}^{\prime}$ then we say that $\mathcal{B}$ has transmission rate $\frac{n-r}{n}$. Finally, the free distance of the code is defined as in (2.3).

Remark 4.9. The Kronecker indices $\nu$ are in general different from the minimal row indices (in the sense of Forney [8]) of the $\mathbb{F}(z)$-vector space generated by the rows of $P(z)$. They coincide with the minimal row indices if and only if $P(z)$ is left prime.

Remark 4.10. If $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a linear, time-invariant and complete behavior, then we can define parameters like the Kronecker indices and the McMillan degree in the following way: Assume $P(z)$ has the property that $\mathcal{B}=\operatorname{ker} P(\sigma)$. There exists a matrix $U(z)$, unimodular over $\mathbb{F}\left[z, z^{-1}\right]$, such that $\tilde{P}(z)=U(z) P(z)$ is row-reduced and $P(0)$ has full row rank $r$. One shows again that the row degrees of $\tilde{P}(z)$ are invariants of the behavior. The McMillan degree, the transmission rate and the free distance are then defined in the same way as for behaviors $\mathcal{B} \subset \mathbb{F}^{n}[[z]]$.
5. The module point of view. Fornasini and Valcher [5, 48] and the present author in joint work with Schumacher, Weiner and York [42, 44, 49] proposed a module-theoretic approach to convolutional codes. The module point of view simplifies the algebraic treatment of convolutional codes to a large degree, and this simplification is probably almost necessary if one wants to study convolutional codes in a multidimensional setting [ $5,48,49]$.

From a systems theoretic point of view, the module-theoretic approach studies linear time-invariant systems whose states start at zero and return to zero in finite time. Such dynamical systems have been studied by Hinrichsen and Prätzel-Wolters [18, 19], who recognized these systems as convenient objects for the study of systems equivalence.

In our development we will again deal with the time axes $\mathbb{Z}$ and $\mathbb{Z}_{+}$in a parallel manner.

Definition D. A submodule $\mathcal{C}$ of $\mathbb{F}^{n}\left[z, z^{-1}\right]$ is called a convolutional code.

We like the module-theoretic language. If one prefers to define everything in terms of trajectories then one could equivalently define $\mathcal{C}$ as $\mathbb{F}$-linear, time-invariant subset of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ whose elements have finite support.

The analogous definition for codes supported on the positive time axis $\mathbb{Z}_{+}$is:

Definition $\mathrm{D}^{\prime}$. A submodule $\mathcal{C}$ of $\mathbb{F}^{n}[z]$ is called a convolutional code.

Since both the rings $\mathbb{F}\left[z, z^{-1}\right]$ and $\mathbb{F}[z]$ are principal ideal domains (PID), a convolutional code $\mathcal{C}$ has always a well-defined rank $k$, and there is a full-rank matrix $G(z)$ of rank $k$ such that $\mathcal{C}=\operatorname{colsp}_{\left.\mathrm{F}_{\left[z, z^{-1}\right.}\right]} G(z)$ (respectively $\mathcal{C}=\operatorname{colsp}_{\mathrm{F}[z]} G(z)$ if $\mathcal{C}$ is defined as in Definition $\left.\mathrm{D}^{\prime}\right)$. We will call $G(z)$ an encoder of $\mathcal{C}$, and the map

$$
\begin{equation*}
\varphi: \mathbb{F}^{k}\left[z, z^{-1}\right] \longrightarrow \mathbb{F}^{n}\left[z, z^{-1}\right], m(z) \longmapsto c(z)=G(z) m(z) \tag{5.1}
\end{equation*}
$$

an encoding map.
Remark 5.1. In contrast to the situation of Section 3, it is possible to define a convolutional code in the sense of Definition D (respectively Definition $\mathrm{D}^{\prime}$ ) using a rational encoder. For this, assume that $G(z)$ is an $n \times k$ matrix with entries in $\mathbb{F}(z)$. Then

$$
\mathcal{C}=\left\{c(z) \in \mathbb{F}^{n}\left[z, z^{-1}\right] \mid \exists m(z) \in \mathbb{F}^{k}\left[z, z^{-1}\right]: c(z)=G(z) m(z)\right\}
$$

defines a submodule of $\mathbb{F}^{n}\left[z, z^{-1}\right]$. Note that the map (5.1) involving a rational encoding matrix $G(z)$ has to be 'input-restricted' in this case.

In analogy to Lemma 3.8 we have:
Lemma 5.2. Two $n \times k$ matrices $G(z)$ and $\tilde{G}(z)$ defined over the Laurent polynomial ring $\mathbb{F}\left[z, z^{-1}\right]$ (respectively over the polynomial ring $\mathbb{F}[z]$ ) generate the same code $\mathcal{C} \subset \mathbb{F}^{n}\left[z, z^{-1}\right]$ (respectively $\mathcal{C} \subset \mathbb{F}^{n}[z]$ ) if and only if there is a $k \times k$ matrix $U(z)$, unimodular over $\mathbb{F}\left[z, z^{-1}\right]$ (respectively over $\mathbb{F}[z]$ ), such that $\tilde{G}(z)=G(z) U(z)$.

As we already mentioned earlier convolutional codes in the sense of Definitions D and $\mathrm{D}^{\prime}$ are linear and time-invariant. The following theorem answers any question about controllability (i.e. irreducibility) and completeness.

Theorem 5.3. A nonzero convolutional code with either Definition D or $D^{\prime}$ is controllable and incomplete.

Sketch of Proof. The proof of the completeness part of the Theorem is analogous to the proof of Theorem 3.7. In order to show controllability, let $G(z)$ be an encoding matrix for a code $\mathcal{C} \subset \mathbb{F}^{n}[z]$ and consider two code words $w(z)=G(z)\left(a_{0}+a_{1}+\cdots+a_{s} z^{s}\right)$ and $w^{\prime}(z)=G(z)\left(b_{0}+b_{1}+\cdots+b_{s} z^{s}\right)$. The codeword $w^{\prime \prime}(z)$ required by Definition 4.6 can be constructed in the form

$$
G(z)\left(a_{0}+a_{1}+\cdots+a_{j} z^{j}+b_{j+\ell} z^{j+\ell}+\cdots+\cdots+b_{s} z^{s}\right) .
$$

Submodules of $\mathbb{F}^{n}\left[z, z^{-1}\right]$ (respectively of $\mathbb{F}^{n}[z]$ ) form the Pontryagin dual of linear, time-invariant and complete behaviors in $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ (respectively $\mathbb{F}^{n}[[z]]$ ). In the following we follow [42] and explain this in a very explicit way when the time axis is $\mathbb{Z}$. Of course everything can be done mutatis mutandis when the time axis is $\mathbb{Z}_{+}$.

Consider the bilinear form:

$$
\begin{align*}
(,): \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \times \mathbb{F}^{n}\left[z, z^{-1}\right] & \longrightarrow \mathbb{F} \\
(w, v) & \mapsto \sum_{i=-\infty}^{\infty}\left\langle w_{i}, v_{i}\right\rangle \tag{5.2}
\end{align*}
$$

where $\langle$,$\rangle represents the standard dot product on \mathbb{F}^{n}$. One shows that $($,$) is well defined and nondegenerate, in particular because there are only$ finitely many nonzero terms in the sum. For any subset $\mathcal{C}$ of $\mathbb{F}^{n}\left[z, z^{-1}\right]$ one defines the annihilator

$$
\begin{equation*}
\mathcal{C}^{\perp}=\left\{w \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \mid(w, v)=0, \forall v \in \mathcal{C}\right\} \tag{5.3}
\end{equation*}
$$

and the annihilator of a subset $\mathcal{B}$ of $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is

$$
\begin{equation*}
\mathcal{B}^{\perp}=\left\{v \in \mathbb{F}^{n}\left[z, z^{-1}\right] \mid(w, v)=0, \forall w \in \mathcal{B}\right\} . \tag{5.4}
\end{equation*}
$$

The relation between these two annihilator operations is given by:
Theorem 5.4. If $\mathcal{C} \subseteq \mathbb{F}^{n}\left[z, z^{-1}\right]$ is a convolutional code with generator matrix $G(z)$, then $\mathcal{C}^{\perp}$ is a linear, left-shift-invariant and complete behavior with kernel representation $P(z)=G^{t}(z)$. Conversely, if $\mathcal{B} \subseteq \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ is a linear, left-shift-invariant and complete behavior with kernel representation $P(z)$, then $\mathcal{B}^{\perp}$ is a convolutional code with generator matrix $G(z)=P^{t}(z)$.

Remark 5.5. An elementary proof of Theorem 5.4 in the case of the positive time axis $\mathbb{Z}_{+}$is given in [42].

Remark 5.6. Theorem 5.4 is a special instance of a broad duality theory between solution spaces of difference equations on the one hand and modules on the other, for which probably the most comprehensive reference is Oberst [37]. In this article Oberst [37, p. 22] works with a bilinear form which is different from (5.2). This bilinear form induces however the same duality as shown in [16]. Extensions of duality results to group codes were derived by Forney and Trott in [12].

For finite support convolutional codes in the sense of Definition D or Definition $\mathrm{D}^{\prime}$ the crucial issue is observability. In the literature there have been several definitions of observability $[4,11,5,9,30,42]$ and it is not entirely clear how these definitions relate to each other.

In the sequel we will follow [4, 42].
Definition 5.7. (cf. [4, Prop. 2.1]) A code $\mathcal{C}$ is observable if there exists an integer $N$ such that, whenever the supports of $v$ and $v^{\prime}$ are separated by a distance of at least $N$ and $v+v^{\prime} \in \mathcal{C}$, then also $v \in \mathcal{C}$ and $v^{\prime} \in \mathcal{C}$.

With this we have the 'Pontryagin dual statement' of Theorem 4.8:
Theorem 5.8. (cf. [42, Prop. 2.10]) Let $G(z)$ be a $n \times k$ matrix of rank $k$ defined over $\mathbb{F}\left[z, z^{-1}\right]$. The following conditions are equivalent:
(i) The convolutional code $\mathcal{C}=\operatorname{colsp}_{\mathbb{F}\left[z, z^{-1}\right]} G(z)$ is observable.
(ii) $G(z)$ is right prime over $\mathbb{F}\left[z, z^{-1}\right]$.
(iii) The code $\mathcal{C}$ has a kernel representation. This means there exists an $r \times n$ 'parity-check matrix' $H(z)$ defined over $\mathbb{F}\left[z, z^{-1}\right]$ such that

$$
\mathcal{C}=\left\{v(z) \in \mathbb{F}^{n}\left[z, z^{-1}\right] \mid \quad H(z) v(z)=0\right\}
$$

REMARK 5.9. The concept of observability is clearly connected to the coding concept of non-catastrophicity. Indeed an encoder is noncatastrophic if and only if the code generated by this encoder is observable. In the context of Definition A (respectively Definition $A^{\prime}$ ) every code has a catastrophic as well as a non-catastrophic encoder. In the module setting of Definition D every encoder of an observable code is non-catastrophic and every encoder of an non-observable code is catastrophic. If one defines a convolutional code by Definition D then one could talk of a 'noncatastrophic convolutional code'. The term observable seems however much more appropriate.

As at the end of Section 4, we now define the code parameters. We do it only for codes given by Definition $\mathrm{D}^{\prime}$ and leave it to the reader to adapt the definitions to codes given by Definition D .

Assume that $G(z)$ is an $n \times k$ polynomial matrix of rank $k$ defining the code $\mathcal{C}=\operatorname{colsp}_{\mathbb{F}[z]} G(z)$. There exists a unimodular matrix $U(z)$ such that $\tilde{G}(z)=G(z) U(z)$ is column-reduced with ordered column degrees $\kappa_{1} \geq \ldots \geq \kappa_{k}$. The indices $\kappa=\left(\kappa_{1}, \ldots, \kappa_{k}\right)$ are invariants of the code $\mathcal{C}$, which we call the Kronecker indices or controllability indices of $\mathcal{C}$. The invariant $\delta:=\sum_{i=1}^{r} \kappa_{i}$ is called the degree of the code $\mathcal{C}$. The free distance of the code is defined as in (2.3). Finally we say that $\mathcal{C}$ has transmission rate $\frac{k}{n}$.
6. First-order representations. In this section we provide an overview of the different first-order representations (realizations) associated with the convolutional codes and encoding maps which we have defined.

We start with the encoding map (2.2). As is customary in most of the coding literature, we view the map (2.2) as an input-output operator from the message space to the code space. The existence of associated state spaces and realizations can be shown on an abstract level. Kalman [22, 23] first showed how the encoding map (2.2) can be 'factored' resulting in a realization of the encoding matrix $\varphi$. Fuhrmamnn [13] refined the realization procedure in an elegant way. (Compare also [15, 17].)

In the sequel we will simply assume that a realization algorithm exists. We summarize the main results in the following two theorems:

Theorem 6.1. Let $T(z)$ be a $p \times m$ proper transfer function of McMillan degree $\delta$. Then there exist matrices $(A, B, C, D)$ of size $\delta \times \delta, \delta \times m$, $p \times \delta$ and $p \times m$ respectively such that

$$
\begin{equation*}
T(z)=C(z I-A)^{-1} B+D \tag{6.1}
\end{equation*}
$$

The minimality conditions are that $(A, B)$ forms a controllable pair and $(A, C)$ forms an observable pair. Finally (6.1) is unique in the sense that if $T(z)=\tilde{C}(z I-\tilde{A})^{-1} \tilde{B}+\tilde{D}$ with $(\tilde{A}, \tilde{B})$ controllable and $(\tilde{A}, \tilde{C})$ observable, then there is a unique invertible matrix $S$ such that

$$
\begin{equation*}
(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})=\left(S A S^{-1}, S B, C S^{-1}, D\right) \tag{6.2}
\end{equation*}
$$

Consider the encoding map (2.2) with generator matrix $G(z)$. Let $m(z)=\sum_{i=s}^{t} m_{i} z^{i} \in \mathbb{F}^{k}((z))$ and $c(z)=\sum_{i=s}^{t} c_{i} z^{i} \in \mathbb{F}^{n}((z))$ be the sequence of message and code symbols respectively. Then one has:

Theorem 6.2. Assume that $G(z)$ has the property that $\operatorname{rank} G(0)=$ $k$. Then $G\left(z^{-1}\right)$ is a proper transfer function, and by Theorem 6.1 there exist matrices $(A, B, C, D)$ of appropriate sizes such that $G\left(z^{-1}\right)=C(z I-$ $A)^{-1} B+D$. The dynamics of (2.2) are then equivalently described by:

$$
\begin{align*}
x_{t+1} & =A x_{t}+B m_{t}  \tag{6.3}\\
c_{t} & =C x_{t}+D m_{t}
\end{align*}
$$

The realization (6.3) is useful if one wants to describe the dynamics of the encoder $G(z)$. It is however less useful if one is interested in the construction of codes having certain properties. The problem is that every code $\mathcal{C}$ has many equivalent encoders whose realizations appear to be completely different.

Example 6.3. The encoders

$$
G(z)=\binom{\frac{1-z}{z-4}}{\frac{1+z}{z-4}} \quad \text { and } \quad \tilde{G}(z)=\binom{\frac{1-z}{(z-2)(z+3)}}{\frac{1+z}{(z-2)(z+3)}}
$$

are equivalent since they define the same code in the sense of Definition A. The transfer functions $G\left(z^{-1}\right)$ and $\tilde{G}\left(z^{-1}\right)$ are however very different from a systems theory point of view. Indeed, they have different McMillan degrees, and over the reals the first is stable whereas the second is not. The state space descriptions are therefor very different for these encoders.

This example should make it clear that for the purpose of constructing good convolutional codes, representation (6.3) is not very useful.

We are now coming to the realization theory of the behaviors and codes of Section 4 and 5 . We will continue with our algebraic approach. The results are stated for the positive time axis $\mathbb{Z}_{+}$, but they hold mutatis mutandis for the time axis $\mathbb{Z}$.

Theorem 6.4 (Existence). Let $P(z)$ be an $r \times n$ matrix of rank $r$ describing $a$ behavior $\mathcal{B}$ of the form (4.2) with McMillan degree $\delta$. Let
$k=n-r$. Then there exist (constant) matrices $G, F$ of size $\delta \times(\delta+k)$ and a matrix $H$ of size $n \times(\delta+k)$ such that $\mathcal{B}$ is equivalently described by:

$$
\begin{align*}
\mathcal{B}=\left\{w(z) \in \mathbb{F}^{n}[[z]] \mid \exists \zeta(z) \in\right. & \mathbb{F}^{\delta+k}[[z]]: \\
& (\sigma G-F) \zeta(z)=0, w(z)=H \zeta(z)\} \tag{6.4}
\end{align*}
$$

Moreover the following minimality conditions will be satisfied:
(i) $G$ has full row rank;
(ii) $\left[\begin{array}{c}G \\ H\end{array}\right]$ has full column rank;
(iii) $\left[\begin{array}{c}z G-F \\ H\end{array}\right]$ is right prime.

For a proof, see [26, Thm. 4.3] or [27, 41]. Equation (6.4) describes the behavior locally in terms of a time window of length 1 . The computation of the matrices $G, F, H$ from a kernel description is not difficult. It can even be done 'by inspection', i.e., just by rearranging the data [41]. The next result describes the extent to which minimal first-order realizations are unique. A proof is given in [26, Thm. 4.34].

Theorem 6.5 (Uniqueness). The matrices $(G, F, H)$ are unique in the following way: If $(\tilde{G}, \tilde{F}, \tilde{H})$ is a second triple of matrices describing the behavior $\mathcal{B}$ through (6.4) and if the minimality conditions (i), (ii) and (iii) are satisfied, then there exist unique invertible matrices $S$ and $T$ such that

$$
\begin{equation*}
(\tilde{G}, \tilde{F}, \tilde{G})=\left(S G T^{-1}, S F T^{-1}, H T^{-1}\right) \tag{6.5}
\end{equation*}
$$

The relation to the traditional state-space theory is as follows: Assume that $P(z)$ can be partitioned into $P(z)=(Y(z) U(z))$ with $U(z)$ a square $r \times r$ matrix and $\operatorname{deg} \operatorname{det} U(z)=\delta$, the McMillan degree of the behavior $\mathcal{B}$. Assume that $(G, F, H)$ provides a realization for $\mathcal{B}$ through (6.4). Then one shows that the pencil $\left[\begin{array}{c}z G-F \\ H\end{array}\right]$ is equivalent to the pencil:

$$
\left[\begin{array}{cc}
z I_{\delta}-A & B  \tag{6.6}\\
0 & I_{k} \\
C & D
\end{array}\right]
$$

The minimality condition (iii) simply translates into the condition that $(A, C)$ forms an observable pair, showing that the behavior $\mathcal{B}$ is observable. One also verifies that the matrices $(A, B, C, D)$ form a realization of the proper transfer function $U(z)^{-1} Y(z)$ and that this is a minimal realization if and only if $(A, B)$ forms a controllable pair. Finally $(A, B)$ is controllable if and only if the behavior $\mathcal{B}$ is controllable.

The Pontryagin dual statements of Theorem 6.4 and 6.5 are (see [42]):
Theorem 6.6 (Existence). Let $G(z)$ be an $n \times k$ polynomial matrix generating a rate $\frac{k}{n}$ convolutional code $\mathcal{C} \subseteq \mathbb{F}^{n}[z]$ of degree $\delta$. Then there
exist $(\delta+n-k) \times \delta$ matrices $K, L$ and $a(\delta+n-k) \times n$ matrix $M$ (all defined over $\mathbb{F}$ ) such that the code $\mathcal{C}$ is described by

$$
\begin{equation*}
\mathcal{C}=\left\{v(z) \in \mathbb{F}^{n}[z] \mid \exists x(z) \in \mathbb{F}^{\delta}[z]: z K x(z)+L x(z)+M v(z)=0\right\} \tag{6.7}
\end{equation*}
$$

Moreover the following minimality conditions will be satisfied:
(i) $K$ has full column rank;
(ii) $\left[\begin{array}{ll}K & M\end{array}\right]$ has full row rank;
(iii) $[z K+L \mid M]$ is left prime.

Equation (6.7) describes the behavior again locally in terms of a time window of length 1.

Theorem 6.7 (Uniqueness). The matrices $(K, L, M)$ are unique in the following way: If $(\tilde{K}, \tilde{L}, \tilde{M})$ is a second triple of matrices describing the code $\mathcal{C}$ through (6.7) and if the minimality conditions (i), (ii) and (iii) are satisfied, then there exist unique invertible matrices $T$ and $S$ such that

$$
\begin{equation*}
(\tilde{K}, \tilde{L}, \tilde{M})=\left(T K S^{-1}, T L S^{-1}, T M\right) \tag{6.8}
\end{equation*}
$$

If $G(z)$ can be partitioned into $G(z)=\left[\begin{array}{c}Y(z) \\ U(z)\end{array}\right]$ with $U(z)$ a square $k \times k$ matrix and $\operatorname{deg} \operatorname{det} U(z)=\delta$, the degree of the code $\mathcal{C}$, then the pencil $[z K+L \mid M]$ is equivalent to the pencil:

$$
\left[\begin{array}{ccc}
z I_{\delta}-A & 0_{\delta \times(n-k)} & -B  \tag{6.9}\\
-C & I_{n-k} & -D
\end{array}\right]
$$

The minimality condition (iii) then translates into the condition that $(A, B)$ forms a controllable pair, showing that the code $\mathcal{C}$ is controllable. One also verifies that the matrices $(A, B, C, D)$ form a realization of the proper transfer function $Y(z) U(z)^{-1}$, that this is a minimal realization if and only if $(A, C)$ forms an observable pair, and that this is the case if and only if the code $\mathcal{C}$ is observable. Finally, the Kronecker indices of $\mathcal{C}$ coincide with the controllability indices of the pair $(A, B)$ [44].

The systems-theoretic meaning of the representation (6.9) is as follows (see [44]). Partition the code vector $v(z)$ into:

$$
v(z)=\left[\begin{array}{l}
y(z) \\
u(z)
\end{array}\right] \in \mathbb{F}^{n}[z]
$$

and consider the equation:

$$
\left[\begin{array}{ccc}
z I_{\delta}-A & 0_{\delta \times(n-k)} & -B  \tag{6.10}\\
-C & I_{n-k} & -D
\end{array}\right]\left[\begin{array}{l}
x(z) \\
y(z) \\
u(z)
\end{array}\right]=0
$$

Let

$$
\begin{aligned}
& x(z)=x_{0} z^{\gamma}+x_{1} z^{\gamma-1}+\ldots+x_{\gamma} ; \quad x_{t} \in \mathbb{F}^{\delta}, t=0, \ldots, \gamma \\
& u(z)=u_{0} z^{\gamma}+u_{1} z^{\gamma-1}+\ldots+u_{\gamma} ; \quad u_{t} \in \mathbb{F}^{k}, t=0, \ldots, \gamma \\
& y(z)=y_{0} z^{\gamma}+y_{1} z^{\gamma-1}+\ldots+y_{\gamma} ; \quad y_{t} \in \mathbb{F}^{n-k}, t=0, \ldots, \gamma .
\end{aligned}
$$

Then (6.10) is satisfied if and only if

$$
\begin{align*}
x_{t+1} & =A x_{t}+B u_{t} \\
y_{t} & =C x_{t}+D u_{t}  \tag{6.11}\\
v_{t} & =\binom{y_{t}}{u_{t}}, x_{0}=0, x_{\gamma+1}=0
\end{align*}
$$

is satisfied. Note that the state-space representation (6.11) is different from the representation (6.3). Equation (6.11) describes the dynamics of the systematic and rational encoder

$$
G(z) U^{-1}(z)=\left[\begin{array}{c}
Y(z) U(z)^{-1} \\
I_{k}
\end{array}\right]
$$

The encoding map $u(z) \mapsto y(z)=G(z) U^{-1}(z) u(z)$ is input-restricted, i.e. $u(z)$ must be in the column module of $U(z)$ in order to make sure that $y(z)$ and $x(z)$ have finite support. In terms of systems theory, this simply means that the state should start at zero and return to zero in finite time. Linear systems satisfying these requirements have been studied by Hinrichsen and Prätzel-Wolters [18, 19].
7. Differences and similarities among the definitions. After having reviewed these different definitions for convolutional codes, we would like to make some comparison.

The definitions of Section 2 and Section 3 viewed convolutional codes as linear, time-invariant, controllable and observable behaviors, not necessarily complete. Definition $C$ and Definition $C^{\prime}$ were more general in the sense that non-controllable behaviors were accepted as codes. Definition D and Definition $\mathrm{D}^{\prime}$ were more general in the sense that non-observable codes were allowed.

In the following subsection we show that all definitions are equivalent for all practical purposes if one restricts oneself to controllable and observable codes.
7.1. Controllable and observable codes. Consider a linear, timeinvariant, complete behavior $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$, i.e. a convolutional code in the sense of Definition C. Let

$$
\mathcal{C}:=\mathcal{B} \cap \mathbb{F}^{n}((z))
$$

Then one has

Theorem 7.1. $\mathcal{C}$ is a convolutional code in the sense of Definition $A^{\prime}$, and its completion $\overline{\mathcal{C}}$ is the largest controllable sub-behavior of $\mathcal{B}$. Moreover, one has a bijective correspondence between controllable behaviors $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ and convolutional codes $\mathcal{C} \subset \mathbb{F}^{n}((z))$ in the sense of Definition $A^{\prime}$.

Sketch of Proof. Let $\mathcal{B}=\operatorname{ker} P(\sigma)=\left\{w(z) \in \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \mid P(\sigma) w(z)=\right.$ $0\}$. If $\mathcal{B}$ is not controllable, then $P(z)$ is not left prime and one has a factorization $P(z)=V(z) \tilde{P}(z)$, where $\tilde{P}(z)$ is left prime and describes the controllable sub-behavior ker $\tilde{P}(\sigma) \subset \mathcal{B}$. Since $\operatorname{ker} V(\sigma)$ is an autonomous behavior it follows that

$$
\mathcal{C}=\mathcal{B} \cap \mathbb{F}^{n}((z))=\operatorname{ker} P(\sigma) \cap \mathbb{F}^{n}((z))=\operatorname{ker} \tilde{P}(\sigma) \cap \mathbb{F}^{n}((z))
$$

It follows (compare with Theorem 3.7) that the completion $\overline{\mathcal{C}}=$ ker $\tilde{P}(\sigma)$.

Consider now a convolutional code $\mathcal{C} \subset \mathbb{F}^{n}((z))$ in the sense of Definition $\mathrm{A}^{\prime}$. Define:

$$
\begin{aligned}
\check{\mathcal{C}} & :=\mathcal{C} \cap \mathbb{F}^{n}\left[z, z^{-1}\right] \\
\check{\mathcal{C}} & :=\mathcal{C} \cap \mathbb{F}^{n}[z] .
\end{aligned}
$$

Conversely if $\mathcal{C} \subset \mathbb{F}^{n}[z]$ is a convolutional code in the sense of Definition $\mathrm{D}^{\prime}$, then define:

$$
\begin{aligned}
& \hat{\mathcal{C}}:=\operatorname{span}_{\mathbb{F}\left[z, z^{-1}\right]}\{v(z) \mid v(z) \in \mathcal{C}\} . \\
& \hat{\mathcal{C}}:=\operatorname{span}_{\mathbb{F}((z))}\{v(z) \mid v(z) \in \mathcal{C}\} .
\end{aligned}
$$

By definition it is clear that $\hat{\mathcal{C}} \subset \hat{\hat{\mathcal{C}}}$ are convolutional codes in the sense of Definition D and Definition $\mathrm{A}^{\prime}$ respectively.

Theorem 7.2. Assume that $\mathcal{C} \subset \mathbb{F}^{n}((z))$ is a convolutional code in the sense of Definition $A^{\prime}$. Then $\check{\mathcal{C}} \subset \mathbb{F}^{n}[z]$ is an observable code in the sense of Definition $A^{\prime}$. Moreover the operations ${ }^{\wedge}$ and "induce a bijective correspondence between the observable codes $\mathcal{C} \subset \mathbb{F}^{n}[z]$ and convolutional codes $\mathcal{C} \subset \mathbb{F}^{n}((z))$ in the sense of Definition $A^{\prime}$.

Theorem 7.2 is essentially the Pontryagin dual statement of Theorem 7.1; we leave it to the reader to work out the details. Theorem 7.1 and 7.2 together show that there is a bijection between controllable and observable codes in the sense of one definition and another definition. For controllable and observable codes the code parameters like the rate $k / n$, the degree $\delta$ and the Forney (Kronecker) indices are all the same. Moreover the free distance is in every case the same as well. For all practical purposes one can therefore say that the frameworks are completely equivalent, if one is only interested in controllable and observable codes.

The advantage of Definition D (respectively Definition $\mathrm{D}^{\prime}$ ) over the other definitions lies in the fact that non-observable codes become naturally part of the theory. It also seems that for construction purposes the relation between quasi-cyclic codes and convolutional codes [33, 46] is best described in a module-theoretic framework.

Definition C (respectively Definition $\mathrm{C}^{\prime}$ ) allows one to introduce noncontrollable codes in a natural way.

A Laurent series setting as in Definition $\mathrm{A}^{\prime}$ seems to be most natural if one is interested in the description of the encoder and/or syndrome former. Extensions of the Laurent series framework to multidimensional convolutional codes is however much less natural than the polynomial framework, which is why the theory of multidimensional convolutional codes has mainly been developed in a module-theoretic framework [5, 48, 49].
7.2. Duality. In (5.2) we introduced a bilinear form which induced a bijection between behaviors $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ and modules $\mathcal{C} \subset \mathbb{F}^{n}\left[z, z^{-1}\right]$. This duality is a special instance of Pontryagin duality, and generalizes to group codes [12] and multidimensional systems [37].

In this subsection we show that the bilinear form (5.2) can also be used to obtain a duality between modules and modules (both in $\mathbb{F}^{n}\left[z, z^{-1}\right]$ ) or between behaviors and behaviors (both in $\mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ ).

For this let $\mathcal{C} \subset \mathbb{F}^{n}\left[z, z^{-1}\right]$ be a submodule. Define:

$$
\begin{equation*}
\mathcal{C}^{\vdash}:=\mathcal{C}^{\perp} \cap \mathbb{F}^{n}\left[z, z^{-1}\right] \tag{7.1}
\end{equation*}
$$

One immediately verifies that $\mathcal{C}^{\vdash}$ is a submodule of $\mathbb{F}^{n}\left[z, z^{-1}\right]$, which necessarily is observable. One always has $\mathcal{C} \subset\left(\mathcal{C}^{\vdash}\right)^{\vdash}$.

One can do something similar for behaviors. For this let $\mathcal{B} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ be a behavior. Define:

$$
\begin{equation*}
\mathcal{B}^{\vdash}:=\left(\mathcal{B} \cap \mathbb{F}^{n}\left[z, z^{-1}\right]\right)^{\perp}=\overline{\mathcal{B}^{\perp}} . \tag{7.2}
\end{equation*}
$$

Then it is immediate that $\mathcal{B}^{\vdash}$ is a controllable behavior, $\left(\mathcal{B}^{\vdash}\right)^{\vdash} \subset \mathcal{B}$ and $\left(\mathcal{B}^{\vdash}\right)^{\vdash}$ describes the controllable sub-behavior of $\mathcal{B}$.

It is also possible to adapt (5.2) for a duality of subspaces $\mathcal{C} \subset \mathbb{F}^{n}((z))$. For such a subspace we define:

$$
\begin{equation*}
\mathcal{C}^{\vdash}:=\left(\mathcal{C} \cap \mathbb{F}^{n}\left[z, z^{-1}\right]\right)^{\perp} \cap \mathbb{F}^{n}((z)) \tag{7.3}
\end{equation*}
$$

The duality (7.1) does not in general correspond to the linear algebra dual of the $R=\mathbb{F}\left[z, z^{-1}\right]$ module $\mathcal{C} \subset R^{n}$ since there is some 'time reversal' involved. The same is true for the duality (7.3), which does not correspond to the linear algebra dual of the $\mathbb{F}((z))$ vector space $\mathcal{C}$ without time reversal.

If one works however with the 'time-reversed' bilinear form:

$$
\begin{align*}
{[,]: \quad \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right] \times \mathbb{F}^{n}\left[z, z^{-1}\right] } & \longrightarrow \mathbb{F} \\
(w(z), v(z)) & \mapsto \sum_{i=-\infty}^{\infty}\left\langle w_{i}, v_{-i}\right\rangle \tag{7.4}
\end{align*}
$$

then the definitions (7.1) and (7.3) do correspond to the module dual (and the linear algebra dual respectively), used widely in the coding literature [38]. In this case one has: If $G(z)$ is a generator matrix of $\mathcal{C}^{\vdash}$ then $H(z):=G^{t}(z)$ is a parity check matrix of $\left(\mathcal{C}^{\vdash}\right)^{\vdash}$.

In the Laurent-series context it is also possible to induce the duality (7.3) directly through the time-reversed bilinear form defined on the set $\mathbb{F}^{n}((z)) \times \mathbb{F}^{n}((z)):$

$$
\begin{align*}
{[,]: \quad \mathbb{F}^{n}((z)) \times \mathbb{F}^{n}((z)) } & \rightarrow \mathbb{F} \\
(w(z), v(z)) & \mapsto \sum_{i=-\infty}^{\infty}\left\langle w_{i}, v_{-i}\right\rangle . \tag{7.5}
\end{align*}
$$

Note that the sum appearing in (7.5) is always well defined. This bilinear form has been widely used in functional analysis and in systems theory [14].
7.3. Convolutional codes as subsets of $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$, a case study. In this subsection we illustrate the differences of the definitions in the peculiar case $n=1$.

If one works with Definition A or Definition B then there exist only the two trivial codes having the $1 \times 1$ generator matrix (1) and (0) as subsets of $\mathbb{F}\left[\left[z, z^{-1}\right]\right]$.

The situation of Definition $C$ is already more interesting. For each polynomial $p(z)$ one has the associated 'autonomous behavior':

$$
\begin{equation*}
\mathcal{B}=\{w(z) \mid p(\sigma) w(z)=0\} \tag{7.6}
\end{equation*}
$$

Autonomous behaviors are the extreme case of uncontrollable behaviors. If $\operatorname{deg} p(z)=\delta$, then $\mathcal{B}$ is a finite-dimensional $\mathbb{F}$-vector space of dimension $\delta$. For coding purposes $\mathcal{B}$ is not useful at all. Indeed, the code allows only $\delta$ symbols to be chosen freely, say the symbols $w_{0}, w_{1}, \ldots, w_{\delta-1}$. With this the codeword $w(z)=\sum_{i=-\infty}^{\infty} w_{i} z^{i} \in \mathcal{B}$ is determined, and the transmission of $w(z)$ requires infinite symbols in the past and infinite symbols in the future. In other words, the code has transmission rate 0 . The distance of the code is however very good, namely $d_{\text {free }}(\mathcal{B})=\infty$. If $\mathcal{B}$ is defined on the positive time axis, i.e. $\mathcal{B} \subset \mathbb{F}[[z]]$ then the situation is only slightly better. Indeed in this situation, one sends first $\delta$ message words and then an infinite set of 'check symbols'. As these remarks make clear, a code of the form (7.6) is not very useful.

The most interesting situation happens in the setup of Definition D and Definition $\mathrm{D}^{\prime}$. In this situation the codes are exactly the ideals $<$ $g(z)>\subset \mathbb{F}\left[z, z^{-1}\right]$ (respectively $<g(z)>\subset \mathbb{F}[z]$ ). We now show that ideals of the form $\langle g(z)>$ are of interest in the coding context.

Example 7.3. Let $\mathbb{F}=\mathbb{F}_{2}=\{0,1\}$. Consider the ideal generated by $g(z)=(z+1) .<g(z)>\subset \mathbb{F}\left[z, z^{-1}\right]$ consists in this case of the even-weight
sequences, namely the set of all sequences with a finite and even number of ones. This code is controllable but not observable.
Ideals of the form $<g(z)>$ are the extreme case of non-observable behaviors. In principle this makes it impossible for the receiver to decode a message. However with some additional 'side-information' decoding can still be performed, as we now explain.

One of the most often used codes in practice is probably the cyclic redundancy check code (CRC code). These codes are the main tool to ensure error-free transmissions over the Internet. They can be defined in the following way: Let $g(z) \in \mathbb{F}[z]$ be a polynomial. Then the encoding map is simply defined as:

$$
\begin{equation*}
\varphi: \mathbb{F}[z] \longrightarrow \mathbb{F}[z], m(z) \longmapsto c(z)=g(z) m(z) \tag{7.7}
\end{equation*}
$$

The code is then the ideal $\langle g(z)\rangle=\operatorname{im}(\varphi)$. The distance of this code is 2 , since there exists an integer $N$ such that $\left(z^{N}-1\right) \in<g(z)>$. As we already mentioned the code is not observable. Assume now that the sender gives some additional side information indicating the start and the end of a message. This can be either done by saying: "I will send in a moment 1 Mb ", or it can be done by adding some 'stop signal' at the end of the transmission. Once the receiver knows that the transmission is over, he applies long division to compute

$$
c(z)=\tilde{m}(z) g(z)+r(z), \quad \operatorname{deg} r(z)<\delta
$$

If $r(z)=0$ the receiver accepts the message $\tilde{m}(z)$ as the transmitted message $m(z)$. Otherwise he will ask for retransmission.

The code performs best over a channel (like the Internet) which has the property that the whole message is transmitted correctly with probability $p$ and with probability $1-p$ whole blocks of the message are corrupted during transmission. One immediately sees that the probability that a corrupted message $\tilde{m}(z)$ is accepted is $q^{-\delta}$, where $q=|\mathbb{F}|$ is the field size.

One might argue that the code $\langle g(z)\rangle=\operatorname{im}(\varphi)$ is simply a cyclic block code, but this is not quite the case. Note that the protocol does not specify any length of the code word and in each transmission a different message length can be chosen. In particular the code can be even used if the message length is longer than $N$, where $N$ is the smallest integer such that $\left(z^{N}-1\right) \in<g(z)>$.

Example 7.4. Let $\mathbb{F}=\mathbb{F}_{2}=\{0,1\}$ and let $g(z)=z^{20}+1$. Assume transmission is done on a channel with very low error probability where once in a while a burst error might happen destroying a whole sequence of bits. Assume that the sender uses a stop signal where he repeats the 4 bits 0011 for 100 times. Under these assumptions the receiver can be reasonably sure once a transmission has been complete. The probability of failure to detect a burst error is in this case $2^{-20}$ which is less than $10^{-6}$. Note that $g(z)$ is a very poor generator for a cyclic code of any block length.

REMARK 7.5. CRC codes are in practice often implemented in a slightly different way than we described it above (see e.g. [36]). The sender typically performs long division on $z^{\delta} m(z)$ and computes

$$
z^{\delta} m(z)=f(z) g(z)+r(z), \quad \operatorname{deg} r(z)<\delta
$$

He then transmits the code word $c(z):=z^{\delta} m(z)-r(z) \in<g(z)>$. Clearly the schemes are equivalent. The advantage of the latter is that the message sequence $m(z)$ is transmitted in 'plain text', allowing processing of the data immediately.
7.4. Some geometric remarks. One motivation for the author to take a module-theoretic approach to convolutional coding theory has come from algebraic-geometric considerations. As is explained in [31, 39, 40], a submodule of rank $k$ and degree $\delta$ in $\mathbb{F}^{n}[z]$ describes a quotient sheaf of rank $k$ and degree $\delta$ over the projective line $\mathbb{P}^{1}$. The set of all such quotient sheaves having rank $k$ and degree at most $\delta$ has the structure of a smooth projective variety denoted by $X_{k, n}^{\delta}$. This variety has been of central interest in the recent algebraic geometry literature. In the context of coding theory, it has actually been used to predict the existence of maximum-distanceseparable (MDS) convolutional codes [43].

The set of convolutional codes in the sense of Definition A or $\mathrm{A}^{\prime}$ or B having rate $\frac{k}{n}$ and degree at most $\delta$ form all proper Zariski open subsets of $X_{k, n}^{\delta}$. The points in the closure of these Zariski open sets are exactly the non-observable codes if the rate is $\frac{1}{n}$. These geometric considerations suggest that non-observable convolutional codes should be incorporated into a complete theory of convolutional codes. The following example will help to clarify these issues:

Example 7.6. Let $\delta=2, k=1$ and $n=2$, i.e., consider $X_{1,2}^{2}$. Any code of degree at most 2 then has an encoder of the form:

$$
G(z)=\binom{g_{1}(z)}{g_{2}(z)}=\binom{a_{0}+a_{1} z+a_{2} z^{2}}{b_{0}+b_{1} z+b_{2} z^{2}}
$$

We can identify the encoder through the point $\left(a_{0}, a_{1}, a_{2}, b_{0}, b_{1}, b_{2}\right) \in \mathbb{P}^{5}$. The variety $X_{1,2}^{2}$ is in this example exactly the projective space $\mathbb{P}^{5}$. For codes in the sense of Definition A or $\mathrm{A}^{\prime}$ or $\mathrm{B}, G(z)$ must be taken as a basic minimal encoder in order to have a unique parameterization. This requires that $g_{1}(z)$ and $g_{2}(z)$ are coprime polynomials. The set of coprime polynomials $g_{1}(z), g_{2}(z)$ viewed as a subset of $\mathbb{P}^{5}$ forms a Zariski open subset $U \subset \mathbb{P}^{5}$ described by the resultant condition

$$
\operatorname{det}\left(\begin{array}{cccc}
a_{0} & 0 & b_{0} & 0 \\
a_{1} & a_{0} & b_{1} & b_{0} \\
a_{2} & a_{1} & b_{2} & b_{1} \\
0 & a_{2} & 0 & b_{2}
\end{array}\right) \neq 0
$$

For codes in the sense of Definition D, we require that $a_{0}$ and $b_{0}$ are not simultaneously zero in order to have a unique parameterization. Definition D leads to a larger Zariski open set $V$, i.e. $U \subset V \subset \mathbb{P}^{5}$. Only with Definition $\mathrm{D}^{\prime}$ does one obtain the whole variety $X_{1,2}^{2}=\mathbb{P}^{5}$.

In the general situation $X_{k, n}^{\delta}$ naturally contains the non-observable codes as well. If $k=1$, then $X_{1, n}^{\delta}=\mathbb{P}^{n(\delta+1)-1}$, and the codes in the sense of Definition $\mathrm{D}^{\prime}$ having rate $\frac{1}{n}$ and degree at most $\delta$ are exactly parameterized by $X_{1, n}^{\delta}$.
8. Conclusion. The paper surveys a number of different definitions of convolutional codes. All definitions have in common that a convolutional code is a subset $\mathcal{C} \subset \mathbb{F}^{n}\left[\left[z, z^{-1}\right]\right]$ which is both linear and time-invariant. The definitions differ in requirements such as controllability, observability, completeness and restriction to finite support.

If one requires that a code be both controllable and observable, then the restriction to any finite time window will result in equivalent definitions. Actually Loeliger and Mittelholzer [30] define a convolutional code locally in terms of one trellis section and they require in their definition that a code is controllable and observable. Algebraically such a trellis section is simply described through the generalized first order description (6.4) or (6.7).

If one wants to have a theory which allows one to work with rational encoders, then it will be necessary that the code has finite support on the negative time axis $\mathbb{Z}_{-}$(or alternatively on the positive time axis $\mathbb{Z}_{+}$). This is one reason why a large part of the coding literature works with the field of formal Laurent series.

If one wants in addition to have a theory which can accommodate non-observable codes (and such a theory seems to have some value) then it is best to work in a module-theoretic setting.
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#### Abstract

The purpose of this note is to point out some of the phenomena which arise in the transition from classical shifts of finite type $X \subset A^{\mathbb{Z}}$ to multi-dimensional shifts of finite type $X \subset A^{\mathbb{Z}^{d}}, d \geq 2$, where $A$ is a finite alphabet. We discuss rigidity properties of certain multi-dimensional shifts, such as the appearance of an unexpected intrinsic algebraic structure or the scarcity of isomorphisms and invariant measures. The final section concentrates on group shifts with finite or uncountable alphabets, and with the symbolic representation of such shifts in the latter case.
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1. Shifts of finite type. Let $d \geq 1, A$ a finite set (the alphabet), and let $A^{\mathbb{Z}^{d}}$ be the set of all maps $x: \mathbb{Z}^{d} \longrightarrow A$. For every nonempty subset $F \subset \mathbb{Z}^{d}$, the map

$$
\pi_{F}: A^{\mathbb{Z}^{d}} \longrightarrow A^{F}
$$

is the projection which restricts each $x \in A^{\mathbb{Z}^{d}}$ to $F$. For every $\mathbf{n} \in \mathbb{Z}^{d}$ we define a homeomorphism $\sigma^{\mathbf{n}}$ of the compact space $A^{\mathbb{Z}^{d}}$ by

$$
\begin{equation*}
\left(\sigma^{\mathbf{n}} x\right)_{\mathbf{m}}=x_{\mathbf{n}+\mathbf{m}} \tag{1.1}
\end{equation*}
$$

for every $x=\left(x_{\mathbf{m}}\right) \in A^{\mathbb{Z}^{d}}$. The $\operatorname{map} \sigma: \mathbf{n} \mapsto \sigma^{\mathbf{n}}$ is the shift-action of $\mathbb{Z}^{d}$ on $A^{\mathbb{Z}^{d}}$, and a subset $X \subset A^{\mathbb{Z}^{d}}$ is shift-invariant if $\sigma^{\mathbf{n}}(X)=X$ for all $\mathbf{n} \in \mathbb{Z}^{d}$. A closed, shift-invariant set $X \subset A^{\mathbb{Z}^{d}}$ is a shift of finite type (SFT) if there exist a finite set $F \subset \mathbb{Z}^{d}$ and a subset $P \subset A^{F}$ such that

$$
\begin{equation*}
X=X(F, P)=\left\{x \in A^{\mathbb{Z}^{d}}: \pi_{F} \circ \sigma^{\mathbf{n}}(x) \in P \text { for every } \mathbf{n} \in \mathbb{Z}^{d}\right\} \tag{1.2}
\end{equation*}
$$

A closed shift-invariant subset $X \subset A^{\mathbb{Z}^{d}}$ is a $S F T$ if and only if there exists a finite set $F \subset \mathbb{Z}^{d}$ such that

$$
\begin{equation*}
X=\left\{x \in A^{\mathbb{Z}^{d}}: \pi_{F} \circ \sigma^{\mathbf{n}}(x) \in \pi_{F}(X) \text { for every } \mathbf{n} \in \mathbb{Z}^{d}\right\} . \tag{1.3}
\end{equation*}
$$

An immediate consequence of this characterization of SFT's is that the notion SFT is an invariant of topological conjugacy. For background and details we refer to [21]-[25].

[^13]If $X \subset A^{\mathbb{Z}^{d}}$ is a $S F T$ we may change the alphabet $A$ and assume that

$$
F=\{0,1\}^{d} \text { or } F=\{0\} \cup \bigcup_{i=1}^{d}\left\{\mathbf{e}^{(i)}\right\}
$$

where $\mathbf{e}^{(\mathbf{i})}$ is the $i$-th basis vector in $\mathbb{Z}^{d}$.
Let $X \subset A^{\mathbb{Z}^{d}}$ be a $S F T$. A point $x \in X$ is periodic if its orbit under $\sigma$ is finite. In contrast to the case where $d=1$, a higher-dimensional SFTX may not contain any periodic points (we give an example below). This potential absence of periodic points is associated with certain undecidability problems (cf. e.g. [1], [9], [19] and [32]):
(1) It is algorithmically undecidable if $X(F, P) \neq \varnothing$ for given $(F, P)$;
(2) It is algorithmically undecidable whether an allowed ${ }^{1}$ partial configuration can be extended to a point $x \in X(F, P)$.
In dealing with concrete SFT's undecidability is not really a problem, but it indicates the difficulty of making general statements about higherdimensional SFT's. There have been several attempts to define more restrictive classes of SFT's with the hope of a systematic approach within such a class (cf. e.g. [16]-[17], the algebraic systems considered in [9], or certain specification properties - such as in [13] - which guarantee 'sufficient similarity' to full shifts).

## 2. Some examples.

Example 1 (Chessboards). Let $n \geq 2$ and $A=\{0, \ldots, n-1\}$. We interpret $A$ as a set of colours and consider the SFT $X=X^{(n)} \subset A^{\mathbb{Z}^{2}}$ consisting of all configurations in which adjacent lattice points must have different colours.

For $n=2, X^{(2)}$ consists of two points. For $n \geq 3, X^{(n)}$ is uncountable.
There is a big difference between $n=3$ and $n \geq 4$ : for $n=3$ there exist frozen configurations in $X^{(3)}$, which cannot be altered in only finitely many places. These points are the periodic extensions of

| 0 | 1 | 2 | 0 | 1 | 2 |  | 0 | 2 | 1 | 0 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 0 | 1 | 2 | 0 | 1 |  | 1 | 0 | 2 | 1 | 0 |
| 2 |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 2 | 0 | 1 | 2 | 0 |  | 2 | 1 | 0 | 2 | 1 |
| 0 |  |  |  |  |  |  |  |  |  |  |  |
| 0 | 1 | 2 | 0 | 1 | 2 |  | 0 | 2 | 1 | 0 | 2 |
| 1 |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 0 | 1 | 2 | 0 | 1 | 1 | 0 | 2 | 1 | 0 | 2 |
| 1 | 2 | 0 | 1 | 2 | 0 | 2 | 1 | 0 | 2 | 1 | 0 |

Example 2 (Wang tilings). Let $T$ be a finite nonempty set of distinct, closed $1 \times 1$ squares (tiles) with coloured edges such that no horizontal edge has the same colour as a vertical edge: such a set $T$ is called a

[^14]collection of Wang tiles. For each $\tau \in T$ we denote by $\mathrm{r}(\tau), \mathrm{t}(\tau), \mathrm{l}(\tau), \mathrm{b}(\tau)$ the colours of the right, top, left and bottom edges of $\tau$, and we write $\mathcal{C}(T)=\{\mathrm{r}(\tau), \mathrm{t}(\tau), \mathrm{l}(\tau), \mathrm{b}(\tau): \tau \in T\}$ for the set of colours occurring on the tiles in $T$. A Wang tiling $w$ by $T$ is a covering of $\mathbb{R}^{2}$ by translates of copies of elements of $T$ such that
(i) every corner of every tile in $w$ lies in $\mathbb{Z}^{2} \subset \mathbb{R}^{2}$,
(ii) two tiles of $w$ are only allowed to touch along edges of the same colour, i.e. $\mathrm{r}(\tau)=\mathrm{l}\left(\tau^{\prime}\right)$ whenever $\tau, \tau^{\prime}$ are horizontally adjacent tiles with $\tau$ to the left of $\tau^{\prime}$, and $\mathrm{t}(\tau)=\mathrm{b}\left(\tau^{\prime}\right)$ if $\tau, \tau^{\prime}$ are vertically adjacent with $\tau^{\prime}$ above $\tau$.
We identify each such tiling $w$ with the point
$$
w=\left(w_{\mathbf{n}}\right) \in T^{\mathbb{Z}^{2}}
$$
where $w_{\mathrm{n}}$ is the unique element of $T$ whose translate covers the square $\mathbf{n}+[0,1]^{2} \subset \mathbb{R}^{2}, \mathbf{n} \in \mathbb{Z}^{2}$. The set $W_{T} \subset T^{\mathbb{Z}^{2}}$ of all Wang tilings by $T$ is obviously a SFT, and is called the Wang shift of $T$.

Here is an explicit example of a two-dimensional Wang shift: let $T_{D}$ be the set of Wang tiles

with the colours $\mathrm{H}, \mathrm{h}, \mathrm{V}, \mathrm{v}$ on the solid horizontal, broken horizontal, solid vertical and broken vertical edges. The following picture shows a partial Wang tiling of $\mathbb{R}^{2}$ by $T_{D}$ and explains the name 'domino tiling' for such a tiling: two tiles meeting along an edge coloured h or v form a single vertical or horizontal 'domino'.


The Wang shift $W_{D} \subset T_{D}^{\mathbb{Z}^{2}}$ of $T_{D}$ is called the domino (or dimer) shift, and is one of the few higher dimensional SFT's for which the dynamics is understood to some extent (cf. e.g. [2], [3], [7]). The shift-action $\sigma_{W_{D}}$ of $\mathbb{Z}^{2}$ on $W_{D}$ is topologically mixing, and its topological entropy $h\left(\sigma_{W_{D}}\right)$ was computed by Kastelleyn in [7]:

$$
h\left(\sigma_{W_{D}}\right)=\frac{1}{4} \int_{0}^{1} \int_{0}^{1}(4-2 \cos 2 \pi s-2 \cos 2 \pi t) d s d t
$$

The domino-tilings again have frozen configurations which look like 'brick walls'.

Example 3 (A shift of finite type without periodic points). Consider the following set $T^{\prime}$ of six polygonal tiles, introduced by Robinson in [19],
each of which which should be thought of as a $1 \times 1$ square with various bumps and dents.


We denote by $T$ the set of all tiles which are obtained by allowing horizontal and vertical reflections as well as rotations of elements in $T^{\prime}$ by multiples of $\frac{\pi}{2}$. Again we consider the set $W_{T} \subset T^{\mathbb{Z}^{2}}$ consisting of all tilings of $\mathbb{R}^{2}$ by translates of elements of $T$ aligned to the integer lattice (as much as their bumps and dents allow). The set $W_{T}$ is obviously a SFT, and $W_{T}$ is uncountable and has no periodic points. If we allow each (or even only one) of these tiles to occur in two different colours with no restriction on adjacency of colours then we obtain a SFT with positive entropy, but still without periodic points.

The paper [19] also contains an explicit set $T$ of Wang tiles for which the extension problem is undecidable.

## 3. Wang tiles and shifts of finite type.

Theorem 3.1. Every SFT can be represented (in many different ways) as a Wang tiling.

Proof. Assume that $F=\{0,1\}^{2} \subset \mathbb{Z}^{2}$. We set $T=\pi_{F}(X(F, P))$ and consider each

$$
\tau=\begin{array}{ll}
x_{(0,1)} & x_{(1,1)} \\
x_{(0,0)} & x_{(1,0)}
\end{array} \in T
$$

as a unit square with the 'colours' $\left[x_{(0,0)} x_{(1,0)}\right]$ and $\left[x_{(0,1)} x_{(1,1)}\right]$ along its bottom and top horizontal edges, and $\left[\begin{array}{l}x_{(0,1)} \\ x_{(0,0)}\end{array}\right]$ and $\left[\begin{array}{l}x_{(1,1)} \\ x_{(1,0)}\end{array}\right]$ along its left and right vertical edges. With this interpretation we obtain a one-to-one correspondence between the points $x=\left(x_{\mathbf{n}}\right) \in X$ and the Wang tilings $w=\left(w_{\mathbf{n}}\right)=\left(\pi_{F} \circ \sigma^{\mathbf{n}}(x)\right) \in T^{\mathbb{Z}^{2}} . \square$

This correspondence allows us to regard each SFT as a Wang shift and vice versa. However, the correspondence is a bijection only up to topological conjugacy: if we start with a $S F T X \subset A^{\mathbb{Z}^{2}}$ with $F=\{0,1\}^{2}$, view it as the Wang shift $W_{T} \subset T^{\mathbb{Z}^{2}}$ with $T=\pi_{F}(X)$, and then interpret $W_{T}$ as a $S F T$ as above, we do not end up with $X$, but with the 2-block representation of $X$.

Definition 3.1. Let $A$ be a finite set and $X \subset A^{\mathbb{Z}^{2}} a$ SFT, $T$ a set of Wang tiles and $W_{T}$ the associated Wang shift. We say that $W_{T}$ represents $X$ if $W_{T}$ is topologically conjugate to $X$. Two Wang shifts $W_{T}$ and $W_{T^{\prime}}$ are equivalent if they are topologically conjugate as SFT's.

Since any given infinite SFTX has many different representations by Wang shifts one may ask whether these different representations of $X$ have anything in common. The answer to this question turns out to be related to
a measure of the 'complexity' of the $S F T X$. For this we need to introduce the tiling group associated with a Wang shift.

Let $T$ be a collection of Wang tiles and $W_{T} \subset T^{\mathbb{Z}^{2}}$ the Wang shift of $T$. Following Conway, Lagarias and Thurston ([4], [29]) we write

$$
\Gamma(T)=\langle\mathcal{C}(T) \mid \mathrm{t}(\tau) \mathrm{l}(\tau)=\mathrm{r}(\tau) \mathrm{b}(\tau), \tau \in T\rangle
$$

for the free group generated by the colours occurring on the edges of elements in $T$, together with the relations $\mathrm{t}(\tau) \mathrm{l}(\tau)=\mathrm{r}(\tau) \mathrm{b}(\tau), \tau \in T$. The countable, discrete group $\Gamma(T)$ is called the tiling group of $T$ (or of the Wang shift $W_{T}$ ). From the definition of $\Gamma(T)$ it is clear that the map $\theta: \Gamma(T) \rightarrow \mathbb{Z}^{2}$, given by

$$
\begin{aligned}
\theta(\mathrm{b}(\tau)) & =\theta(\mathrm{t}(\tau)) \\
\theta(\mathrm{I}(\tau)) & =\theta(\mathrm{r}(\tau))=(0,0),
\end{aligned}
$$

for every $\tau \in T$, is a group homomorphism whose kernel is denoted by

$$
\Gamma_{0}(T)=\operatorname{ker}(\theta)
$$

Suppose that $E \subset \mathbb{R}^{2}$ is a bounded set, and that $w \in T^{\mathbb{R}^{2} \backslash E}$ is a Wangtiling of $\mathbb{R}^{2} \backslash E$. When can we complete $w$ to a Wang-tiling of $\mathbb{R}^{2}$ (possibly after enlarging $E$ by a finite amount)? After a finite enlargement we may assume that $E$ is the empty rectangle in the left picture of Figure 1 (the tiles covering the rest of $\mathbb{R}^{2} \backslash E$ are not shown). If we add a tile legally


Fig. 1.
(as in the right picture), then the words in $\Gamma(T)$ obtained by reading off the colours along the edges of the two holes coincide because of the tiling relations:

$$
\begin{align*}
& r_{1}^{-1} r_{2}^{-1} r_{3}^{-1} b_{1}^{-1} b_{2}^{-1} b_{3}^{-1} b_{4}^{-1} l_{3} l_{2} l_{1} t_{4} t_{3} t_{2} t_{1} \\
& \quad=r_{1}^{-1} r_{2}^{-1} r_{3}^{-1} b_{1}^{-1} b_{2}^{-1} b_{3}^{-1} b_{4}^{-1} l_{3} l_{2} t l t_{3} t_{2} t_{1} \tag{3.1}
\end{align*}
$$

In particular, if the hole can be closed, then the word must be the identity.
If $X \subset A^{\mathbb{Z}^{2}}$ is a $S F T$ and $W_{T}$ a Wang representation of $X$ then the tiling group $\Gamma(T)$ gives an obstruction to the weak closing of bounded holes
(i.e. the closing of holes after finite enlargement) for points $x \in A^{\mathbb{Z}^{2}} \backslash E$, where $E \subset \mathbb{Z}^{2}$ is a finite set. However, different Wang-representations of $X$ may give different answers.

Example 4. Let $X$ be the 3 -coloured chessboard, and let $T$ be the set of Wang tiles

with the colours

$$
\begin{gathered}
h_{0}=-, h_{1}=--, h_{2}=\cdots \cdots, \\
v_{0}=\mid, v_{1}=1, v_{2}=\vdots
\end{gathered}
$$

on the horizontal and vertical edges. Then $W_{T}$ represents $X$. The tiling group $\Gamma(T)$ is of the form

$$
\begin{aligned}
\Gamma\left(T_{C}^{\prime}\right)=\left\{h_{i}, v_{i}, i=0,1,2 \mid v_{1} h_{0}\right. & =v_{2} h_{0}=h_{1} v_{0}=h_{2} v_{0} \\
v_{2} h_{1}=v_{0} h_{1}=h_{2} v_{1} & \left.=h_{0} v_{1}, \quad v_{0} h_{2}=v_{1} h_{2}=h_{0} v_{2}=h_{1} v_{2}\right\}
\end{aligned}
$$

Since $h_{0}=h_{1}=h_{2}, v_{0}=v_{1}=v_{2}$ and $h_{0} v_{0}=v_{0} h_{0}, \Gamma(T) \cong \mathbb{Z}^{2}$, and every hole appears closable.

With a different representation of $X$ as a Wang shift we obtain more information. Let $T^{\prime}$ be the set of Wang tiles

with the colours $\mathrm{h}_{i j}=\left[\begin{array}{l}i j\end{array}\right]$ on the horizontal and $\mathrm{v}_{i}^{j}=\left[\begin{array}{c}j \\ i\end{array}\right]$ on the vertical edges, where $i, j \in\{0,1,2\}$ and $i \neq j$. Then $W_{T^{\prime}}$ represents $X$.

There exists a group homomorphism $\phi: \Gamma\left(T^{\prime}\right) \longrightarrow \mathbb{Z}$ with

$$
\begin{aligned}
& \phi\left(\mathrm{h}_{01}\right)=\phi\left(\mathrm{h}_{12}\right)=\phi\left(\mathrm{h}_{20}\right)=\phi\left(\mathrm{v}_{0}^{1}\right)=\phi\left(\mathrm{v}_{1}^{2}\right)=\phi\left(\mathrm{v}_{2}^{0}\right)=1 \\
& \phi\left(\mathrm{~h}_{10}\right)=\phi\left(\mathrm{h}_{21}\right)=\phi\left(\mathrm{h}_{02}\right)=\phi\left(\mathrm{v}_{1}^{0}\right)=\phi\left(\mathrm{v}_{2}^{1}\right)=\phi\left(\mathrm{v}_{0}^{2}\right)=-1
\end{aligned}
$$

This homomorphism detects that the hole with the edge

$$
\begin{array}{lll}
1 & 2 & 1 \\
2 & ? & 0 \\
0 & 1 & 2
\end{array}
$$

cannot be closed, no matter how it is extended on the outside, and how much it is enlarged initially.

This example raises the alarming possibility that more and more complicated Wang-representations of a SFT $X$ will give more and more combinatorial information about $X$. Remarkably, this is not the case.

Theorem 3.2. For many topologically mixing $\mathbb{Z}^{2}$-SFT's there exists a Wang-representation $W_{T}$ of $X$ which contains all the combinatorial information obtainable from all possible Wang-representations of $X$.

For examples we refer to [25] and [5]. In order to make this statement comprehensible one has to express it in terms of the continuous cohomology of $X$.
4. Wang tiles and cohomology. Let $X \subset A^{\mathbb{Z}^{2}}$ be a $S F T$ and $G$ a discrete group with identity element $1_{G}$. A map $c: \mathbb{Z}^{2} \times X \longrightarrow G$ is a cocycle for the shift-action $\sigma$ of $\mathbb{Z}^{2}$ on $X$ if $c(\mathbf{n}, \cdot): X \longrightarrow G$ is continuous for every $\mathbf{n} \in \mathbb{Z}^{2}$ and

$$
c(\mathbf{m}+\mathbf{n}, x)=c\left(\mathbf{m}, \sigma^{\mathbf{n}} x\right) c(\mathbf{n}, x)
$$

for all $x \in X$ and $\mathbf{m}, \mathbf{n} \in \mathbb{Z}^{2}$. One can interpret this equation as pathindependence.

A cocycle $c: \mathbb{Z}^{2} \times X \longrightarrow G$ is a homomorphism if $c(\mathbf{n}, \cdot)$ is constant for every $\mathbf{n} \in \mathbb{Z}^{2}$, and $c$ is a coboundary if there exists a continuous map $b: X \longrightarrow G$ such that

$$
c(\mathbf{n}, x)=b\left(\sigma^{\mathbf{n}} x\right)^{-1} b(x)
$$

for all $x \in X$ and $\mathbf{n} \in \mathbb{Z}^{2}$. Two cocycles $c, c^{\prime}: \mathbb{Z}^{2} \times X \longrightarrow G$ are cohomologous with continuous transfer function $b: X \longrightarrow G$, if

$$
c(\mathbf{n}, x)=b\left(\sigma^{\mathbf{n}} x\right)^{-1} c^{\prime}(\mathbf{n}, x) b(x)
$$

for all $\mathbf{n} \in \mathbb{Z}^{2}$ and $x \in X$.
For every Wang representation $W_{T}$ of $X$ we define a tiling cocycle $c_{T}: \mathbb{Z}^{2} \times W_{T} \longrightarrow \Gamma(T)$ (and hence a cocycle $c_{T}^{\prime}: \mathbb{Z}^{2} \times X \longrightarrow \Gamma(T)$ ) by setting

$$
c_{T}((1,0), w)=\mathrm{b}\left(w_{\mathbf{0}}\right), c_{T}((0,1), w)=\mathrm{I}\left(w_{\mathbf{0}}\right)
$$

for every Wang tiling $w \in W_{T} \subset T^{\mathbb{Z}^{2}}$, and by using the cocycle equation to extend $c_{T}$ to a map $\mathbb{Z}^{2} \times W_{T} \longrightarrow \Gamma(T)$ (the relations $\mathrm{t}(\tau) \mid(\tau)=\mathrm{r}(\tau) \mathrm{b}(\tau), \tau$ $\in T$, in the tiling group are precisely what is needed to allow such an extension). Conversely, if $G$ is a discrete group and $c: \mathbb{Z}^{2} \times X \longrightarrow G$ a cocycle, then Theorem 4.2 in [25] shows that there exists a Wang representation $w_{T}$ of $X$ and a group homomorphism $\eta: \Gamma(T) \longrightarrow G$ such that

$$
\begin{equation*}
c=\eta \circ c_{T} \tag{4.1}
\end{equation*}
$$

In order to establish a link between cocycles and the 'closing of holes' discussed in the last section we return for a moment to the Wang tiles in Figure 1 and assume that the partial configuration $w_{\mathbf{n}}, \mathbf{n} \in \mathbb{Z}^{2} \backslash E$, shown there extends to an element $w \in W_{T}$ with $\mathrm{I}\left(w_{\mathbf{0}}\right)=r_{1}$ and $\mathrm{b}\left(w_{\mathbf{0}}\right)=t_{1}$
(i.e. the tile $w_{0}$ occupies the bottom left hand corner of the 'hole' $E$ in Figure 1). Then

$$
c_{T}((4,3), w)=l_{3} l_{2} l_{1} t_{4} t_{3} t_{2} t_{3}=l_{3} l_{2} t l t_{3} t_{2} t_{1}=b_{4} b_{3} b_{2} b_{1} r_{3} r_{2} r_{1}
$$

depending on the route chosen from $\mathbf{0}$ to $(4,3)$, which is equivalent to (3.1).
If $W_{T^{\prime}}$ is another Wang representation of $X$, then there exists a topological conjugacy $\phi: W_{T} \longrightarrow W_{T^{\prime}}$, and the coordinates $w_{\mathbf{n}}, \mathbf{n} \in \mathbb{Z}^{2} \backslash E$, determine the coordinates $\phi(w)_{\mathbf{m}}, \mathbf{m} \in \mathbb{Z}^{2} \backslash E^{\prime}$, for some finite set $E^{\prime} \subset \mathbb{Z}^{2}$ which we may again assume to be a rectangle. If the tiling cocycle $c_{T^{\prime}}$ of $W_{T^{\prime}}$ is a homomorphic image of $w_{T}$ in the sense of (4.1), then $w_{T^{\prime}}$ cannot lead to any new obstructions (other than those already exhibited by $c_{T}$ ). A slightly more refined version of the same argument shows that $w_{T^{\prime}}$ will not lead to any new obstructions even if it is only cohomologous to a homomorphic image of $c_{T}$. This observation is the motivation for the following definition.

DEFINITION 4.1. A cocycle c $c^{*}: \mathbb{Z}^{2} \times X \longrightarrow G^{*}$ with values in a discrete group $G^{*}$ is fundamental if the following is true: for every discrete group $G$ and every cocycle $c: \mathbb{Z}^{2} \times X \longrightarrow G$ there exists a group homomorphism $\theta: G^{*} \longrightarrow G$ such that $c$ is cohomologous to the cocycle $\theta \circ c^{*}: \mathbb{Z}^{2} \times X \longrightarrow$ $G$.

In this terminology we can state a more precise (but still rather vague) form of Theorem 3.2 (cf. [25]).

TheOrem 4.1. In certain examples of topologically mixing $\mathbb{Z}^{2}$-SFT's there exists an explicitly computable Wang representation $W_{T}$ of $X$ whose tiling cocycle $c_{T}^{\prime}: \mathbb{Z}^{2} \times X \longrightarrow \Gamma(T)$ is fundamental.

For a list of examples (which includes the chessboards in Example 4 and the domino-tilings in Example 2) we refer to [5] and [24]-[25].

Although one can make analogous definitions for classical (one-dimensional) SFT's, they never have fundamental cocycles. The existence of fundamental cocycles is a rigidity phenomenon specific to multi-dimensional SFT's.
5. Group shifts and their symbolic representations. In this section we leave the general setting of multi-dimensional shifts of finite type with all its inherent problems and restrict our attention to SFT's with a group structure. This class of SFT's is of interest in coding theory and allows much more detailed statements about conjugacy and dynamical properties than arbitrary $S F T$ 's.

Let $d \geq 1$, and let $X$ be a compact abelian group with normalized Haar measure $\lambda_{X}$. A $\mathbb{Z}^{d}$-action $\alpha: \mathbf{n} \mapsto \alpha^{\mathbf{n}}$ by continuous automorphisms of $X$ is called an algebraic $\mathbb{Z}^{d}$-action on $X$. An algebraic $\mathbb{Z}^{d}$-action $\alpha$ on $X$ is expansive if there exists an open neighbourhood $\mathcal{U}$ of the identity $0_{X}$ in $X$ with $\bigcap_{\mathbf{n} \in \mathbb{Z}^{d}} \alpha^{-\mathbf{n}}(\mathcal{U})=\left\{0_{X}\right\}$.

Suppose that $\alpha$ is an algebraic $\mathbb{Z}^{d}$-action on a compact abelian group $X$. An $\alpha$-invariant probability measure $\mu$ on the Borel field $\mathcal{B}_{X}$ of $X$ is
ergodic if

$$
\mu\left(\bigcup_{\mathbf{n} \in \mathbb{Z}^{d}} \alpha^{-\mathbf{n}}(B)\right) \in\{0,1\}
$$

for every $B \in \mathcal{B}_{X}$, and mixing if

$$
\lim _{\mathbf{n} \rightarrow \infty} \mu\left(B \cap \alpha^{-\mathbf{n}}\left(B^{\prime}\right)\right)=\mu(B) \mu\left(B^{\prime}\right)
$$

for all $B, B^{\prime} \in \mathcal{B}_{X}$. The action $\alpha$ is ergodic or mixing if $\lambda_{X}$ is ergodic or mixing.

Let $\alpha_{1}, \alpha_{2}$ be algebraic $\mathbb{Z}^{d}$-actions on compact abelian groups $X_{1}$ and $X_{2}$, respectively. A Borel bijection $\phi: X_{1} \longrightarrow X_{2}$ is a measurable conjugacy of $\alpha_{1}$ and $\alpha_{2}$ if

$$
\lambda_{X_{1}} \phi^{-1}=\lambda_{X_{2}}
$$

and

$$
\begin{equation*}
\phi \circ \alpha_{1}^{\mathrm{n}}(x)=\alpha_{2}^{\mathrm{n}} \circ \phi(x) \tag{5.1}
\end{equation*}
$$

for every $\mathbf{n} \in \mathbb{Z}^{d}$ and $\lambda_{X_{1}}$-a.e. $x \in X_{1}$.
A continuous group isomorphism $\phi: X_{1} \longrightarrow X_{2}$ is an algebraic conjugacy of $\alpha_{1}$ and $\alpha_{2}$ if it satisfies (5.1) for every $\mathbf{n} \in \mathbb{Z}^{d}$ and $x \in X_{1}$.

The actions $\alpha_{1}, \alpha_{2}$ are measurably (resp. algebraically) conjugate if there exists a measurable (resp. algebraic) conjugacy between them.

Finally we call a map $\phi: X_{1} \longrightarrow X_{2}$ affine if there exist a continuous group isomorphism $\psi: X_{1} \longrightarrow X_{2}$ and an element $x^{\prime} \in X_{2}$ such that

$$
\phi(x)=\psi(x)+x^{\prime}
$$

for every $x \in X_{1}$.
Here we are interested in algebraic $\mathbb{Z}^{d}$-actions of a particularly simple form. Let $A$ be a compact abelian group, and let $\Omega_{A}^{(d)}=A^{\mathbb{Z}^{d}}$ be the compact abelian group consisting of all maps $\omega: \mathbb{Z}^{d} \longrightarrow A$, furnished with the product topology and coordinate-wise addition. We write every $\omega \in$ $\Omega_{A}^{(d)}$ as $\omega=\left(\omega_{\mathbf{n}}\right)$ with $\omega_{\mathbf{n}} \in A$ for every $\mathbf{n} \in \mathbb{Z}^{d}$ and define the shift-action $\sigma$ of $\mathbb{Z}^{d}$ on $\Omega_{A}^{(d)}$ by (1.1). Clearly, $\sigma$ is an algebraic $\mathbb{Z}^{d}$-action on $\Omega_{A}^{(d)}$. A group shift is the restriction of the shift-action $\sigma$ to a closed, shift-invariant subgroup $X \subset \Omega_{A}^{(d)}$.

Throughout the following discussion we shall assume that the 'alphabet' $A$ is either finite or $A=\mathbb{T}$. In the former case every group shift $X \subset \Omega_{A}^{(d)}$ is automatically a $d$-dimensional shift of finite type (cf. [9]-[10] and [23]). In our earlier discussion of SFT's we were interested in topological conjugacy invariants. Here we are interested in the connection between measurable and algebraic conjugacy.

Example 5. The shift automorphisms

$$
(\sigma x)_{n}=x_{n+1}
$$

on the compact abelian groups

$$
\begin{gathered}
X=(\mathbb{Z} / 4 \mathbb{Z})^{\mathbb{Z}} \\
Y=((\mathbb{Z} / 2 \mathbb{Z}) \times(\mathbb{Z} / 2 \mathbb{Z}))^{\mathbb{Z}}
\end{gathered}
$$

are measurably (even topologically) conjugate, but the groups $X$ and $Y$ are not algebraically isomorphic.

Example 6. For every nonempty finite set $E \subset \mathbb{Z}^{d}$ we denote by $X_{E} \subset \bar{X}=(\mathbb{Z} / 2 \mathbb{Z})^{\mathbb{Z}^{d}}$ the closed shift-invariant subgroup consisting of all $x \in \bar{X}$ whose coordinates sum to 0 in every translate of $E$ in $\mathbb{Z}^{d}$. If $E$ has at least two points then $X_{E}$ is uncountable and the restriction $\sigma_{E}$ of $\sigma$ to $X_{E}$ is an expansive algebraic $\mathbb{Z}^{d}$-action.

For $d=2$ and the subset

$$
E=\{(0,0),(1,0),(0,1)\} \subset \mathbb{Z}^{2}
$$

the $\mathbb{Z}^{2}$-action $\sigma_{E}$ on $X_{E}$ is called Ledrappier's example: $\sigma_{E}$ is mixing and expansive, but not mixing of order 3 (for every $n \geq 0, x_{(0,0)}+x_{\left(2^{n}, 0\right)}+$ $x_{\left(0,2^{n}\right)}=0$ ).

In this example, 3-mixing breaks down in a particularly regular way: if we call a finite subset $S \subset \mathbb{Z}^{d}$ mixing for a group shift $X$ if

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \lambda_{X}\left(\bigcap_{\mathbf{m} \in S} \sigma^{-k \mathbf{m}} B_{\mathbf{m}}\right)=\prod_{\mathbf{m} \in S} \lambda_{X}\left(B_{\mathbf{m}}\right) \tag{5.2}
\end{equation*}
$$

for all Borel sets $B_{\mathbf{m}}, \mathbf{m} \in S$, and nonmixing otherwise, then the last paragraph shows that $S=\{(0,0),(1,0),(0,1)\}$ is nonmixing for Ledrappier's example.

We also consider the subsets

$$
\begin{aligned}
& E_{1}=\{(0,0),(1,0),(2,0),(1,1),(0,2)\} \\
& E_{2}=\{(0,0),(2,0),(0,1),(1,1),(0,2)\} \\
& E_{3}=\{(0,0),(1,0),(2,0),(0,1),(1,1),(0,2)\}
\end{aligned}
$$

of $\mathbb{Z}^{2}$. The shift-actions $\sigma_{i}=\sigma_{E_{i}}$ of $\mathbb{Z}^{2}$ on $X_{i}=X_{E_{i}}$ are again mixing, but the set $S=\{(0,0),(1,0),(0,1)\}$ is nonmixing for each of these actions (cf. [11]).

For every $\mathbf{n} \in \mathbb{Z}^{2}$, the automorphisms $\sigma_{i}^{\mathbf{n}}$ are measurably conjugate. However, as was shown in [12], these three $\mathbb{Z}^{2}$-actions are not even measurably conjugate.

In general, if $X \subset A^{\mathbb{Z}^{2}}$ is a group shift with finite alphabet $A$, then $X$ has nonmixing sets if and only if it does not have completely positive entropy
or, equivalently, if and only if it is not measurably conjugate to a full shift $Y=B^{\mathbb{Z}^{2}}$, where $B$ is a finite set (cf. [15], [11] and [20]). However, even if $X$ has completely positive entropy, it need not be topologically conjugate to a full shift.

For $d=1$, algebraic conjugacy of group shifts $X \subset A^{\mathbb{Z}^{d}}$ to full shifts $Y=B^{\mathbb{Z}^{d}}$, where $A$ and $B$ are finite abelian groups, is a matter of considerable interest in coding theory (cf. e.g. [18]), and results for $d>1$ are just beginning to emerge.

Example 6 is based on a special case of another rigidity phenomenon specific to $\mathbb{Z}^{d}$-actions with $d>1$. We call an algebraic $\mathbb{Z}^{d}$-action $\alpha$ on a compact abelian group irreducible if every closed, $\alpha$-invariant subgroup $Y \subsetneq X$ is finite. The following statement is proved in [8] and [12].

Theorem 5.1. Let $d>1$, and let $\alpha_{1}$ and $\alpha_{2}$ be mixing algebraic $\mathbb{Z}^{d}$-actions on compact abelian groups $X_{1}$ and $X_{2}$, respectively. If $\alpha_{1}$ is irreducible, and if $\phi: X_{1} \longrightarrow X_{2}$ is a measurable conjugacy of $\alpha_{1}$ and $\alpha_{2}$, then $\alpha_{2}$ is irreducible and $\phi$ is $\lambda_{X_{1}}$-a.e. equal to an affine map. Hence measurable conjugacy of $\alpha_{1}$ and $\alpha_{2}$ implies algebraic conjugacy.

Irreducibility of algebraic $\mathbb{Z}^{d}$-actions with $d>1$ implies that these actions have zero entropy (as $\mathbb{Z}^{d}$-actions). For actions with positive entropy one cannot expect this kind of isomorphism rigidity, since positive entropy implies the existence of nontrivial Bernoulli factors (cf. [23]). However, it is sometimes still be possible to apply Theorem 5.1 to prove measurable nonconjugacy of actions with positive entropy.

Example 7 (Conjugacy of $\mathbb{Z}^{2}$-actions with positive entropy). We modify Example 6 by setting $\bar{Y}=(\mathbb{Z} / 4 \mathbb{Z})^{\mathbb{Z}^{d}}$ and consider, for every nonempty finite set $E \subset \mathbb{Z}^{d}$ the closed shift-invariant subgroup $Y_{E} \subset \bar{Y}$ consisting of all $y \in \bar{Y}$ whose coordinates sum to $0(\bmod 2)$ in every translate of $E$ in $\mathbb{Z}^{d}$. The group $Y_{E}$ is always uncountable, and the restriction $\tau_{E}$ of the shift-action $\sigma$ to $Y_{E}$ is an expansive algebraic $\mathbb{Z}^{d}$-action with entropy $\log 2$. As in Example 6 we set $d=2$ and consider the the subsets $E, E_{1}, E_{2}, E_{3} \subset \mathbb{Z}^{2}$ defined there. Theorem 6.5 in [15] implies that the Pinsker algebra $\pi\left(\tau_{E_{i}}\right)$ of $\tau_{E_{i}}$ is the sigma-algebra $\mathcal{B}_{Y_{E_{i}} / Z_{E_{i}}}$ of $Z_{E_{i}-}$ invariant Borel sets in $Y_{E_{i}}$, where

$$
Z_{E_{i}}=\left\{x=\left(x_{\mathbf{n}}\right) \in Y_{E_{i}}: x_{\mathbf{n}}=0(\bmod 2) \text { for every } \mathbf{n} \in \mathbb{Z}^{2}\right\}
$$

Then the $\mathbb{Z}^{2}$-action $\tau_{E_{i}}^{\prime}$ induced by $\tau_{E_{i}}$ on $Y_{E_{i}} / Z_{E_{i}}$ is algebraically conjugate to the shift-action $\sigma_{E_{i}}$ on the group $X_{E_{i}}$ in Example 6.

Since any measurable conjugacy of $\tau_{E_{i}}$ and $\tau_{E_{j}}$ would map $\pi\left(\tau_{E_{i}}\right)$ to $\pi\left(\tau_{E_{j}}\right)$ and induce a conjugacy of $\tau_{E_{i}}^{\prime}$ and $\tau_{E_{j}}^{\prime}$ and hence of $\sigma_{E_{i}}$ and $\sigma_{E_{j}}$, Example 6 implies that $\tau_{i}$ and $\tau_{j}$ are measurably nonconjugate for $1 \leq i<$ $j \leq 3$.

Example 8 (Group shifts with uncountable alphabet). We write $\Re_{d}=\mathbb{Z}\left[u_{1}^{ \pm 1}, \ldots, u_{d}^{ \pm 1}\right]$ for the ring of Laurent polynomials with integral coefficients in the commuting variables $u_{1}, \ldots, u_{d}$, and represent every $f \in$
$\Re_{d}$ as $f=\sum_{\mathbf{m} \in \mathbb{Z}^{d}} f_{\mathbf{m}} u^{\mathbf{m}}$ with $u^{\mathbf{m}}=u_{1}^{m_{1}} \cdots u_{d}^{m_{d}}$ and $f_{\mathbf{m}} \in \mathbb{Z}$ for every $\mathbf{m}=\left(m_{1}, \ldots, m_{d}\right) \in \mathbb{Z}^{d}$.

Let $\sigma$ be the shift-action (1.1) of $\mathbb{Z}^{d}$ on $\Omega^{(d)}=\mathbb{T}^{\mathbb{Z}^{d}}$. For every nonzero $f \in \Re_{d}$ and $x \in X$ we set

$$
\begin{equation*}
f(\sigma)(x)=\sum_{\mathbf{n} \in \mathbb{Z}^{d}} f_{\mathbf{n}} \sigma^{\mathbf{n}} x \tag{5.3}
\end{equation*}
$$

and note that $f(\sigma): \Omega^{(d)} \longrightarrow \Omega^{(d)}$ is a continuous surjective group homomorphism. For every ideal $I \subset \mathfrak{R}_{d}$ we set

$$
\begin{equation*}
X_{I}=\bigcap_{f \in I} \operatorname{ker}(f(\sigma)) \tag{5.4}
\end{equation*}
$$

and denote by $\sigma_{I}$ the restriction of $\sigma$ to $X_{I}$. If $\left\{g_{1}, \ldots, g_{L}\right\}$ is a set of generators of $I$ (such a finite set of generators always exists, since $\mathfrak{R}_{d}$ is Noetherian), then

$$
X_{I}=\bigcap_{j=1}^{m} \operatorname{ker}\left(g_{j}(\sigma)\right)
$$

The dynamical properties of group shifts of the form $X_{I}$ are described in [22], [15] and [23]. In the special case where the ideal I is principal, i.e. where $I=(f)=f \Re_{d}$ for some $f \in \mathfrak{R}_{d}$, the entropy of $\sigma_{(f)}$ is given by

$$
h\left(\sigma_{(f)}\right)= \begin{cases}\int_{0}^{1} \cdots \int_{0}^{1} \log \left|f\left(e^{2 \pi i t_{1}}, \ldots, e^{2 \pi i t_{d}}\right)\right| d t_{1} \cdots d t_{d} & \text { if } f \neq 0 \\ \infty & \text { otherwise }\end{cases}
$$

Furthermore, $\sigma_{(f)}$ is expansive if and only if

$$
\begin{equation*}
f(\mathbf{z}) \neq 0 \text { for all } \mathbf{z}=\left(z_{1}, \ldots, z_{d}\right) \in \mathbb{C}^{d} \text { with }\left|z_{1}\right|=\cdots=\left|z_{d}\right|=1 \tag{5.5}
\end{equation*}
$$

If $\sigma_{(f)}$ is expansive then it is automatically mixing and Bernoulli (in particular, it has finite and positive entropy).

Although the group shifts $\sigma_{(f)}, f \in \Re_{d}$, in Example 8 are of finite type in the sense that they are determined by restrictions in a finite 'window' of coordinates (consisting of those $\mathbf{n} \in \mathbb{Z}^{d}$ with $f_{\mathbf{n}} \neq 0$ ), their uncountable alphabets put them outside the customary framework of symbolic dynamics. In view of this (and for a variety of other reasons) it seems desirable to find 'symbolic' representations of such systems, analogous to the representation of hyperbolic toral automorphisms as SFT's by means of Markov partitions.

Following [6] we consider the Banach space $\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)$ and write

$$
\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right) \subset \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)
$$

for the subgroup of bounded integer-valued functions. Consider the surjective map $\eta: \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right) \longrightarrow \mathbb{T}^{\mathbb{Z}^{d}}$ given by

$$
\eta(v)_{\mathbf{n}}=v_{\mathbf{n}} \quad(\bmod 1)
$$

for every $v=\left(v_{\mathbf{n}}\right) \in \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)$ and $\mathbf{n} \in \mathbb{Z}^{d}$. Let $\bar{\sigma}$ be the shift-action of $\mathbb{Z}^{d}$ on $\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)$, defined as in (1.1), and set, for every $h=\sum_{\mathbf{n} \in \mathbb{Z}^{d}} h_{\mathbf{n}} u^{\mathbf{n}} \in \mathfrak{R}_{d}$ and $v \in \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right)$,

$$
h(\bar{\sigma})(v)=\sum_{\mathbf{n} \in \mathbb{Z}^{d}} h_{\mathbf{n}} \bar{\sigma}^{\mathbf{n}} v .
$$

The expansiveness of $\sigma_{(f)}$ can be expressed in terms of the kernel of $f(\bar{\sigma})$ : $\sigma_{(f)}$ is expansive if and only if $\operatorname{ker}(f(\bar{\sigma}))=\{0\} \subset \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)$.

According to Lemma 4.5 in [14] there exists a unique element $w^{\Delta} \in$ $\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)$ with the property that

$$
f(\bar{\sigma})\left(w^{\Delta}\right)_{\mathbf{n}}= \begin{cases}1 & \text { if } \mathbf{n}=\mathbf{0} \\ 0 & \text { otherwise }\end{cases}
$$

The point $w^{\Delta}$ also has the property that there exist constants $c_{1}>0,0<$ $c_{2}<1$ with

$$
\left|w_{\mathbf{n}}^{\Delta}\right| \leq c_{1} c_{2}^{\|\mathbf{n}\|}
$$

for every $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{Z}^{d}$, where $\|\mathbf{n}\|=\max _{i=1, \ldots, d}\left|n_{i}\right|$. From the properties of $w^{\Delta}$ it is clear that

$$
\bar{\xi}(v)=\sum_{\mathbf{n} \in \mathbb{Z}^{d}} v_{\mathbf{n}} \bar{\sigma}^{-\mathbf{n}} w^{\Delta}
$$

is a well-defined element of $\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{R}\right)$ for every $v \in \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right)$, and we set

$$
\xi=\eta \circ \bar{\xi}: \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right) \longrightarrow X_{(f)} .
$$

The map $\xi: \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right) \longrightarrow X_{(f)}$ is a surjective group homomorphism, and

$$
\begin{gathered}
\xi \circ \bar{\sigma}^{\mathbf{n}}=\sigma_{(f)}^{\mathbf{n}} \circ \xi \text { for every } \mathbf{n} \in \mathbb{Z}^{d}, \\
\operatorname{ker}(\xi)=f(\bar{\sigma})\left(\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right)\right) .
\end{gathered}
$$

The point $x^{\Delta}=\xi\left(w^{\Delta}\right)$ is homoclinic:

$$
\begin{equation*}
\lim _{\mathbf{n} \rightarrow \infty} \sigma_{(f)}^{\mathbf{n}}\left(x^{\Delta}\right)=0 \tag{5.6}
\end{equation*}
$$

Furthermore, $x^{\Delta}$ is a fundamental homoclinic point in the sense that every homoclinic point of $\sigma_{(f)}$ (i.e. every $x \in X_{(f)}$ satisfying (5.6) with $x$ replacing $x^{\Delta}$ ) lies in the countable subgroup of $X_{(f)}$ generated by $\left\{\sigma_{(f)}^{\mathrm{n}} x^{\Delta}\right.$ :
$\left.\mathbf{n} \in \mathbb{Z}^{d}\right\}$. It can be shown that an expansive algebraic $\mathbb{Z}^{d}$-action $\alpha$ on a compact abelian group $X$ has a fundamental homoclinic point if and only if it is of the form $\alpha=\sigma_{(f)}, X=X_{(f)}$, for some $f \in \Re_{d}$ satisfying (5.5) (cf. [26]).

From the definition of $\xi$ it is clear that its restriction to every bounded subset of $\ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right)$ is continuous in the weak*-topology. One can easily find bounded (and thus weak*-compact) subset $\mathcal{V} \subset \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right)$ with $\xi(\mathcal{V})=$ $X_{(f)}$ :

Proposition 5.1. For every $h=\sum_{\mathbf{n} \in \mathbb{Z}^{d}} h_{\mathbf{n}} u^{\mathbf{n}} \in \mathfrak{R}_{d}$ we set

$$
\begin{gathered}
h^{+}=\sum_{\mathbf{n} \in \mathbb{Z}^{d}} \max \left(0, h_{\mathbf{n}}\right) u^{\mathbf{n}}, \quad h^{-}=-\sum_{\mathbf{n} \in \mathbb{Z}^{d}} \min \left(0, h_{\mathbf{n}}\right) u^{\mathbf{n}} \\
\left\|h^{+}\right\|_{1}^{\prime}=\max \left(\left\|h^{+}\right\|_{1}-1,0\right), \quad\left\|h^{-}\right\|_{1}^{\prime}=\max \left(\left\|h^{-}\right\|_{1}-1,0\right) \\
\|h\|_{1}^{*}=\left\|h^{+}\right\|_{1}^{\prime}+\left\|h^{-}\right\|_{1}^{\prime}
\end{gathered}
$$

Then the set

$$
\mathcal{V}=\left\{v \in \ell^{\infty}\left(\mathbb{Z}^{d}, \mathbb{Z}\right): 0 \leq v_{\mathbf{n}} \leq\|f\|_{1}^{*} \text { for every } \mathbf{n} \in \mathbb{Z}^{d}\right\}
$$

satisfies that $\xi(\mathcal{V})=X_{(f)}$.
The restriction of the homomorphism $\xi$ to $\mathcal{V}$ is surjective, but generally not injective, and the key problem in constructing symbolic representations of the $\mathbb{Z}^{d}$-action $\sigma_{(f)}$ is to find closed, shift-invariant subsets $\mathcal{W} \subset \mathcal{V}$ with the following properties:
(a) $\mathcal{W}$ is a $S F T$ or at least sofic, i.e. a topological factor of a $S F T$,
(b) $\xi(\mathcal{W})=X_{(f)}$, and the restriction of $\xi$ to a dense $G_{\delta}$-set in $\mathcal{W}$ is injective.
Examples of such choices of $\mathcal{W} \subset \ell^{\infty}(\mathbb{Z}, \mathbb{Z})$ for appropriate polynomials $f \in \Re_{1}$ can be found in [26], [27], [28], [30] and [31]. Examples in higher dimensions (with $d \geq 2$ ) are much more difficult to find, and there are many unresolved problems in this area. We end this section with one of the few successful examples.

Example 9 ([6]). Let $d=2$ and $f=3-u_{1}-u_{2} \in \mathfrak{R}_{2}$. Then $\|f\|_{1}^{*}=3$, but the set

$$
\begin{equation*}
\mathcal{W}=\left\{v \in \ell^{\infty}\left(\mathbb{Z}^{2}, \mathbb{Z}\right): 0 \leq v_{\mathbf{n}} \leq 2\right\} \subsetneq \mathcal{V} \tag{5.7}
\end{equation*}
$$

also satisfies that $\xi(\mathcal{W})=X_{(f)}$. Furthermore, the restriction of $\xi$ to $\mathcal{W}$ is almost injective in the sense of Condition (b).
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## Part 2. Codes on graphs

# LINEAR-CONGRUENCE CONSTRUCTIONS OF LOW-DENSITY PARITY-CHECK CODES* 
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#### Abstract

Low-Density Parity-Check codes (LDPCC) with Iterative Belief Propagation (Message Passing) decoding are attractive alternatives to Turbo codes. LDPCC previously discussed in the literature have involved matrices constructed using random techniques. In this paper, we discuss construction techniques for LDPCC involving multiple permutation matrices, each specified by a linear congruence. Construction options depend on the size of the parity-check matrix and the rate of the code. We relate desirable properties of the code to the parameters defining the linear congruences specifying the permutation matrices used to construct the code. For example, codes with few or no 4 -cycles can be readily constructed. We summarize the construction options and describe selection processes for the parameters of the congruences. We then provide performance results for regular parity-check matrices constructed by random and the linear-congruence techniques for rate $1 / 2$ transmit block-size 980 and rate $4 / 7$ transmit block-size 847 codes. We introduce a symmetric channel model for decoding with the iterative belief propagation algorithm and describe its use as a heuristic for deciding whether a code is likely better or worse than most codes of the given rate and block size.


1. Introduction. Renewed interest in Low-Density Parity-Check Codes (LDPCC), originally discovered by Gallager [8], followed the work of David MacKay [11], who rediscovered the codes through his work on the Iterative Belief Propagation (or Message Passing) Decoding algorithm for codes with sparse parity-check matrices. Our work began in the summer of 1996 after hearing a presentation by MacKay, with the realization that LDPCC were promising candidates for use in a new communication system we were developing. We have focused on constructing the best possible codes of rates $1 / 2$ or more and transmit block sizes of at most several thousand bits for our particular application.

LDPCC have been constructed by MacKay and others using random techniques [11, 12, 13, 14, 7]. In contrast, our focus has been on using systematic or algebraic techniques to construct codes. In [1, 2, 3], we describe codes for which each parity-check matrix contains a full rank circulant matrix in conjunction with the random construction of the remaining columns of the parity-check matrix. These codes performed as well as those described in the literature with both portions of the matrices constructed randomly. A LDPCC code is regular if each row and each column of the parity-check matrix contains a constant number of ones. The iterative be-

[^15]lief propagation appears to perform best when the columns of the regular matrices have exactly three ones. For this reason, most of our work has concentrated on codes with rates $\xi /(\xi+3)$ for an integer $\xi$ (for example, $1 / 2$ and $4 / 7$ ) and relatively small transmit block sizes (less than 1000).

In this paper, we describe techniques for the construction of regular LDPCC in terms of permutation matrices, each specified by a single linear congruence. In this manner, a given code is associated with a few algebraic equations and it becomes feasible to relate desirable code properties with the parameters of the linear congruences. At present, we do not have a complete theoretical analysis of this approach. We do not know the best way to choose the code parameters except to avoid 4 -cycles (note that there are no 2 -cycles since any two nodes can be connected by at most one edge). However, we have succeeded in constructing codes that perform at least as well as, if not better than, most codes constructed randomly, especially when performance is measured in terms of block error rates. This is done by choosing linear congruences to control the occurrences of cycles and thereby presumably low-weight codewords. We also give a condition that will guarantee the absence of cycles up to any desired length. We hope that when this approach is better understood, we can obtain better performance and better bounds for the minimum distance.

We also attempted to construct irregular codes for these small block sizes using two different approaches: the Richarson-Urbanke method and MacKay's super-Poisson method. The performance of the irregular codes we constructed did not match the performance of the regular codes. This indicates that constructing irregular LDPCC codes for small block sizes may be quite subtle and difficult. Since our focus in this paper is on linearcongruence codes, we did not pursue this further.
2. Linear-congruence constructions. Let $H=[R C]$, with $C$ an invertible matrix, denote the parity-check matrix. In this paper, we introduce the method of constructing $C$ and $R$ in terms of permutation matrices each described by linear congruences and develop a theory for appropriately choosing the parameters of the linear congruences so that the matrices are regular and have no 4 -cycles. We will also include the condition for avoiding cycles of any length without the technical details.

We first consider the construction of a permutation matrix using a linear congruence. Let $a, b$ be integers. Let $P$ be an $n \times n$ matrix with a one in the $j$-th column of the $i$-th row if and only if $j=a i+b \bmod n$. If a given column has two ones, then there exist $i_{1}$ and $i_{2}$ such that $a i_{1}+b=a i_{2}+b$ $\bmod n$. It is easy to see that $P$ is a permutation matrix if and only if $a$ and $n$ are relatively prime, and when this condition holds, the matrix $P$ could also be described by the location of the one in each column, $i=\widehat{a} j+\widehat{b} \bmod n$, with $\widehat{a}=a^{-1}$ and $\widehat{b}=-a^{-1} b$. Since these representations are equivalent, we will use both without further notice but always with the $i$ 's referring to the rows and the $j$ 's to the columns. Observe that a circulant is a sum of
matrices $P$ described by congruences of the form $j=i+b \bmod n$.
Circulants are attractive for constructing the matrix $C$ (see [4]). The best constructions to be discussed herein for regular rate $1 / 2$ and $4 / 7$ codes have $R$ constructed in terms of permutation matrices described by general linear congruences and $C$ a circulant. Codes constructed with carefully chosen circulants for $C$ with $R$ constructed randomly performed as well as codes with both $R$ and $C$ constructed randomly. Furthermore, it is easy to condition the primitive polynomial so that the $C$ portion of the matrix has no 4 -cycles, although it necessarily has some 6 -cycles.

Codes constructed with both $R$ and $C$ circulants perform poorly because $R$ and $C$ commute. See Appendix A for details. However, by generalizing $R$ to a sum of matrices associated with general linear congruences, $R$ and $C$ need no longer commute. Furthermore, since traditionally random numbers were sometimes generated by appropriate linear congruences, we hoped that the judicious choices of the parameters $a$ and $b$ will yield sufficiently random matrices. Indeed, we have found sufficient conditions on the parameters of the congruences that lead to candidate codes that should perform well. The nature of these conditions depends on $n$. The most important class of constructions for practical applications are those when $n$ is composite with a factor greater than 3 . We have also found a construction for the special case when $n$ is a prime, but we will not present this rather special case.
2.1. Square matrices defined by linear congruences. In this section, we discuss the linear-congruence construction for square matrices. Before introducing the linear-congruence construction, we first observe that the linear-congruence construction can be considered a generalization of the circulant construction.

Let $C$ be an $n \times n$ circulant matrix and let $b_{1}, \ldots, b_{\xi}$ be the positions of the nonzero entries of the first row of $C$. Then for $i=0,1, \ldots, n-1$, the nonzero positions of the $i+1$-st row of $C$ are

$$
i+b_{1}, i+b_{2} \ldots, i+b_{\xi} \bmod n
$$

which can obviously be written as

$$
a_{1} i+b_{1}, a_{2} i+b_{2} \ldots, a_{\xi} i+b_{\xi} \bmod n
$$

where $a_{1}=\cdots=a_{\xi}=1$. The linear-congruence method uses the same technique with distinct $a_{i}$ 's. Of course, the $a_{i}$ 's must be chosen appropriately so the resulting matrices will have certain desired properties, such as regularity and no 4-cycles.

Unless stated otherwise, we assume that $R$ is $n \times n$ and the required number of ones in each row and each column is $\xi$. We use linear congruences to construct $n \times n$ matrices with exactly $\xi$ ones in each row and column. For each row, we need to find $\xi$ positions for the ones so that each column of each matrix will also have $\xi$ ones.

Let $R$ denote the matrix to be constructed. Let $a, b$ be positive integers less than $n$. Consider the sequence

$$
r_{i}=(a i+b) \bmod n, \quad i=0, \ldots, n-1
$$

For each $i$, let $R_{i, r_{i}}=1$. Note that we identify 0 and $n$. If $a, b$ are chosen properly, then $r_{i} \neq r_{j}$ for $i \neq j$ and there is exactly one 1 in each row and column. We iterate this procedure $\xi$ times, with a different set of $a, b$ for each iteration, to generate the matrix $R$. Of course, the $a$ 's and $b$ 's need to be chosen so that the ones are at different locations. We need the following theorems from number theory (see, for example, Hua [10] and Stewart [15]).

Theorem 2.1. Let $a_{1}, \ldots, a_{\xi}$ and $b$ be integers. The equation

$$
a_{1} x_{1}+\cdots+a_{\xi} x_{\xi}+b=0 \bmod n
$$

has a solution $\left(x_{1}, \ldots, x_{\xi}\right)$ if and only if the greatest common divisor of $a_{1}, \ldots, a_{\xi}, n$ divides $b$. If the equation is solvable, there are

$$
n^{\xi-1} \operatorname{gcd}\left(a_{1}, \ldots, a_{\xi}, n\right)
$$

solutions that are not equivalent modulo $n$.
Theorem 2.2. For $j=1, \ldots, \xi$, let $a_{j 1}, \ldots, a_{j \xi}$ and $b_{j}$ be integers and let

$$
L_{j}=a_{j 1} x_{1}+\cdots+a_{j \xi} x_{\xi}+b_{j}
$$

Let $L_{j}^{\prime}=L_{j}$ for $j \neq k$ and

$$
L_{k}^{\prime}=c_{1} L_{1}+\cdots+c_{k} L_{k}+\cdots+c_{\xi} L_{\xi}
$$

If $\operatorname{gcd}\left(c_{k}, n\right)=1$, then the system

$$
L_{j}=0 \bmod n, \quad j=1, \ldots, \xi
$$

is equivalent to

$$
L_{j}^{\prime}=0 \bmod n, \quad j=1, \ldots, \xi
$$

Let $a_{j}, b_{j}$ be positive integers used in the $j$-th iteration in the construction of the matrix. To ensure that the ones for each iterations are in different locations, the equation

$$
a_{j} i+b_{j}=a_{m} i+b_{m} \bmod n
$$

cannot have solutions for $i=0, \ldots, n-1$ and $j \neq m$. The above equation is equivalent to

$$
\begin{equation*}
\left(a_{j}-a_{m}\right) i+\left(b_{j}-b_{m}\right)=0 \bmod n \tag{2.1}
\end{equation*}
$$

and using Theorem 2.1, we see that this equation is not solvable if and only if

$$
\begin{equation*}
\operatorname{gcd}\left(a_{j}-a_{m}, n\right) \nmid b_{j}-b_{m} \tag{2.2}
\end{equation*}
$$

Observe that if $n$ is prime, then $\operatorname{gcd}\left(a_{j}-a_{m}, n\right)=1$ and it is not possible to construct $R$ using this method directly. However, by using $n$ prime and the $b_{j}$ 's zero, we can obtain an $R$ with size $(n-1) \times(n-1)$. In general, it is easier to find $\left\{a_{j}, b_{j}\right\}_{j=1}^{\xi}$ if $n$ has more factors.
2.2. General linear-congruence construction. We have seen in the previous section how to construct square regular linear-congruence matrices using sums of permutation matrices. Clearly, this method can only be used to construct square regular matrices, which can be used as the $R$ or $C$ part of the parity-check matrix as described above. To construct matrices that are not square, we need to use different methods. The methods impose certain restrictions on the size of the matrix and the number of entries in each row and column.

A large class of non-square regular parity-check matrices can be constructed from permutation matrices using:

1. matrix overlap and
2. matrix partitioning.
2.2.1. Matrix overlap. We first discuss the matrix overlap method. Suppose we wish to construct an $m \times n, m<n$, regular matrix with $\xi$ ones in each column. The idea is to construct $s$ permutation matrices of size $m \times m$ and place them as blocks in a row to form an $m \times s m$ matrix and then "fold" the long block matrix modulo $m$ into an $m \times n$ matrix so that the ones from the different blocks do not collide. By simple counting of the ones, we have

$$
s m=n \xi \quad \text { or } \quad s=\frac{n \xi}{m}
$$

Therefore, to use the overlap method, $m$ must divide $n \xi$. It is clear that if there are no collisions of ones, the resulting matrix is regular.

For example, suppose we wish to generate a $363 \times 484$ regular matrix with three ones in each column. Then we construct $s=(484)(3) / 363=$ 4 permutation matrices of size $363 \times 363$, say $P_{0}, P_{1}, P_{2}, P_{3}$. Form the $363 \times 1452$ matrix [ $P_{0} P_{1} P_{2} P_{3}$ ], which we rewrite as [ $Q_{0} Q_{1} Q_{2}$ ], where each $Q_{j}$ is $363 \times 484$. The final matrix is then $Q_{0}+Q_{1}+Q_{2}$. Of course, we must be careful that the nonzero entries are all in different positions. We will see how this can be arranged when the permutation matrices are constructed using linear congruences.

We next show that if $m$ does not divide $n$, the above construction is equivalent to embedding each $m \times m$ matrix into an $m \times n$ matrix, cyclically shifting the $s$ matrices by multiples of $\operatorname{gcd}(m, n)$, and then summing. For
example, in our $363 \times 484$ example given above, we cyclically shift the matrices $P_{0}, P_{3}, P_{2}, P_{1}$ (note the order of the matrices), by $121 k, k=0,1,2,3$, columns modulo 484 and add. More explicitly, let $P_{k}=\left[\begin{array}{lll}P_{k 1} & P_{k 2} & P_{k 3}\end{array}\right]$, where each $P_{k j}$ is $363 \times 121$. Then the overlap matrix is formed by a row of four $363 \times 121$ matrices:

$$
\left[P_{01}+P_{12}+P_{23}, \cdots, P_{11}+P_{22}+P_{33}\right]
$$

Suppose $m$ does not divide $n$. Let $u=\operatorname{gcd}(m, n)$ and let $n=n^{\prime} u$ and $m=m^{\prime} u$. Then $s=n \xi / m=n^{\prime} \xi / m^{\prime}$ and $m^{\prime} \neq 1$. It follows that $m^{\prime}$ divides $\xi$. Since $n^{\prime} m=m^{\prime} n, n^{\prime}$ matrices of size $m \times m$ can be folded into an $m \times n$ matrix with $m^{\prime}$ ones in each column. Therefore, folding a block of $s$ matrices of size $m \times m$ into an $m \times n$ matrix with $\xi$ ones in each column is equivalent to breaking the $s$ matrices into $\xi / m^{\prime}$ blocks of $n^{\prime}$ matrices, fold each $n^{\prime}$ block into an $m \times n$ matrix with $m^{\prime}$ ones in each column and then summing the $\xi / m^{\prime}$ resulting matrices.

We now consider each $n^{\prime}$ long block of $m \times m$ matrices separately. Each block is folded into an $m \times n$ matrix with $m^{\prime}$ ones in each column. Since $m^{\prime}$ and $n^{\prime}$ are relatively prime, there exists $t, 1 \leq t \leq n^{\prime}$, such that $m^{\prime} t=1 \bmod n^{\prime}$. Let $B=\left[P_{0} P_{1} \cdots P_{n^{\prime}-1}\right]$ be the block of $m \times m$ matrices to be folded into a $m \times n$ matrix. Assume that $P_{0}$ starts at column 0. It is easy to see that for $i=1, \ldots, n^{\prime}-1, P_{i t}$ starts at position $i u$ modulo $n$. Therefore, the folding of $B$ modulo $n$ to form a $m \times n$ matrix is equivalent to cyclically shifting $P_{0}, P_{t}, \ldots, P_{\left(n^{\prime}-1\right) t}$ by $0, u, \ldots,\left(n^{\prime}-1\right) u$ columns modulo $n$, respectively, and then summing.

To ensure that the ones from the different permutation matrices occupy different positions, it is sufficient that the equation

$$
a_{p} i+b_{p}=a_{q} i+b_{q}+k u \bmod n
$$

does not have any solutions for $i=0, \ldots, m-1, p \neq q$, and $k=1, \ldots, s-1$. As in the square matrix case, the above equation will have no solution if

$$
\operatorname{gcd}\left(a_{p}-a_{q}, n\right) \text { does not divide } b_{q}-b_{p}+k u
$$

One way to guarantee the above nondivisibility condition is the following. Let $v>1$ be a factor of $u$. Choose the $\left\{a_{j}, b_{j}\right\}$ so that the $a_{j}$ 's are relatively prime to $m, v$ divides $a_{p}-a_{q}$ and $v$ does not divide $b_{q}-b_{p}$ for all $p \neq q$. Then $v$ divides $\operatorname{gcd}\left(a_{p}-a_{q}, n\right)$ and $u$ but not $b_{q}-b_{p}$, and thus $\operatorname{gcd}\left(a_{p}-a_{q}, n\right)$ does not divide $b_{q}-b_{p}+k u$. For example, suppose we wish to construct a $363 \times 484$ regular matrix with three ones in each column. In this case,

$$
\xi=3, m=363, n=484, u=121, m^{\prime}=3, n^{\prime}=4
$$

We can let $v=11, a_{1}=23, a_{2}=34, a_{3}=67, a_{4}=89$, and $b_{j}=j-1$ for $j=1, \ldots, 4$.
2.2.2. Partition. We next describe the partition method. Again, let the dimension of the desired matrix be $m \times n, m<n$, and the number of ones in each column be $\xi$. To use the partition method, we need $m=k u$ and $n=q u$, where $q$ and $u$ are positive integers. With this assumption, we can partition the $m \times n$ matrix into a $\xi \times q$ block matrix, where each block is $u \times u$. One can then put a permutation in each block and obtain a regular matrix with $\xi$ ones in each column. However, it is easier to control the number of short cycles if we use $[q / k]$ blocks of $m \times m$ linear-congruence matrices and then fill the remaining $u \times u$ blocks with either random or linear-congruence permutation matrices.

For example, to construct a $363 \times 484$ regular matrix with three ones in each column, we first construct a $363 \times 363$ regular matrix that has three ones in each column given by congruences. The remaining $363 \times 121$ matrix is constructed by stacking three $121 \times 121$ permutation matrices in a column. The permutation matrices can be constructed randomly or by linear congruences.
3. The avoidance of cycles. In this section, we give equations whose solutions give cycles in the bipartite graph corresponding to the matrix $R$. The matrix $R$ generates a bipartite graph with the rows and columns as the two vertex or node sets. Row vertex $i$ is connected by a single undirected edge to column vertex $j$ if and only if $R_{i j}=1$. A cycle is a path in the graph with the same starting and end points such that each undirected edge in the path appears only once. The number of edges in the path is called the length of the cycle and a cycle of length $k$ is called an $k$-cycle. Clearly, a cycle in a bipartite graph must have even length and each vertex in a cycle must have an even number of edges. The number of edges ending at a vertex is called the degree of the vertex.
3.1. The square matrix case. We first treat the 4 -cycle case with three ones in each column in detail, which is the case of main concern in practice and will also serve as an introduction to the more complicated general case.
3.1.1. The 4 -cycle case. To avoid 4-cycles, two distinct rows of $R$ can have at most one 1 at the same position. To have a 4 -cycle, two different rows, say $i$ and $j$, must have ones in two different columns and so the following system of equations must be solvable with $i \neq j \bmod n$ :

$$
\begin{align*}
a_{p} i+b_{p} & =a_{r} j+b_{r} \bmod n  \tag{3.1}\\
a_{q} j+b_{q} & =a_{s} i+b_{s} \bmod n
\end{align*}
$$

where $\{p, q, r, s\} \subset\{1, \ldots, \xi\}$ with $p \neq r, q \neq s, p \neq s$, and $q \neq r$, since each permutation matrix can only have one 1 in each row and column. Equation (3.1) can be rewritten as

$$
\left[\begin{array}{rr}
a_{p} & -a_{r}  \tag{3.2}\\
-a_{s} & a_{q}
\end{array}\right]\left[\begin{array}{l}
i \\
j
\end{array}\right]=\left[\begin{array}{c}
b_{r}-b_{p} \\
b_{s}-b_{q}
\end{array}\right] \bmod n
$$

Pre-multiply both sides of equation (3.2) by

$$
\left[\begin{array}{ll}
a_{q} & a_{r} \\
a_{s} & a_{p}
\end{array}\right]
$$

to obtain

$$
\left(a_{p} a_{q}-a_{r} a_{s}\right)\left[\begin{array}{c}
i  \tag{3.3}\\
j
\end{array}\right]=\left[\begin{array}{c}
a_{p}\left(b_{r}-b_{p}\right)+a_{r}\left(b_{s}-b_{q}\right) \\
a_{s}\left(b_{r}-b_{p}\right)+a_{q}\left(b_{s}-b_{q}\right)
\end{array}\right] \bmod n
$$

Using Theorem 2.1, we see that the matrix has no 4-cycles if one of the following two conditions holds:

$$
\begin{align*}
& \operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \not \chi_{a_{p}}\left(b_{r}-b_{p}\right)+a_{r}\left(b_{s}-b_{q}\right)  \tag{3.4}\\
& \operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \not\left\langle a_{s}\left(b_{r}-b_{p}\right)+a_{q}\left(b_{s}-b_{q}\right) .\right.
\end{align*}
$$

Since $\operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right)$ need not be 1 , the systems given by equations (3.2) and (3.3) may not be equivalent. However, if $\left\{a_{p}, a_{q}, a_{r}, a_{s}\right\}$ are relatively prime to $n$, then the following is true.

THEOREM 3.1. If $\left\{a_{p}, a_{q}, a_{r}, a_{s}\right\}$ are relatively prime to $n$, the following are equivalent:
(i) equation (3.2) has no solutions;
(ii) $\operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \not \backslash a_{p}\left(b_{r}-b_{p}\right)+a_{r}\left(b_{s}-b_{q}\right)$;
(iii) $\operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \nmid a_{s}\left(b_{r}-b_{p}\right)+a_{p}\left(b_{s}-b_{q}\right)$.

Proof. We have seen that (ii) or (iii) implies (i). We show that (i) implies (iii); the proof that (i) implies (ii) is similar and will be omitted.

Let

$$
\begin{aligned}
& L_{1}=a_{p} i-a_{r} j+b_{p}-b_{r} \\
& L_{2}=-a_{s} i+a_{q} j+b_{q}-b_{s}
\end{aligned}
$$

Then equation (3.2) is the same as

$$
\left\{\begin{array}{l}
L_{1}=0 \\
L_{2}=0
\end{array} \bmod n\right.
$$

Since $\operatorname{gcd}\left(a_{p}, n\right)=1, a_{p}^{-1}$ exists in $\mathbb{Z}_{n}$. Let

$$
\begin{align*}
L_{2}^{\prime} & =a_{s} L_{1}+a_{p} L_{2}  \tag{3.5}\\
& =\left(a_{p} a_{q}-a_{r} a_{s}\right) j+a_{p}\left(b_{q}-b_{s}\right)+a_{s}\left(b_{p}-b_{r}\right) \tag{3.6}
\end{align*}
$$

By Theorem 2.2, the system

$$
\left\{\begin{array}{l}
L_{1}=0 \\
L_{2}^{\prime}=0
\end{array} \bmod n\right.
$$

is equivalent to the system given by equation (3.2). If

$$
\operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \mid a_{p}\left(b_{q}-b_{s}\right)+a_{s}\left(b_{p}-b_{r}\right)
$$

then $L_{2}^{\prime}=0 \bmod n$ can be solved for $j$ by Theorem 2.1. Replace $j$ in $L_{1}$ by any solution of $L_{2}^{\prime}=0 \bmod n$, say $\hat{j}$, and call this formula $\hat{L}_{1}$. The equation $\hat{L}_{1}=0 \bmod n$ can be solved for $i$ since $\operatorname{gcd}\left(a_{p}, n\right)=1$. Let $\hat{i}$ be a solution. Then it is clear that $(\hat{i}, \hat{j})$ is a solution of equation (3.2). The proof of (i) implies (iii) is complete. $\square$

We give an example of how the condition (3.4) can be used to find matrices with no 4-cycles.

Example 1. Suppose $n$ is divisible by an odd prime $v>3$ and we wish to generate an $n \times n$ matrix with three ones in each column. Let $t_{1}$, $t_{2}, t_{3}$ be distinct integers modulo $n$ and let $d$ be an integer not divisible by $v$. For $j=1,2,3$, let $a_{j}=t_{j} v+d$ and choose $b_{j}$ such that $v$ does not divide $b_{k} \pm b_{\ell}$ for $k \neq \ell$. In particular, we can take $b_{1}=0, b_{2}=1$, and $b_{3}=2$. We show that if the $a_{j}$ 's are relatively prime to $n$, then the matrix generated is regular and has no 4-cycles.

In every collection $\left\{a_{p}, a_{q}, a_{r}, a_{s}\right\}$, at least two of them must be the same since there are only three $a_{j}$ 's and three $b_{j}$ 's. Taking into account the condition that $p \neq r$ and $p \neq s$, we can assume without loss of generality that $p=q$. Note that

$$
v \mid \operatorname{gcd}\left(a_{j}-a_{p}, n\right)
$$

and $v$ does not divide $b_{j}-b_{p}$, equation (2.1) is not satisfied. By direct computation, it is easy to see that

$$
v \mid a_{p}^{2}-a_{r} a_{s}
$$

and thus

$$
v \mid \operatorname{gcd}\left(a_{p}^{2}-a_{r} a_{s}, n\right)
$$

To ensure that there are no 4-cycles, we need to check equation (3.4). First consider the case of $r=s$. Then

$$
\begin{aligned}
a_{p}\left(b_{r}-b_{p}\right)+a_{r}\left(b_{s}-b_{p}\right) & =\left(a_{p}+a_{r}\right)\left(b_{r}-b_{p}\right) \\
& =\left[v\left(t_{p}+t_{r}\right)+2 d\right]\left(b_{r}-b_{p}\right)
\end{aligned}
$$

Since the $b_{j}$ 's are chosen so that $b_{r}-b_{p}$ is not divisible by $v$ for $r \neq s$,

$$
\operatorname{gcd}\left(a_{p}^{2}-a_{r}^{2}, n\right) \nmid a_{p}\left(b_{r}-b_{p}\right)+a_{r}\left(b_{r}-b_{p}\right) .
$$

We next consider the case of $p \neq q$. Then

$$
\begin{aligned}
a_{p}\left(b_{r}-b_{p}\right)+a_{r}\left(b_{s}-b_{p}\right) & =a_{p} b_{r}+a_{r} b_{s}+\left(a_{p}-a_{r}\right) b_{p} \\
& =\left(t_{p} b_{r}+t_{r} b_{s}\right) v+\left(b_{r}+b_{s}\right) d+\left(a_{p}-a_{r}\right) b_{p}
\end{aligned}
$$

is not divisible by $v$ if $v$ does not divide $\left(b_{r}+b_{s}\right) d$. We conclude that there are no 4-cycles.

These results indicate that it is usually quite easy to construct regular sums of up to three permutation matrices that have no 4-cycles.
3.1.2. The general square case. We briefly describe the general case without giving all the technical details. A cycle of length $2 s$ can be represented in the a natural way by

$$
\begin{equation*}
r\left(i_{1}\right) c\left(j_{1}\right) r\left(i_{2}\right) c\left(j_{2}\right) \cdots r\left(i_{s}\right) c\left(j_{s}\right) r\left(i_{1}\right) \tag{3.7}
\end{equation*}
$$

where $r(i)$ denotes the $i$-th row and $c(j)$ the $j$-th column. The above should be taken to mean that row $i_{1}$ is connected to column $j_{1}$, which is connected to row $i_{2}$, etc. Since the edges in a cycle cannot repeat, we must have

$$
i_{p} \neq i_{p+1}, j_{p} \neq j_{p+1}, \text { for } p=1, \ldots, s
$$

where $i_{s+1}=i_{1}$ and $j_{s+1}=j_{1}$. If $i_{p}=i_{q}$ or $j_{p} \neq j_{q}$ for $p \neq q$, then the cycle contains another cycle with shorter length.

Using the representation given in (3.7), we have

$$
R_{i_{1}, j_{1}}=R_{i_{2}, j_{1}}=R_{i_{2}, j_{2}}=\cdots=R_{i_{s}, j_{s}}=R_{i_{1}, j_{s}}=1
$$

which we can express, using the relationship between rows and columns in our construction, by

$$
\left\{\begin{array}{l}
j_{p}=a_{j_{p}} i_{p}+b_{j_{p}} \bmod n  \tag{3.8}\\
j_{p}=a_{j_{p}^{\prime}} i_{p+1}+b_{j_{p}^{\prime}} \bmod n
\end{array}, p=1, \ldots, s\right.
$$

where $\left\{a_{j_{p}}, a_{j_{p}^{\prime}}: p=1, \ldots, s\right\} \subset\left\{a_{1}, \ldots, a_{\xi}\right\}$. Equating the two equations for $j_{p}$, we obtain

$$
a_{j_{p}} i_{p}+b_{j_{p}}=a_{j_{p}^{\prime}} i_{p+1}+b_{j_{p}^{\prime}} \bmod n, p=1, \ldots, s
$$

We can summarize the above system of equations by the following matrix equation:

$$
\left[\begin{array}{cccccc}
a_{j_{1}} & -a_{j_{1}^{\prime}} & 0 & \cdots & 0 & 0 \\
0 & a_{j_{2}} & -a_{j_{2}^{\prime}} & \cdots & 0 & 0 \\
& & \vdots & & & \\
0 & 0 & 0 & \cdots & a_{j_{s-1}} & -a_{j_{s-1}^{\prime}} \\
-a_{j_{s}^{\prime}} & 0 & 0 & \cdots & 0 & a_{j_{s}}
\end{array}\right]\left[\begin{array}{c}
i_{1} \\
i_{2} \\
\vdots \\
i_{s-1} \\
i_{s}
\end{array}\right]
$$

$$
=\left[\begin{array}{c}
d_{j_{1}}  \tag{3.9}\\
d_{j_{2}} \\
\vdots \\
d_{j_{s-1}} \\
d_{j_{s}}
\end{array}\right] \bmod n
$$

where $d_{j}=b_{j^{\prime}}-b_{j}$. Note that the coefficient matrix is upper triangular except for one nonzero entry at the $(s, 1)$ position. One must verify that
equation (3.9), or any of its equivalents, has no solutions that satisfy the no-repeat condition of a cycle to guarantee that the matrix $R$ has no $2 s$ cycles. The equation can be transformed into an equivalent upper triangle form to make checking its solvability easier. We have the following theorem.

Theorem 3.2. Let

$$
\gamma=\operatorname{gcd}\left(\prod_{p=1}^{s} a_{j_{p}^{\prime}}-\prod_{p=1}^{s} a_{j_{p}}, n\right)
$$

The system given by equation (3.9) is solvable if and only if

$$
\gamma \text { divides } d_{j_{s}} \prod_{q=1}^{s-1} a_{j_{q}}+a_{j_{s}^{\prime}} \sum_{p=1}^{s-1}\left(\prod_{q=1}^{p-1} a_{j_{q}^{\prime}}\right)\left(\prod_{q=p+1}^{s-1} a_{j_{q}}\right) d_{j_{p}}
$$

If the system is solvable, it has exactly $\gamma$ solutions.
We briefly comment on the computational requirement. The pairs $\left\{j_{1}, j_{1}^{\prime}\right\}, \ldots,\left\{j_{s}, j_{s}^{\prime}\right\}$ each has $\xi(\xi-1)$ possible combinations from $\{1, \ldots, \xi\}$. Hence the total possible number of systems that need to be checked is $[\xi(\xi-1)]^{s}$. In fact, by permuting the indices, one can show that we only need to check the cases when $j_{1}<j_{1}^{\prime}$, which reduces the total number of systems to be checked to $[\xi(\xi-1)]^{s} / 2$. For example, suppose $\xi=3$ and we need to avoid 6 -cycles, we only need to check 108 systems. In particular, the number of checks is independent of $n$.
3.2. Cycle avoidance for matrix overlap. We will transform the equations for the avoidance of cycles for the overlap construction to the same form as those for the square matrix case. We use the same approach and notation as in Section 3.1.2. Suppose the matrix to be constructed is $m \times n$ with $m$ not a factor of $n$. Let $u=\operatorname{gcd}(m, n)$. Using the representation given in (3.7), we have

$$
R_{i_{1}, j_{1}}=R_{i_{2}, j_{1}}=R_{i_{2}, j_{2}}=\cdots=R_{i_{s}, j_{s}}=R_{i_{1}, j_{s}}=1
$$

which we can express, using the relationship between the rows and columns in our construction, by

$$
\left\{\begin{array}{l}
j_{p}=a_{j_{p}} i_{p}+b_{j_{p}}+k_{p} u \bmod n  \tag{3.10}\\
j_{p}=a_{j_{p}^{\prime}}^{\prime} i_{p+1}+b_{j_{p}^{\prime}}+k_{p}^{\prime} u \bmod n
\end{array}, p=1, \ldots, s\right.
$$

These equations can be put in the form

$$
\left\{\begin{array}{l}
j_{p}=a_{j_{p}} i_{p}+\widehat{b}_{j_{p}} \bmod n  \tag{3.11}\\
j_{p}=a_{j_{p}^{\prime}} i_{p+1}+\widehat{b}_{j_{p}^{\prime}} \bmod n
\end{array}, p=1, \ldots, s\right.
$$

where $\widehat{b}_{j_{p}}=b_{j_{p}}+k_{p} u$, and $\widehat{b}_{j_{p}^{\prime}}=b_{j_{p}^{\prime}}+k_{p}^{\prime} u$. Let $d_{j_{p}}=\widehat{b}_{j_{p}^{\prime}}-\widehat{b}_{j_{p}}$. The above system can be put in the form given by equation (3.9) and the condition
for the existence of 4-cycles is given by Theorem 3.1 and the condition for the general case is given by Theorem 3.2.

In the next example, we show how the above condition can be used to construct regular overlap matrices with no 4-cycles.

Example 2. Suppose the matrix to be constructed is $m \times n$ with $m \nmid n$ and $\xi$ ones in each column. Thus we need $n \xi / m$ permutation matrices. Let $u=\operatorname{gcd}(m, n)$. As we have seen in Section 2.2.1, if $v>1$ is a factor of $u$ and $\left\{a_{j}, b_{j}\right\}_{j=1}^{n \xi / m}$ are chosen so that the $a_{j}$ 's are relatively prime to $m$, that $v$ divides $a_{p}-a_{q}$ and does not divide $b_{q}-b_{p}$ for all $p \neq q$, then the matrix constructed will be regular with $\xi$ ones in each column. We showed how

$$
a_{j}=t_{j} v+d
$$

can be used to construct a regular matrix. We now use this form for the $a_{j}$ 's to simplify the problem of constructing a regular matrix with no 4-cycles.

By Theorem 3.1, the matrix will have no 4-cycles if

$$
\operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \not \backslash a_{p}\left(\widehat{b}_{r}-\widehat{b}_{p}\right)+a_{r}\left(\widehat{b}_{s}-\widehat{b}_{q}\right)
$$

for all indices $\{p, q, r, s\} \subset\{1, \ldots, \xi\}$ such that $p \neq r, q \neq s, p \neq s$, and $q \neq r$. From $a_{j}=t_{j} v+d$ and $\widehat{b}_{j}=b_{j}+k_{j} u$, we obtain

$$
a_{p} a_{q}-a_{r} a_{s}=\left[\left(t_{p} t_{q}-t_{r} t_{s}\right) v+\left(t_{p}+t_{q}-t_{r}-t_{s}\right) d\right] v
$$

and

$$
\begin{aligned}
a_{p}\left(\widehat{b}_{r}-\widehat{b}_{p}\right)+a_{r}\left(\widehat{b}_{s}-\widehat{b}_{q}\right)= & {\left[t_{p}\left(\widehat{b}_{r}-\widehat{b}_{p}\right)+t_{r}\left(\widehat{b}_{s}-\widehat{b}_{q}\right)\right] v+} \\
& d\left[b_{r}-b_{p}+b_{s}-b_{q}\right]+\left[k_{r}-k_{p}+k_{s}-k_{q}\right] d u
\end{aligned}
$$

Therefore

$$
v \mid \operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right)
$$

and since $v \mid u$,

$$
\operatorname{gcd}\left(a_{p} a_{q}-a_{r} a_{s}, n\right) \not X a_{p}\left(\widehat{b}_{r}-\widehat{b}_{p}\right)+a_{r}\left(\widehat{b}_{s}-\widehat{b}_{q}\right)
$$

if

$$
\begin{equation*}
v \not \backslash d\left(b_{r}-b_{p}+b_{s}-b_{q}\right) . \tag{3.12}
\end{equation*}
$$

If $v$ and $d$ are relatively prime, then the matrix will have no 4-cycles if

$$
v \not \backslash\left(b_{r}-b_{p}+b_{s}-b_{q}\right) .
$$

We now give an explicit construction of a $363 \times 484$ regular matrix with three ones in each column and no 4-cycles. In this case $m=363$, $n=484, u=\operatorname{gcd}(363,484)=121$, and $n^{\prime}=n / u=4$. We have seen in

Section 2.2.1 that if we let $v=11, a_{1}=23, a_{2}=34, a_{3}=67, a_{4}=89$, and $b_{j}=j-1$ for $j=1, \ldots, 4$, then the overlap matrix is regular. It is easy to see that these $b_{j}$ 's will not satisfy equation (3.12) since

$$
b_{1}-b_{2}+b_{4}-b_{3}=0
$$

In fact, if $b_{1}=0, b_{2}=1$, and $b_{3}=2$, then no choice of $b_{4}$ will work since

$$
b_{2}-b_{1}+b_{2}-b_{3}=0
$$

A simple search shows that $b_{1}=0, b_{2}=1, b_{3}=3$, and $b_{4}=11$ work. The matrix constructed with these $a_{j}$ 's and $b_{j}$ 's is regular, has no 4-cycles and 24 6-cycles.
4. Simulation results. To show the potential of the linear-congruence method for constructing LDPCC, we compare the performances of the various construction methods with the best randomly constructed regular matrices. We generated rate $4 / 7$ codes with block length 847 and rate $1 / 2$ codes with block length 980 using the different methods described in the previous sections. For each rate, we plotted the bit error rate and the block error rate for the codes. For the block errors, we also include for comparison a curve that we derived from a simple model of the decoding process. We have found that this curve generated from the model gives an approximate upper bound for performance for the codes that we have considered. The details about this model is given in Appendix B.

The parity-check matrices for the codes are regular and have three ones in each column. For the rate $4 / 7$ codes, there are 7 ones in each row and for the rate $1 / 2$ codes, there are 6 ones in each row. For each rate, we use the best randomly constructed codes that we have found. For the rate $4 / 7$ codes, we use parity-check matrices of the form $[L C C]$, where $L C$ is a $363 \times 484$ linear-congruence matrix and $C$ is a $363 \times 363$ circulant matrix. We give three different constructions for $L C$ :

1. the left $363 \times 363$ submatrix is a linear-congruence matrix and the right $363 \times 121$ matrix is a stack of three random $121 \times 121$ permutation matrices;
2. the left $363 \times 363$ submatrix is a linear-congruence matrix and the right $363 \times 121$ matrix is a stack of three $121 \times 121$ linear-congruence permutation matrices;
3. the matrix is constructed using the overlap method.

It is clear from Figure 1 that the different methods of construction give essentially the same result. For this particular code rate and block size, we are confident that the linear-congruence method can produce codes that match the best randomly constructed regular parity-check codes.

For the rate $1 / 2$ code, we use parity-check matrices of the form [ $L C R C$ ], where $L C$ is a $490 \times 490$ linear-congruence matrix and $R C$ has dimension $490 \times 490$ and is either a linear-congruence matrix or is a circulant matrix. The bit error rate and the block error rate curves are in


Fig. 1. Performance comparison for the rate $4 / 7$ codes.

Figure 2. There is a little more difference in the performances for this code rate but the differences are small, within 0.2 dB of each other. For the bit error rate, there is no clear winner and for the block error rate, the random code is better by a very small margin.

## APPENDIX

A. Parity-check matrix with two circulant matrices. In this section, we consider codes with parity-check matrices of the form

$$
H=\left[\begin{array}{ll}
C_{2} & \left.C_{1}\right]
\end{array}\right.
$$

where $C_{1}$ and $C_{2}$ are circulant matrices. We show that the minimum distance of a code with parity-check matrix of this form is bounded above by $2 \xi$, where $\xi$ is the number of ones in each column of $C_{1}$ and $C_{2}$. Hence, for small values of $\xi$, such as $h=3$, we expect this class of code to have inferior performance. Simulations show that this is indeed the case. This class of codes should in general be avoided.

We assume that $C_{1}$ is invertible. Let $C$ be a circulant matrix with first


Fig. 2. Performance comparison for the rate $1 / 2$ Codes.
row

$$
\left[\begin{array}{llll}
c_{0} & c_{1} & \cdots & c_{n-1}
\end{array}\right]
$$

It is known that $C$ is invertible over $\mathbb{Z}_{2}$ if and only if the associated polynomial

$$
c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}
$$

is primitive over $\mathbb{Z}_{2}$ provided that the polynomial is not a factor of $x^{n}-1$. Therefore the requirement that $C_{1}$ be invertible is easy to fulfill.

Let $B$ be the circulant matrix

$$
B=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
& & \vdots & & \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0,
\end{array}\right]
$$

where each row contains exactly one 1 . Then a circulant matrix $C$ with first row

$$
\left[\begin{array}{llll}
c_{0} & c_{1} & \cdots & c_{n-1}
\end{array}\right]
$$

can be expressed as

$$
C=c_{0} I+c_{1} B+\cdots+c_{n-1} B^{n-1}
$$

Since it is obvious that powers of a fixed matrix commute, we conclude that the circulant matrices commute. This property of circulant matrices leads to an upper bound on the minimum distance of codes with parity-check matrix of the form [ $C_{2} C_{1}$ ]. Let $C_{1}$ and $C_{2}$ have $\xi$ ones in each column. Let

$$
\hat{G}=\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]
$$

Using the commutativity property, we have

$$
\hat{G}=\left[\begin{array}{l}
C_{1} \\
C_{2}
\end{array}\right]=\left[\begin{array}{c}
I \\
C_{2} C_{1}^{-1}
\end{array}\right] C_{1}=\left[\begin{array}{c}
I \\
C_{1}^{-1} C_{2}
\end{array}\right] C_{1}=G C_{1}
$$

where $G$ is the generator matrix in systematic form. Since $C_{1}$ is invertible, $\hat{G}$ generates the same code as $G$. By assumption, $C_{1}$ and $C_{2}$ have $\xi$ ones in each column, and it follows that the code has minimum distance no greater than $2 \xi$.

Since $C_{1}$ is invertible, the matrix $\hat{G}$ has full rank and thus there are at least $n$ codewords of weight $2 \xi$.
B. A heuristic criterion for code selection. In this section, we present an experimental observation that a simple model gives a surprisingly good approximation of the block error rate of LDPCC with Belief Propagation decoding for a fairly broad range of $E_{b} / N_{0}$. In the range where the approximation is less accurate, the model seems to give an upper bound to performance. We model the decoding process by assuming that the decoding algorithm first uses hard decisions to decode each bit and then corrects a certain number of bit errors in a codeword up to a certain maximum, which we refer to as the radius of convergence. We next show how this maximum number in our model can be computed.

Let $R_{c}$ be the radius of convergence and let $p$ be the probability that a bit is in error if the bit is decoded using hard decisions. Note that $p$ can be computed from $E_{b} / N_{0}$. Using $p$ and the assumption that the decoding algorithm can correct up to $R_{c}$ errors, the probability of block error is

$$
P_{b l o c k}=1-\sum_{k=0}^{R_{c}}\binom{n}{k} p^{k}(1-p)^{n-k}
$$

To find $R_{c}$, we generate a family of codes at the desired rate and use simulations to estimate the probability of block error at an $E_{b} / N_{0}$, usually chosen to be at the center of the operating range of the code for this family. We use the best probability of block error from the family of codes and use
that as $P_{\text {block }}$. The above equation relating $R_{c}$ and $P_{\text {block }}$ is then used to solve for $R_{c}$. Once $R_{c}$ has been found, we assume that it is fixed for all $E_{b} / N_{0}$ and use the above equation to generate a curve using $p$ from the different $E_{b} / N_{0}$.

We have found that the radius of convergence provides an excellent indicator of code performance and we have found that it can be used for deciding that a high-performance code has been constructed.

Note. The reviewer pointed out that one possible explanation for the observed phenomenon is that for large block lengths, the probability of error as a function of the number of input errors has a sharp transition exactly at the observed radius of convergence. For smaller block lengths, which is the case we are interested in, the transition is less sharp. The reviewer also pointed out that this heuristc fails if there are nodes with degree 2 in the graph of the parity-check matrix. The matrices we used in this paper do not have any nodes of degree 2 .
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# ON THE EFFECTIVE WEIGHTS OF PSEUDOCODEWORDS FOR CODES DEFINED ON GRAPHS WITH CYCLES 
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#### Abstract

The behavior of an iterative decoding algorithm for a code defined on a graph with cycles and a given decoding schedule is characterized by a cycle-free computation tree. The pseudocodewords of such a tree are the words that satisfy all tree constraints; pseudocodewords govern decoding performance. Wiberg [12] determined the effective weight of pseudocodewords for binary codewords on an AWGN channel. This paper extends Wiberg's formula for AWGN channels to nonbinary codes, develops similar results for BSC and BEC channels, and gives upper and lower bounds on the effective weight. The 16-state tail-biting trellis of the Golay code [2] is used for examples. Although in this case no pseudocodeword is found with effective weight less than the minimum Hamming weight of the Golay code on an AWGN channel, it is shown by example that the minimum effective pseudocodeword weight can be less than the minimum codeword weight.
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1. Introduction. The subject of codes defined on graphs was founded by Tanner [10], inspired by Gallager's low-density parity-check (LDPC) codes [4]. The thesis of Wiberg [12, 13], along with the practical successes of turbo codes and LDPC codes, has stimulated great current interest in this subject. For recent developments, see $[1,6,7,8]$.

By now it is well known that if $C$ is a block code defined on a cycle-free graph $G$ (i.e., a tree), then the min-sum decoding algorithm is guaranteed to converge to the maximum-likelihood (ML) code sequence [12, 13].

The min-sum algorithm may also be applied to a graph with cycles, but its behavior then depends on the decoding schedule, and convergence is not guaranteed. Given a decoding schedule, there exists a cycle-free computation tree $G^{\prime}$ such that the behavior of the min-sum algorithm on $G^{\prime}$ with the given schedule is identical to that of the iterative algorithm on $G[3,11,12,13]$. In general, a node in $G$ has more than one representation in $G^{\prime}$.

A codeword in $C$ is a sequence $\mathbf{c}$ of node values in $G$ that satisfies all the constraints of $G$. A pseudocodeword [3] is a sequence of node values in $G^{\prime}$ that satisfies all the constraints of $G^{\prime}$. There exists a pseudocodeword

[^16]corresponding to every codeword $\mathbf{c} \in C$, obtained by assigning the values of the nodes of $G$ to the corresponding nodes of $G^{\prime}$. In general there will also exist pseudocodewords that do not correspond to valid codewords, because different values are assigned to nodes of $G^{\prime}$ that correspond to the same node of $G$.

The examples in this note will focus on pseudocodewords of tail-biting trellises, whose significance is particularly clear. A tail-biting trellis (TBT) corresponds to a graph $G$ that consists of a single cycle. A computation tree $G^{\prime}$ is obtained by "unwrapping" $G$ into a conventional trellis defined on an ordered time axis. A codeword $\mathbf{c}$ of $G$ corresponds to a pseudocodeword on $G^{\prime}$ that repeats periodically with a period equal to one cycle of $G$. But there also exist periodic pseudocodewords on $G^{\prime}$ whose period is a multiple of the cycle length of $G$ and which do not correspond to any valid codeword.

In Chapter 6 of [12], Wiberg developed a formula for the effective Hamming weight ("generalized weight") $w_{\text {eff }}$ of a pseudocodeword ("tree configuration") for the case of binary codes and binary antipodal signaling on an additive white Gaussian noise (AWGN) channel, namely

$$
\begin{equation*}
w_{\mathrm{eff}}=\frac{\left(\sum_{j} n_{j}\right)^{2}}{\sum_{j} n_{j}^{2}} \tag{1.1}
\end{equation*}
$$

where $n_{j}$ is the number of nodes in $G^{\prime}$ corresponding to the $j$ th node in $G$ that have value equal to 1 . If the pseudocodeword corresponds to a valid codeword $\mathbf{c}$, then $w_{\text {eff }}=w_{\mathbf{H}}(\mathbf{c})$, the Hamming weight of $\mathbf{c}$. For a binary linear code, the probability of a decoding error on $G^{\prime}$ is governed by the minimum effective weight $w_{\text {eff }}$; therefore it is important that all pseudocodewords of $G^{\prime}$ have effective weight $w_{\text {eff }}$ at least as great as the minimum Hamming weight $d_{\mathrm{H}}$ of $C$ if performance is not to be degraded.

In this note we develop some extensions of Wiberg's result, as follows:

1. We extend Wiberg's formula to the nonbinary case;
2. We give lower and upper bounds on $w_{\text {eff }}$;
3. We develop similar results for the binary symmetric channel (BSC) and binary erasure channel (BEC).
As examples, we compute the effective weights of certain pseudocodewords in the 16 -state TBT of the binary $(24,12,8)$ Golay code of [2]. For the AWGN channel, we have not found any examples of pseudocodewords with effective weight less than 8; however, neither have we been able to prove that 8 is the minimum effective weight for this case. For the binary symmetric channel, on the other hand, we exhibit a pseudocodeword with effective weight 6.
4. Effective weight on AWGN channels. Let $C$ be a block code of length $n$ defined on a graph $G$, and let $G^{\prime}$ be a computation tree corresponding to some schedule for min-sum decoding of $C$. Let $N_{j}, 1 \leq j \leq n$, be the number of occurrences of the $j$ th node of $G$ in $G^{\prime}$.

Let $\mathbf{c}=\left\{c_{j}, 1 \leq j \leq n\right\}$ be a codeword of $G$, and let $\left\{p_{j i}, 1 \leq j \leq\right.$ $\left.n, 1 \leq i \leq N_{j}\right\}$ be a pseudocodeword of $G^{\prime}$, where $p_{j i}$ represents the value of the $i$ th occurrence of the $j$ th node, $1 \leq i \leq N_{j}$.

For each symbol $x_{m}$ in the symbol alphabet $A$, let $n_{j m}$ be the number of times that $p_{j i}=x_{m}$, and let $f_{j m}=n_{j m} / N_{j}$; i.e., $f_{j m}$ is the frequency with which $x_{m}$ appears in the $N_{j}$ occurrences of the $j$ th node. In the following, we think of the fractions $f_{j m}$ as defining a random pseudocodeword $\mathbf{p}=\left\{p_{j}\right\}$ in which $p_{j}$ takes on value $x_{m} \in A$ with probability $f_{j m}$, and we will take expectations over this distribution.

Note that $\mathbf{p}$ is non-random ( $\mathbf{p}=\mathrm{E}[\mathbf{p}]$ ) if and only if $\mathbf{p}$ corresponds to a valid codeword $\mathbf{c}^{\prime}$, for then and only then $f_{j m}=1$ when $x_{m}=c_{j}^{\prime}$ and $f_{j m}=0$ otherwise.

Define the variance

$$
\begin{equation*}
\sigma_{p}^{2}=\sum_{j}\left(\mathrm{E}\left[p_{j}^{2}\right]-\mathrm{E}\left[p_{j}\right]^{2}\right)=\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]-\|\mathrm{E}[\mathbf{p}]\|^{2} \tag{2.1}
\end{equation*}
$$

We have the following obvious lemma:
Lemma 2.1. The variance $\sigma_{p}^{2}$ is greater than or equal to 0 , with equality if and only if $\mathbf{p}$ is non-random; i.e., if and only if $\mathbf{p}$ corresponds to a valid codeword $\mathbf{c}^{\prime}$.

Let c be the input codeword to an AWGN channel whose output sequence is $\mathbf{r}=\mathbf{c}+\mathbf{n}$, where $\mathbf{n}$ is an i.i.d. Gaussian sequence with mean 0 and variance $\sigma^{2}$ per symbol. A maximum-likelihood (ML) decoder on $G^{\prime}$ chooses the pseudocodeword $\mathbf{p}$ that minimizes the squared distance

$$
\|\mathbf{r}-\mathbf{p}\|^{2}=\sum_{j} N_{j} \sum_{m} f_{j m}\left(r_{j}-x_{m}\right)^{2}
$$

For simplicity we will assume that $G^{\prime}$ is balanced [3, 11]- i.e., that $\frac{N_{j}}{N_{i}} \approx 1$ for a large number of iterations. For such balanced graphs we can normalize by $N_{j}$, which we will tacitly assume in the sequel. Then an ML decoder chooses the pseudocodeword $\mathbf{p}$ that minimizes the expected squared distance

$$
\mathrm{E}\left[\|\mathbf{r}-\mathbf{p}\|^{2}\right]=\sum_{j} \sum_{m} \operatorname{Pr}\left[p_{j}=x_{m}\right]\left(r_{j}-x_{m}\right)^{2}=\sum_{j} \sum_{m} f_{j m}\left(r_{j}-x_{m}\right)^{2}
$$

The probability $\operatorname{Pr}(\mathbf{c} \rightarrow \mathbf{p})$ that an ML decoder will choose the pseudocodeword $\mathbf{p}$ over $\mathbf{c}$ is thus

$$
\operatorname{Pr}(\mathbf{c} \rightarrow \mathbf{p})=\operatorname{Pr}\left\{E\left[\|\mathbf{r}-\mathbf{p}\|^{2}\right] \leq\|\mathbf{r}-\mathbf{c}\|^{2}\right\}
$$

(If $G^{\prime}$ is not balanced, then a similar result holds if we replace $\mathrm{E}\left[\|\mathbf{r}-\mathbf{p}\|^{2}\right]$ by the expectation of the weighted squared distance $N_{j}\left(r_{j}-x_{m}\right)^{2}$.)

Defining $\langle\mathbf{r}, \mathbf{c}\rangle=\sum_{j} r_{j} c_{j}$, we can write

$$
\begin{aligned}
\|\mathbf{r}-\mathbf{c}\|^{2} & =\|\mathbf{r}\|^{2}-2\langle\mathbf{r}, \mathbf{c}\rangle+\|\mathbf{c}\|^{2} \\
\mathrm{E}\left[\|\mathbf{r}-\mathbf{p}\|^{2}\right] & =\|\mathbf{r}\|^{2}-2\langle\mathbf{r}, \mathrm{E}[\mathbf{p}]\rangle+\mathrm{E}\left[\|\mathbf{p}\|^{2}\right],
\end{aligned}
$$

where $\langle\mathbf{r}, \mathrm{E}[\mathbf{p}]\rangle=\sum_{j} r_{j} \mathrm{E}\left[p_{j}\right]=\sum_{j} r_{j} \sum_{m} f_{j m} x_{m}$. Thus

$$
\operatorname{Pr}(\mathbf{c} \rightarrow \mathbf{p})=\operatorname{Pr}\left\{2\langle\mathbf{r}, \mathbf{c}-\mathrm{E}[\mathbf{p}]\rangle \leq\|\mathbf{c}\|^{2}-\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]\right\}
$$

Define $\mathbf{d}=\mathbf{c}-\mathrm{E}[\mathbf{p}]$ and $D=\|\mathbf{c}\|^{2}-\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]$; then

$$
\operatorname{Pr}(\mathbf{c} \rightarrow \mathbf{p})=\operatorname{Pr}\{2\langle\mathbf{r}, \mathbf{d}\rangle \leq D\}
$$

Given $c_{j}$, the received symbol $r_{j}$ is a Gaussian random variable (r.v.) with mean $c_{j}$ and variance $\sigma^{2}$. Therefore $r_{j} d_{j}$ is a Gaussian r.v. with mean $c_{j} d_{j}$ and variance $\sigma^{2} d_{j}^{2}$. The inner product $\langle\mathbf{r}, \mathbf{d}\rangle=\sum_{j} r_{j} d_{j}$ therefore has mean $\langle\mathbf{c}, \mathbf{d}\rangle=\sum_{j} c_{j} d_{j}$ and variance $\sigma^{2} \sum_{j} d_{j}^{2}=\sigma^{2}\|\mathbf{d}\|^{2}$. The probability that $\langle\mathbf{r}, \mathbf{d}\rangle \leq D / 2$ is thus the probability that a Gaussian r.v. with mean $\langle\mathbf{c}, \mathbf{d}\rangle-D / 2$ and variance $\sigma^{2}\|\mathbf{d}\|^{2}$ is less than zero, which is given by

$$
Q\left(\frac{\langle\mathbf{c}, \mathbf{d}\rangle-D / 2}{\sigma\|\mathbf{d}\|}\right)
$$

where $Q(x)=\frac{1}{2 \pi} \int_{x}^{\infty} \exp \left(-x^{2} / 2\right) d x$ is the usual $Q$ function.
Therefore if we define the effective squared Euclidean distance as

$$
\begin{equation*}
d_{\mathrm{eff}}^{2}(\mathbf{c}, \mathbf{p})=\frac{(2\langle\mathbf{c}, \mathbf{d}\rangle-D)^{2}}{\|\mathbf{d}\|^{2}} \tag{2.2}
\end{equation*}
$$

then we obtain the familiar expression

$$
\begin{equation*}
\operatorname{Pr}(\mathbf{c} \rightarrow \mathbf{p})=Q\left(\frac{d_{\mathrm{eff}}(\mathbf{c}, \mathbf{p})}{2 \sigma}\right) \tag{2.3}
\end{equation*}
$$

If $\mathbf{p}$ corresponds to a codeword $\mathbf{c}^{\prime}$, then $E[\mathbf{p}]=\mathbf{c}^{\prime}$ and $E\left[\|\mathbf{p}\|^{2}\right]=\left\|\mathbf{c}^{\prime}\right\|^{2}$, so

$$
2\langle\mathbf{c}, \mathbf{d}\rangle-D=2\left\langle\mathbf{c}, \mathbf{c}-\mathbf{c}^{\prime}\right\rangle-\|\mathbf{c}\|^{2}+\left\|\mathbf{c}^{\prime}\right\|^{2}=\left\|\mathbf{c}-\mathbf{c}^{\prime}\right\|^{2}
$$

Also $\|\mathbf{d}\|^{2}=\left\|\mathbf{c}-\mathbf{c}^{\prime}\right\|^{2}$, so we have as usual

$$
d_{\mathrm{eff}}^{2}\left(\mathbf{c}, \mathbf{c}^{\prime}\right)=\left\|\mathbf{c}-\mathbf{c}^{\prime}\right\|^{2}
$$

More generally, if $\sigma_{p}^{2}=\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]-\|\mathrm{E}[\mathbf{p}]\|^{2}$ is the variance of $\mathbf{p}$ defined in (2.1), then we have

$$
\begin{aligned}
2\langle\mathbf{c}, \mathbf{d}\rangle-D & =2\langle\mathbf{c}, \mathbf{c}-\mathrm{E}[\mathbf{p}]\rangle-\|\mathbf{c}\|^{2}+\mathrm{E}\left[\|\mathbf{p}\|^{2}\right] \\
& =\|\mathbf{c}-\mathrm{E}[\mathbf{p}]\|^{2}+\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]-\|\mathrm{E}[\mathbf{p}]\|^{2} \\
& =\|\mathbf{d}\|^{2}+\sigma_{p}^{2}
\end{aligned}
$$

This leads to our main theorem:
Theorem 2.1. Let $\mathbf{c}$ be a codeword and $\mathbf{p}$ a pseudocodeword in a balanced computation tree. Then the effective squared Euclidean distance between $\mathbf{c}$ and $\mathbf{p}$ is

$$
\begin{equation*}
d_{\mathrm{eff}}^{2}(\mathbf{c}, \mathbf{p})=\frac{\left(\|\mathbf{d}\|^{2}+\sigma_{p}^{2}\right)^{2}}{\|\mathbf{d}\|^{2}} \tag{2.4}
\end{equation*}
$$

where $\mathbf{d}=\mathbf{c}-\mathrm{E}[\mathbf{p}]$ and $\sigma_{p}^{2}=\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]-\|\mathrm{E}[\mathbf{p}]\|^{2}$. If $\mathbf{c}$ is transmitted, then the probability that the received word $\mathbf{r}$ is closer to $\mathbf{p}$ than $\mathbf{c}$ is

$$
\begin{equation*}
\operatorname{Pr}(\mathbf{c} \rightarrow \mathbf{p})=Q\left(\frac{d_{\mathrm{eff}}(\mathbf{c}, \mathbf{p})}{2 \sigma}\right) \tag{2.5}
\end{equation*}
$$

By Lemma $1, \sigma_{p}^{2} \geq 0$, with equality if and only if $\mathbf{p}$ corresponds to a codeword $\mathbf{c}^{\prime}$. Thus we obtain the following two lower bounds on $d_{\text {eff }}^{2}(\mathbf{c}, \mathbf{p})$ :

Corollary 2.1. The effective squared Euclidean distance $d_{\text {eff }}^{2}(\mathbf{c}, \mathbf{p})$ satisfies

$$
\begin{equation*}
d_{\mathrm{eff}}^{2}(\mathbf{c}, \mathbf{p}) \geq\|\mathbf{d}\|^{2}+\sigma_{p}^{2} \geq\|\mathbf{d}\|^{2}=\|\mathbf{c}-\mathrm{E}[\mathbf{p}]\|^{2} \tag{2.6}
\end{equation*}
$$

with equality in both cases if and only if $\mathbf{p}$ corresponds to a codeword $\mathbf{c}^{\prime}$.
This result shows that the variation $\sigma_{p}^{2}$ in non-codeword pseudocodewords $\mathbf{p}$ causes $d_{\text {eff }}^{2}(\mathbf{c}, \mathbf{p})$ to be greater than the squared distance $\|\mathbf{d}\|^{2}=$ $\|\mathbf{c}-\mathrm{E}[\mathbf{p}]\|^{2}$ between $\mathbf{c}$ and the average $\mathrm{E}[\mathbf{p}]$. Thus the more variation $\sigma_{p}^{2}$ in a pseudocodeword $\mathbf{p}$, the less troublesome it is likely to be, for a given average $\mathrm{E}[\mathrm{p}]$.
3. Binary signaling on the AWGN channel. With binary antipodal signaling using the symbol alphabet $A=\{ \pm 1\}$, we have $\|\mathbf{c}\|^{2}=\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]$, so $D=0$. Define

$$
d_{j}=1-\mathrm{E}\left[p_{j}\right]=1-\sum_{m} f_{j m} x_{m}=2 f_{j}
$$

where $f_{j}$ is the fraction of $p_{j i}$ equal to -1 ; i.e., $f_{j}=\left(1-\mathrm{E}\left[p_{j}\right]\right) / 2$. If we take $\mathbf{c}=\mathbf{1}$ (the all-zero codeword), then

$$
d_{\mathrm{eff}}^{2}(\mathbf{1}, \mathbf{p})=4 w_{\mathrm{eff}}(\mathbf{p})=4 \frac{\left(\sum_{j} d_{j}\right)^{2}}{\sum_{j} d_{j}^{2}}
$$

If we further define $|\mathbf{f}|=\sum_{j} f_{j}$ and $\|\mathbf{f}\|^{2}=\sum_{j} f_{j}^{2}$, then we have

$$
\begin{aligned}
\|\mathbf{d}\|^{2} & =\|1-\mathrm{E}[\mathbf{p}]\|^{2}=4\|\mathbf{f}\|^{2} ; \\
\sigma_{p}^{2} & =\mathrm{E}\left[\|\mathbf{p}\|^{2}\right]-\|\mathrm{E}[\mathbf{p}]\|^{2}=4\left(|\mathbf{f}|-\|\mathbf{f}\|^{2}\right) \\
d_{\mathrm{eff}}^{2}(\mathbf{1}, \mathbf{p}) & =\frac{\left(\|\mathbf{d}\|^{2}+\sigma_{p}^{2}\right)^{2}}{\|\mathbf{d}\|^{2}}=4 \frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}}
\end{aligned}
$$

This yields Wiberg's formula (1.1) for $w_{\text {eff }}(\mathbf{p})$ in the balanced case:
Corollary 3.1. On an AWGN channel, the effective Hamming weight of a binary pseudocodeword $\mathbf{p}$ with frequency $f_{j}$ of ones in the $j$ th position is

$$
\begin{equation*}
w_{\mathrm{eff}}(\mathbf{p})=\frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}} \tag{3.1}
\end{equation*}
$$

where $|\mathbf{f}|=\sum_{j} f_{j}$ and $\|\mathbf{f}\|^{2}=\sum_{j} f_{j}^{2}$.
The quantity $|\mathbf{f}|=\sum_{j} f_{j}$ may be interpreted as the average Hamming weight of $\mathbf{p}$. Corollary 2.1 then has the following corollary:

Corollary 3.2. If $\mathbf{p}$ is binary, then its effective weight $w_{\text {eff }}(\mathbf{p})$ satisfies

$$
\begin{equation*}
w_{\mathrm{eff}}(\mathbf{p}) \geq|\mathbf{f}| \geq\|\mathbf{f}\|^{2} \tag{3.2}
\end{equation*}
$$

with equality if and only if $\mathbf{p}$ corresponds to a codeword $\mathbf{c}^{\prime}$.
In other words, $w_{\text {eff }}(\mathbf{p})$ is lowerbounded by the average Hamming weight $|\mathbf{f}|$, with strict inequality if $\mathbf{p}$ does not correspond to a codeword.

For example, three pseudocodewords of low effective weight in the Golay TBT have the following parameters:

Example 1. Suppose $f_{j}$ equals $\frac{1}{2}$ in 8 places and 0 elsewhere. Then

$$
\begin{aligned}
\|\mathbf{f}\|^{2} & =8 \times(1 / 4)=2 \\
|\mathbf{f}| & =8 \times(1 / 2)=4 \\
w_{\mathrm{eff}}(\mathbf{p}) & =\frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}}=\frac{4^{2}}{2}=8
\end{aligned}
$$

Example 2. Suppose $f_{j}$ equals $\frac{1}{2}$ in 8 places, 1 in 2 places, and 0 elsewhere. Then

$$
\begin{aligned}
\|\mathbf{f}\|^{2} & =8 \times(1 / 4)+2 \times 1=4 \\
|\mathbf{f}| & =8 \times(1 / 2)+2 \times 1=6 \\
w_{\text {eff }}(\mathbf{p}) & =\frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}}=\frac{6^{2}}{4}=9
\end{aligned}
$$

Example 3. Suppose $f_{j}$ equals $\frac{1}{3}$ in 6 places, $\frac{2}{3}$ in 2 places, 1 in 2 places, and 0 elsewhere. Then

$$
\begin{aligned}
\|\mathbf{f}\|^{2} & =6 \times(1 / 9)+2 \times(4 / 9)+2=32 / 9 \\
|\mathbf{f}| & =6 \times(1 / 3)+2 \times(2 / 3)+2=16 / 3 \\
w_{\text {eff }}(\mathbf{p}) & =\frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}}=2^{3}=8
\end{aligned}
$$

Example 1 illustrates the general proposition that if all nonzero $f_{j}$ are equal, then $w_{\text {eff }}(\mathbf{p})$ is equal to their number, $w_{\text {eff }}(\mathbf{p})=|\operatorname{supp}(\mathbf{f})|$. (We
will see that the support size $|\operatorname{supp}(\mathbf{f})|$ is the effective weight on a binary erasure channel.) More generally, we can show that $|\operatorname{supp}(\mathbf{f})|$ is an upper bound on $w_{\text {eff }}(\mathbf{p})$ :

Theorem 3.1. If $\mathbf{p}$ is binary, then its effective weight $w_{\text {eff }}(\mathbf{p})$ satisfies

$$
\begin{equation*}
w_{\text {eff }}(\mathbf{p}) \leq|\operatorname{supp}(\mathbf{f})| \tag{3.3}
\end{equation*}
$$

with equality if and only if all nonzero $f_{j}$ are equal.
Proof. Define 1 as the vector whose components are equal to one on the support of $\mathbf{f}$ and equal to zero elsewhere. Then $\|\mathbf{1}\|^{2}=|\operatorname{supp}(\mathbf{f})|$, and $\langle\mathbf{1}, \mathbf{f}\rangle=|\mathbf{f}|$. Now by Schwarz's inequality,

$$
\langle\mathbf{1}, \mathbf{f}\rangle^{2} \leq\|\mathbf{1}\|^{2}\|\mathbf{f}\|^{2}=|\operatorname{supp}(\mathbf{f})| \cdot\|\mathbf{f}\|^{2}
$$

with equality if and only if $\mathbf{f}=\alpha \mathbf{1}$ for some $\alpha$. The conclusion follows from

$$
w_{\mathrm{eff}}(\mathbf{p})=\frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}}=\frac{\langle\mathbf{1}, \mathbf{f}\rangle^{2}}{\|\mathbf{f}\|^{2}} \leq|\operatorname{supp}(\mathbf{f})|
$$

with equality if and only if $\mathbf{f}$ is proportional to $\mathbf{1}$.
4. Binary symmetric channels. Now let us consider binary signaling on a binary symmetric channel (BSC) with crossover probability $\varepsilon<1 / 2$. As in the previous section, a pseudocodeword $\mathbf{p}$ will be represented by a vector $\mathbf{f}$, where $f_{j}$ is the fraction of pseudocodeword components equal to 1 in the $j$ th position.

Suppose that the all-zero word is sent and that the received word is e, where $e_{j}=1$ if there is an error in the $j$ th position and $e_{j}=0$ otherwise. The Hamming distance between $\mathbf{e}$ and the all-zero word is $|\mathbf{e}|=\sum_{j} e_{j}$. Given a pseudocodeword $\mathbf{p}$ represented by $\mathbf{f}$, the average Hamming distance in the $j$ th component is equal to $f_{j}$ if $e_{j}=0$ and $1-f_{j}$ if $e_{j}=1$, so the average Hamming distance $d_{\mathrm{H}}(\mathbf{e}, \mathbf{p})$ is

$$
\begin{equation*}
d_{\mathrm{H}}(\mathbf{e}, \mathbf{p})=\sum_{j} f_{j}\left(1-e_{j}\right)+e_{j}\left(1-f_{j}\right) \tag{4.1}
\end{equation*}
$$

Thus the error event $\left\{d_{\mathrm{H}}(\mathbf{e}, \mathbf{p}) \leq|\mathbf{e}|\right\}$ is the event

$$
\begin{equation*}
\left\{\langle\mathbf{f}, \mathbf{1}-2 \mathbf{e}\rangle=\sum_{j} f_{j}\left(1-2 e_{j}\right)=\sum_{j} f_{j}(-1)^{e_{j}} \leq 0\right\} \tag{4.2}
\end{equation*}
$$

The probability of error is thus the probability that $\sum_{j} f_{j}(-1)^{e_{j}} \leq 0$. This is a sum of independent random variables $v_{j}$, where $v_{j}=f_{j}$ with probability $\varepsilon$ and $v_{j}=-f_{j}$ with probability $1-\varepsilon$.

We would like again to define the effective Hamming weight $w_{\text {eff }}(\mathbf{p})$ of $\mathbf{p}$ as a single parameter that has the same significance as the usual

Hamming weight $w_{\mathrm{H}}(\mathbf{c})$ of a codeword $\mathbf{c}$ for error probability, and that reduces to Hamming weight when $\mathbf{p}$ is actually a codeword. This cannot be done quite as neatly in the BSC case as in the Gaussian case, but a reasonable approach is as follows.

We ask for the minimum number of errors $|\mathbf{e}|$ that can cause a decoding error to $\mathbf{p}$. Clearly, given the total weight $|\mathbf{f}|=\sum_{j} f_{j}$ of $\mathbf{f}$, the worst case occurs when $e$ errors occur in the $e$ positions for which $f_{j}$ is greatest. A decoding error may occur if the sum of the weights $f_{j}$ in these $e$ positions is equal to $|\mathbf{f}| / 2$, and must occur if the sum exceeds $|\mathbf{f}| / 2$. The effective weight in the former case will be taken as $w_{\mathrm{BSC}}(\mathbf{p})=2 e$, and in the latter case as $w_{\mathrm{BSC}}(\mathbf{p})=2 e-1$.

To a first approximation, the decoding error probability to $\mathbf{p}$ will therefore be of the order of $K \varepsilon^{e(\mathbf{p})}$, where $e(\mathbf{p})=\left\lceil w_{\mathrm{BSC}}(\mathbf{p}) / 2\right\rceil$ is the minimum number of channel errors required to make a decoding error to $\mathbf{p}$.

The correspondence between effective weight and Hamming weight is not precise, because whereas with an ordinary codeword the multiplicity $K$ is the number of ways that $e(\mathbf{c})$ errors can occur in $w_{\mathrm{H}}(\mathbf{c})$ positions, with pseudocodewords the number of possible combinations of $e(\mathbf{p})$ errors will in general be less.

The three examples given earlier illustrate these points and show that the effective weight for Gaussian channels and for BSCs are in general different.

Example 1. (cont.) If $f_{j}$ equals $\frac{1}{2}$ in 8 places and 0 elsewhere, then $|f|=4$. There exist error patterns of weight $e=4$ such that the sum of the $e$ largest components of $\mathbf{f}$ is equal to $|\mathbf{f}| / 2=2$, namely any error pattern with 4 errors in places where $f_{j}=\frac{1}{2}$. Thus the effective weight of such a pseudocodeword is $w_{\mathrm{BSC}}(\mathbf{p})=8$. In this case the number of error patterns of weight 4 that could cause a decoding error is $\frac{8!}{4!4!}=70$, as in the usual case.

Example 2. (cont.) If $f_{j}$ equals $\frac{1}{2}$ in 8 places, 1 in 2 places, and 0 elsewhere, then $|\mathbf{f}|=6$. There exist error patterns of weight $e=4$ such that the sum of the $e$ largest components of $\mathbf{f}$ is equal to $|\mathbf{f}| / 2=3$, namely error patterns with errors in the two places where $f_{j}=1$ and in two other places where $f_{j}=\frac{1}{2}$. Thus the effective weight of such a pseudocodeword is $w_{\mathrm{BSC}}(\mathbf{p})=8$. The number of error patterns of weight 4 that could cause a decoding error is $\frac{8!}{6!2!}=28$, compared to $\frac{8!}{4!4!}=70$ in the usual case.
Example 3. (cont.) If $f_{j}$ equals $\frac{1}{3}$ in 6 places, $\frac{2}{3}$ in 2 places, 1 in 2 places, and 0 elsewhere, then $|\mathbf{f}|=\frac{16}{3}$. There exist error patterns of weight $e=3$ such that the sum of the $e$ largest components of $\mathbf{f}$ is equal to $|\mathbf{f}| / 2=\frac{8}{3}$, namely error patterns with errors in the two places where $f_{j}=1$ and in one other place where $f_{j}=\frac{2}{3}$. The effective weight of such a pseudocodeword is $w_{\text {BSC }}(\mathbf{p})=6$. The number of error patterns of weight 3 that could cause a decoding error is 2 , compared to $\frac{6!}{3!3!}=20$ in the usual case.

From these examples one might conjecture that the effective Hamming weight of a binary pseudocodeword on a BSC is always less than or equal to its effective weight on an AWGN channel. We can construct a counterexample to such a conjecture as follows. Let $d$ be an even integer greater than 4 , let $\delta$ be a very small number such as $\delta=0.001$, and let

$$
N=d-2+\frac{1}{\delta}
$$

where we assume that $1 / \delta$ is an integer. Consider a set of nonzero weights $f_{j}$ with one weight equal to 1 and $N$ weights equal to $\delta$. Then

$$
\begin{aligned}
|\mathbf{f}| & =2+\delta(d-2) \approx 2 \\
\|\mathbf{f}\|^{2} & =1+N \delta^{2} \approx 1 \\
w_{\mathrm{eff}}(\mathbf{p}) & =\frac{|\mathbf{f}|^{2}}{\|\mathbf{f}\|^{2}} \approx 4 ; \\
e & =1+\frac{d-2}{2}=\frac{d}{2} \\
w_{\mathrm{BSC}}(\mathbf{p}) & =2 e=d>w_{\mathrm{eff}}(\mathbf{p}),
\end{aligned}
$$

where we note that on a BSC it takes one error in the position where $f_{j}=1$ and $(d-2) / 2$ errors in positions where $f_{j}=\delta$ to accumulate a weight of $|\mathbf{f}| / 2=1+\delta(d-2) / 2$.
5. Binary erasure channels. Now let us consider binary signaling on a binary erasure channel (BEC) with erasure probability $\varepsilon$. Again, a pseudocodeword $\mathbf{p}$ will be represented by a vector $\mathbf{f}$, where $f_{j}$ is the fraction of pseudocodeword symbols equal to 1 in the $j$ th position.

Suppose that the all-zero word is sent and that $|S|$ erasures occur in a certain set $S$ of coordinates. The remaining unerased symbols will all agree with the all-zero word. They will evidently also all agree with a pseudocodeword $\mathbf{p}$ represented by $\mathbf{f}$ if and only if $f_{j}=0$ for all $j \notin S$.

Therefore we define the effective Hamming weight $w_{\text {BEC }}(\mathbf{p})$ of a pseudocodeword on a BEC as $|\operatorname{supp}(\mathbf{f})|$, the number of nonzero components of f. Then:
(a) A decoding error to $\mathbf{p}$ may occur if and only if $|S| \geq w_{\mathrm{BEC}}(\mathbf{p})$;
(b) If $\mathbf{p}$ is actually a codeword $\mathbf{c}$, then $w_{\mathrm{BEC}}(\mathbf{p})=w_{\mathrm{H}}(\mathbf{c})$.

By Theorem 3.1, the effective weight $w_{\mathrm{BEC}}(\mathbf{p})$ of a pseudocodeword p on a BEC is greater than or equal to its effective weight on an AWGN channel, with equality if and only if $p$ is actually a codeword. Similarly, by the discussion in Section $4, w_{\mathrm{BEC}}(\mathbf{p}) \geq w_{\mathrm{BSC}}(\mathbf{p})$, with equality if and only if $\mathbf{p}$ is actually a codeword.

For example, for Examples 1, 2 and 3, the effective weights on a BEC are 8,10 and 10 , respectively, compared to 8,9 and 8 on an AWGN channel and 8,8 and 6 on a BSC.
6. Examples with low pseudocodeword weights. In this section, we present a family of examples of binary tail-biting trellises for which the minimum effective pseudocodeword weight on an AWGN channel is strictly less than the minimum codeword weight.

For a first example, let $C$ be the binary linear $(16,6,4)$ code generated by the following 6 generators:

| 100 | 110000 | 110000 | 1 |
| :--- | :--- | :--- | :--- |
| 010 | 001100 | 001100 | 1 |
| 001 | 000011 | 000011 | 1 |
|  |  |  |  |
| 000 | 110000 | 001100 | 0 |
| 000 | 001100 | 000011 | 0 |
| 000 | 000011 | 110000 | 0 |

With a TBT constructed from these generators, the sum of the shifted generators shown below gives a low-weight three-cycle pseudocodeword:

| 000 | 000011 | 110000 | 0 |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 110000 | 1 | 100 | 110000 |  |  |  |  |  |  |
|  |  |  |  | 000 | 110000 | 001100 | 0 |  |  |  |  |
|  |  |  |  |  |  | 001100 | 1 | 010 | 001100 |  |  |
| 001 | 000011 |  |  |  |  |  |  | 000 | 001100 | 000011 | 0 |
| 001 | 000000 | 000000 | 1 | 100 | 000000 | 000000 | 1 | 010 | 000000 | 000000 | 1 |

The resulting pseudocodeword has $f_{j}=\frac{1}{3}$ in 3 places, $f_{j}=1$ in 1 place, and 0 elsewhere. Thus $|f|=2,\|f\|^{2}=\frac{4}{3}$, and the effective Hamming weight on an AWGN channel is $|\mathbf{f}|^{2} /\|\mathbf{f}\|^{2}=3$. Notice that since one position has weight $|\mathbf{f}| / 2=1$, the effective weight on a BSC is only 2.

A generalization of this construction yields for every integer $a \geq 3$ a binary linear $(n, k, d)$ code $C$ with $d=2\lceil a / 2\rceil$ and a TBT with an $a$-cycle pseudocodeword with effective weight

$$
w_{\mathrm{eff}}=\frac{4 a}{a+1}<d
$$

The generator matrix has the form

$$
\left[\begin{array}{llll}
I & B & B & 1 \\
O & B & C & 0
\end{array}\right]
$$

where $I$ is an $a \times a$ identity matrix, $B$ is the matrix obtained from $I$ by repeating every column $b$ times where $b=\lceil a / 2\rceil, 1$ is a column of $a$ ones, $O$ is an $a \times a$ zero matrix, $C$ is the cyclic shift of $B$ to the right $b$ times, and 0 is a column of $a$ zeroes. It is straightforward to verify that the minimum nonzero codeword weight is $d=2 b$.

By a similar concatenation to that above, we obtain an $a$-cycle pseudocodeword with $f_{j}=\frac{1}{a}$ in $a$ places, $f_{j}=1$ in 1 place, and 0 elsewhere.

Thus $|\mathbf{f}|=2,\|\mathbf{f}\|^{2}=(a+1) / a$, and the effective Hamming weight on an AWGN channel is $|\mathbf{f}|^{2} /\|\mathbf{f}\|^{2}=4 a /(a+1)<4$. Notice that in general one position has weight $|\mathbf{f}| / 2=1$, so the effective weight on a BSC is only 2. On the other hand, the effective weight on a BEC is $a+1 \geq d$.

For $a=3,4,5, \ldots$, the minimum nonzero codeword weight is $4,4,6, \ldots$, while the pseudocodeword weight on an AWGN channel is $3,3.2,3.33, \ldots$, approaching a limit of 4 .

We note that the TBT that produces this low-weight pseudocodeword is not in general minimal in the sense of [5]; however, it is linear, biproper and one-to-one.
7. Conclusions. We have determined the effective weight and distance of pseudocodewords on the AWGN channel, the BSC, and the BEC. In general pseudocodewords are least troublesome on a BEC.

For the Golay TBT, we have found pseudocodewords whose effective weight on the BSC is less than the minimum distance of the code, which indicates that ML decoding using this TBT will be distinctly suboptimal. For the AWGN channel, we have found no such pseudocodewords; moreover, simulations have shown that ML decoding using the Golay TBT is near-optimal [9]. However, as far as we know, there is no proof yet that the minimum nonzero pseudocodeword weight is 8 .

For more general graphs, the concept of pseudocodeword may need some refinement. Just as in Viterbi decoding the influence of symbols far in the past eventually dies out, at least probabilistically, we expect that the influence of nodes far away from the root node in the computation tree will eventually die out. The concepts of pseudocodeword weight used in this paper do not have this property, which suggests that they need refinement.
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# EVALUATION OF GALLAGER CODES FOR SHORT BLOCK LENGTH AND HIGH RATE APPLICATIONS 

DAVID J.C. MACKAY* AND MATTHEW C. DAVEY*


#### Abstract

Gallager codes with large block length and low rate (e.g., $N \simeq 10,000-$ $40,000, R \simeq 0.25-0.5$ ) have been shown to have record-breaking performance for low signal-to-noise applications. In this paper we study Gallager codes at the other end of the spectrum. We first explore the theoretical properties of binary Gallager codes with very high rates and observe that Gallager codes of any rate offer runlength-limiting properties at no additional cost.

We then report the empirical performance of high rate binary and non-binary Gallager codes on three channels: the binary input Gaussian channel, the binary symmetric channel, and the 16 -ary symmetric channel.

We find that Gallager codes with rate $R=8 / 9$ and block length $N=1998$ bits outperform comparable BCH and Reed-Solomon codes (decoded by a hard input decoder) by more than a decibel on the Gaussian channel.


Key words. Error-correcting codes, Sum-product algorithm, Magnetic recording.

## 1. Introduction.

1.1. Definition of Gallager codes. A regular Gallager code [4] has a parity check matrix with uniform column weight $j$ and uniform row weight $k$, both of which are very small compared to the blocklength. If the code has transmitted blocklength $N$ and rate $R$ then the parity check matrix $\mathbf{H}$ has $N$ columns and $M$ rows, where $M \geq N(1-R)$. [Normally parity check matrices have $M=N(1-R)$, but the matrices we construct may have a few redundant rows so that their rate could be a little higher than $1-M / N$.]

In this paper we explore whether Gallager codes are useful for high rates ( $R>2 / 3$ ) and small block lengths ( $N<5000$ ).
1.2. High-rate codes. Reed-Solomon codes are the industry standard error-correcting codes for high rate, low block length applications such as magnetic disc drives and compact discs. They have good distance properties and they have an efficient bounded-distance decoder.

When we proposed evaluating Gallager codes with high rate and small block length for disc drive applications, a common response was 'why bother? You'll never beat Reed-Solomon codes.' But there are several reasons for checking the performance of Gallager codes.

1. Gallager codes with large block length $N$ have good distance properties, with high probability [5, 10]. Given an optimal decoder, Gallager codes can get arbitrarily close to the Shannon limit of a wide variety of channels [10].

[^17]2. There is a practical sum-product decoder for Gallager codes which works well for codes with block lengths of order $N=10,000$ and rates of order $R=1 / 4-2 / 3$ [11].
At rates of $R=1 / 2$ and $R=1 / 4$, regular binary Gallager codes decoded using this algorithm have near-Shannon limit performance. Irregular binary and non-binary Gallager codes with these rates perform better on the binary Gaussian channel than all known practical codes, including turbo codes [2, 14].
This decoder has three important features:
(a) It is better than a bounded-distance decoder - it works well at noise levels significantly larger than the Gilbert noise level (that is, the noise level at which typical error events have weight greater than half the minimum distance of a code at the Gilbert bound).
(b) It is a soft-input decoder, able to make use of likelihood information from the channel output. Such decoders can have considerable advantages over decoders that take hard inputs [5].
(c) The decoder can be generalized to infer bursts if the channel is believed to be a bursty channel [15].
3. According to Berlekamp [1], one reason that high rate ReedSolomon codes are used is that lower rate Reed-Solomon codes are more costly to encode and decode - the complexity increases with increasing redundancy.
In contrast, the encoding and decoding complexity for Gallager codes hardly depend on rate. Furthermore, Gallager codes of any desired rate and block length can easily be constructed.
If Reed-Solomon codes can be surpassed, the disc drive industry could benefit in various ways. A higher rate code with the same probability of error would allow a small increase in the storage capacity of a drive. Alternatively, a code that can cope with larger raw error rates would make the system more tolerant to tracking errors, and the disc could be spun faster, offering a higher data rate.
1.3. Outline of paper. In section 2, we explore four theoretical issues. First, we ask how good is the ensemble of random, high-rate, regular Gallager codes, if we do not constrain the overlap between the columns? We find that the expected distance properties of these codes are not good. Second, we ask what are the highest possible rates that regular Gallager codes could have if we do constrain the overlap between columns - these codes correspond to 'Steiner systems' - and could these codes have good distance properties? We prove that such codes, with $j=3$, have bad distance, and we give a conjecture that, for larger $j$, the codes might be good. Third, we prove that a particular construction of Gallager codes in terms of permutation matrices leads to bad codes. Fourth, we show that Gallager codes can be constructed to have fortuitous runlength-limiting properties.

In section 3, we describe the empirical performance of high-rate binary regular Gallager codes with $j=4$ and of a high-rate non-binary regular Gallager code with $j=3$. We compare these Gallager codes with codes similar to those used in discdrives and show that their performance is good.

In section 4, we discuss difference-set cyclic codes, which are codes similar to Gallager codes, but having the special property that they satisfy many more than $M$ low-weight parity constraints. They outperform equivalent Gallager codes by a significant margin [13, 7]. If we could find more codes like these, they could be very useful.

## 2. Theory of high rate Gallager codes.

2.1. Distance properties of random Gallager codes. The expectation of the weight enumerator function of a random Gallager code with $M \times N$ parity check matrix can be computed for two ensembles.
Ensemble G: In Gallager's ensemble [5], a row weight $k$ is selected, and a blocklength $N$. We find the weight enumerator function $A(w ; 1)$ of the following submatrix with column weight 1 (illustrated for the case $k=4$ ):

$$
\mathbf{H}^{(1)}=\left[\begin{array}{lllllll}
1 & 1 & 1 & 1000000000000  \tag{1}\\
0000111100000000 \\
00000000011110000 \\
000 & 00000000001111 \ldots
\end{array}\right]
$$

As shown by Gallager [5], $A(w ; 1)$ is given by convolving ( $\star$ ) together $N / k$ copies of the function

$$
a(w)=\left\{\begin{array}{cc}
\binom{k}{w} & w \text { even }  \tag{2}\\
0 & w \text { odd }
\end{array}:\right.
$$

$$
\begin{equation*}
A(w ; 1)=a(w) \star a(w) \star \ldots \star a(w) \tag{3}
\end{equation*}
$$

We define an ensemble of random Gallager codes with column weight $j$ by stacking $j$ copies of $\mathbf{H}^{(1)}$ vertically above each other, each individual copy having its columns randomly permuted. We can then find the expected weight enumerator function $A(w ; j)$ of the resulting ( $N, M, j, k$ ) code with $M=\frac{j}{k} N$ using:

$$
\begin{equation*}
\langle A(w ; j)\rangle=A_{\mathrm{G}}(w ; j) \equiv A(w ; 1)\left[\frac{A(w ; 1)}{\binom{N}{w}}\right]^{j-1} \tag{4}
\end{equation*}
$$

Ensemble M: An alternative ensemble of matrices that have column weight at most $j$, and arbitrary $M$ and $N$, but do not have fixed row weight $k$, was used by [10]. Each column of the matrix $\mathbf{H}$ is created by flipping $j$ not-necessarily-distinct entries. With high
probability, any particular column has weight $j$, but it may, with smaller probability, have weight $j-2$, etc. The expected weight enumerator function is

$$
\begin{equation*}
\langle A(w ; j)\rangle=A_{\mathrm{M}}(w ; j) \equiv\binom{N}{w} p_{00}^{(w j)} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{00}^{(r)}=2^{-M} \sum_{i=0}^{M}\binom{M}{i}\left(1-\frac{2 i}{M}\right)^{r} . \tag{6}
\end{equation*}
$$

These ensembles are not the best ensembles for making good Gallager codes, but they are convenient for estimating weight enumerator functions and getting a feel for the dependence on block length and rate. Figure 1 shows the expected weight enumerator functions for a sequence of codes with block length 540 bits and rate increasing from $1 / 3$ to $8 / 9$.

It seems that for small block lengths and large rates such as $R=8 / 9$, codes constructed by this random construction will almost certainly be bad codes, in that their distance will be nowhere near the Gilbert distance.

We therefore use constrained random constructions. The constraint used by Gallager [5] and MacKay and Neal [11], which we also use here, constrains the maximum overlap between any two columns in the matrix to be one. We will call this the overlap constraint.

### 2.2. Steiner systems and Gallager codes.

2.2.1. Existence of high rate codes. If we insist on the constraint that the overlap between any two columns in the parity check matrix should be at most one, then it is not possible to build Gallager codes with arbitrary values of ( $N, M, j$ ); in particular, we cannot make the blocklength $N$ arbitrarily large for fixed number of rows $M$. The blocklength $N$ of such a code with column weight $j$ and $M$ rows is bounded above by the size of a Steiner system $S(M, j, 2)$.

A Steiner system $S(M, j, t)$ is a set $\mathcal{M}$ of $M$ points, and a collection $\mathcal{N}$ of subsets of $\mathcal{M}$ of size $j$, called blocks, such that any subset of $t$ points of $\mathcal{M}$ are in exactly one of the blocks. The size of the Steiner system, $N$, is defined to be the number of blocks $N=|\mathcal{N}|$. The special case $j=3, t=2$ is called a Steiner triple system.

The number of subsets of size $t$ in $\mathcal{M}$ is $\binom{M}{t}$ and the number of subsets of size $t$ in a block is $\binom{j}{t}$, so the size of an $(M, j, t)$ Steiner system is

$$
\begin{equation*}
N_{S}(M, j, t)=\binom{M}{t} /\binom{j}{t} . \tag{7}
\end{equation*}
$$

In the case of interest, $t=2$, we obtain:

$$
\begin{equation*}
N_{S}(M, j)=\frac{M(M-1)}{j(j-1)} \tag{8}
\end{equation*}
$$



Fig. 1. Expected weight enumerator functions computed using ensemble M. [The results for ensemble $G$ are similar.] Block length is 540 bits in all cases. Top figure shows the expected weight enumerator function for codes with rate $1 / 3$ having $j=3$, 4 and 5. The lowest line shows the expected weight enumerator function of a random linear code with the same $N$ and $M$. This line crosses the horizontal line $A(w)=1$ at the Gilbert distance. The neighbouring figure shows detail from the first figure. Subsequent figures show the corresponding graphs for rates $2 / 3$ and $8 / 9$. It is evident that the typical distance of a Gallager code is becoming an increasingly small fraction of the Gilbert distance as the rate increases.

The row weight of $\mathbf{H}, k$, is

$$
\begin{equation*}
k=j \frac{N_{S}(M, j)}{M}=\frac{(M-1)}{(j-1)} \tag{9}
\end{equation*}
$$

Any $(M, j, 2)$ Steiner system defines an $(N, M, j)$ Gallager code with $N=$ $N_{S}(M, j)$. If $N$ exceeds $N_{S}(M, j)$, it is impossible to make a regular Gallager code with parameters $N, M, j$ that satisfies the overlap constraint. So for any chosen $M$ and $j$ the overlap constraint implies a maximum possi-
ble rate, and for any rate $R$ and column weight $j$, it implies a minimum possible blocklength.

These constraints are illustrated in Figure 2, which shows $N_{S}(M, j)$ as a function of $M$ for various values of $j$. This figure also shows some actual values of $(N, M, j)$ that have been constructed by the random constructions mentioned above. Fortunately, codes with column weight $t=4$, blocklength $N \simeq 2000$ and rate $R \simeq 0.9$ are just buildable. Considerable computer time was spent searching for the highest rate codes that appear in later sections.


Fig. 2. Parameters $(N, M, j)$ that can be built without violating the constraint on column overlaps. Horizontal axis: $N$; vertical axis: $M$; the labels '3' and '4' show examples of parameters that have been built by random construction methods, including codes presented in this paper. The 45-degree lines are lines of constant rate $R=(N-$ $M) / N$. The near-horizontal lines show the curves $(N, M)$ defined by Steiner systems for various $j$ (Equation (8)). Points $(N, M, j)$ below the Steiner curve $S(j)$ are not buildable. For low rates such as $1 / 2$ or $1 / 3$, very small blocklengths are buildable but as the rate is increased, the smallest possible blocklength becomes quite large.
2.2.2. Weakness of Steiner system codes with $j=3$. Having established that certain high rate, small blocklength codes can be constructed, we now ask whether we expect these codes to be good codes. Randomly chosen Gallager codes with large enough blocklength $N$ have good distance properties [5, 10], but for small $N$, some of these properties deteriorate. In the case $j=3$, there is bad news.

Theorem 1. Any Gallager code defined by a Steiner system with $j=3$ has minimum distance less than or equal to 10.

Proof. We define a ( $w, v$ ) near-codeword of a code with parity check matrix $\mathbf{H}$ to be a vector $\mathbf{x}$ with weight $w$ whose syndrome $\mathbf{z}(\mathbf{x}) \equiv \mathbf{H x}$ has weight $v$.

We prove that the Gallager code derived from a Steiner triple system has words of weight 10 by counting how many $(5,1)$ near-codewords it has. If a code with $M \times N$ parity check matrix $\mathbf{H}$ has more than $M$ distinct ( $w, 1$ ) near-codewords, then its minimum distance is at most $2 w$, because, by the pigeonhole principle, there must be at least two of them whose syndromes are identical; the sum of these two near-codewords must be a codeword of weight at most $2 w$.

We can generate a $(5,1)$ near-codeword using the Steiner system property as follows. First, pick a row of $\mathbf{H}$; we call this row $a$. ( $M$ choices.) Second, pick two columns $n_{1}, n_{2}$ satisfying $H_{a n}=1$. ( $\binom{k}{2}$ choices.) These two columns define a $(2,4)$ near-codeword. Call the rows in which the syndrome of this word is non-zero rows $b_{1}, b_{2}, b_{3}$ and $b_{4}$. Third, add two more columns $n_{3}, n_{4}$ to make either a $(4,2)$ near-codeword or a weight 4 codeword. There are two choices for $n_{3}, n_{4}$, one of which is illustrated diagrammatically in Figure 3. Either, as shown in the figure, $n_{3}$ is the column in which points $b_{1}$ and $b_{3}$ appear and column $n_{4}$ contains $b_{2}$ and $b_{4}$; or $n_{3}$ contains $b_{1}$ and $b_{4}$ and $n_{4}$ contains $b_{2}$ and $b_{3}$. Call the new rows introduced by columns $n_{3}$ and $n_{4}$ rows $c_{1}$ and $c_{2}$. These rows might be the same as each other, in which case we have found a weight 4 codeword ( $n_{1}, n_{2}, n_{3}, n_{4}$ ). Otherwise, rows $c_{1}$ and $c_{2}$ take us to a unique fifth column $n_{5}$ which contains points $c_{1}$ and $c_{2}$. Adding this column, we have a $(5,1)$ near-codeword. The final row $d$ is distinct from rows $b_{*}-c_{*}$ but might be identical to row $a$.

|  | $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $n_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | 1 | 1 |  |  |  |
| $b_{1}$ | 1 |  | 1 |  |  |
| $b_{2}$ | 1 |  |  | 1 |  |
| $b_{3}$ |  | 1 | 1 |  |  |
| $b_{4}$ |  | 1 |  | 1 |  |
| $c_{1}$ |  |  | 1 |  | 1 |
| $c_{2}$ |  |  |  | 1 | 1 |
| $d$ |  |  |  |  | 1 |

Fig. 3. Construction of $a(5,1)$ near-codeword (or a weight 4 codeword) in a Steiner system code.

We can create such $(5,1)$ near-codewords in $M \times\binom{ k}{2} \times 2$ ways. We will assume that none of these constructions generated a weight 4 codeword - if one did, then we already have the desired result that the minimum distance $d \leq 10$. Now, are all these

$$
\begin{equation*}
2 M\binom{k}{2}=M k(k-1)=M(M-1)(M-3) / 4 \tag{10}
\end{equation*}
$$

$(5,1)$ near-codewords distinct, or have we created duplicates? If rows $a$ and $d$ are different, then they are all distinct, because we can hang each
subgraph defined by a $(5,1)$ near-codeword from row $d$; the nearest neighbours of row $d$ are rows $c_{1}$ and $c_{2}$; the next nearest neighbours are the rows $b_{*}$; and the furthest row in the subgraph from $d$ is row $a$. Thus we can recover the $2 M\binom{k}{2}$ choices that produced the word. If $a$ and $d$ are equal in one $(5,1)$ near-codeword, however, then the above procedure will generate the same near-codeword in three ways (starting from ( $n_{1}, n_{2}$ ), ( $n_{1}, n_{5}$ ), and $\left.\left(n_{2}, n_{5}\right)\right)$. So the number of $(5,1)$ near-codewords is at least

$$
\begin{equation*}
C=M(M-1)(M-3) /(4 \times 3) \tag{11}
\end{equation*}
$$

If $M$ exceeds 7 , then $C$ exceeds $M$, so, by the pigeonhole principle, the code has minimum distance at most 10.

This negative result for binary Gallager codes with $j=3$ gives a reason for concentrating on larger values of $j$ when dealing with high rate binary codes.
2.2.3. Properties of high rate codes with small blocklength and $j \geq 4$. Do the codes derived from Steiner systems with $j \geq 4$ have better distance properties? We do not have a theorem, but using similar pigeonhole arguments to those used above, we conjecture that the best codes corresponding to Steiner systems have minimum distance satisfying the following scaling laws:

$$
\begin{align*}
& j=4: d \gtrsim \log M  \tag{12}\\
& j \geq 5: d \gtrsim M^{\frac{j-4}{j-2}} \quad \text { e.g., }\left\{\begin{array}{ll}
j=5: & d \gtrsim M^{1 / 3} \\
j=6: & d \gtrsim M^{1 / 2} \\
j=8: & d \gtrsim M^{2 / 3}
\end{array} .\right. \tag{13}
\end{align*}
$$

2.3. Weakness of any Gallager codes built from commuting permutations. Some Steiner systems and other constructions of Gallager codes have the property that the parity check matrix contains a grid of non-overlapping permutation matrices. For example, the matrix

$$
\mathbf{H}=\left[\begin{array}{llll}
\mathbf{R}_{11} & \mathbf{R}_{12} & \mathbf{R}_{13} & \mathbf{R}_{14}  \tag{14}\\
\mathbf{R}_{21} & \mathbf{R}_{22} & \mathbf{R}_{23} & \mathbf{R}_{24} \\
\mathbf{R}_{31} & \mathbf{R}_{32} & \mathbf{R}_{33} & \mathbf{R}_{34}
\end{array}\right]
$$

where $\left\{\mathbf{R}_{i}\right\}$ are permutation matrices, defines a rate $1 / 4$ Gallager code with $j=3$ and $k=4$. If the permutations commute, that is, $\mathbf{R}_{i j} \mathbf{R}_{k l}=\mathbf{R}_{k l} \mathbf{R}_{i j}$ - which need not be the case for random constructions, but is the case for some algebraic constructions (John Fan, personal communication) - then the distance properties of the code are limited by the following theorem.

THEOREM 2. If a parity check matrix of height $M$ contains a submatrix of height $M$ and width $(j+1) M / j$ containing $j(j+1)$ non-overlapping permutation matrices that all commute with each other, then the corresponding code has minimum distance less than or equal to $(j+1)$ !. This result applies to Gallager codes of any rate, not just high rate codes. For
example, a code with $j=3$ built from commuting permutations has distance at most 24 , and a similar code with $j=4$ has distance at most 120.

Proof. We call the vertical and horizontal divisions of the matrix of size $M / j$ 'blocks'. We will construct a codeword of a matrix $\mathbf{H}$ whose size is $j$ row-blocks $\times(j+1)$ column-blocks, for example, if $j=3$, the matrix in Equation (14). This matrix is in general a sub-matrix of the parity check matrix from which we started. In each of the column-blocks $1,2, \ldots,(j+1)$ we will set $j$ ! bits to 1 as follows. Define the operator $d_{h}$ associated with column-block $h(h=1 \ldots(j+1))$ to be the 'determinant' (modulo 2) obtained from the $j \times j$ matrix given by deleting column-block $h$ from the matrix $\mathbf{H}$. For example, for the case $j=3$,

$$
\begin{align*}
d_{2}= & \mathbf{R}_{11} \mathbf{R}_{23} \mathbf{R}_{34}+\mathbf{R}_{11} \mathbf{R}_{24} \mathbf{R}_{33}+\mathbf{R}_{13} \mathbf{R}_{21} \mathbf{R}_{34}  \tag{15}\\
& +\mathbf{R}_{13} \mathbf{R}_{24} \mathbf{R}_{31}+\mathbf{R}_{14} \mathbf{R}_{21} \mathbf{R}_{33}+\mathbf{R}_{14} \mathbf{R}_{23} \mathbf{R}_{31}
\end{align*}
$$

Each of these operators has weight $j$ !, that is, if we hit a weight-one vector of length $M / j$ with $d_{h}$, we get a vector of weight at most $j!$. We can now make a codeword $\mathbf{w}$ starting from any weight-one vector of length $M / j, \mathbf{x}$, thus:

$$
\begin{equation*}
\mathbf{w}=\left(d_{1} \mathbf{x}, d_{2} \mathbf{x}, d_{3} \mathbf{x}, \ldots d_{j+1} \mathbf{x}\right) \tag{16}
\end{equation*}
$$

Here, the commas correspond to the block boundaries. That this is a codeword can be seen by computing the syndrome in each row. In the top row-block, for example, the syndrome is:

$$
\begin{equation*}
\mathbf{R}_{11} d_{1} \mathbf{x}+\mathbf{R}_{12} d_{2} \mathbf{x}+\mathbf{R}_{13} d_{3} \mathbf{x}+\ldots+\mathbf{R}_{1(j+1)} d_{j+1} \mathbf{x} \tag{17}
\end{equation*}
$$

which is equal to the product of $\mathbf{x}$ and the determinant of the square matrix:

$$
\left|\begin{array}{cccc}
\mathbf{R}_{11} & \mathbf{R}_{12} & \cdots & \mathbf{R}_{1(j+1)}  \tag{18}\\
\mathbf{R}_{11} & \mathbf{R}_{12} & \cdots & \mathbf{R}_{1(j+1)} \\
\mathbf{R}_{21} & \mathbf{R}_{22} & \cdots & \mathbf{R}_{2(j+1)} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{R}_{j 1} & \mathbf{R}_{j 2} & \cdots & \mathbf{R}_{j(j+1)}
\end{array}\right|
$$

which is zero, since the top two rows are equal. Similarly, the syndrome in any row-block $h$ is the product of a determinant that is equal to zero with $\mathbf{x}$. Thus $\mathbf{w}$ is a codeword, and the distance is at most the weight of $\mathbf{w}$, which is at most $(j+1)$ !.
2.4. Gallager codes are fortuitous runlength-limiting codes. A potential benefit of Gallager codes is that they can be constructed to have a runlength-limiting property.

Optimal runlength-limiting codes for noiseless channels are nonlinear. But if we are using an error correcting code for a noisy channel, it would be
nice if we could get the runlength-limiting property for free, as part of the error-correcting code. The standard procedure in discdrives is to use a small inner runlength-limiting code, for example, a nonlinear $(N, K)=(16,15)$ code, and an outer code such as a Reed-Solomon code. This method has the disadvantage that the outer code cannot be given detailed likelihood information from the noisy channel; the errors introduced by the decoder of the inner code are complex.
2.4.1. Getting runlength constraints for free. If a Gallager code has row weight $k$ and there are $N / k$ rows in the parity check matrix like this (if $k=5$ ):

$$
\left[\begin{array}{lllll}
111111000000000000000 \\
00000111110000000000  \tag{19}\\
00000000001111100000 \\
00000000000000011111 \ldots
\end{array}\right.
$$

or this (if $k=4$ ):

$$
\left[\begin{array}{llllllllllll}
11111000000000000  \tag{20}\\
0000011111000000000 \\
000000000111100000 \\
000000000000001111 \ldots . .
\end{array}\right.
$$

then these constraints enforce local properties that we can use.

- If $k$ is odd (as in (19)), then these constraints force each block of $k$ successive transmitted bits to have even parity. Since $k$ is odd, this means that there must be at least one 0 in every block of $k$ bits. Thus a Gallager code with odd $k$ is automatically a runlength-limiting code with maximum runlength of 1 s equal to $2(k-1)$. There is no constraint on the maximum runlength of 0 s .
- If $k$ is even, then the original Gallager code is not necessarily a runlength-limiting code, but we can modify the code by adding a constant vector to all codewords in the code. For example, if $k=4$, we could add the vector

$$
\begin{equation*}
[1000100010000 \cdots 10000] \tag{21}
\end{equation*}
$$

to all codewords, modifying the decoder appropriately. Now, the number of 1 s in any block of $k$ bits is odd, and so is the number of Os. So there must be at least one 1 and one 0 in each of these blocks. So the maximum runlength for 1 s is $2(k-1)$, and the maximum runlength for 0 s is $2(k-1)$.
One could also construct a Gallager code, without impairing its errorcorrecting capabilities (at least if the channel is a memoryless channel), so that its top rows look like this:
in which case the maximum runlength would be $2 k-3$.
For practical purposes, Gallager codes have to have a column weight roughly equal to $j=3$ or 4 . A code with rate $R=(N-M) / N$ and column weight $j$ has a row weight $k \simeq j N / M=j /(1-R)$. So examples of the fortuitous runlength limits that can be obtained with Gallager codes are as follows:

| $R$ | $j=3$ |  | $j=4$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $2(k-1)$ | $2 k-3$ | $2(k-1)$ | $2 k-3$ |
| 0.25 | 6 | 5 | 9 | 8 |
| 0.50 | 10 | 9 | 14 | 13 |
| 0.75 | 22 | 21 | 30 | 29 |
| 0.90 | 58 | 57 | 78 | 77 |

If the rate is about 0.9 then these runlengths are not of much use - the maximum runlength used in current discdrives is about 15 - but perhaps as technology advances, this idea will become useful, especially if lower rate codes are used. The benefits could be substantial: not only would there be an increase of about $6 \%$ in the storage capacity if the inner code were removed, but the outer code could be provided with better likelihood information, which, as we will see below, can give a great improvement in performance for codes with appropriate decoders.

Almost-certainly runlength-limiting codes. Further methods for making high-rate runlength-limited transmissions without using a nonlinear inner code are described in [8]. The three key ideas are (a) make the outer code a coset code with the offset varying pseudorandomly from block to block; (b) space the parity bits of the outer code uniformly through the block and put aside a small number of source bits that can be set arbitrarily so that the parity bits take on the values required to satisfy the runlength constraints; and (c) flip any remaining bits that need to be changed, and rely on the outer code to correct them. By combining these methods, we can remove the need for any complicated inner code.

## 3. Empirical results.

3.1. Construction of Gallager codes. There are various methods for randomly constructing a parity check matrix with given $j$ and $k$. When we make codes with large blocklengths these alternative methods generally give codes with equivalent performance. When the blocklengths are small, however, good codes become more difficult to find. We have implemented
two construction methods. Both these methods attempt to constrain the maximum overlap between two columns in the matrix to be one. We find this constraint to be more important in codes with small blocklengths than it was with large blocklengths.
Permutation matrix method. This method is similar to Gallager's (see the appendix of his book), except that the largest possible sizes of random permutation matrix are used. This distinction is shown pictorially for rate $3 / 4$ codes by the following figures, in which integers show the number of superposed permutation matrices in each square.


Small permutation matrices


Large permutation matrices

Left to right method. This is construction 1A from MacKay and Neal.
We have concentrated on regular constructions with columns weights $j=3$ and $j=4$. For high rate codes with small blocklengths, a column weight $j=3$ gives weak codes, having small numbers of low-weight codewords. We therefore report results for column weight $j=4$ only.

### 3.2. Binary Gallager codes, Gaussian channel.

3.2.1. Method. A sequence of noise levels was selected. At each noise level, a large number of block decodings was simulated. The decoding algorithm was run for up to 1000 iterations, halting earlier if the best guess of the decoder corresponded to a valid codeword. The outcome of each decoding was either a success (i.e., the algorithm returns the transmitted codeword without any errors) or a failure. There are two possible types of failures.
Detected errors. The decoding algorithm failed to find a valid codeword. We could call these failures block erasures.
Undetected errors. The decoding algorithm halts in a valid codeword that differs from the transmitted codeword. This failure mode is expected to be very rare in codes that have good distance properties.
3.2.2. Errors observed. The codes with column weight $j=4$ have never made undetected errors in these experiments. In the graphs, the 'undetected' error bars show empirical upper bounds on the probability of undetected error. We might conjecture that these codes have minimum distance similar to the Gilbert-Varshamov distance, and that undetected errors only occur when the maximum likelihood decoder would also make undetected errors. Using this conjecture, the probability of undetected error can be bounded above by the probability of error of the maximum likelihood decoder, which could probably be computed.
3.2.3. Decoding times. Figure 4 shows the cumulative distribution of decoding times for the code s2.94.594 at three noise levels. The decoding usually halts in fewer than ten iterations. Under good conditions three iterations usually suffice.


Fig. 4. Regular Gallager code with rate $R=8 / 9$ and $N=1998$.
(a) Dependence of block error rate on signal to noise ratio. Weight per column $t=4$ and transmitted blocklength $N=1998$. Vertical axis: block error rate. Horizontal axis: $E_{b} / N_{0}$ (decibels). Also shown are performance curves for Reed-Solomon, ReedMuller and BCH codes with similar rate. These curves assume that the channel outputs are thresholded to give binary signals to the decoder. (That is, no soft decoders for the algebraic codes.)
(b) Decoding times, cumulative distribution.
(c) Detail from (b). The parity check matrix of this code, s2.94.594, can be found in the online archive [9].

The number of arithmetical operations per iteration is about four times the number of 1 s in the parity check matrix. That makes 16 operations per iteration per transmitted bit, or 32000 operations per iteration if $N=2000$.
3.3. Non-binary Gallager codes, $q$-ary symmetric channel. Gallager codes over $G F(q)$ were first reported in [3]; improved performance was gained at the expense of a decoding complexity that scaled
as $q^{2}$. This complexity can be reduced using a Fourier transform of the probabilities [12].

In the following, we use the notation of [3]. Let $\mathcal{N}(m):=\left\{n: H_{m n} \neq\right.$ $0\}$ be the set of noise symbols that participate in check $m$. The decoder needs to update quantities $r_{m n}^{a}$, the probability of check $m$ being satisfied if symbol $n$ of the message $\mathbf{x}$ is considered fixed at $a \in G F(q)$ and the other noise symbols have a separable distribution given by the probabilities $\left\{s_{m n^{\prime}}^{b}: n^{\prime} \in \mathcal{N}(m) \backslash n\right\}$. The new value of $r_{m n}^{a}$ is:

$$
\begin{equation*}
r_{m n}^{a}=\sum_{\mathbf{x}: x_{n}=a} \delta\left(\sum_{n^{\prime} \in \mathcal{N}(m)} H_{m n^{\prime}} x_{n^{\prime}}=z_{m}\right) \prod_{j \in \mathcal{N}(m) \backslash n} s_{m j}^{x_{j}} \tag{23}
\end{equation*}
$$

This function of $a$ is a convolution of the quantities $s_{m j}^{a}$, and so the summation can be replaced by a product of the Fourier transforms (taken over the additive group of $G F(q))$ of $s_{m j}^{a}$ for $j \in \mathcal{N}(m) \backslash n$, followed by an inverse Fourier transform. The Fourier transform $F$ of a function $f$ over $G F(2)$ is given by $F^{0}=f^{0}+f^{1}, F^{1}=f^{0}-f^{1}$. Transforms over $G F\left(2^{k}\right)$ can be viewed as a sequence of binary transforms in each of $k$ dimensions. Hence for $G F(4)$ we have

$$
\begin{align*}
& F^{0}=\left[f^{0}+f^{1}\right]+\left[f^{2}+f^{3}\right]  \tag{24}\\
& F^{1}=\left[f^{0}-f^{1}\right]+\left[f^{2}-f^{3}\right]  \tag{25}\\
& F^{2}=\left[f^{0}+f^{1}\right]-\left[f^{2}+f^{3}\right]  \tag{26}\\
& F^{3}=\left[f^{0}-f^{1}\right]-\left[f^{2}-f^{3}\right] . \tag{27}
\end{align*}
$$

The inverse transform is the same, except that we also divide by $2^{k}$.
With a slight abuse of notation, let $\left(S_{m j}^{0}, \ldots, S_{m j}^{q-1}\right)$ represent the Fourier transform of the vector $\left(s_{m j}^{0}, \ldots, s_{m j}^{q-1}\right)$, after permuting the components to take account of the matrix entry $H_{m j}$. Now $r_{m n}^{a}$ is the $a$ th coordinate of the inverse transform of

$$
\begin{equation*}
\left(\left(\prod_{j \in \mathcal{N}(m) \backslash n} S_{m j}^{0}\right), \ldots,\left(\prod_{j \in \mathcal{N}(m) \backslash n} S_{m j}^{q-1}\right)\right) \tag{28}
\end{equation*}
$$

The update of the quantities $s$ is unchanged.
Each fast Fourier transform takes $q \log _{2} q$ additions and $q$ multiplications. Assuming a column weight $j=3$ and taking $q=16$, the total cost per iteration is 96 additions and 72 multiplications per bit. All these operations can be implemented in low precision arithmetic with a small loss in performance [12].

Figure 6 shows the performance of a column weight 3 rate $8 / 9$ Gallager code over $G F(16)$ applied to 16 -ary symmetric channel. The code is compared with two Reed-Solomon codes.


Fig. 5. Regular Gallager code with blocklength 4376 and rate 0.936. Dependence of block error rate on signal to noise ratio. Weight per column $t=4$. Also shown are performance curves for two nearby $R S$ codes and two $B C H$ codes with similar rate and blocklength 1023. These curves assume that the RS symbols are transmitted over the binary Gaussian channel and that the outputs are thresholded to give binary signals to the decoder. (That is, no soft decoders for the algebraic codes.) The parity check matrix of this code, 4376.282.4.9598, can be found in the online archive [9].


Fig. 6. Gallager code over GF(16) applied to 16 -ary symmetric channel. Weight per column $t=3$. Vertical axis: block error rate. Horizontal axis: symbol error probability. The code is compared with two Reed-Solomon codes similar to those used in discdrives.
4. Difference-set cyclic codes. The performance of Gallager codes can be enhanced by making a non-random code with redundant sparse constraints $[13,7]$. There is a difference-set cyclic code, for example, that has $N=273$, and $K=191$, but the code satisfies not $M=82$ but $N$, i.e., 273, low-weight constraints (Figure 7). It is impossible to make random Gallager codes that have anywhere near this much redundancy among their checks. The redundant checks allow the sum-product algorithm to work substantially better, as shown in Figure 7, in which a DSC code
outperforms a comparable regular binary Gallager code by about 0.7 dB . The $(73,45)$ DSC code has been implemented on a chip by Karplus and Krit [6] following a design of Tanner [13]. Product codes are another family of codes with redundant constraints. For example, the product with itself of a $(n, k)=(64,57)$ Hamming code satisfying $m=7$ constraints is a $(N, K)=\left(n^{2}, k^{2}\right)=(4096,3249)$ code. The number of independent constraints is $M=847$, but the sum-product decoder can make use of $2 n m=896$ equivalent constraints. Such codes have recently been named 'turbo product codes', but we think they should be called 'Tanner product codes', since they were first investigated by Tanner [13]. Product codes have the disadvantage, however, that their distance does not scale well with blocklength; the distance of a product code with blocklength $n^{2}$, built from two codes with distance $d$, is only $d^{2}$, so the ratio of distance to blocklength falls.

An open problem is to discover codes sharing the remarkable properties of the difference-set cyclic codes but with larger blocklengths and arbitrary rates. I call this task the Tanner challenge, in honour of Michael Tanner, who recognised the importance of such codes twenty years ago.

### 4.1. Notes on DSC codes.

Do the extra checks help? To confirm that the extra 191 redundant parity checks are responsible for the good performance of the DSC code, we tried decoding the code using only 82 of the parity checks. In cnce 82 h , we took the first 82 rows of the cyclic parity check matrix; in case $\quad, 2 r$ we picked 82 random non-redundant rows from the matrix. This choice appears to make little difference. Either way, the performance is much worse than that of the code using the full $M=273$ checks (Figure 7(b)). The random Gallager code with $j=4$ performs slightly better than either of the crippled DSC codes.

Undetected errors. The $(273,191)$ DSC code makes undetected errors. The frequency of these errors is shown in Figure 7(c).

Rescaling the log-probability messages. An ad hoc procedure found helpful by Tanner (personal communication) involves scaling down the log-probabilities by a 'fudge factor' $f$ at the end of each iteration. We seize the message $a_{m n} \equiv \log \frac{q_{m n}^{(1)}}{q_{m n}^{(0)}}$ on its way from bit $n$ to check $m$, and replace it by $a_{m n} / f$. Experimenting with a range of values of $f$, we find that values slightly greater than 1 reduce the error probability a little at large $E_{b} / N_{0}$. Figure $7(\mathrm{~d})$ shows graphs for $f=1, f=1.25, f=1.37$, $f=1.50$, and $f=2$. This fudge appears to reduce the frequency of detected errors and has little effect on the frequency of undetected errors, so that the error probability is dominated by undetected errors. We speculate that the fudged algorithm is indistinguishable from the optimal decoder for this DSC code, and the performance is only limited by the code's distance properties.

| $N$ | 7 | 21 | 73 | 273 | 1057 | 4161 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $M_{\text {True }}$ | 4 | $\mathbf{1 0}$ | $\mathbf{2 8}$ | $\mathbf{8 2}$ | $\mathbf{2 4 4}$ | $\mathbf{7 3 0}$ |
| $K$ | 3 | 11 | 45 | 191 | 813 | 3431 |
| $d$ | 4 | $\mathbf{6}$ | $\mathbf{1 0}$ | $\mathbf{1 8}$ | 34 | 66 |
| $k$ | 3 | $\mathbf{5}$ | $\mathbf{9}$ | 17 | 33 | 65 |

(a)

(c)

(b)

(d)

Fig. 7. Difference-set cyclic codes - low-density parity-check codes satisfying many redundant constraints - outperform equivalent Gallager codes.
(a) The table shows the $N, M_{\text {True }}$ (the number of independent rows in the parity check matrix, as opposed to the total number of rows $M$ ), $K$, distance $d$, and row weight $k$ of some difference-set cyclic codes, highlighting the codes that have large $d / N$, small $k$, and large $N / M$. All DSC codes satisfy $N$ constraints of weight $k$.
(b) In the comparison the Gallager code had $(j, k)=(4,13)$, and rate identical to the DSC codes. Vertical axis: block error probability; horizontal axis: $E_{b} / N_{0} / d B$.
(c) Decomposition of the DSC code's errors into detected and undetected errors.
(d) The error rate of the DSC code can be slightly reduced by using a 'fudge factor' of 1.25 or 1.37 during the sum-product decoding.
5. Discussion. Comparisons of Gallager codes with Reed-Solomon codes have been made before by Worthen and Stark [15]. They made a belief propagation decoder appropriate for bursty channels and achieved 3 dB performance gain over the Reed-Solomon code for rate $1 / 2$ and block size of about 10000 . Worthen and Stark attributed 2 dB of the gain to the use of soft decisions rather than hard decisions and 1 dB to code improvement. Using that reasoning, the gain of the shorter-blocklength Gallager codes over Reed-Solomon codes in our paper can be attributed entirely to using soft decisions. Our work makes a case for finding good short length codes that use soft decisions. Gallager codes over $G F(16)$ appear to be good candidates for this role.

The task of constructing Gallager codes with very short block lengths remains an interesting area for further research.
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# TWO SMALL GALLAGER CODES 

DAVID J.C. MACKAY* AND MATTHEW C. DAVEY*


#### Abstract

We present a pair of Gallager codes with rate $R=1 / 3$ and transmitted blocklength $N=1920$ as candidates for the proposed international standard for cellular telephones.


A regular Gallager code [2] has a parity check matrix with uniform column weight $j$ and uniform row weight $k$, both of which are very small compared to the blocklength. If the code has transmitted blocklength $N$ and rate $R$ then the parity check matrix $\mathbf{H}$ has $N$ columns and $M$ rows, where $M \geq N(1-R)$. [Normally parity check matrices have $M=N(1-R)$, but the matrices we construct may have a few redundant rows so that their rate could be a little higher than $1-M / N$.]

It is easy to make good Gallager codes. We have found that for just about any blocklength $N$ and rate $R$, a randomly chosen Gallager code with $j \simeq 3$ gives performance (in terms of word error probability on a Gaussian channel with signal to noise ratio $E_{b} / N_{0}$ ) that is within a fraction of a decibel of the best known codes [6]. Furthermore, with a little effort, irregular Gallager codes can be found which equal, or even exceed, the performance of what were the best known codes $[1,8]$.

We show in Figure 1 the performance of two rate $1 / 3$ codes with transmitted blocklength $N=1920$ and source blocklength $K=640$ that we constructed and tested within the space of one week. The first code is a nearly-regular code over GF(2) with column weights 3 and 2 and row weight 4 (Construction 2A from [6]). The second is an irregular code over GF(4) with a profile of column weights and row weights that was found by a brief Monte Carlo search. The irregular code was constructed according to the profile given in Figure 3, using the Poisson construction method described in [7]. The irregular code - which we expect could be further improved - is less than 0.2 dB from the line showing the performance of the CCSDS turbo codes on the JPL code imperfectness web-page [3].

Gallager codes have advantages that these comparisons do not make evident. First, whereas turbo codes sometimes make undetected errors, Gallager codes are found to make only detected errors - all incorrectly decoded blocks are flagged by the decoder. Second, their decoding complexity is low - lower than that of turbo codes. The costs per bit per iteration are about 4 additions and 18 multiplies for the binary code, and 14 additions and 31 multiplies for the $G F(4)$ code. The expected number of iterations depends on the noise level, as we now describe.

[^18]

Fig. 1. (a,b) Performance of Gallager codes with $N=1920, R=1 / 3$, as a function of $E_{b} / N_{0}$. In (b) we also show the performance of a repeat-accumulate code with $N=3000$.


Fig. 2. Histograms showing the frequency distribution of decoding times for the binary Gallager code from Figure 1: (a) linear plot; (b) log-log plot. The graphs show the number of iterations taken to reach a valid decoding; the value of $P_{w}$ gives the frequency with which no valid decoding was reached after 1000 iterations. The power $p$ which gives a good fit of the power law distribution $P(\tau) \propto \tau^{-p}$ (for large $\tau$ ) is also shown.

Decoding times follow power laws. We have previously noted [5, 7] that the probability distribution of the decoding time $\tau$ of Gallager codes and turbo-like codes appears to follow a power law, $P(\tau) \propto \tau^{-p}$, with the exponent $p$ depending on the noise level and the code. Figure 2 shows the histograms of decoding times at four signal-to-noise ratios for the binary Gallager code shown in Figure 1.

The parity check matrix of the binary code, 1920.1280.3.303, can be found in the online archive [4]. We expect that these codes could be further improved by a careful optimization of their profiles.

Acknowledgements. This work was supported by the Gatsby Foundation. We thank Bob McEliece for helpful discussions.

| Columns |  | Rows |  |
| ---: | ---: | ---: | ---: |
| 2 | 449 | 5 | 635 |
| 3 | 389 | 6 | 5 |
| 4 | 72 |  |  |
| 5 | 1 |  |  |
| 11 | 2 |  |  |
| 13 | 4 |  |  |
| 19 | 39 |  |  |

Fig. 3. The profile of the irregular code over $G F(4)$, whose blocklength was 960 symbols.
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# MILDLY NON-LINEAR CODES* 

ALAN PARKS ${ }^{\dagger}$


#### Abstract

We consider codes coming from systems of sparse linear equations. (These low-density parity check codes are examples of what are called Gallager codes.) We suggest how non-linear equations very close to the given linear equations might be used to improve decoding properties while retaining the same level of coding and decoding complexity.


1. Linear and single product predicates. We will write the coordinates of an element $y$ of the set $\mathbb{Z}_{2}^{n}$ of $n$-bit vectors as $y[j]$ for $1 \leq j \leq n$. An $n$-bit predicate is a function $f$ taking $\mathbb{Z}_{2}^{n}$ to the set $\{0,1\}$, which latter set is regarded as real because of wanting fourier coefficients. This describes both the setting where the equation $f(y)=1$ defines a code and the case where this equation constitutes one check equation among many. In the former case, $f$ is obviously the product of predicate functions for single check equations.

A linear $n$-bit predicate $f: \mathbb{Z}_{2}^{n} \rightarrow\{0,1\}$ comes about from a subset $Q$ of the numbers $1,2, \ldots, n$, where $f(y)=1$ if and only if

$$
\sum_{j \in Q} y[j]=0 \quad \bmod 2
$$

To obtain a "mildly non-linear" perturbation of $f$, choose $S \subseteq Q$, and define $g(y)=1$ if and only if

$$
\prod_{j \in S} y[j]+\sum_{j \in Q} y[j]=0
$$

We call $g$ a single product predicate. If $S$ is "small," then we think of $g$ as "mildly" non-linear.

We are interested in comparing single product predicates to their linear counterparts. To facilitate the comparison, we will consider the following set-up, designed to keep the code rate the same for both types of predicates and to keep the coding and decoding complexity comparable.

We begin with a regular, low-density parity check matrix, of the kind considered in [1] and constructed in [2]. (Our ideas were motivated by the construction techniques of the latter paper.) We suppose that this matrix is $m \times n$ and that it has rank $m$ (full row rank). Then the null space of the matrix forms a code in which the code constraints are $n$-bit linear predicates $f_{i}$ for $1 \leq i \leq m$. The code rate is $(n-m) / m$.

[^19]Recall that coding can be accomplished if we have a reduced rowechelon version of the parity check matrix. Given some particular elimination, let $M$ be the set of pivot bit positions and let $F$ be the set of free bit positions. Then, of course, $|M|=m$ and $|F|=n-m$, and the bit positions of $F$ are the information bits. If bits $y[j]$ are given, for $j \in F$, then there are unique bits $y[i]$ for $i \in M$ such that $y$ is a code vector.

We modify the code predicates as follows. Temporarily, we will need to identify the subset $Q_{i}$ of $1,2, \ldots, n$ such that $f_{i}(y)=1$ if and only if $\sum_{i \in Q_{i}} y[i]=0(\bmod 2)$. For each $f_{i}$, choose a "small" subset $S_{i}$ of $Q_{i} \backslash M$. Define

$$
\pi_{i}(y)=\prod_{k \in S_{i}} y[k] \quad \text { for } \quad 1 \leq i \leq m
$$

and define modified predicates $f_{i}^{\prime}$ where $f_{i}^{\prime}(y)=1$ if and only if

$$
\pi(y)+\sum_{i \in Q_{i}} y[i]=0 \quad \bmod 2, \text { for } \quad 1 \leq i \leq m
$$

Thus, the constraints $f_{i}^{\prime}$ are single product predicates formed by suffixing a product term to the mod 2 equation involved with $f_{i}$. Notice that no bit position from $M$ is involved in the product part of the $f_{i}^{\prime}$.

We can regard the product term $\pi_{i}$ as a new variable $y[n+i]$, so that the modified code constraints are linear in $y[1], \ldots, y[n+m]$. The same elimination that brought the original system of constraints into rowechelon form will bring this modified system into row-echelon form and with the same pivots $M$. The information vectors are also the same in both codes, involving bit positions $y[j]$ with $j \in F$. Indeed, in the modified system, these values determine the product variables $y[n+i]$ for $1 \leq i \leq m$, and then the row-echelon form of the modified system determines the pivot variables $y[k]$ for $k \in M$. This proves that the rates of the linear code and the modified code are equal, and it shows that encoding in the modified code is comparable to that in the linear code. (In the modified code, the products must be computed, requiring a number of arithmetic operations proportional to $m$.)

We could also consider codes coming from non-homogeneous linear equations. If we restrict, as we did above, to check matrices with full row rank, and if we modify as we did above, then the modified codes still have the same rate and coding complexity as the linear codes they come from. We will stay with homogeneous codes to simplify the exposition somewhat.

In Sections 4 and 5 we describe theoretical and empirical comparisons made between linear and modified codes; in Sections 2 and 3, we build up the notation and results we need to describe those comparisons. The theoretical result is encouraging; there is improved probability of error correction when a modified code is used in place of its linear ancestor. The empirical results are somewhat weak, but since we have not attempted a definitive experiment, a thorough follow-up seems in order.
2. Bias and bias leverage. We have an $n$-bit code predicate $f$, and, as usual, we imagine a transmitted vector $y \in \mathbb{Z}_{2}^{n}$, such that $f(y)=1$, incurring a noise vector $z$ with (known or unknown) probability distribution $P$, resulting in a received vector $x=y+z(\bmod 2)$. Decoding algorithms employ the equation $f(x+z)=1$ to make probabilistic statements about the bits in $z$. For a given bit position $j$, the bias toward $z[j]$ is the ratio of the probability that $z[j]=1$ with the probability that $z[j]=0$. Given that $x$ is received, this bias is equal to

$$
\frac{\operatorname{prob}(z[j]=1 \mid x)}{\operatorname{prob}(z[j]=0 \mid x)}=\frac{\sum_{z, z[j]=1} P(z) \cdot f(x+z)}{\sum_{z, z[j]=0} P(z) \cdot f(x+z)}
$$

It will be convenient to define the bias leverage $B_{j}(x)$ to be the ratio of the bias just given and the apriori bias - the bias on the noise in general. Thus,

$$
\begin{equation*}
B_{j}(x)=\frac{\sum_{z, z[j]=1} P(z) \cdot f(x+z)}{\sum_{z, z[j]=0} P(z) \cdot f(x+z)} \cdot \frac{\sum_{z, z[j]=0} P(z)}{\sum_{z, z[j]=1} P(z)} \tag{2.1}
\end{equation*}
$$

(N.B. In the notation $B_{j}(x)$, the predicate $f$ and the distribution $P$ are assumed.)

If the noise distribution, restricted to the event that $x$ is received, were a product distribution on the bit positions, then the bias from the entire code predicate would tell us what $z[j]$ is, or the bias would identify an essential ambiguity in that bit. In practice, the biases from individual check equations are used to approximate the bias from the entire code predicate. For instance, the event that the bias leverage, from an individual check equation, is greater than 1 is used both to design decoders employing voting schemes (if a received bit gets enough "votes" it is flipped) and as a tool to estimate the effect of message passing algorithms that keep track of the estimated bias on each noise bit.

We show how to use the fourier coefficients of linear and single product predicates to calculate the leverage in cases of interest. For the predicates we will consider, very few of the fourier coefficients will be non-zero, and so the use of the coefficients is efficient numerically. Let $f$ be an $n$-bit linear predicate, defined by the subset $Q$ of $1,2, \ldots, n$. We write $y_{Q}$ to stand for the vector of bit positions from $Q$; in other words $y_{Q}: Q \rightarrow \mathbb{Z}_{2}$ where $y_{Q}[j]=y[j]$ for $j \in Q$. We also write $|y|$ for the weight of the vector $y$ (the number of non-zero coordinates). This allows us to write $f$ in the following form:

$$
\begin{equation*}
f(y)=\frac{1}{2} \cdot\left[1+(-1)^{\left|y_{Q}\right|}\right] \tag{2.2}
\end{equation*}
$$

The fourier coefficients of $f$ are obvious from this form: they are 0 except for being $1 / 2$ at the zero vector and at the vector having ones in the positions of $Q$.

To obtain the fourier coefficients for a single product predicate, we will need the following notation. Assume that $S \subseteq Q$, and for $w: S \rightarrow \mathbb{Z}_{2}$ define $\bar{w} \in \mathbb{Z}_{2}^{n}$ where

$$
\bar{w}[j]=\left\{\begin{array}{cl}
w[j] & \text { if } j \in S \\
1 & \text { if } j \in Q-S \\
0 & \text { if } j \notin Q
\end{array}\right.
$$

We will also need the particular function $u: S \rightarrow \mathbb{Z}_{2}$, where $u[j]=1$ for all $j \in S$. The straightforward proof of the following is left to the reader.

Proposition 2.1. Assume all the notation just given, and let $f$ be the single product predicate defined by $S$ and $Q$. Let $s=|S|$. Then, for $v \in \mathbb{Z}_{2}^{n}$, we have fourier coefficients

$$
f_{v}=\left\{\begin{array}{cl}
\frac{1}{2} & \text { if } v=0 \\
c r 2^{-s} \cdot(-1)^{s-1+|w|} & \text { if } v=\bar{w} \text { where } w: S \rightarrow \mathbb{Z}_{2} \text { and } w \neq u \\
\frac{1}{2}-2^{-s} & \text { if } v=\bar{u} \\
0 & \text { otherwise }
\end{array}\right.
$$

We will also employ the fourier coefficients of probability distributions on (noise) bit-vectors. Our distributions $P: \mathbb{Z}_{2}^{n} \rightarrow \mathbb{R}$ will always come about, by hypothesis or as an approximation, as product distributions over the bit positions. For position $j$, we will write $P_{j}(a)$ for the probability that bit $j$ has value $a \in \mathbb{Z}_{2}$. For a product probability distribution $P$ on $\mathbb{Z}_{2}^{n}$, and for a subset $Q$ of $1,2, \ldots, n$, define

$$
\Pi(Q, P)=\prod_{j \in Q}\left(1-2 \cdot P_{j}(1)\right)
$$

The following is well known; we include a proof for the sake of completeness.

Proposition 2.2. Let $P$ be a product probability distribution over the bit positions $1 \leq j \leq n$. Let $Q$ be a subset of $1,2, \ldots, n$, and let $v$ be the $n$-bit vector having $v[j]=1$ if and only if $j \in Q$. Then $2^{-n} \cdot \Pi(Q, P)$ is the fourier coefficient $P_{v}$ of $P$ with respect to $v$.

Proof. We have

$$
2^{n} \cdot P_{v}=\sum_{z} P(z) \cdot(-1)^{v \cdot z}
$$

We can view the sum as the expected value of

$$
(-1)^{v \cdot z}=\prod_{j=1}^{n}(-1)^{v[j] \cdot z[j]}
$$

Since $P$ is a product distribution over the bit positions, this product random variable has expected value equal to the product of the expected values of each of its factors $(-1)^{v[j] \cdot z[j]}$. This latter expected value is

$$
P_{j}(0) \cdot(-1)^{v[j] \cdot 0}+P_{j}(1) \cdot(-1)^{v[j] \cdot 1}=P_{j}(0)+P_{j}(1) \cdot(-1)^{v[j]}
$$

If $v[j]=0$, then the expected value of its factor is 1 . If $v[j]=1$, the expected value is $1-2 P_{j}(1)$.

In order to calculate the bias leverage in the situations of interest to us, we will need two convolution formulas.

Proposition 2.3. Let the set $Q$ define the $n$-bit linear predicate $f$. Let the probability distribution $P$ on $\mathbb{Z}_{2}^{n}$ be a product distribution. If $x \in \mathbb{Z}_{2}^{n}$, then

$$
\sum_{z \in \mathbb{Z}_{2}^{n}} P(z) \cdot f(z+x)=\frac{1}{2}\left[1+(-1)^{\left|x_{Q}\right|} \cdot \Pi(Q, P)\right]
$$

Proof. Using the fourier series for $P$ and for $f$, we have that

$$
\sum_{z \in \mathbb{Z}_{2}^{n}} P(z) \cdot f(x+z)=2^{n} \cdot \sum_{v \in \mathbb{Z}_{2}^{n}} P_{v} \cdot f_{v} \cdot(-1)^{v \cdot x}
$$

The result follows from the formula for $f_{v}$ and from Proposition 2.2.
A proof of the following more complicated result is given in the Appendix. For $x \in \mathbb{Z}_{2}^{n}$, the set $S$, and the distribution $P$, we define

$$
\Pi_{S}(x, P)=\prod_{x_{S}[j]=1} P_{j}(0) \cdot \prod_{x_{s}[j]=0}\left(-P_{j}(1)\right)
$$

In each of the products on the right, we consider only $j \in S$.
Proposition 2.4. Let the sets $S \subseteq Q$ define the $n$-bit single product predicate $f$. Let $P$ be a product probability distribution on $\mathbb{Z}_{2}^{n}$. If $x \in \mathbb{Z}_{2}^{n}$, then

$$
\sum_{z \in \mathbb{Z}_{2}^{n}} P(z) \cdot f(z+x)=\frac{1}{2}+(-1)^{\left|x_{Q}\right|} \cdot \Pi(Q \backslash S, P) \cdot\left[\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)\right]
$$

We will also record the following triviality.
Proposition 2.5. Let $f$ be an n-bit predicate, and let $P$ be a probability distribution on $\mathbb{Z}_{2}^{n}$. If $x \in \mathbb{Z}_{2}^{n}$, then

$$
\sum_{z \in \mathbb{Z}_{2}^{n}} P(z) \cdot(1-f(z+x))=1-\sum_{z \in \mathbb{Z}_{2}^{n}} P(z) \cdot f(z+x)
$$

To connect these ideas, we find the bias leverage in the case of a linear predicate and in the case of a single product predicate. These formulas
have relevance to the more interesting case of a predicate that is a product of linear or single product predicates.

Proposition 2.6. Let the set $Q$ define the $n$-bit linear predicate $f$. Let the probability distribution $P$ on $\mathbb{Z}_{2}^{n}$ be a product distribution, and assume that $P_{j}(1)<1 / 2$ for each $j$. Let $x \in \mathbb{Z}_{2}^{n}$. If $j \notin Q$, then $B_{j}(x)=1$. If $j \in Q$, then

$$
B_{j}(x)=\frac{1-(-1)^{\left|x_{Q}\right|} \cdot \Pi(Q \backslash\{j\}, P)}{1+(-1)^{\left|x_{Q}\right|} \cdot \Pi(Q \backslash\{j\}, P)}
$$

Furthermore, in this case we have $B_{j}(x)>1$ if and only if $f(x)=0$.
Proof. For $z \in \mathbb{Z}_{2}^{n}$, define $z^{\prime} \in \mathbb{Z}_{2}^{n-1}$ by deleting the $j$-th bit from $z$. Then $P(z)=P_{j}(z[j]) \cdot P\left(z^{\prime}\right)$, where $P\left(z^{\prime}\right)$ evaluates the distribution on $\mathbb{Z}_{2}^{n-1}$ obtained from $P$ in the obvious way.

If $j \notin Q$, then since bit $j$ does not enter into the calculation of $f$, we view $f$ as a function on $\mathbb{Z}_{2}^{n-1}$, and then $f(x+z)=f\left(x^{\prime}+z^{\prime}\right)$ for all $x, z \in \mathbb{Z}_{2}^{n}$. It follows, for each $a \in \mathbb{Z}_{2}$, that

$$
\sum_{z[j]=a} P(z) \cdot f(z+x)=P_{j}(a) \cdot \sum_{z^{\prime} \in \mathbb{Z}_{2}^{n-1}} P\left(z^{\prime}\right) \cdot f\left(x^{\prime}+z^{\prime}\right)
$$

Equation (2.2) then yields that $B_{j}(x)=1$ in this case.
In the case $j \in Q$, the formula for $B_{j}$ is Theorem 4.1 of [1]. In this case, $B_{j}(x)>1$ if and only if

$$
(-1)^{\left|x_{Q}\right|} \cdot \Pi(Q \backslash\{j\}, P)<0 .
$$

Since each $P_{j}(1)<1 / 2$, this condition is that $\left|x_{Q}\right| \equiv 1 \bmod 2$, in other words, $f(x)=0$.

Proposition 2.6 simply explains, in terms of leverage, how a linear constraint furnishes a check equation on a received vector. Next, we compute $B_{j}(x)$ in the case of a single product predicate when bit position $j$ is not involved in the product, and we will observe this same property. The formula in Proposition 2.7 is a perturbed version of that of Proposition 2.6. When we use these formulas to study decoding, the perturbed version will show an apparent advantage over the leverage in the linear case.

In the following proposition there is a condition that the bit probabilities are "not too large"; this will cause no difficulty in practice.

Proposition 2.7. Let the sets $S \subseteq Q$ define the $n$-bit single product predicate $f$. Let $P$ be a product probability distribution on $\mathbb{Z}_{2}^{n}$. Let $p$ be the maximum of the $P_{j}(1)$, and assume both that $p<1 / 2$ and that $2 p<$ $(1-2 p)^{|S|}$. Let $x \in \mathbb{Z}_{2}^{n}$. If $j \notin Q$, then $B_{j}(x)=1$. For $j \in Q-S$, let

$$
X_{j}(x)=(-1)^{\left|x_{Q}\right|} \cdot \Pi(Q \backslash S \cup\{j\}, P) \cdot\left[\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)\right]
$$

Then

$$
B_{j}(x)=\frac{1 / 2-X_{j}(x)}{1 / 2+X_{j}(x)}
$$

Furthermore, we have $B_{j}(x)>1$ if and only if $f(x)=0$.
Proof. The case $j \notin Q$ proceeds exactly as in the proof of Proposition 2.6. Let $j \in Q-S$, and let $Q^{\prime}=Q-\{j\}$. Let $a \in \mathbb{Z}_{2}$. If $z, x \in \mathbb{Z}_{2}^{n}$ and $z[j]=x[j]=a$, then $f(x+z)=1$ if and only if

$$
\prod_{k \in S}(x[k]+z[k])+\sum_{j \in Q^{\prime}}(x[k]+z[k])=0 .
$$

Let $g$ be the single product predicate arising from this equation. As before, define $z^{\prime}$ by deleting coordinate $j$. Put

$$
C=\sum_{z[j]=a} P(z) \cdot f(x+z)=P_{j}(a) \cdot \sum_{z^{\prime} \in \mathbb{Z}_{2}^{n-1}} P\left(z^{\prime}\right) \cdot g\left(x^{\prime}+z^{\prime}\right)
$$

Proposition 2.4 then gives

$$
\frac{C}{P_{j}(a)}=\frac{1}{2}+(-1)^{\left|x_{Q^{\prime}}\right|} \cdot \Pi\left(Q^{\prime} \backslash S, P\right) \cdot\left[\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)\right]
$$

Since $a=x[j]$, we can replace the exponent $\left|x_{Q^{\prime}}\right|$ by $a+x[j]+\left|x_{Q^{\prime}}\right|$ without changing the value of the expression. Notice that $x[j]+\left|x_{Q^{\prime}}\right| \equiv\left|x_{Q}\right| \bmod$ 2 , and we have that

$$
\begin{equation*}
\frac{C}{P_{j}(a)}=\frac{1}{2}+(-1)^{a} \cdot X_{j}(x) \tag{2.3}
\end{equation*}
$$

We were assuming that $x[j]=a=z[j]$. If $x[j] \neq a=z[j]$, then $f(z+x)=1$ if and only if

$$
\prod_{k \in S}(x[k]+z[k])+\sum_{j \in Q^{\prime}}(x[k]+z[k])=1 .
$$

Let $g$ be the single product predicate arising from the left side of this equation equalling 0 , and then $f(z+x)=1$ if and only if $g\left(z^{\prime}+x^{\prime}\right)=0$. Let

$$
C=\sum_{z[j]=a} P(z) \cdot f(x+z)=P_{j}(a) \cdot \sum_{z^{\prime} \in \mathbb{Z}_{2}^{n-1}} P\left(z^{\prime}\right) \cdot\left(1-g\left(x^{\prime}+z^{\prime}\right)\right)
$$

Dividing by $P_{j}(a)$ and using Proposition 2.5 and Proposition 2.4 yields

$$
\frac{C}{P_{j}(a)}=1-\frac{1}{2}-(-1)^{\left|x_{Q^{\prime}}\right|} \cdot \Pi\left(Q^{\prime} \backslash S, P\right) \cdot\left[\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)\right]
$$

Since $x[j] \neq a$, we can replace the exponent $\left|x_{Q^{\prime}}\right|$ by $a+x[j]+\left|x_{Q^{\prime}}\right|$ at the expense of cancelling the minus sign that precedes this term. We obtain

$$
\frac{C}{P_{j}(a)}=\frac{1}{2}+(-1)^{a} \cdot X_{j}(x)
$$

This is identical to (2.3); in other words, whether $x[j]$ is equal to $a$ or not, equation (2.3) holds. Equation (2.1) now establishes the claimed formula for $B_{j}(x)$.

Continuing the case $j \in Q \backslash S$, we see that $B_{j}(x)>1$ if and only if $X_{j}(x)<0$. Recall the definition of $p$ as the maximum $P_{k}(1)$.

There are two cases to consider. Suppose first that $x_{S}$ is not all 1's; recall the definition of $\Pi_{S}$, and we claim that

$$
\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)>0
$$

Indeed, since there is $k \in S$ such that $x[k]=0$, we estimate

$$
\prod_{x_{S}[k]=0}\left(-P_{k}(1)\right) \leq p \quad \text { and } \quad \prod_{x_{S}[k]=1} P_{k}(0) \leq 1 \quad \text { and } \quad \Pi(S, P) \geq(1-2 p)^{|S|}
$$

By hypothesis, the rightmost term is greater than $2 p$. Thus,

$$
\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)>\frac{1}{2} \cdot 2 p-p=0 .
$$

as claimed. Turning to the $\Pi\left(Q^{\prime} \backslash S, P\right)$ factor in $X$, since $p<1 / 2$, this factor is positive. We conclude that $X_{j}(x)<0$ in this case if and only if $\left|x_{Q}\right| \equiv 1 \bmod 2$. Since $x_{S}$ is not all 1 's, the product term in $f$ is 0 ; since $\left|x_{Q}\right| \equiv 1$, we see that $f(x)=0$.

We have left to consider the case that $x_{S}$ is all 1's. Compute

$$
\begin{equation*}
\frac{1}{2} \cdot \Pi(S, P)-\Pi_{S}(x, P)=\frac{1}{2} \cdot \Pi(S, P)-\prod_{k \in S} P_{k}(0) \tag{2.4}
\end{equation*}
$$

Each factor $1-2 \cdot P_{k}(1)$ in $\Pi(S, P)$ is positive and no greater than the corresponding factor $P_{k}(0)=1-P_{k}(1)$ in the other product. It follows that the expression in (2.4) is negative. Thus, $X_{j}(x)<0$ if and only if $\left|x_{Q}\right| \equiv 0 \bmod 2$. Since $x_{S}$ is all 1's, this is that $f(x)=0$.

The formula for $B_{j}(x)$ in Proposition 2.7 shows that it can be calculated numerically using a number of arithmetic operations proportional to $|Q|$. This is at the same level of complexity as the formula in the linear case in Proposition 2.6.
3. Hub bits. In most coding paradigms, the bias leverage (or some equivalent quantity) at a particular bit position is calculated for the set of constraints that involve that bit. We will say that a bit position is a
$h u b$ if the constraints involving it have no other bit positions in common. Hub bits prevent short cycles from occurring in the dependence graph of a linear system, and so their desirability is fairly obvious. This idea goes back at least as far as [1] and has been used in many other papers.

We write $V(f)$ for the set of bit positions involved in $f: \mathbb{Z}_{2}^{n} \rightarrow \mathbb{R}$ (the set of bit positions in which $f$ is not constant). Then, say for bit position 0 , we have code predicates $f_{j}$ for $1 \leq j \leq r$, such that $0 \in V\left(f_{j}\right)$ but otherwise the distinct $V\left(f_{j}\right)$ are disjoint. Let $n$ be the total number of bit positions in the $V\left(f_{j}\right)$, and, for the moment, we will ignore any other bit positions there are (coming from constraints not involving bit position 0 ). The code predicate for bit position 0 is the product of the $f_{j}$.

For $x \in \mathbb{Z}_{2}^{n}$, we write $x=\left(x[0], x_{1}, \ldots, x_{r}\right)$ where $\left(x[0], x_{j}\right)$ hold the bit positions in $V\left(f_{j}\right)$. We regard $f_{j}$ as a function of $\left(x[0], x_{j}\right)$. Because position 0 is a hub, there is an obvious correspondence between the set of $x \in \mathbb{Z}_{2}^{n}$ and tuples of the type just written.

Bringing in the probability distribution $P$, we write

$$
P(x)=P_{0}(x[1]) \cdot P\left(x_{1}\right) \cdots P\left(x_{r}\right)
$$

where $P\left(x_{j}\right)$ uses the correct probabilities for the bit positions held by $x_{j}$.
Proposition 2.6 and Proposition 2.7 used the convolution formulas in Proposition 2.3 and Proposition 2.4 to calculate the bias leverage for a single constraint equation. The notation we have just established allows us to write a formula for the numerator and denominator of the leverage in the current setting; each of these will be seen to be a product of convolutions of the type considered in Proposition 2.3 and Proposition 2.4, since, if each predicate $f_{j}$ is linear or single product, then the predicate $f_{j}\left(a+x[0], z_{j}+\right.$ $x_{j}$ ), where $a+x[0]$ is given, is either linear, single product, or the negation of one of those types. The proof of the following is obvious from the notation above.

Proposition 3.1. Given the notation above, let $a \in \mathbb{Z}_{2}$ and $x \in \mathbb{Z}_{2}^{n}$. Then

$$
\sum_{z \in \mathbb{Z}_{2}^{n}, z[0]=a} P(z) \cdot \prod_{j=1}^{r} f_{j}(z+x)
$$

is the product of $P_{0}(a)$ and

$$
\prod_{j=1}^{r}\left[\sum_{z_{j}} P\left(z_{j}\right) \cdot f_{j}\left(a+x[0], z_{j}+x_{j}\right)\right]
$$

4. Comparing linear and single product constraints. Using Proposition 3.1, we compared the bias leverage at given hub bit positions for linear constraints to the leverage for single product constraints. Empirical
results are summarized in Table 1. Each line of each table is parameterized by $q$ (the number of bit positions in each linear or single product constraint), $r$ (the number of constraints on the given hub bit), and the weight of the noise vector. The single product predicates had product terms with 2 factors (so $|S|=2$ in the notation used above). In each line of the table, we randomly chose 1000 pairs (code vector, noise vector); each vector has $(q-1) \cdot r+1$ bit positions, of which $(q-2) \cdot r+1$ are free and determine $r$ pivot bits. We set $P_{j}(1)=0.01$ uniformly for the sake of experiment. Of course, this models the binary symmetric channel; the particular choice of $P_{j}(1)$ does not seem to matter much.

TAble 1 Bias leverage.

| q,r,weight | Non-lin\% | Lin. $\%$ | Ave.non-lin. $B$ | Ave.lin. $B$ |
| :---: | :---: | :---: | :---: | :---: |
| $6,3,0$ | 1.00 | 1.00 | $1.7 \mathrm{e}+04$ | $7.8 \mathrm{e}+03$ |
| $6,3,1$ | 1.00 | 1.00 | $1.7 \mathrm{e}+04$ | $7.8 \mathrm{e}+03$ |
| $10,5,1$ | 1.00 | 1.00 | $3.0 \mathrm{e}+05$ | $1.6 \mathrm{e}+05$ |
| $6,3,2$ | 1.00 | 1.00 | $3.5 \mathrm{e}+03$ | $2.0 \mathrm{e}+01$ |
| $10,5,2$ | 1.00 | 1.00 | $4.5 \mathrm{e}+04$ | $1.3 \mathrm{e}+03$ |
| $6,3,2$ | 0.56 | 0.29 | $3.7 \mathrm{e}+03$ | $2.3 \mathrm{e}+03$ |
| $10,5,2$ | 1.00 | 1.00 | $4.4 \mathrm{e}+04$ | $2.6 \mathrm{e}+04$ |
| $14,7,2$ | 1.00 | 1.00 | $3.3 \mathrm{e}+05$ | $2.0 \mathrm{e}+05$ |
| $6,3,3$ | 0.55 | 0.29 | $3.7 \mathrm{e}+03$ | $2.2 \mathrm{e}+03$ |
| $10,5,3$ | 1.00 | 1.00 | $4.5 \mathrm{e}+04$ | $2.8 \mathrm{e}+04$ |
| $14,7,3$ | 1.00 | 1.00 | $3.2 \mathrm{e}+05$ | $1.9 \mathrm{e}+05$ |
| $6,3,3$ | 0.61 | 0.75 | $2.2 \mathrm{e}+03$ | $1.5 \mathrm{e}+01$ |
| $10,5,3$ | 0.63 | 0.49 | $1.6 \mathrm{e}+04$ | $6.5 \mathrm{e}+02$ |
| $14,7,3$ | 1.00 | 1.00 | $7.3 \mathrm{e}+04$ | $1.0 \mathrm{e}+04$ |
| $6,3,4$ | 0.55 | 0.72 | $2.1 \mathrm{e}+03$ | $1.4 \mathrm{e}+01$ |
| $10,5,4$ | 0.65 | 0.51 | $2.2 \mathrm{e}+04$ | $6.8 \mathrm{e}+02$ |
| $14,7,4$ | 1.00 | 1.00 | $8.9 \mathrm{e}+04$ | $9.6 \mathrm{e}+03$ |

When $z[j]=1$, larger values of $B_{j}(x)$ are good, since they increase the (estimated) probability that we will conclude from the received vector that $z[j]=1$. When $z[j]=0$, we want small values of $B_{j}(x)$ to decrease the same estimated probability. In order to avoid distinguishing these two cases, we recorded the reciprocal of $B_{j}(x)$ in the case $z[j]=0$. Thus, the larger value is the "winner" in each case, and in every case the single product predicates win. We also recorded the percentage of code, noise pairs for which the bias leverage correctly estimates whether $z[j]=1$. (If $z[j]$ is, in fact 1 , then the bias leverage should be greater than 1 ; if $z[j]$ is 0 , it should be less than 1.) In all lines of the table except for one, the leverage for the single product predicates estimate $z[j]$ correctly at least as
often as do the linear predicates.
We also compared the two types of predicates more directly in terms of decoding characteristics. We considered a standard decoding algorithm which flips bits in an input (received) vector according to "votes" by the constraints that estimate the likelihood of noise in those bits. We imagine a set $F$ of code predicate constraints. Recall the notation $V(f)$ for the set of bit positions in which the function $f$ is not constant.

Algorithm: Given the input $n$-bit vector $x$, produce the output $n$ bit vector $x^{\prime}$, as follows. For each $k$ with $1 \leq k \leq n$, if it is the case that the bias leverage is greater than 1 for every code predicate $f \in F$ such that $k \in V(f)$, then set $x^{\prime}[k]=1-x[k]$; otherwise, set $x^{\prime}[k]=x[k]$.

A simple decoder may be obtained by iterating the Algorithm, stopping when the output vector is a code vector or when a failed state occurs at a maximum number of iterations.

One way to estimate the performance of this algorithm is to compute the expected change in the weight of the noise vector. Going back to the transmitted vector $y$ and the noise vector $z$, we have received vector $x=y+z(\bmod 2)$. If input $x$ to the Algorithm produces output $x^{\prime}$, set $z^{\prime}=y+x^{\prime}$, and we can regard $z^{\prime}$ as the updated noise vector, the Algorithm as replacing $(x, z)$ by $\left(x^{\prime}, z^{\prime}\right)$. (Of course, $z$ and $z^{\prime}$ are not observed.) The change in the weight of the noise vector is $|z|-\left|z^{\prime}\right|$; if this quantity is negative, then the weight of $z^{\prime}$ is less than that of $z$, and $x^{\prime}$ is a more accurate approximation to the transmitted vector $y$. The expected change in weight may be computed over the set of pairs $(x, z)$ of received and noise vectors, whose probability distribution comes about from the probability distribution $P$ of the noise, along with the assumption that each code vector is equally likely.

We will approximate the expected change by limiting, as we did in tabulating the bias leverage, to a set of predicates involved in the decision whether to flip some particular hub bit position - say position 0 . Invoking the notation used before, let $f_{j}$ with $1 \leq j \leq r$ be the code predicates with $0 \in V\left(f_{j}\right)$. For a received vector $x$, only $\left(x[0], x_{j}\right)$ is necessary to compute $f_{j}\left(x[0], x_{j}\right)$ or to compute the bias leverage for this function. Let $g_{j}\left(x[0], x_{j}\right)$ be the predicate that tells whether the bias leverage toward bit position 0 and involving $f_{j}$ is greater than 1. Proposition 2.6 and Proposition 2.7 show that the predicate $g_{j}\left(x[0], x_{j}\right)$, as a function of $x_{j}$, is linear, single product, or the negation of one of those types.

Suppose there are $K$ vectors $\left(y[0], y_{1}, \ldots, y_{r}\right)$ such that $f_{j}\left(y[0], y_{j}\right)=1$ for all $1 \leq j \leq r$. If $P$ is the distribution of the noise, as usual, then the (received, noise) pair $x, z$ has probability

$$
\frac{1}{K} \cdot P(z) \cdot \prod_{j=1}^{r} f_{j}(x+z)=\frac{1}{K} \cdot P(z[0]) \cdot \prod_{j=1}^{r}\left[P\left(z_{j}\right) \cdot f_{j}\left(x[0]+z[0], x_{j}+z_{j}\right)\right]
$$

For a given $x$, the event that the Algorithm flips bit 0 is that $g_{j}\left(x[0], x_{j}\right)$ is equal to 1 for all $1 \leq j \leq r$. Under these circumstances, if $z[0]=1$, then the pair $(x, z)$ contributes a -1 to the change in the noise weight (bit 0 is correctly flipped by the Algorithm); whereas, if $z[0]=0$, then the pair contributes $\mathrm{a}+1$ to the change in noise weight (bit 0 is incorrectly flipped). In both cases the contribution is $(-1)^{z[0]}$. Thus, the expected change $\mu_{0}$ in bit 0 is

$$
\sum_{x, z}(-1)^{z[0]} \cdot \frac{1}{K} \cdot P_{0}(z[0]) \cdot \prod_{j=1}^{r}\left[P\left(z_{j}\right) \cdot f_{j}\left(x[0]+z[0], x_{j}+z_{j}\right) \cdot g_{j}\left(x[0], x_{j}\right)\right]
$$

and if, for $a, b \in \mathbb{Z}_{2}$, we write

$$
C(a, b)=\prod_{j=1}^{r}\left[\sum_{z_{j}, x_{j}} P\left(z_{j}\right) \cdot f_{j}\left(a+b, z_{j}+x_{j}\right) \cdot g_{j}\left(b, x_{j}\right)\right]
$$

then we have

$$
\mu_{0}=\sum_{a, b \in \mathbb{Z}_{2}}(-1)^{a} \cdot \frac{1}{K} \cdot P_{0}(a) \cdot C(a, b)
$$

The factor $C(a, b)$ is the product of convolutions at the zero vector. If the code constraints are linear or single product, then, as we have remarked above, $f_{j}\left(a+b, z_{j}+x_{j}\right)$ as a function of $z_{j}+x_{j}$ is linear, single product, or the negation of one of these. Then Proposition 2.6 and Proposition 2.7 show that the predicate $g_{j}\left(b, x_{j}\right)$ as a function of $x_{j}$ is of the same type. We know the fourier coefficients of these functions and of the distribution $P$, and this shows that $\mu_{0}$ can be calculated efficiently.

We have graphed $\mu_{0}$, under the set of assumptions we used in constructing the tables of leverages. Bit 0 is a hub bit, involved in $r$ predicates, each of which involves position 0 and the same number $q-1$ of other positions. Single product predicates always had two factors. We compared three different cases.

- Case 1. Pure linear. Each predicate is linear.
- Case 2. Linear part of single product. Each predicate is a single product predicate; position 0 is not in the product part of any of these predicates.
- Case 3. One product ignored. Each predicate is a single product predicate; position 0 is in the product part of at most one of these predicates, in which case this predicate is ignored in the voting part of the Algorithm.
We have graphed $\mu_{0}$ as a function of $P_{0}(1)$ (the crossover probability) in these cases, for various choices of $q, r$. The definition of $\mu_{0}$ shows that the more negative it is, the better. Cases 2 and 3 , involving single product predicates, frequently post values of $\mu_{0}$ less than that for Case 1 , giving at
least preliminary evidence that single product predicates may be capable of providing improved decoding. The $\mu_{0}$ curve for Case 1 is a solid line, Case 2 a dotted line, Case 3 a dashed line. The units on the vertical axis are multiples of $K$ (the number of code vectors).
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In all cases, Case 2 is no worse than Case 1 , showing that code modification does not hinder decoding at bit positions not involved in the product terms used. Notice that the same crossover interval is considered in the second and third graphs, with differing $q, r$.

We have also performed random sampling to estimate the standard deviation of $\mu_{0}$ in each case; apparently the deviations in Cases 2 and 3 are less than the deviations for strictly linear codes. This did not seem telling one way or the other.
5. Implementation experiments. Here is an explicit implementation of the foregoing ideas.

We ran computer tests on modified codes along with the linear code which, in each case, was used to construct the modified version. Our linear codes were constructed by a variation of the techniques discussed in [2]; to construct an $m \times n$ parity check matrix, we utilize parameters $q, r, s$ where $q$ is the number of bit positions in each linear constraint, $r$ is the number of constraints involving each given bit position. If we count the number of ones in the matrix, we see that $m \cdot q=n \cdot r$. We want the rank of the
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matrix to be $m$, and the code rate will then be $(n-m) / m=(q-r) / r$. The parameter $s$ is the number of terms used in each product term of each single product predicate.

We formed random, square invertible blocks, making sure that each column of each block contained $r$ ones and each row less than $q$ ones. We placed the blocks in diagonal fashion in the parity check matrix. Suppose that a row of some particular block had $t$ ones; then we chose $q-t$ random ones from among the variables not involved in any of the diagonal blocks to complete that row, in such a way that each column ends up with $r$ ones. This construction is unsuccessful about half the time; when it succeeds, it constructs a regular Gallager code.

The columns in the diagonal blocks furnish the pivots of the resulting matrix. For each row, if we could choose $s$ non-pivot columns having a one in that row, then those variables were used to form a product term in the modified code. Some equations, therefore, were not modified, and this suited our purposes as well, since we did not want to perturb the linear code over much. In this construction, the information vectors and block length are the same for both the linear and modified code, although the actual code vectors differ.

In testing the codes, because the modified code is non-linear, one cannot assume transmission of the zero vector; for each test, we chose between
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100 and 1000 pairs (information vector, noise vector). Each information vector produced a linear code vector and a modified code vector. The noise vector, whose length was equal to the block length, was then added.

We employed two familiar decoding schemes: an iterated version of the Algorithm and iterative re-estimation of the biases. The block lengths used were 200,400 , and 800 . In the first decoding paradigm, in each loop we flipped those bits involved in a maximal number of equations having bias leverage greater than 1 . With crossovers between 0.001 and 0.01 , the linear and modified codes performed comparably. The standard deviation of the noise weight change per iteration was often but not always smaller for the modified codes, indicating slightly more reliability. With crossover increased above 0.02 , the modified codes began to degrade, decoding roughly $85 \%$ of the test vectors, while the linear codes still decoded over $95 \%$ of the test vectors.

In the second decoding paradigm, the modified codes usually achieved quicker convergence of estimated probabilities at each bit to 1 or 0 . We would like to run tests on larger block sizes, but our experiments suggest that modification of linear constraints to mildly non-linear constraints might lead to improved decoding. We chose a very particular kind of mildly non-linear constraint, and we wonder about optimal choices under more specialized hypotheses about the noise.

## APPENDIX

Proof of Proposition 2.4. Taking the hypothesis and notation of that result, define $V$ to be the set of all $w: S \rightarrow \mathbb{Z}_{2}$. Write

$$
C=\sum_{z \in \mathbb{Z}_{2}^{n}} P(z) \cdot f(z+x)
$$

Let $s=|S|$. We use the fourier coefficients of $P$, given in Proposition 2.2, writing $h_{j}=1-2 \cdot P_{j}(1)$, and the coefficients of $f$, given in Proposition 2.1, to compute

$$
\begin{aligned}
C= & 2^{n} \cdot \sum_{v} P_{v} \cdot f_{v} \cdot(-1)^{v \cdot x} \\
= & \sum_{v} \prod_{v[j]=1} h_{j} \cdot f_{v} \\
= & \frac{1}{2}+\sum_{w \in V} \Pi(Q \backslash S, P) \cdot \prod_{w[j]=1} h_{j} \cdot \frac{1}{2^{s}} \cdot(-1)^{s-1+|w|} \cdot(-1)^{\bar{w} \cdot x} \\
& \quad+\Pi(Q, P) \cdot \frac{1}{2} \cdot(-1)^{\bar{u} \cdot x}
\end{aligned}
$$

The sum over $V$ can be evaluated by parameterizing $V$ in the following way. For $w \in V$, let $a$ hold the bits of $w[j]$ with $x_{S}[j]=1$ and $b$ hold the bits of $w[j]$ with $x_{S}[j]=0$. Thus, $w$ corresponds to the pair $(a, b)$. Let $x^{\prime}$ hold the bits $x[j]$ with $j \in Q \backslash S$. Then $|w|=|a|+|b|$ and $\bar{w} \cdot x \equiv|a|+\left|x^{\prime}\right|$. We write the sum over $V$, collecting the $a$-factors and $b$-factors, thus.

$$
\begin{aligned}
C=\frac{1}{2}+\sum_{a, b} \Pi & (Q \backslash S, P) \cdot \frac{1}{2^{s}} \cdot(-1)^{s-1+\left|x^{\prime}\right|} \cdot \prod_{a[j]=1} h_{j} \cdot \prod_{b[j]=1} h_{j} \cdot(-1)^{|b|} \\
& +\Pi(Q, P) \cdot \frac{1}{2} \cdot(-1)^{\overline{\mathrm{u}} \cdot x}
\end{aligned}
$$

Since $a, b$ run over sets of functions into $\mathbb{Z}_{2}$, the sums over these variables can be reversed with the product terms.

$$
\begin{gathered}
C=\frac{1}{2}+\Pi(Q \backslash S, P) \cdot \frac{1}{2^{s}} \cdot(-1)^{s-1+\left|x^{\prime}\right|} \cdot \prod_{x_{s}[j]=1}\left(1+h_{j}\right) \cdot \prod_{x_{s}[j]=0}\left(1-h_{j}\right) \\
+\Pi(Q, P) \cdot \frac{1}{2} \cdot(-1)^{\bar{u} \cdot x}
\end{gathered}
$$

We have $1+h_{j}=2\left(1-P_{j}(1)\right)=2 P_{j}(0)$, and $1-h_{j}=2 P_{j}(1)$. There are $s$ factors of 2 involved in all the $h_{j}$-factors. Thus,

$$
\begin{gathered}
C=\frac{1}{2}+\Pi(Q \backslash S, P) \cdot \frac{1}{2^{s}} \cdot(-1)^{s-1+\left|x^{\prime}\right|} \cdot 2^{s} \cdot \prod_{x_{s}[j]=1}\left(1-P_{j}(1)\right) \cdot \prod_{x_{s}[j]=0} P_{j}(1) \\
+\Pi(Q, P) \cdot \frac{1}{2} \cdot(-1)^{\bar{u} \cdot x}
\end{gathered}
$$

We have $\bar{u} \cdot x \equiv\left|x_{Q}\right| \bmod 2$. We write $1-P_{j}(1)$ as $P_{j}(0)$, we cancel the $2^{s}$ terms, and we replace each $P_{j}(1)$ factor, where $x_{S}[j]=0$, by $-P_{j}(1)$. This amounts to multiplication of the product by $(-1)^{s-\left|x_{s}\right|}$. We insert this factor next to the factor $(-1)^{s-1+\left|x^{\prime}\right|}$. The result of this latter insertion is to change $(-1)^{s-1+\left|x^{\prime}\right|}$ into $(-1)^{1+\left|x_{Q}\right|}$.

$$
\begin{aligned}
C= & \frac{1}{2}+\Pi(Q \backslash S, P) \cdot(-1)^{1+\left|x_{Q}\right|} \cdot \prod_{x_{S}[j]=1} P_{j}(0) \cdot \prod_{x_{S}[j]=0}\left(-P_{j}(1)\right) \\
& +\Pi(Q, P) \cdot \frac{1}{2} \cdot(-1)^{\left|x_{Q}\right|} \\
= & \frac{1}{2}+\Pi(Q \backslash S, P) \cdot(-1)^{\left|x_{Q}\right|} \cdot\left[\frac{1}{2} \Pi(S, P)-\prod_{x_{S}[j]=1} P_{j}(0) \cdot \prod_{x_{S}[j]=0}\left(-P_{j}(1)\right)\right] .
\end{aligned}
$$

as claimed.
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#### Abstract

A capacity-achieving sequence of degree distributions for the erasure channel is, roughly speaking, a sequence of degree distributions such that graphs sampled uniformly at random satisfying those degree constraints lead to codes that perform arbitrarily close to the capacity of the erasure channel when decoded with a simple erasure decoder described in the paper. We will prove a necessary property called flatness for a sequence of degree distributions to be capacity-achieving, and will comment on possible applications to the design of capacity-achieving sequences on other communication channels.
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1. Introduction. Low-density parity-check codes, discovered in the early 1960's by Gallager [2] have received a lot of attention lately. Advances in the theory of graphs, and connections to other fields like theoretical computer science have made it possible to rigorously analyze Gallager's original ideas, and to improve them in several directions [4-9, 11, 12].

In this paper, we will mostly focus on codes for the erasure channel. The Internet is perhaps the most appealing example of such a channel. When data is sent over the Internet, it is divided into packets. Each packet has an identifier which uniquely describes the entity it comes from and its location within that entity. Packets are then routed through the network from a sender to a recipient. Often, some packets do not arrive at their destination; in certain protocols like the TCP/IP the recipient requests in this case a retransmission of those packets, upon which the sender initiates the retransmission. These steps are iterated several times until the receiver has obtained the complete data. This protocol is excellent in certain cases, but is very poor in scenarios in which feedback channels do not exist (satellite links), or when one sender has to serve a large number of recipients (multicast).

Based on this motivation, the authors introduce in [6] a simple erasure recovery algorithm for low-density parity-check codes and derive a condition for that algorithm to finish successfully. Low-density parity-check codes are constructed from sparse bipartite graphs, and their combinatorial behavior is intricately related to that of the underlying graph. From a practical point of view, it is very appealing that the codes come with an efficient decoder. To make the decoder work well on the induced code, however, one has to design the graph in the right way. The situation is thus opposite to traditional coding, in which the codes are known and one wants to find efficient algorithms for them.

[^20]A priori, it would seem like an almost impossible task to analyze the behavior of decoding algorithms on a graph, let alone designing the graph in such a way that the algorithm performs well. One of the main and surprising results of [6] was that the only parameter that decides on the success of the algorithm is the distribution of nodes of various degrees on both sides of the graph. More precisely, the paper shows that, given a fixed distribution on the nodes of the graph, there is a threshold value $p$ such that if the graph is sampled uniformly at random from the ensemble of graphs with that distribution, then the erasure recovery algorithm can recover from any fraction of erasures less than $p$, and will fail if the fraction of erasures is larger than $p$. The exact description of the conditions will be provided later in Section 2.3.

The question that arises is whether it is possible to create degree sequences such that the corresponding codes approach the capacity of the erasure channel when decoded by the simple erasure decoder. This question is answered in the affirmative in [6] by exhibiting such a sequence of capacity-achieving degree distributions. Meanwhile, there is a second such sequence [10], but these two sequences remain the only ones known. These sequences share certain properties, and we will prove later in Section 3 that this is no coincidence. We will prove an analytic condition, called the flatness condition which any capacity-achieving sequences of degree distributions have to satisfy. We hope that this condition will help to design methods for constructing capacity-achieving sequences for other types of channels, like the Binary Symmetric or the AWGN Channel. Thoughts about possible directions and some open problems are presented in the final section of the paper.

## 2. Low-density parity-check codes.

2.1. Code construction. In the following we will assume that the code-alphabet $A$ is the binary field $\mathbb{F}_{2}$. Let $G$ be a bipartite graph between $n$ nodes on the right called message nodes and $r$ nodes on the right called constraint (or check) nodes. The graph gives rise to a code in two different ways, see Figure 1: in the first version (which is Gallager's original version), the coordinates of a codeword are indexed by the message nodes $1, \ldots, n$ of $G$. A vector ( $x_{1}, \ldots, x_{n}$ ) is a valid codeword if and only if for each constraint node the sum (over $\mathbb{F}_{2}$ ) of the values of its adjacent message nodes is zero. Since each constraint node imposes one linear condition on the $x_{i}$, the rate of the code is at least $(n-r) / n$.

In the second version, the message nodes are indexed by the original message. The constraint nodes contain the redundant information: the value of each such node is equal to the sum (over $\mathbb{F}_{2}$ ) of the values of its adjacent message nodes. The block-length of this code is $n+r$, and its rate is $n /(n+r)$.

These two versions look quite similar, but differ fundamentally from a computational point of view. The encoding time of the second version is


Fig. 1. The two versions of low-density parity-check codes: (a) Original version, and (b) dual version.
proportional to the number of edges in the graph $G$, while it is not clear how to encode the first version without solving systems of linear equations. (This needs to be done once for the graph; each encoding afterwards corresponds to a matrix/vector multiplication.) If the graph is sparse, the encoding time for the second version is essentially linear in the block-length, while that of the first version is essentially quadratic (after a pre-processing step).

While the second version is advantageous for the encoding, the first version is more suited to decoding. I don't want to go into further details on this issue, and will in the following only consider Gallager's original version of low-density parity-check codes. Readers are invited to consult [12, 6] to learn more about the second version.
2.2. Decoding on the erasure channel. It is not hard to see [1] that a linear code of minimum distance $d$ is capable of correcting any pattern of $d-1$ or less erasures. The algorithm is rather straight-forward, and uses a multiplication of a matrix of size $(n-k) \times(n-d+1)$ with a vector of length $n-d+1$, followed by solving a quadratic system of equations of size $d-1$, where $k$ is the dimension of the code. Further, Elias showed that random linear codes achieve capacity of the erasure channel with high probability. In typical applications that we have in mind, the running time of the recovery algorithm is majorized by the time $O\left(d^{3}\right)$ to solve the system of linear equations, and this is far too slow considering that typical values of $d$ are in the 100,000 's.

In contrast, the decoder that we use for the low-density parity-check codes is extremely fast and simple. It maintains a register for each of the message and constraint nodes. All of these registers are initially set to zero. In the first round of the decoding, the value of each received message
node is added to the values of all of its adjacent constraint nodes, and then the message nodes and all the edges emanating from it are deleted. Once this direct recovery step is complete, the second substitution recovery phase kicks in. Here, one looks for a constraint node of degree one. Note that since the value of a constraint node in an intact codeword should be zero, a constraint node of degree one contains the value of its unique adjacent message node. This value is copied into the corresponding message node, that value is added to those of all its adjacent constraint nodes, and the message node together with all edges emanating from it are deleted from the graph. If there are no nodes left, or if there are no constraint nodes of degree one left, then the decoder stops. Note that the decoding time is proportional to the number of edges in the graph. If the graph is sparse, i.e., if the number of edges is linear in the number of nodes, then the decoder is linear time (at least on a RAM with unit cost measure). An example of a complete decoding is given in Figure 2.


Fig. 2. An example of complete decoding.
The hope is that there is always enough supply of degree one constraint nodes so that the decoder finishes successfully. Whether or not this is the case depends on the original fraction of erasures and on the graph. Surprisingly, however, the only important parameter of the underlying graph is the distribution of nodes of various degrees. This analysis is the topic of the next section.
2.3. The analysis. To describe the conditions for successful decoding concisely, we need one further piece of notation. We call an edge in the graph $G$ of left (right) degree $i$ if it is connected to a message (constraint) node of degree $i$. Let $\lambda_{i}$ and $\rho_{i}$ denote the fraction of edges of left degree $i$
and right degree $i$, respectively. Further, we define the generating functions $\lambda(x)=\sum_{i} \lambda_{i} x^{i-1}$ and $\rho(x)=\sum_{i} \rho_{i} x^{i-1}$. The rather peculiar look of the exponent of $x$ in these polynomials is an artifact of the particular message passage decoding that we are using. This is best explained by the analysis itself, which I will now describe in an informal way.

Let $e$ be an edge between the message node $m$ and the constraint node c. What is the probability that this edge is deleted at the $\ell$ th round of the algorithm? This is the probability that the check node $c$ is of degree one at the $\ell$ th round, and, equivalently, it is the probability that the message node $m$ is corrected at that round. To compute this probability, we unroll the graph in the neighborhood of the node $m$ and consider the subgraph obtained by the neighborhood of depth $\ell$ of $m$. This is the subgraph of all the nodes in the graph except those that are connected to $m$ via the edge $e$, for which there is a path of length at most $2 \ell$ connecting them to $m$. In the following we will assume that this graph is a tree. Suppose that the graph is sampled uniformly at random from the set of graphs which have an edge distribution according to the polynomials $\lambda(x)$ and $\rho(x)$. Let $p_{\ell}$ denote the probability that $m$ is not corrected at round $\ell$. Further, let $\delta$ denote the original fraction of erasures. Then, obviously $p_{0}=\delta$. Further, because we have assumed that the neighborhood of $m$ is a tree, at each level $\ell$ of the tree the message nodes are still erased with independent probability $p_{\ell}$. (We assume that only the message nodes contribute to levels in the tree, so that the message nodes forming the leaves are at level 0 and the root $m$ is at level $\ell$.) From this, we can establish a recursion for $p_{\ell}$. A message node at level $\ell+1$ is not corrected if and only if it has not been received directly, and all the constraint nodes it is connected to have degree larger than 1. A constraint node has degree one if and only if all its descending message nodes at level $\ell$ have already been corrected. This happens with independent probability $1-p_{\ell}$, and since the message node has $j$ edges emanating from it with probability $\rho_{j}$, and $j-1$ of them are descending message nodes in the tree, the probability that such a check node is of degree one is $\rho\left(1-p_{\ell}\right)$. Hence, the probability that a message node at level $\ell+1$ is connected only to descending constraint nodes of degree larger than 1 is $\lambda\left(1-\rho\left(1-p_{\ell}\right)\right)$. That node is thus not corrected with probability $\delta \lambda\left(1-\rho\left(1-p_{\ell}\right)\right)$, where the factor $\delta$ explains the probability that the node has not been received directly. Hence, this gives $p_{\ell+1}=\delta \lambda\left(1-\rho\left(1-p_{\ell}\right)\right)$. Altogether, we obtain the condition

$$
\begin{equation*}
\delta \lambda\left(1-\rho\left(1-p_{\ell}\right)\right)<p_{\ell} \tag{2.1}
\end{equation*}
$$

for successful decoding. More precisely, this says that if neighborhoods of depth $\ell$ of message nodes are trees, and if $\delta \lambda(1-\rho(1-x))<(1-\epsilon) x$ for $x \in$ $(0, \delta)$ and some $\epsilon>0$, then after $\ell$ rounds of the algorithm the probability that a message node has not been corrected is at most $(1-\epsilon)^{\ell} \delta$. For large random graphs the probability that the neighborhood of a message node is not a tree is small, and the argument shows that the decoding algorithm
reduces the probability of undecoded message node below any constant. To show that the process finishes successfully, one needs expansion [6].

The above informal discussion can be made completely rigorous using proper martingale arguments [4, 9]. Summarizing, the condition for successful decoding after a $\delta$-fraction of erasures is

$$
\begin{equation*}
\delta \lambda(1-\rho(1-x))<x \quad \text { for } \quad x \in(0, \delta) \tag{2.2}
\end{equation*}
$$

It is easy to see that this condition is equivalent to

$$
\begin{equation*}
\rho(1-\delta \lambda(1-x))<x \quad x \in(0,1) \tag{2.3}
\end{equation*}
$$

To see this, first note that $\lambda(x)$ is invertible as a function on the interval $(0,1)$, since it is a convex linear combination of monotonically increasing functions. Hence, (2.2) is equivalent to

$$
\rho(1-x) \geq 1-\lambda^{-1}\left(\frac{x}{\delta}\right)
$$

Now, set $x=\delta \lambda(1-u)$, where now $u \in(0,1)$.
2.4. Capacity-achieving sequences. The condition (2.2) is very handy if one wants to analyse the performance of random graphs with a given degree distribution. For instance, it turns out that the performance of regular graphs deteriorates as the degree of the message nodes increases [6]. In fact, the best performance is obtained if all message nodes have degree three. On the other hand, this condition does not give a clue on how to design good degree distributions $\lambda$ and $\rho$. Our aim is to construct sequences that asymptotically achieve the capacity of the erasure channel. In other words, we want $\delta$ in (2.2) to be arbitrarily close to $1-R$, where $R$ is the rate of the code. To make this definition more rigorous, we call a sequence $\left(\lambda_{n}, \rho_{n}\right)_{n \geq 0}$ capacity-achieving of rate $R$ if for all $\delta<1-R$ there exists $n_{0} \in \mathbb{N}$ such that for all $n \geq n_{0}$ we have

$$
\begin{equation*}
\rho_{n}\left(1-\delta \lambda_{n}(1-x)\right)>x \quad \forall x \in(0,1) \tag{2.4}
\end{equation*}
$$

Note that any $\delta$ satisfying the inequality above can be at most $1-R$. This follows either from the fact that, information theoretically, no recovery is possible if the fraction of erasures is larger than $1-R$. Equivalently, one can prove this by elementary integration [10].

It is surprising that such sequences do really exist. The first such sequence was discovered in [6]. To describe it, we first need to mention that, given $\lambda$ and $\rho$, the average left and right degree of the graph is $1 / \sum_{i} \lambda_{i} / i$ and $1 / \sum_{i} \rho_{i} / i$, respectively. These quantities can be conveniently expressed as $1 / \int_{0}^{1} \lambda(x) \mathrm{d} x$ and $1 / \int_{0}^{1} \rho(x) \mathrm{d} x$. As a result, the rate of the code is at least $1-\int_{0}^{1} \rho(x) \mathrm{d} x / \int_{0}^{1} \lambda(x) \mathrm{d} x$. It is a nice exercise to deduce from the equation (2.2) alone that $\delta$ is always less than or equal to $1-R$, i.e., less than or equal to $\int_{0}^{1} \rho(x) \mathrm{d} x / \int_{0}^{1} \lambda(x) \mathrm{d} x$.

Fix a parameter $D$ and let $\lambda_{D}(x):=\frac{1}{H(D)} \sum_{i=1}^{D} x^{i} / i$, where $H(D)$ is the harmonic sum $\sum_{i=1}^{D} 1 / i$. Let $\rho_{D}(x):=\mathrm{e}^{\mu(x-1)}$, where $\mu$ is the unique solution to the equation

$$
\frac{1}{\mu}\left(1-\mathrm{e}^{-\mu}\right)=\frac{1-R}{H(D)}\left(1-\frac{1}{D+1}\right) .
$$

Since $\int_{0}^{1} \lambda_{D}(x) \mathrm{d} x=\frac{1}{H(D)}(1-1 /(D+1))$ and $\int_{0}^{1} \rho_{D}(x)=\left(1-\mathrm{e}^{-\mu}\right) / \mu$, the sequence $\left(\lambda_{D}(x), \rho_{D}(x)\right)_{D \geq 1}$ gives rise to codes of rate at least $R$. Further, we have

$$
\begin{aligned}
\delta \lambda_{D}\left(1-\rho_{D}(1-x)\right) & =\delta \lambda_{D}\left(1-\mathrm{e}^{-\mu x}\right) \\
& \leq \frac{-\delta}{H(D)} \ln \left(\mathrm{e}^{-\mu x}\right) \\
& =\frac{\delta \mu x}{H(D)}
\end{aligned}
$$

Hence, successful decoding is possible if the fraction of erasures is no more than $H(D) / \mu$. Note that this quantity equals $(1-R)(1-1 /(D+1)) /(1-$ $\left.\mathrm{e}^{-\mu}\right)$, and that this quantity is larger than $(1-R)(1-1 / D)$. Hence, we have that

$$
(1-R)(1-1 / D) \lambda_{D}\left(1-\rho_{D}(1-x)\right)<x \text { for } x \in(0,(1-R)(1-1 / D)) .
$$

This shows that the sequence is indeed capacity-achieving. We have named these sequences the Heavy-Tail/Poisson sequences, or, more commercially oriented, Tornado codes.

In the meantime, I have obtained yet another capacity-achieving sequence whose left side is closely related to the power series expansion of $(1-x)^{1 / D}$, and which is right-regular, i.e., all nodes on the right have the same degree [10]. More precisely, the new sequence is defined as follows. For integers $a \geq 2$ and $n \geq 2$ let

$$
\rho_{a}(x):=x^{a-1}, \quad \lambda_{a, n}(x):=\frac{\sum_{k=1}^{n-1}\binom{\alpha}{k}(-1)^{k+1} x^{k}}{1-n\binom{\alpha}{n}(-1)^{n+1}},
$$

where $\alpha:=1 /(a-1)$. For the correct choice of the parameter $n$ and other properties of these sequences we refer the reader to [10].

I would like to close this section with a few comments on the tradeoff between proximity to the channel capacity and the running time of the decoder. For the Heavy-Tail/Poisson sequence the average degree of a message node was less than $H(D)$, and it could tolerate up to $(1-R)(1-$ $1 / D)$ fraction of erasures. Hence, to get close to within $1-\epsilon$ of the capacity $1-R$, we needed codes of average degree $O(\log (1 / \epsilon))$. This is shown to be essentially optimal in [10]. In other words, to get within $1-\epsilon$ of the channel capacity, we need graphs of average degree $\Omega(\log (1 / \epsilon))$. The same relation also holds for the right-regular sequences. Hence, these codes are essentially optimal for our simple decoders.
3. Flatness. The capacity-achieving sequences of the previous section share an interesting property: As $n$ goes to infinity, the function $\delta_{n} \lambda_{n}(1-$ $\left.\rho_{n}(1-x)\right)-x$ and all its derivatives converge uniformly to zero on the interval $[0,1]$, where $\delta_{n}$ is the supremum over all $\delta$ such that $\delta \lambda_{n}\left(1-\rho_{n}(1-\right.$ $x)) \leq x$ on $[0,1]$. This can be verified by looking at the Taylor expansion of this function, and we leave it as an exercise to the reader. In terms of the decoding process, this means that as $n$ grows large, the decoding process converges more slowly. In this section, we are going to prove that any capacity-achieving sequence will necessarily have this property, which we call flatness.

We will need several preliminary results before being able to prove the flatness condition. The following result gives equivalent formulations for a sequence of degree distributions to be capacity-achieving.

Lemma 3.1. Let $\left(\lambda_{n}(x), \rho_{n}(x)\right)$ be a sequence of degree distributions of rate $R$. The following statements are equivalent:
(a) The sequence is capacity-achieving.
(b) The sequence ( $\delta_{n}$ ) converges towards $1-R$ as $n$ goes to infinity, where $\delta_{n}$ is the supremum over all $\delta$ for which (2.2) is satisfied.
(c) The sequence ( $\delta_{n}$ ) converges towards $1-R$ as $n$ goes to infinity, where $\delta_{n}$ is the supremum over all $\delta$ for which the following holds:

$$
\begin{equation*}
\delta \lambda_{n}(x)<1-\rho_{n}^{-1}(1-x) \quad \text { for } x \in(0,1) \tag{3.1}
\end{equation*}
$$

(d) For any fixed $\xi<1$, any $\varepsilon>0$ and any $\tau>0$ there is an $n_{0}$ such that for all $n \geq n_{0}$ and all $x \in(0, \xi]$ we have

$$
-\tau<(1-R-\varepsilon) \lambda_{n}(x)-1+\rho_{n}^{-1}(1-x)<0 .
$$

Proof. Statements (b) and (c) are shown to be equivalent using a simple algebraic manipulation:

$$
\rho_{n}\left(1-\delta \lambda_{n}(x)\right)>1-x \Longleftrightarrow \delta \lambda_{n}(x)<1-\rho_{n}^{-1}(1-x) .
$$

(Note that $\rho_{n}(x)$ is invertible on $(0,1)$, being a polynomial with nonnegative coefficients). We thus need to prove the equivalence of (a), (b) and (d).
(a) $\Longleftrightarrow(\mathrm{b})$ : This is very easy, but we will nevertheless carry out the argument. Suppose that $\left(\lambda_{n}(x), \rho_{n}(x)\right)$ is capacity-achieving Then, for all $\varepsilon>0$ there exists $n_{0}$ such that for all $n \geq n_{0}$ the condition (2.2) is satisfied with $\delta=1-R-\varepsilon$. Hence, for all $n \geq n_{0}$ we have $\delta_{n} \geq 1-R-\varepsilon$. Noting that $\delta_{n} \leq 1-R$, this implies (b). Conversely, suppose that (b) is satisfied. Let $\delta=1-R-\varepsilon$ be given, where $\varepsilon>0$. Since $\delta_{n}$ converges to $1-R$, we have $\delta_{n}>1-R-\varepsilon$ for all sufficiently large $n$. Hence, (2.2) is satisfied for all sufficiently large $n$, which means that the sequence $\left(\lambda_{n}(x), \rho_{n}(x)\right)$ is capacity-achieving
(a) $\Longleftrightarrow$ (d): since (d) implies (c), we only need to show that (a) implies (d). First we show that $\lambda_{n}(x)$ converges uniformly to zero on $[0, \xi]$
as $n$ goes to infinity. Let $\delta_{n}$ be the quantity defined in (b). It is proved in [10] that $\delta_{n} \leq(1-R)\left(1-R^{a_{n}}\right)$, where $1 / a_{n}=\int_{0}^{1} \rho_{n}(x) \mathrm{d} x$. Hence, for the sequence to be capacity-achieving it is necessary that $a_{n}$ goes to infinity, i.e., that $\int_{0}^{1} \rho_{n}(x) \mathrm{d} x$ (and hence the same integral for $\left.\lambda_{n}(x)\right)$ goes to zero. Since $\lambda_{n}(x)$ is monotonically increasing (its derivative is obviously positive on $(0, \xi])$, this shows that $\lambda_{n}(x)$ converges to 0 uniformly. In the same way, we show that $1-\rho_{n}^{-1}(1-x)$ converges to zero uniformly, as this function is also monotonically increasing, and its integral from 0 to 1 equals that of $\rho_{n}(x)$. Let $\varepsilon$ and $\delta$ be positive real numbers. There exists $n_{1}$ (depending on $\tau$ ) such that for any $n \geq n_{1}$ we have

$$
\left|(1-R-\varepsilon) \lambda_{n}(x)-1+\rho_{n}^{-1}(1-x)\right|<\tau
$$

Further, since $\left(\lambda_{n}(x), \rho_{n}(x)\right)$ is capacity-achieving, there exists $n_{2}$ (depending on $\varepsilon$ ) such that for all $n \geq n_{2}$ and all $x \in(0,1)$ we have $(1-R-\varepsilon) \lambda_{n}(x)-$ $1+\rho_{n}^{-1}(1-x)<0$. Setting $n_{0}:=\max \left(n_{1}, n_{2}\right)$ shows that (1) indeed implies (4) and finishes the proof.

In the following, we denote by $C^{k}[a, b]$ the space of all $k$ times continuously differentiable functions on the interval $[a, b]$.

Lemma 3.2. Let $\ell$ be a fixed positive integer, $a<b$ be real numbers, and suppose that $\left(f_{n}(x)\right)$ and $\left(g_{n}(x)\right)$ are sequences of functions in $C^{\ell+1}[a, b]$ such that $f_{n}^{(k)}(x)>0$ and $g_{n}^{(k)}(x)>0$ on $[a, b]$ for all $0 \leq$ $k \leq \ell+1, g^{(k)}(x)$ is bounded by a real number $c_{k}$ on $[a, b]$ for all $n$, and $f_{n}(x)-g_{n}(x)$ converges to zero uniformly for all $x \in[a, b]$. Then, for all $0 \leq k \leq \ell, f_{n}^{(k)}(x)-g_{n}^{(k)}(x)$ converges to zero uniformly for all $x \in[a, b]$.

Proof. Let $k$ be the smallest positive integer for which the claim is not true and assume that $k \leq \ell$. The assumptions imply that $k \geq 1$. Let $\alpha \in[a, b]$ be a point such that $f_{n}^{(k)}(\alpha)-g_{n}^{(k)}(\alpha)$ does not converge to zero. Hence, there exists $\tau>0$ such that the absolute value of this difference is larger than $\tau$ for infinitely many $n$. Suppose first that $f_{n}^{(k)}(\alpha)-g_{n}^{(k)}(\alpha)>\tau$ for infinitely many $n$ and consider the Taylor-expansion of $f_{n}-g_{n}$ around $\alpha$ :

$$
\begin{aligned}
f_{n}(x)-g_{n}(x)= & \sum_{i=0}^{k-1}\left(f_{n}^{(i)}(\alpha)-g_{n}^{(i)}(\alpha)\right) \frac{(x-\alpha)^{i}}{i!}+ \\
& \left(f_{n}^{(k)}(\alpha)-g_{n}^{(k)}(\alpha)\right) \frac{(x-\alpha)^{k}}{k!}+ \\
& \left(f_{n}^{(k+1)}(\eta)-g_{n}^{(k+1)}(\mu)\right) \frac{(x-\alpha)^{k+1}}{(k+1)!}
\end{aligned}
$$

for some $\eta$ and $\mu$ in $[a, b]$. The first term in the above sum can be made arbitrarily small by choosing $n$ large enough. This is because $f_{n}^{(i)}(\alpha)-$ $g_{n}^{(i)}(\alpha)$ converges to zero by the choice of $k$. The third term is bounded from below by $-c_{k+1}\left|x-x_{0}\right|^{k+1} /(k+1)$ !, since $f_{n}^{(k+1)}(x)$ is positive on $[a, b]$. Hence, we can choose an $x$ depending on $\tau$ and $k$ only, so that the right hand
side of the above expression is bounded from below by a positive quantity depending on $\tau$ and $k$ only. This is a contradiction to the assumption that $f_{n}(\alpha)-g_{n}(\alpha)$ converges to zero. The case that $f_{n}^{(k)}(\alpha)-g_{n}^{(k)}(\alpha)<-\tau$ for infinitely many $n$ is handled analogously by bounding the expression on the right hand side of the above equality from above.
With the help of the previous lemma, we can now show that the function $\delta_{n} \lambda_{n}\left(1-\rho_{n}(1-x)\right)-x$ has to converge uniformly to zero on any compact subinterval of $[0,1]$. This is done in two steps. In the first step, we prove this assertion for the function $\delta_{n} \lambda_{n}(x)-1+\rho_{n}^{-1}(1-x)$, see the next proposition. Then, using this result, we will prove the general assertion in Theorem 3.1 below.

Proposition 3.1. Let $\left(\lambda_{n}(x), \rho_{n}(x)\right)$ be a capacity-achieving sequence of rate $R$, and suppose that there is an integer $\ell$ such that for all sufficiently large $n$ all the derivatives of $1-\rho_{n}^{-1}(1-x)$ up to the order $\ell+1$ are positive on $(0,1)$. Then, for any $0 \leq k \leq \ell$, the $k$ th derivative of $\delta_{n} \lambda_{n}(x)-1+\rho_{n}^{-1}(1-x)$ converges to zero uniformly on any closed subinterval of $(0,1)$.

Proof. In view of the previous lemma, it suffices to show that the $k$ th derivative of $R_{n}(x):=1-\rho_{n}^{-1}(1-x)$ and $\delta_{n} \lambda_{n}(x)$ are both bounded on $[a, b]$ for all $0 \leq k \leq \ell+1$. The assertion is clear for $\delta_{n} \lambda_{n}(x)$, since $\lambda_{n}(x)$ is a polynomial with nonnegative coefficients. For the same reason, all the derivatives up to the order $\ell+1$ of $\rho_{n}(x)$ are bounded from above on any compact subinterval of $(0,1)$, if $n$ is sufficiently large. Further, if this subinterval does not contain 0 , all these derivatives are also bounded from below by a positive constant (depending possibly on the order of the derivative as well as the boundaries of the interval). This follows from the fact that the degrees of $\lambda_{n}(x)$ and $\rho_{n}(x)$ have to grow beyond bounds if these polynomials are from a capacity-achieving sequence [10, Theorem 1]. Note now that the $k$ th derivative of $R_{n}(x)$ at any point $\alpha$ is obtained as a polynomial (with coefficients depending on $k$ only) of the derivatives of $\rho_{n}(x)$ up to the order $k$ at point $\rho_{n}^{-1}(1-\alpha)$, divided by some power of $\rho_{n}^{\prime}\left(\rho_{n}^{-1}(1-\alpha)\right)$. Since $k$ is at most $\ell+1$ and $\ell$ is fixed, and since the derivatives of $\rho_{n}(x)$ are bounded from above and below by constants independent of $n$, this shows that the derivatives of $\delta_{n} \lambda_{n}(x)-R_{n}(x)$ are bounded.

Now we can state and prove the "flatness condition."
Theorem 3.1 (Flatness Condition). Let $\left(\lambda_{n}(x), \rho_{n}(x)\right)$ be a capacityachieving sequence of rate $R$, and suppose that there is an integer $\ell$ such that for all sufficiently large $n$ all the derivatives of $1-\rho_{n}^{-1}(1-x)$ up to the order $\ell+1$ are positive on $(0,1)$. Then, the $k$ th derivative of $\rho_{n}\left(1-\delta_{n} \lambda_{n}(x)\right)-1+x$ converges to zero uniformly on any closed subinterval of $(0,1)$ for any $0 \leq$ $k \leq \ell$.

Proof. Let $u_{n}(x):=\rho_{n}\left(1-\delta_{n} \lambda_{n}(x)\right)-1+x$. Using the previous proposition, it suffices to show that the derivatives of $u_{n}$ up to the order $\ell+1$ converge uniformly to zero if and only the same is true for $v_{n}(x):=$ $\delta_{n} \lambda_{n}(x)-1+\rho_{n}^{-1}(1-x)$. We first need a simple preliminary result, whose
proof is left to the reader: for any $k \geq 0$ there exists a polynomial $f_{k}$ in $2 k+2$ variables and with integer coefficients such that for any functions $h, g$ which are at least $k$ times continuously differentiable on an interval $I$, we have

$$
(h(1-g(x))-(1-x))^{(k)}=f_{k}\left(h, h^{\prime}, \ldots, h^{(k)}, g, g^{\prime}, \ldots, g^{(k)}\right)
$$

Let $R_{n}(x):=1-\rho_{n}^{-1}(1-x)$. Then we have $\rho_{n}\left(1-R_{n}(x)\right)-(1-x)=0$. For any $k$, we thus have

$$
\begin{equation*}
f_{k}\left(\rho_{n}, \rho_{n}^{\prime}, \ldots, \rho_{n}^{(k)}, R_{n}, R_{n}^{\prime}, \ldots, R_{n}^{(k)}\right)=0 \tag{3.2}
\end{equation*}
$$

Furthermore, we have

$$
\begin{align*}
& \left(\rho_{n}\left(1-\delta_{n} \lambda_{n}(x)\right)-(1-x)\right)^{(k)}= \\
& \quad f_{k}\left(\rho_{n}, \rho_{n}^{\prime}, \ldots, \rho_{n}^{(k)}, \delta_{n} \lambda_{n}, \delta_{n} \lambda_{n}^{\prime}, \ldots, \delta_{n} \lambda_{n}^{(k)}\right) \tag{3.3}
\end{align*}
$$

By Proposition 3.1 we know that for any fixed $k \leq \ell$ the $k$ th derivative of $\delta_{n} \lambda_{n}(x)-R_{n}(x)$ converges to zero uniformly on any closed subinterval of $(0,1)$. But then, since $f_{k}$ is a continuous function, this implies that for any $x$ in that interval the absolute value of the difference of (3.2) and (3.3) can be made arbitrarily small by letting $n$ grow large. This is the assertion to be proved.
4. Codes on other channels. The model of an erasure channel is rather simple compared to other channels like the Binary Symmetric Channel, or the Additive White Gaussian Noise Channel. However, many of the above results can be carried over to the case of these channels as well, as it is possible to design iterative decoding algorithms which, at each step, pass messages along the edges of the graph. The most powerful such "message passage decoder" is the belief propagation for a description of which we refer the reader to [7]. Richardson and Urbanke were able to analyze this decoder [9]. One of the main results of that paper is the derivation of a recursion for the (common) density functions of the message nodes at each iteration round of the algorithm. The analysis was further simplified in [8], and will be described below. First, we assume that the input alphabet is the set $\{ \pm 1\}$. At each round, the algorithm passes messages from message nodes to check nodes, and then from check nodes to message nodes. We assume that at the message nodes the messages are represented as log-likelihood ratios

$$
\log \frac{p(y \mid x=1)}{p(y \mid x=-1)}
$$

where $y$ represents all the observations conveyed to the message node at that time. Now let $f_{\ell}$ denote the probability density function at the message
nodes at the $\ell$ th round of the algorithm. $f_{0}$ is then the density function of the error which the message bits are originally exposed to. It is also denoted by $P_{0}$. These density functions are defined on the set $\mathbb{R} \cup\{ \pm \infty\}$. It turns out that they satisfy a symmetry condition [8] $f(-x)=f(x) \mathrm{e}^{-x}$. As a result, the value of any of these density functions is determined from the set of its values on the set $\mathbb{R}_{\geq 0} \cup\{\infty\}$. The restriction of a function $f$ to this set is denoted by $f \geq 0$. (The technical difficulty of defining a function at $\infty$ could be solved by using distributions instead of functions, but we will not further discuss it here.)

For a function $f$ defined on $\mathbb{R}_{\geq 0} \cup\{\infty\}$ we define a hyperbolic change of measure $\gamma$ via

$$
\gamma(f)(x):=f(\ln \operatorname{coth} x / 2) \operatorname{csch}(x)
$$

If $f$ is a function satisfying the symmetry condition, then $\gamma\left(f{ }^{\geq 0}\right)$ defines a function on $\mathbb{R}_{\geq 0} \cup\{\infty\}$ which can be uniquely extended to a function $F$ on $\mathbb{R} \cup\{ \pm \infty\}$. The transformation mapping $f$ to $F$ is denoted by $\Gamma$. It is a bijective mapping from the set of density functions on $\mathbb{R} \cup\{ \pm \infty\}$ satisfying the symmetry condition to itself. Let $f_{\ell}$ denote the common density function of the messages passed from message nodes to check nodes at round $\ell$ of the algorithm. Suppose that the graph has a degree distribution given by $\lambda(x)$ and $\rho(x)$. Then we have the following:

$$
\begin{equation*}
f_{\ell}=P_{0} \otimes \lambda\left(\Gamma^{-1}\left(\rho\left(\Gamma\left(f_{\ell-1}\right)\right)\right)\right), \quad \ell \geq 1 \tag{4.1}
\end{equation*}
$$

Here, $\otimes$ denotes convolution, and for a function $f, \lambda(f)$ denotes the function $\sum_{i} \lambda_{i} f^{\otimes(i-1)}$. In the case of the erasure channel, the corresponding density functions are two-point mass functions, with a mass $p_{\ell}$ at zero and a mass $\left(1-p_{\ell}\right)$ at infinity. In this case, the iteration translates to

$$
p_{\ell}=\delta \lambda\left(1-\rho\left(1-p_{\ell-1}\right)\right)
$$

where $\delta$ is the original fraction of erasures. This equality describes the progression of the erasure probability at each round of the decoding. Stated in this form, successful decoding translates to the condition (2.2).

The question now arises whether (4.1) can be used to obtain capacityachieving sequences for the BSC or the AWGN channel. This is still an open question, and it seems that one would at least need an analytic condition to decide whether for a given initial noise function $P_{0}$, and given degree distributions $\lambda(x)$ and $\rho(x)$, the density functions converge to a Delta function at infinity.

It is conceivable that the flatness condition turns out to be helpful in designing capacity-achieving sequences. To argue for such an approach, let us take a closer look at how we would design capacity-achieving sequences of codes over the erasure channel. Suppose that we knew that there is a sequence of capacity-achieving right regular codes, say. This means that
all the nodes on the right hand side of the graph have the same degree, say $n$. Then, we could find $\lambda(x)$ by differentiating

$$
\delta \lambda\left(1-(1-x)^{n-1}\right)-x
$$

and requiring that the derivatives be zero. This way we could recursively solve for the various derivatives of $\lambda(x)$ at zero, and we would stop the procedure as soon as we encounter a negative derivative. Then we would increase $n$, and continue. Because of the flatness condition, this procedure would give us sequences with better and better erasure protection.

We cannot really apply this procedure to codes on channels other than the erasure channel. This is mainly because we do not have a flatness condition on those channels, though I think that a similar assertion has to hold there too. But it is remarkable that some minor parts of this approach can indeed be carried over. For instance, if we let $f(x)=\delta \lambda(1-\rho(1-x))-x$, then we know that for successful decoding, we need to have $f(x) \leq 0$ on $[0,1]$. In particular, this shows that $f^{\prime}(0) \leq 0$, which gives us the condition

$$
\lambda^{\prime}(0) \rho^{\prime}(1) \leq \frac{1}{\delta}
$$

(See also [10].) This condition can be generalized to other channels, and is called the stability condition in [8]. capacity-achieving sequences have to satisfy this condition with equality in case of codes over the erasure channel. It is conjectured that the same is true for other channels if one replaces this condition with the stability condition. If one could find analogues of higher stability conditions, then this would presumably lead to candidates for capacity-achieving sequences. On the practical side, this would lead to a deterministic algorithm for the design of good low-density parity-check codes.
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# HYPERTRELLIS: A GENERALIZATION OF TRELLIS AND FACTOR GRAPH 
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#### Abstract

Factor graphs have recently been introduced as an efficient graphical model for codes to study iterative decoding algorithms. However, it is well-known that a factor graph generalizes only the time axis of a trellis, but omits the state transition representation. In this paper, a new graphical model, called the hypertrellis, is proposed to overcome this insufficiency of factor graphs. A hypertrellis is in essence a weighted hypergraph generalization of a traditional trellis. Its time topology, which extends the time axis of a trellis, can take the form of any factor graph. A key to this extension is the interpretation of a factor graph as a factor hypergraph. This is facilitated by introducing a "starfish" drawing representation for hypergraphs, which enhances the applicability of hypergraph models by enabling simpler drawing and easier visualization, relative to the traditional representation. The maximum likelihood decoding (MLD) problem is then formulated as a shortest hyperpath search on a hypertrellis. For hypertrellises with an acyclic time topology, a hyperpath-oriented MLD algorithm, called the one-way algorithm, is introduced. The one-way algorithm, as a hypertrellis generalization of the celebrated Viterbi algorithm, provides insights into efficient management of the surviving hyperpath history and various practical hyperpath-oriented simplifications. It is shown that as a MLD algorithm, the one-way algorithm has a lower minimal decoding delay. The computational complexity and the amount of storage needed are also better than with the well-known min-sum algorithm. Some connections between the hypertrellis and another recently proposed bipartite graph model, called the trellis formation, are also discussed.
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1. Introduction. An important key to the great success of the Turbo coding schemes by Berrou et al. [3] is the "near-optimality" of the lowcomplexity iterative decoding algorithms. MacKay and Neal [17] subsequently observed that Gallager's classical iterative decoding algorithms [7] are also "near-optimal" when applied to low-density parity-check codes. ${ }^{1}$ While some researchers have successfully extended and applied the Turbo principle [9] to more sophisticated detection problems, most iterative decoding algorithms were derived heuristically. In 1995, Wiberg et al. [27], [26] presented a systematic way to devise a class of iterative decoding algorithms based on the extended Tanner graphs (also called the TWL graphs) of codes. Subsequently, McEliece et al. [18] and others pointed out that Pearl's famous belief propagation technique [21] can be used to systematically derive iterative decoding algorithms based on Bayesian belief network

[^21]representations of codes. The two approaches are equivalent and generate essentially the same class of iterative decoding algorithms. In 1997, the factor graph was collectively introduced by a group of researchers as a generalization of Tanner graphs and other graphical models (see [14]). The tutorial paper of Kschischang et al. [15] has demonstrated that the sum-product algorithms on factor graphs generalize many well-known algorithms in various research areas, among which iterative decoding algorithms are only a special case. It is clear that graphical modelling of codes plays a very important role in the theoretical understanding and practical applications of iterative decoding algorithms.

In the area of coding, the most frequently used graphical model is the trellis, which is a weighted layered graph representation for codes. It is well-known that the maximum likelihood decoding (MLD) problem can be formulated as a shortest path search on a trellis. The latter can be solved efficiently by the celebrated Viterbi algorithm (VA), which is closely related to the classical dynamic programming technique of Massé and Bellman (c.f. [10, Section 9]). It is also well-known that any linear convolutional or block code can be represented by a trellis. Determination of the least complicated trellis representation of codes has recently been a topic of intensive study. The complexity profile of a code trellis is typically measured by the numbers of nodes or edges along the time axis of the trellis. The VA has also been widely applied to many other detection problems in the wide areas of communications and signal processing, such as the demodulation of continuous phase modulation schemes, the sequence detection for intersymbol-interference channels, and the multiuser detection for asynchronous code-division multiple-access channels.

Because of its ubiquitousness, the trellis representation and the VA have already become essential textbook materials in the area of digital communications. While the VA is in essence a solution to the problem of maximum a posteriori (MAP) sequence detection for hidden Markov models [5], most textbooks introduce it as a trellis search algorithm. Although its other (such as probabilistic and algebraic) formulations are also available in the research literature, the shortest path search formulation is by far the simplest and most understandable interpretation for the VA. This is because the path search interpretation allows maximum visualization of the algorithmic details involved. It is indispensable for efficient implementation of the VA, especially when practical path-oriented simplifications (such as the sequential decoding, the M - and the T -algorithms) are required as in many real-world applications.

With the advent of the Turbo coding technique, the iterative decoding algorithms become a very attractive approach to achieve near-MLD performance. The efficient graphical modelling of codes, say, by using Bayesian belief networks or factor graphs, holds the key to systematically devise low-complexity iterative decoding algorithms. As a result, the problem of determining the least complicated graphical representation of codes
becomes very important. However, the definitions and usefulness of a complexity measure depend crucially on the choice of an appropriate graphical model, which in turns depends on the targeted application. Currently, the graphical model that attracts most attention in the coding community is the factor graph.

One might expect that factor graphs will soon become as popular as, if not more popular than, trellises. However, factor graphs can never take the place of trellises since they essentially model codes at different "resolution" levels. A trellis is a model for Markov chains, whose factor graphs always have a chain structure. In other words, the useful information of the state transition structure, which can be visualized in a trellis, is completely omitted in the factor graph representation. In this sense, the factor graph only generalizes the time axis of a trellis. Roughly speaking, a factor graph models the topology of time variables, whose structure need not be a chain. The fact that factor graphs do not allow the visualization of any generalized state transition structure calls for a more sophisticated graphical model. The introduction of a new graphical model, called the hypertrellis, that enables visualization of both the time topology and the generalized state transition structure is the main objective of this work. In this sense, the hypertrellis "generalizes" both the trellis and the factor graph. It should however be noted that unlike the factor graph, the hypertrellis is a hypergraph (rather than a bipartite graph) model. ${ }^{2}$

With the hypergraph formulation, it is now possible to generalize some very well-known results from trellises to hypertrellises. This generalizing approach is adopted here. Specifically, MLD on a hypertrellis will be formulated as a shortest hyperpath search. Based on this formulation, a MLD algorithm, called the one-way algorithm, which is a generalization of the VA, will be introduced for a class of hypertrellises. The one-way algorithm is functionally equivalent to the well-known min-sum algorithm [26, Chapter 3]) (also called Pearl's belief revision algorithm [21]) in the sense that they produce exactly the same hard decoding decisions. Their relationship is similar to that between the VA and the forward-backward max-MAP algorithm. The one-way algorithm is computationally simpler than the min-sum algorithm, and has a smaller storage requirement. Besides, the min-sum algorithm is commonly formulated as a message-passing mechanism while the one-way algorithm will be presented based on the accumulation of hyperpath metrics. It should be noted that a similar algorithm on factor graphs was hinted in Section 3.3 of Reference [26], but no details or properties of the algorithm were given therein. ${ }^{3}$ Besides, it is anticipated

[^22]that the hyperpath search formulation of the one-way algorithm can provide additional insights into various issues on efficient implementation and reduced-complexity modifications of the algorithm.

The rest of this paper is organized as follows. Section 2 presents some basics of factor graphs. Section 3 introduces the background and the "starfish" drawing representation of hypergraphs. ${ }^{4}$ Based on this representation, the factor hypergraph is introduced as the hypergraph equivalent of the factor graph. The hypertrellis model, which enables extension of the time axis of a trellis to any factor hypergraph called the time topology, is proposed in Section 4. MLD on hypertrellis is formulated as a shortest hyperpath search in Section 5. Section 6 introduces the one-way algorithm as a hyperpath-oriented MLD algorithm for hypertrellises with an acyclic time topology. Some connections between the hypertrellis and the so-called trellis formation, which is the consequence of another recent attempt to extend trellises and factor graphs, are discussed in Section 7. Finally, the concluding remarks are presented in Section 8.
2. Basics of factor graphs. This section presents the basics of factor graphs necessary for the discussions in the forthcoming sections.

A factor graph model shows how a multivariate global function factorizes into a product of local functions. Let $g$ be the global function of a $|S|$-variable set denoted by $X_{S}=\left\{x_{1}, x_{2}, \cdots, x_{|S|}\right\}$, where $S$ is the index set $\{1,2, \cdots,|S|\}$. The variable domain, called the alphabet, can take values from any specified discrete set and the function can be defined on any commutative semi-ring. Let $f_{j}$, for $j=1,2, \cdots, N$, be a local function of a $\left|S_{j}\right|$-variable set denoted by $X_{S_{j}}$ with $S_{j} \subset S$ such that the collection $Q=\left\{S_{1}, S_{2}, \cdots, S_{N}\right\}$ of subsets of $S$ corresponds to the factorization

$$
\begin{equation*}
g\left(X_{S}\right)=\prod_{j=1}^{N} f_{j}\left(X_{S_{j}}\right) \tag{1}
\end{equation*}
$$

The factor graph $G=(V, E)$ representing this factorization is a bipartite graph with its node (or vertex) set $V$ being partitioned into a variable node set $V_{x}=S$ and a (local) function node set $V_{f}=Q$. The edge set $E$ is defined by all variable-function node pair $\left(v_{x}, v_{f}\right) \in\left(V_{x}, V_{f}\right)$ with $v_{x} \in v_{f}$. Typically $S=S_{1} \cup S_{2} \cup \cdots \cup S_{N}$ and $Q$ alone is sufficient to characterize the topology of $G$.

As an example, for the $(7,4,3)$ Hamming code, $Q=\{\{1,2,3,5\},\{1,2$, $4,6\},\{1,3,4,7\}\}$. Figure 1 shows the factor (or actually Tanner) graph

[^23]representing the following factorization of its codeword indicator function
(2) $g\left(x_{1}, \cdots, x_{7}\right)=\left(x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{5}\right) \times\left(x_{1} \oplus x_{2} \oplus x_{4} \oplus x_{6}\right) \times\left(x_{1} \oplus x_{3} \oplus x_{4} \oplus x_{7}\right)$,
which equals 1 if the arguments (i.e. $x_{1}, x_{2}, \cdots, x_{7}$ in this case) form a valid codeword and equals 0 otherwise. Here, all variables and local functions take only binary $0-1$ values, " $\oplus$ " denotes the mod- 2 addition, and " $\times$ " denotes the usual integer multiplication. Note that in this case, the multiplication and addition operators in the commutative semi-ring are specialized to mod-2 addition and integer multiplication operators respectively. In Figure 1, variable nodes are drawn as circles and function nodes as " $\oplus$ ". Every edge is drawn as a line joining the variable-function node pair it specifies.


Fig. 1. The factor graph of the (7,4,3) Hamming code.
A trellis $T=(V, E)$ is a layered graph, where the node set $V$ partitions into $m$ disjoint classes of nodes denoted by $V_{1}, V_{2}, \cdots, V_{m}$ respectively, and the edge set $E$ partitions into $m-1$ disjoint classes of edges denoted by $E_{1}, E_{2}, \cdots, E_{m-1}$ respectively. For every edge $e_{i} \in E_{i}$ with $1 \leq i<m$, $e_{i}=\left\{v_{i}, v_{i+1}\right\}$ for some $v_{i} \in V_{i}$ and $v_{i+1} \in V_{i+1}$. The labels of node classes can be interpreted as discrete time indices, so that a node $v_{i}$ represents a state at time $i$ and an edge $e_{i}$ represents a possible state transition from time $i$ to time $i+1$. Note that though it is typical that a trellis begins with a known state (i.e. $\left|V_{1}\right|=1$ ), our definition of a trellis does not impose any restriction on the sizes of the node classes. As mentioned in Section 1 , a factor graph in essence generalizes only the time axis of a trellis,
but omits the representation of the state transition structure. Figure 2 exemplifies this insufficiency of the factor graph representation, which is the key motivation behind this work. Two different trellises corresponding to the same factor graph are shown in the figure. As a matter of fact, any trellis with the same time axis (or the same number of layers) corresponds to the same factor graph. This is of course the consequence of the lack of any state transition information in the factor graph representation. Further properties of factor graphs can be found in References [14] and [15].



Fig. 2. Two different trellises corresponding to the same factor graph.
3. Hypergraph modelling. For some modelling problems, the hypergraph notion is required as the conventional graph concept becomes insufficient. This section introduces the hypergraph model, which is a key concept required for the introduction of the hypertrellis model. It should be noted that the "starfish" drawing representation to be presented is for gen-
eral hypergraph models, though only factor hypergraphs and hypertrellises will be discussed in this paper.
3.1. Definitions. A hypergraph is a pair $H=(V, E)$, where the node set $V$ is defined as $\{1,2, \ldots,|V|\}$ and the hyperedge set $E=\left\{e_{1}, e_{2}, \ldots, e_{|E|}\right\}$ is a collection of subsets of $V$. Note that $V$ is defined as an index set here for the sake of notational convenience, and can in fact be replaced by any other set with the same number of elements. Note also that by taking the hyperedge set as the second class of nodes, a hypergraph has also a description as a bipartite graph. The degree of a node is the number of hyperedges to which it belongs (or it is graphically joined). The degree of a hyperedge is simply its set size (or the number of nodes it graphically joins). An edge is a hyperedge of degree 1 or $2 .{ }^{5}$ A hyperedge is said to be proper if it is not an edge. In words, a hypergraph is a generalization of a graph so that three or more nodes can be joined together by a single hyperedge. Clearly, if a hypergraph has no proper hyperedge (i.e. all hyperedges are edges), it reduces to a graph. Note that all hypergraphs considered in this section are undirected. A directed hypergraph can be defined by associating a direction to every hyperedge, as will be done in Section 4.

The following definitions will be useful in the forthcoming discussions. A leaf node is a node of degree one. A hypergraph is weighted if every hyperedge is associated with a value called a weight. A connected hypergraph $H$ is said to be cyclic if it contains at least one hyperedge whose removal does not disconnect $H$. Only connected hypergraphs will be considered here. Any hypergraph that is not cyclic is said to be acyclic. The dual of a hypergraph is defined by exchanging the respective roles of the node set and the hyperedge set. Mathematically, the dual hypergraph $H^{*}=\left(V^{*}, E^{*}\right)$ of a hypergraph $H=(V, E)$ is defined by $V^{*}=\{1,2, \cdots,|E|\}$ and $E^{*}=\left\{e_{1}^{*}, e_{2}^{*}, \ldots, e_{|V|}^{*}\right\}$, where $i \in e_{j}^{*}$ if and only if $j \in e_{i}$, for all $i \in V^{*}$ and $j \in V$. It is not difficult to see that the dual of $H^{*}$ is $H$ itself.
3.2. Traditional "closed-curve" drawing representation. Like a graph, a hypergraph is conventionally drawn as a set of circles representing the nodes, and a set of lines joining one or two nodes representing the edges. Every proper hyperedge of degree $k$ (i.e. $k \geq 3$ ) is traditionally drawn as a simple closed curve encompassing the $k$ nodes it joins. Refer to [2] and [16] for further background knowledge on hypergraphs.

As an example, the hypergraph in Figure 1 of [2] is reproduced here as Figure 3. In this example, there are eight nodes and six hyperedges, three out of which are edges. Namely, in our notation, $e_{1}=\{3,4,5\}$, $e_{2}=\{5,8\}, e_{3}=\{6,7,8\}, e_{4}=\{2,3,7\}, e_{5}=\{1,2\}$, and $e_{6}=\{7\}$. Even from this small example, it is not difficult to see that drawing and labelling

[^24]hyperedges could be quite challenging in general, especially for hypergraphs having many high-degree hyperedges.


Fig. 3. The traditional "closed-curve" representation of a hypergraph example.
Almond [1] pointed out that hypergraphs are difficult to visualize and draw, and hence may be less favorable than its alternative graphical models. Indeed, difficulties in visualization and drawing may limit the application of hypergraph models to mostly simple unrealistic models.
3.3. The "starfish" drawing representation. It is observed that these disadvantages of hypergraph models are unessential, but are mainly due to the traditional manner of drawing proper hyperedges. To overcome this problem, we introduce the "starfish" drawing representation of proper hyperedges, which can be viewed as a consequence of the bipartite graph description of a hypergraph. A proper hyperedge of degree $k$ is drawn as a starfish-like $k$-line segment, each of the $k$ ends is connected to one node. Compared with the traditional "closed-curve" representation, it is in fact a more natural extension of the single-line representation of edges. Figure 4(a) shows the "starfish" representation of the same hypergraph shown in Figure 3. Though unessential, for the sake of clarity, a solid circle is added to the "starfish" center of every proper hyperedge. This representation avoids the unnecessary complication arising from drawing multiple overlapping closed curves and allows hyperedges to be labelled in a straightforward manner. As we shall see later, the "starfish" representation allows rather complicated hypergraphs to be drawn and labelled in a systematic manner and enables easy visualization.


Fig. 4. The hypergraph example in Figure 3 redrawn in: (a) the "starfish" representation; (b) the "closed-curve" representation after rearrangement.

To show that the clarity of Figure $4(\mathrm{a})$ is not merely due to careful relocation of the nodes, the same hypergraph is redrawn in the "closed-curve" representation in Figure 4(b). While the latter is an obvious improvement of Figure 3 (thanks to the insight gained from Figure 4(a)), drawing and labelling proper hyperedges are still non-straightforward. The relative merit
of the "starfish" drawing representation will become even more obvious when practical hypergraph models of large sizes are represented.
3.4. Factor hypergraph. Without loss of generality, let the two classes of nodes in a bipartite graph be represented by circles and " $\oplus$ " respectively. The existence of the aforementioned bipartite graph description for any hypergraph suggests that the two graphical models can be made mathematically equivalent. Furthermore, they are almost graphically identical with the "starfish" drawing representation of hypergraphs. The "starfish" of a proper hyperedge of degree $k$ (with the central solid circle) resembles a " $\oplus$ " node together with its $k$ connecting edges in a bipartite graph. The only exception is when $k=2$ and the hyperedge reduces to an edge, which is simply drawn as a single-line segment without any solid circle. It is noteworthy that the role of a solid circle in a hyperedge "starfish" is like that of a "soldering point" in the drawing of a circuit diagram. Its presence is for the purpose of clarity and, in some cases, may be omitted without ambiguity. For example, all solid circles in Figure 4(a) can be omitted without ambiguity. Figure 5 shows the factor graph corresponding to the hypergraph in Figure 4(a). Note however that this equivalence relationship depends on how the two node classes in the bipartite graph are labelled. More specifically, if every circle node together with its connecting edges in the bipartite graph is interpreted as a hyperedge, a hypergraph that is the dual of the previous one is resulted.


Fig. 5. The factor graph corresponding to the hypergraph in Figure 4(a).

Based on this graphical equivalence, any factor graph drawing can be interpreted as a factor hypergraph. A factor hypergraph $H=(V, E)$ has the node set $V=V_{x}$ and the hyperedge set $E=V_{f}$, where $V_{x}$ and $V_{f}$ are the respective variable and function node sets of the equivalent factor graph. There is no factor hypergraph counterpart corresponding to the definition of an edge set in a factor graph. In this sense, the mathematical definition of a factor hypergraph is simpler than that of a factor graph. Following the discussion, it is now unsurprising that any algorithm defined on a factor graph has a factor hypergraph equivalent, and vice versa. ${ }^{6}$

In the "starfish" drawing representation, the choice of using a solid circle to indicate the center of a proper hyperedge is arbitrary. In other words, the solid circle can be replaced by any other marker. If it is replaced by " $\oplus$ ", any hypergraph having only proper hyperedges has exactly the same appearance as a factor graph. For example, Figure 1 may as well be interpreted as the factor hypergraph of the $(7,4,3)$ Hamming code. In subsequent sections, whether a graphical drawing should be interpreted as a factor graph or as a factor hypergraph will be clarified by the context of discussion. From here on, only the "starfish" drawing representation of hypergraphs will be used.
4. Hypertrellis modelling. The graphical similarity between factor hypergraphs and factor graphs implies that both graphical models also share similar shortcomings. In particular, both models have omitted the state transition information as discussed in Section 2. The discussion so far seems to suggest that factor hypergraphs are simply as good (or as bad) as factor graphs as a graphical model. Is there any significant advantage of factor hypergraphs over factor graphs besides its slightly simpler mathematical definition? Our introduction of factor hypergraphs is simply an intermediate step to the derivation of the hypertrellis model, which is a natural weighted hypergraph extension of trellises. In our opinion, the trellis-like extensions of other graphical models such as factor graphs and Bayesian networks are also possible. However, they appear to be less natural and more complicated without applying the notion of a weighted hypergraph. This topic will be further discussed in Section 7.
4.1. Definitions. A hypertrellis is a triple $T=(H, V, E)$, where the time topology $H=\left(V^{H}, E^{H}\right)$ with $V^{H}=\{1,2, \cdots, m\}$ and $E^{H}=$ $\left\{e_{1}^{H}, e_{2}^{H}, \cdots, e_{n}^{H}\right\}$ is a hypergraph, the node set $V$ partitions into $m$ disjoint classes of nodes denoted by $V_{1}, V_{2}, \cdots, V_{m}$ respectively, and the hyperedge set $E$ partitions into $n$ disjoint classes of hyperedges denoted by $E_{1}, E_{2}, \cdots, E_{n}$ respectively. Define the one-to-one mapping $\alpha$ by $\alpha(i)=V_{i}$, for $i=1,2, \cdots, m$. It maps the $i$ th node of the time topology to the $i$ th

[^25]node class of the hypertrellis. For $j=1,2, \cdots, n$, the $j$ th hyperedge class $E_{j}$ is a subset of the Cartesian product of all node classes in $\alpha\left(e_{j}^{H}\right)$, where $\alpha$ operates on $e_{j}^{H}$ element-wise. Note that a hypertrellis $T$ is itself a hypergraph with the node set $V$ and the hyperedge set $E$. Only hypertrellises with a connected time topology are considered in this paper.

As a hypergraph, a hypertrellis is weighted if each of its hyperedges is assigned a value called a hyperedge weight. Adopting the notation in Section II, if a weighted hypertrellis $T$ represents the factorization structure of a global function $g$, its time topology is the factor hypergraph of $g$ (i.e. $\left.\left(V^{H}, E^{H}\right)=(S, Q)\right)$, the $i$ th node class $V_{i}$ is the alphabet of $X_{i}$, the $j$ th hyperedge class $E_{j}$ is the alphabet of $X_{S_{j}}$, and the hyperedge $e \in E_{j}$ representing the realization $X_{S_{j}}=e$ has a hyperedge weight $\lambda(e)=f_{j}(e)$.

A hypertrellis is said to be t-acyclic if its time topology is an acyclic hypergraph. Otherwise, it is said to be $t$-cyclic. Note that it is possible that a t-acyclic hypertrellis is a cyclic hypergraph.

A complete hyperpath $P=\left(V^{P}, E^{P}\right)=\left(\left\{v_{1}^{P}, v_{2}^{P}, \cdots, v_{m}^{P}\right\},\left\{e_{1}^{P}, e_{2}^{P}, \cdots\right.\right.$, $\left.\left.e_{n}^{P}\right\}\right)$ in $T$ is a sub-hypergraph of $T$ with $v_{i}^{P} \in V_{i}$ for $i=1,2, \cdots, m, e_{j}^{P} \in E_{j}$ for $j=1,2, \cdots, n$ and $e_{1}^{P} \cup e_{2}^{P} \cdots \cup e_{n}^{P}=V^{P}$. Any complete hyperpath in $T$ is isomorphic to its time topology. Any connected sub-hypergraph of a complete hyperpath is called a hyperpath. If a hyperpath is not complete, it is said to be partial. A hyperpath is said to be weighted if each of its hyperedge is assigned a hyperedge weight. The sum of all hyperedge weights associated with a hyperpath is called the hyperpath metric. It is assumed that every hyperedge in $T$ belongs to at least one complete hyperpath. Therefore, a hypertrellis is essentially equivalent to the union of all of its complete hyperpaths.

A hypertrellis specializes to a trellis if its time topology reduces to a time axis, that is isomorphic to a chain graph. In our notations, it means that after a proper re-labelling of the edges in the time topology, $e_{j}^{H}=\{j, j+1\}$, for $j=1,2, \cdots, n=m-1$. In words, a hypertrellis is the generalization of a trellis, whose time axis is extended to a time topology represented by the equivalent factor hypergraph. A trellis is conventionally viewed as a two-dimensional graph, whose nodes are located according to the time and state axes. From this perspective, a hypertrellis is a generalized trellis whose time axis has been extended from a chain graph to a hypergraph. It is also an extension of the factor hypergraph so that the generalized state transition structure can also be visualized.
4.2. Drawing representation. As a hypertrellis is also an $m$-partite hypergraph, the "starfish" drawing representation can be applied. For practical applications, it is important to find a systematic way of drawing hypertrellises that facilitates the visualization of the relationships among hyperpaths. To achieve this, one can imagine a hypertrellis as a 3-dimensional network model with all nodes in $V_{i}$ grouped together in the same horizon-
tal but different vertical position. The hypertrellis can then be drawn as a projected 2-dimensional view of the 3-dimensional network model.

In Figures 6 to 10, the following notations for drawing hypertrellises will be adopted. Each node is drawn as a cube. All nodes encircled by a dotted line belong to the same node class. To highlight the all-zero hyperpath, all of its hyperedges are drawn as bold lines. The upper and lower nodes of the same class represent the bits 0 and 1 respectively.

Figure 6 shows the hypertrellis and the factor hypergraph of the $(3,2)$ single parity check code. Node classes in the hypertrellis are in one-toone correspondence with nodes in the time topology. As there is only one hyperedge in the time topology, it corresponds to a single hypertrellis section. There are a total of four hyperedges in the section. Every three nodes joined together by a hyperedge specifies a valid codeword.


FIG. 6. The hypertrellis and the factor hypergraph of the (3,2) single parity check code.

Figure 7 shows the hypertrellis and the factor hypergraph of a $(7,4,2)$ linear binary code. There are seven node classes and three hypertrellis sections. Hyperedges in the same section belong to the same class. Node classes in the hypertrellis are in one-to-one correspondence with nodes in the time topology. Hypertrellis sections in the hypertrellis are in one-toone correspondence with hyperedges in the time topology. Hypertrellis
sections are joined together via common nodes. Nodes joined together by a hyperedge specify a valid codeword segment for the corresponding variables. In other words, every hyperedge specifies a possible choice of the corresponding codeword segment. Consequently, every valid codeword corresponds to a unique complete hyperpath in the hypertrellis. A rigorous way to derive this one-to-one correspondence between codewords and complete hyperpaths is to set all hyperedge weights (i.e. all local function values $f_{j}($.$) 's) to 1$ so that the global function $g$ becomes the codeword indicator function. Therefore, a code hypertrellis, even without specifying weights, allows graphical visualization of the codeword indicator function.

Figure 8 shows some possible factor graph and hypertrellis representations of a 3 -section 2 -state unterminated trellis. It is widely accepted in the literature that the factor graph in Figure 8(a) corresponds to the time axis of the trellis in Figure 8(d). Contrary to the conventional wisdom, the introduced hypertrellis model suggests that the factor graphs in Figures 8(a) and (b) should correspond to the time topology of the hypertrellis in Figure 8(c) and the time axis of the trellis in Figure 8(d) respectively.

Figure 9 shows the hypertrellis of the $(7,4,3)$ Hamming code, whose factor graph was shown in Figure 1 and whose codeword indicator function was expressed in (2). The hypertrellis and the factor hypergraph of a Turbo code with unit-memory recursive systematic convolutional components and a 3-bit interleaver are shown in Figure 10.

Note that there is no degree-1 edge in the time topologies of the hypertrellises shown in Figures 6 to 10 because all the local functions have more than one variables as their arguments. In general, a local function of one variable specifies the weights assigned to a class of dangling edges, each of which connects to a distinct node in a node class. For notational simplicity, all degree- 1 edges are omitted and their weights are shown next to their associated nodes. As an example, Figure 11 shows the decoding hypertrellis equivalent to the factor (actually Tanner) graph example of the ( $7,4,2$ ) binary linear code in Figure 3 of Reference [6], which is actually a polished version of Wiberg's example presented in Figure 3.3 of Reference [26]. The hyperedge weights therein are given by the correlation metrics derived from the outputs of an additive white Gaussian noise channel.
4.3. Complexity measures. The efficiency or complexity of a specific graphical model for a given code is reflected in some combinatorial properties of the model in use. For the hypertrellis model, two natural complexity measures are the node-complexity profile and the hyperedgecomplexity profile. The node-complexity profile (NCP) is defined by the sequence ( $\left|V_{1}\right|,\left|V_{2}\right|, \cdots,\left|V_{m}\right|$ ), where $\left|V_{i}\right|$ represents the number of nodes in the $i$ th node class. The hyperedge-complexity profile (ECP) is defined by the sequence $\left(\left|E_{1}\right|_{\left|e_{1}\right|},\left|E_{2}\right|_{\left|e_{2}\right|}, \cdots,\left|E_{n}\right|_{\left|e_{n}\right|}\right)$, where $\left|e_{j}\right|$ and $\left|E_{j}\right|$ represents the degree and the number of hyperedges in the $j$ th hyperedge class respectively. They are reasonably good estimates of the complexity of decoding
algorithms with a hypertrellis formulation and may be used as efficiency criteria for comparing different hypertrellis representations of the same code.

As an example, consider the hypertrellis of the $(7,4,3)$ Hamming code in Figure 9. Its NCP and ECP are ( $2,2,2,2,2,2,2$ ) and ( $84,8_{4}, 8_{4}$ ) respectively.
5. Maximum likelihood decoding as a shortest hyperpath search. For MLD over memoryless channel, the commutative semi-ring, on which the global function $g$ is defined, is typically taken as the min-sum real-number ring. That is, the multiplication and addition operators in the general semi-ring are specialized to the real-number addition and minimum operators respectively. Adopting the mathematical notations in Section 2, the factorization in (1) becomes

$$
g\left(X_{S}\right)=\sum_{j=1}^{N} f_{j}\left(X_{S_{j}}\right)
$$

The goal of MLD is to find the most likely information symbols corresponding to the value of $X_{S}$ (i.e. the most likely codeword) with

$$
\min _{X_{S}} g\left(X_{S}\right)
$$

where the minimization is taken over all possible values of $X_{S}$. As discussed in Section 4.2, every value of $X_{S}$ corresponds to a unique complete hyperpath in the code hypertrellis. Among all possible hyperpaths in the decoding hypertrellis, the one with minimum hyperpath metric gives the most likely codeword. Such a hyperpath is called the shortest hyperpath. Therefore, MLD can be viewed as a shortest hyperpath search on the decoding hypertrellis. This is a hypertrellis generalization of the well-known result that MLD can be interpreted as a shortest path search on the decoding trellis.

Remark. Strictly speaking, a shortest hyperpath search only finds the most likely codeword instead of information symbols as required by the MLD. This is not a problem for systematic codes, since information symbols are simply part of the codeword. In the case of non-systematic codes, the code should be first expanded into a systematic one by including all information symbol variables before being modelled by a hypertrellis. Typically, the information symbol variables are leaf nodes in the time topology and do not increase the ECP of the hypertrellis. For example, an MLD algorithm based on the hypertrellis in Figure 8(c) or the trellis in Figure 8(d) has the same complexity since the only function of the information bits (or the leaf nodes) is to label the hyperedges.
6. One-way algorithm for $\mathbf{T}$-acyclic hypertrellises. The shortest hyperpath search interpretation of MLD on hypertrellis discussed in Section 5 is valid whether the hypertrellis is $t$-cyclic or $t$-acyclic (as defined
in Section 4.1). It is well-known that the min-sum algorithm performs MLD on acyclic factor graphs [26]. Likewise, the one-way algorithm to be presented is an MLD algorithm on t-acyclic hypertrellises (i.e. also on acyclic factor graphs or hypergraphs). For this reason, we shall only consider t-acyclic hypertrellises in this section.

Note however that the one-way algorithm is not identical to the minsum algorithm. The min-sum algorithm specializes to the Max-MAP algorithm, ${ }^{7}$ while the one-way algorithm specializes to the VA.

Consider the time topology of a t-acyclic hypertrellis, which is essentially a factor hypergraph with a tree structure. The computation of the one-way algorithm progresses according to a directed version of the time topology called the computational time topology. By selecting a variable node as the root node, all variable nodes can be classified according to which levels of the tree they belong to. Let us adopt the convention that the root node is in level 0 and the level numbers are in increasing order. As a consequence of the tree structure of the acyclic hypergraph, all nodes connected by the same hyperedge have the same level number except one, whose level number is exactly one less than the others. A direction can be defined for every hyperedge by assigning the connected node with a smaller level number as a sink node and other connected nodes as source nodes. In this way, a directed acyclic hypergraph is resulted for every choice of the root node. Figure 12 shows an example of how to obtain a computational time topology from the acyclic factor hypergraph in Figure 7. In the figure, an arrow head is added to point to the sink node joined by every directed hyperedge.

The computational procedure follows the hyperedge directions of the computational time topology, namely, from leaf nodes to the root node. The set of level- $k$ hyperedges are those joining level- $k$ nodes and level- $(k+1)$ nodes. The computation for nodes and hyperedges on the same level may proceed in any order. This essentially imposes a partial ordering constraint in the computational procedure. For notational convenience, the one-way algorithm will be presented in decreasing levels of nodes and hyperedges. It is important to remember that the actual computational time schedule needs only to satisfy the aforementioned partial ordering constraint.

Denote the $(K+1)$-level partition of node classes $\left\{V_{1}, V_{2}, \cdots, V_{m}\right\}$ by $\left\{V_{0}^{L}, V_{1}^{L}, \cdots, V_{K}^{L}\right\}$, and the $K$-level partition of hyperedge classes $\left\{E_{1}, E_{2}\right.$, $\left.\cdots, E_{n}\right\}$ by $\left\{E_{0}^{L}, E_{1}^{L}, \cdots, E_{K-1}^{L}\right\}$. Note that $V_{0}^{L}=\left\{V_{\text {root }}\right\}$ contains only the root node class corresponding to the root node in the time topology. Define by $E(v)=\{e \in E: v \in e\}$ the set of all hyperedges joining node $v$, and recall that $\lambda(e)$ denotes the weight of the hyperedge $e$.

[^26]The one-way algorithm recursively computes the so-called node metric $\Gamma(v)$ as follows:
Step 1: For all $v^{L} \in V_{K}^{L}$ and for all $v \in v^{L}$, set $\Gamma(v)=$ $\lambda(\{v\})$.
(Remark. This step initializes all level- $K$ node metrics as the corresponding degree-1 edge weights).
Step 2: For $k=K-1, K-2, \cdots, 0$, and for all $v^{L} \in V_{k}^{L}$ and for all $v \in v^{L}$,

$$
\begin{equation*}
\Gamma(v)=\lambda(\{v\})+\sum_{e^{L} \in E_{k}^{L}(v)}\left\{\min _{e \in e^{L}}\left[\lambda(e)+\sum_{v^{\prime} \in e-\{v\}} \Gamma\left(v^{\prime}\right)\right]\right\} \tag{3}
\end{equation*}
$$

where $E_{k}^{L}(v)=\left\{e^{L} \cap E(v): e^{L} \in E_{k}^{L}\right\}$ is the collection of all level- $k$ hyperedge classes, which consist only of the hyperedges joining node $v$. After computing the minimum in (3) for each hyperedge class $e^{L}$, the surviving hyperedge in $e^{L}$ that achieves the minimum is memorized.
(Remark. This step calculates, in a node-by-node level-bylevel manner, the node metric $\Gamma(v)$ as the hyperpath metric of the shortest partial hyperpath terminating at node $v$, following the hyperedge directions in the computational time topology. It is noteworthy that the add-compare-select-add operations in (3) generalizes the well-known add-compare-select operations in the Viterbi algorithm.)
Step 3: Compute $\min _{v \in V_{\text {root }}} \Gamma(v)$ as the overall shortest complete hyperpath metric and identify the node $v_{\text {min }}$ that achieves the minimum. The shortest hyperpath is then obtained by tracing back all surviving hyperedges starting from node $v_{\min }$. Each information symbol associated with the most likely codeword is decoded according to which node in the corresponding node class belongs to the shortest hyperpath.

An example will clarify the details of the algorithm. Figure 13 presents a detailed application of the algorithm to the decoding hypertrellis in Figure 11. Figures $13(\mathrm{a})$ and (b) show the surviving hyperedges and node metrics after the respective level-1 and level-2 computations in Step 2. As weights in the example are based on the correlation metric instead of the Euclidean metric, the minimum operation in (3) is replaced by the maximum operation (see also Footnote 7). In the figure, the node metrics $\Gamma(v)$ 's and the hyperedge values calculated by the expression in the square brackets of (3) are shown. Surviving hyperedges are drawn as bold lines. From Figure 13(b), it can be seen that the "shortest" hyperpath metric is 15, and the overall "shortest" complete hyperpath is shown as a bold dotted line. The seven decoded bits, four of which are information bits, are also
shown as node labels in a factor hypergraph. Unsurprisingly, the decoded bits in the example are exactly the same as those in Figure 3 of [6].

The example sheds light on some general implementation issues of the presented algorithm. Let a node $v$ in a hypertrellis belong to the node class $\alpha\left(v^{H}\right)$, where $v^{H}$ is a variable node in the time topology. (Recall the definition of the mapping $\alpha$ in Section 4.1.) The number of surviving hyperedges needed to be memorized at node $v$ is $\operatorname{deg}\left(v^{H}\right)-1$, where $\operatorname{deg}\left(v^{H}\right)$ denotes the degree of the variable node $v^{H}$. In particular, if $v^{H}$ is a leaf node, it is unnecessary for node $v$ to memorize any surviving hyperedge. The storage requirement depends on the number of hyperedges in the hyperedge class $E_{j}$ joining $v$. For the example in Figure 13, there are only 4 out of 14 nodes, which need to memorize surviving hyperedges. Each of the two nodes in the center needs to memorize two hyperedges, and each of the other two nodes needs to memorize one hyperedge. There are a total of six selections of surviving hyperedges, each of which requires only 1 bit. Hence, a total of 6 bits are sufficient to store the whole hyperpath history. In addition, the number of node metrics to be stored is upper-bounded by the maximum number of nodes in one level of hypertrellis excluding the highest level $K$, i.e. $\max _{k=0}^{K-1} \sum_{v^{L} \in V_{k}^{L}}\left|v^{L}\right|$. The actual storage requirement is typically much less.

With the same performance, the computational complexity of the oneway algorithm is approximately half of that of the min-sum algorithm. Following the discussion above, the storage requirement of the former is also much lower than that of the min-sum algorithm, which typically requires to store the node metric for every node. Therefore, the presented one-way algorithm can achieve the same performance at much lower computational and storage complexities relative to the well-known min-sum algorithm.

It should be clear from the procedure that it is a hypertrellis generalization of the VA. If the central node of the computational time axis of a trellis is chosen as the root node, the one-way algorithm specializes to the bidirectional VA, which is well-known for halving the decoding delay by doubling the hardware complexity. For general hypertrellises, different choices of the root node in the computational time topology may result in different decoding delays. For delay-constrained applications, a high degree of parallelism in the decoding algorithm is desirable. Assuming maximal parallelism, it is not difficult to see that the minimum achievable delay in terms of the number of hyperedges is equal to approximately half of the diameter of the time topology. The minimum decoding delay achievable by the min-sum algorithm is twice as long.
7. Connections with trellis formations. Independent of our work on hypertrellises [19], there is another graphical generalization of factor graphs and trellises, called trellis formations, proposed by Kötter and Vardy [13]. As suggested by its name, it is a graphical structure based on trellis sections. In general, a factor graph has to be properly normalized
before it can be converted into a trellis formation. A normalized factor graph satisfies the constraint that each of its function nodes must join no more than two state nodes [12] so that it corresponds to a trellis section. ${ }^{8}$ In our terminology, the normalization process ensures that the factor hypergraph must be a graph.

There is another type of normalized factor graphs which are equivalent to Forney's generalized state realization graphs. This second type of normalized factor graphs satisfy the constraint that each state node must be joined by no more than two edges [12]. In our terminology, this second type of normalization ensures that the dual of the factor hypergraph must be a graph (c.f. Section 3.1 for the definition of a dual hypergraph).

Since the time topology of a hypertrellis can be an arbitrary hypergraph, trellis formations are equivalent to a subclass of hypertrellises whose time topologies satisfy the aforementioned graph constraint. From our viewpoint, the graph constraint on factor hypergraphs is necessary simply because trellis formations are constructed based on trellis sections. With the concept of hypertrellis sections, any factor graph (or its equivalent factor hypergraph) can be expanded into hypertrellis in a systematic manner as discussed.

Finally, the differences in the respective complexity measures for trellis formations and hypertrellises deserve some remarks. As an example, consider the ( $7,4,3$ ) Hamming code again. The node-complexity and edgecomplexity profiles of its trellis formation are ( $2,2,2,2,2,2,2,8,8,8$ ) = $\left(2^{7} 8^{3}\right)$ and $(8,8,8,8,8,8,8,8,8,8,8,8)=\left(8^{12}\right)$ respectively, while the nodecomplexity and hyperedge-complexity profiles of its hypertrellis are ( $2^{7}$ ) and $\left(8_{4}^{3}\right)$ respectively, as given in Section 4. The complexity measure of a code depends on the graphical model in use. In [12], the product of all elements in the node-complexity profile of a trellis formation was used to measure the complexity of a particular code representation. For a given code, the simplest representation under the trellis formation modelling and that under the hypertrellis modelling could be very different. As no normalization process of the factor graph is involved and trellis formations are equivalent to a subclass of hypertrellises, we believe that the complexity measure defined on hypertrellises should give a more accurate measure of the actual decoding complexity.
8. Concluding remarks. A "starfish" drawing representation of hypergraphs that enables simpler drawing and easier visualization than the traditional "closed-curve" representation has been introduced to enhance the applicability of hypergraph models. A hypergraph approach to modelling the function factorization was investigated. The hypergraph equivalents of factor graphs, called factor hypergraphs, were introduced. Using the "starfish" representation, the graphical appearance of the factor hy-

[^27]pergraph was made almost identical to that of the equivalent factor graph. Hypertrellises have been proposed as a weighted hypergraph extension of trellises and factor graphs so that both the generalized time and state transition structures can be visualized graphically. It was pointed out that the recently proposed trellis formations are equivalent to a subclass of hypertrellises and the complexity measures defined on hypertrellises are likely to be more accurate.

MLD was formulated as a shortest hyperpath search on hypertrellises. For t-acyclic hypertrellises, the one-way algorithm was introduced as a solution to the shortest hyperpath search problem. It is more attractive than the well-known min-sum algorithm in terms of the computational complexity, the storage requirement and the minimal decoding delay.

The role of the one-way algorithm for hypertrellises is similar to that of the famous VA for trellises. It is anticipated that hyperpath-oriented simplifications of the one-way algorithm can be derived in a way similar to those well-known path-oriented simplifications of the VA such as the Malgorithm and the T-algorithm. This is one of our future research topics.

Finally, it should be remarked that while the hypertrellis model and the one-way algorithm were discussed in the context of decoding, its application areas beyond coding are numerous and are as wide as those of factor graphs [15]. ${ }^{9}$
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Fig. 7. The hypertrellis and the factor hypergraph of the (7,4,2) linear binary code.

(a)

(b)

(c)

(d)

Fig. 8. Various factor graph and hypertrellis representations for a 3-section 2-state unterminated trellis.


Fig. 9. The hypertrellis of the $(7,4,3)$ Hamming code.


Fig. 10. The hypertrellis and the factor hypergraph of a Turbo code with 2 unitmemory recursive systematic convolutional component codes and a 3-bit interleaver.


Fig. 11. The decoding hypertrellis equivalent to the factor graph example of the $(7,4,3)$ linear binary code in Figure 3.3 of Reference [6].


Fig. 12. A computational time topology with tree level numbers as node labels, where the root node is labeled with 0 .


Fig. 13. The one-way algorithm applied to the weighted hypertrellis in Figure 11. (a) Level-1 computation. (b) Level-0 computation and the decoded codeword.
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## Part 3. Decoding techniques

# BSC THRESHOLDS FOR CODE ENSEMBLES BASED ON "TYPICAL PAIRS" DECODING* 

SRINIVAS AJI ${ }^{\dagger}$, HUI JIN ${ }^{\dagger}$, AAMOD KHANDEKAR ${ }^{\dagger}$, DAVID J.C. MACKAY ${ }^{\ddagger}$, AND ROBERT J. MCELIECE ${ }^{\dagger}$


#### Abstract

In this paper, we develop a method for closely estimating noise threshold values for ensembles of binary linear codes on the binary symmetric channel. Our method, based on the "typical pairs" decoding algorithm pioneered by Shannon, completely decouples the channel from the code ensemble. In this, it resembles the classical union bound, but unlike the union bound, our method is powerful enough to prove Shannon's theorem for the ensemble of random linear codes. We apply our method to find numerical thresholds for the ensembles of low-density parity-check codes, and "repeat-accumulate" codes.


1. Introduction. In this paper, we consider the performance of ensembles of codes on the binary symmetric channel. Our particular focus is on the question as to whether or not a given ensemble is "good," in the sense of MacKay [7]. In short, an ensemble of codes is said to be good, if there is a $p>0$ such that the ensemble word error probability (with maximum-likelihood decoding) on a BSC with crossover probability $p$ approaches zero as the block length approaches infinity. The largest such $p$ for a given ensemble is called the (noise) threshold for the ensemble. Our main result (Theorem 4.1) is a technique for finding a lower bound on the ensemble threshold, which is based on the ensemble's weight enumerator.

Of course the classical union bound provides one way of using weight enumerators to estimate ensemble thresholds, but the estimates are poor. Gallager [4, Chapter 3] gave a variational method for upper bounding the probability of maximum-likelihood decoding error for an arbitrary binary code, or ensemble of codes (given an expression for the average weightenumerator function) on a general class of binary-input channels. Gallager's technique, however, is quite complex, and even in the special case of the BSC it is difficult to apply to the problem of finding ensemble thresholds. ${ }^{1}$

In this paper we abandon the full maximum-likelihood decoder, and instead focus on a slightly weaker decoding algorithm, which is much easier to analyze, the typical pairs decoder. This technique was pioneered by

[^29]Shannon [11, Theorem 11], but as far as we can tell was not used to analyze ensembles other than the ensemble of all codes (which we call the Shannon ensemble in Section 5, below) until the 1999 paper of MacKay [7], in which it was used to analyze certain ensembles of low-density-parity check codes. In brief, when presented with a received word $y$, the typical pairs decoder seeks a codeword $\mathbf{x}$ such that the pair ( $\mathbf{x}, \mathbf{y}$ ) belongs to the set $T$ of "typical pairs." (We give a precise definition of $T$ in section 2, which follows.) In Section 3, we develop an upper bound on the typical-pairs decoder's error probability (Theorem 3.1) which, like the classical union bound, decouples the code's weight enumerator from the channel, but unlike the union bound, when combined with the law of large numbers, gives good estimates for code thresholds (Theorem 4.1).

We then apply Theorem 4.1 to three families of binary code ensembles: (1) The Shannon ensemble, consisting of all linear codes of rate $R$; (2) the Gallager ensemble, consisting of ( $j, k$ ) low-density parity-check codes; and (3) the ensemble of Repeat-Accumulate codes introduced by Divsalar, Jin and McEliece [2]. In the case of the Shannon ensembles, we show that our method yields thresholds identical to those implied by Shannon's theorem. Thus the typical sequence method, despite its suboptimality, loses nothing (in terms of coding thresholds) for the Shannon ensemble.

Finally, we compare our thresholds to the iterative thresholds for the Gallager and RA ensembles recently obtained by Richardson and Urbanke [10], in order to estimate the price paid in coding threshold for the benefits of iterative decoding. In most cases, this loss is quite small, and in the case of $j=2$ LDPC codes, there appears to be no penalty at all.

The method described in this paper can be readily extended to many other channel models, including channels with memory (cf. [7, Section II]). This extension will be developed in a forthcoming paper, where the emphasis will be on the binary erasure channel and the additive Gaussian noise channel.
2. Typical pairs. Let $T$ be a set of binary vectors of length $n$ which is closed under coordinate permutations, and let $\mathbf{Z}=\left(Z_{1}, Z_{2}, \ldots, Z_{n}\right)$ be the BSC noise vector, i.e., the $Z_{i}$ 's are i.i.d. random variables with common density

$$
\operatorname{Pr}\{Z=0\}=1-p, \quad \operatorname{Pr}\{Z=1\}=p
$$

If we define the set $T$ to be a set of "typical" noise vectors, then $T$ represents the typical channel outputs if the zero-word is transmitted, and the $T+\mathbf{x}$ represents the set of typical channel outputs if the codeword $\mathbf{x}$ is transmitted. In the typical-pairs decoder (to be defined shortly), decoder errors can result if the channel output is in the typical set of more than one codeword. We are therefore interested in the quantity $\operatorname{Pr}\{\mathbf{Z} \in T \cap(T+\mathbf{x})\}$.

If $T$ is invariant under coordinate permutations, the probability $\operatorname{Pr}\{\mathbf{Z} \in T \cap(T+\mathbf{x})\}$ depends only on the weight of $\mathbf{x}$. Thus we define, for $h=0,1, \ldots, n$,

$$
\begin{equation*}
P_{h}(T)=\operatorname{Pr}\{\mathbf{Z} \in T \cap(T+\mathbf{x})\} \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}$ is any vector of weight $h$. The quantity $P_{h}(T)$ is then the probability of error in a typical-set decoder in the case of a code having only two codewords separated by a Hamming distance $h$.

For example,

$$
\begin{equation*}
P_{0}(T)=\operatorname{Pr}\{\mathbf{Z} \in T\} \tag{2.2}
\end{equation*}
$$

Since any set $T$ which is invariant under coordinate permutations must consist of all vectors of weight $k \in K$, where $K$ is a subset of $\{0,1, \ldots, n\}$, the probabilities $P_{h}(T)$ depend only on the set $K$. A short combinatorial calculation gives

$$
\begin{equation*}
P_{h}(T)=\sum_{k_{1} \in K} p^{k_{1}}(1-p)^{n-k_{1}} \sum_{k_{2} \in K}\binom{h}{\left(h+k_{1}-k_{2}\right) / 2}\binom{n-h}{\left(k_{1}-h+k_{2}\right) / 2} \tag{2.3}
\end{equation*}
$$

This is because a vector of weight $k_{1}$ has probability $p^{k_{1}}(1-p)^{n-k_{1}}$, and there are exactly $\binom{h}{\left(h+k_{1}-k_{2}\right) / 2}\binom{n-h}{\left(k_{1}-h+k_{2}\right) / 2}$ vectors of weight $k_{1}$, which have the property that when the first $h$ components are complemented, i.e., the vector $\mathbf{x}=(\overbrace{11 \cdots 1}^{h} \overbrace{00 \cdots 0}^{n-h})$ is added, the resulting vector has weight $k_{2}$. Applying (2.3) to the case $h=0$, we obtain

$$
P_{0}(T)=\sum_{k \in K} p^{k}(1-p)^{n-k}\binom{n}{k}
$$

in agreement with (2.2).
In our main application (Theorem 4.1) the set $T$ will be the "typical sequences" of length $n$ and so will be denoted by $T_{n}$. The definition of $T_{n}$ is

$$
\begin{equation*}
T_{n}=\left\{\mathbf{z}:\left|\frac{\mathrm{wt}(\mathbf{z})}{n}-p\right| \leq \epsilon_{n}\right\} \tag{2.4}
\end{equation*}
$$

where $\epsilon_{n}$ is a sequence of real numbers approaching zero more slowly than $n^{-1 / 2}$, i.e., $\epsilon_{n} \sqrt{n} \rightarrow \infty$. Then by a straightforward extension of the weak law of large numbers,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pr}\left\{\mathbf{Z} \in T_{n}\right\}=1 \tag{2.5}
\end{equation*}
$$

Furthermore, by defining $K_{n}=\left\{k: n\left(p-\epsilon_{n}\right) \leq k \leq n\left(p+\epsilon_{n}\right)\right\}$, and using the formula (2.3), it is relatively easy to prove that for any $\delta$ in the range $0 \leq \delta \leq 2 p$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}-\frac{1}{n} \log P_{\delta n}\left(T_{n}\right)=K(\delta, p) \tag{2.6}
\end{equation*}
$$

where $K(\delta, p)$ is given by the equivalent formulas

$$
\begin{align*}
K(\delta, p) & =H(p)-\delta \log 2-(1-\delta) H\left(\frac{p-\delta / 2}{1-\delta}\right)  \tag{2.7}\\
& =H(\delta)-p H\left(\frac{\delta}{2 p}\right)-(1-p) H\left(\frac{\delta}{2(1-p)}\right) \tag{2.8}
\end{align*}
$$

where $H(x)$ is the entropy function, i.e., $H(x)=-x \log x-(1-x) \log (1-x)$. (These formulas are true only for $\delta<2 p$; for $\delta \geq 2 p, K(\delta, p)$ is infinite, since $P_{h}\left(T_{n}\right)=0$ for $h>2 n\left(p+\epsilon_{n}\right)$.) In Figure 1, we have plotted the function $K(\delta, p)$ for several values of $p .^{2}$


Fig. 1. The Function $K(\delta, p)$ for $p=0.07,0.10 ., 0.15$.
In fact, a closer examination of the limit in (2.6) shows that for a fixed value of $p$, the limit is uniform. That is, for a fixed $p$, there exists a sequence of positive numbers $\beta_{n} \rightarrow 0$, such that

$$
\begin{equation*}
\left|-\frac{1}{n} \log P_{\delta n}\left(T_{n}\right)-K(\delta, p)\right|<\beta_{n} \quad \text { for all } 0<\delta<2 p \tag{2.9}
\end{equation*}
$$

Alternatively, we can write (2.9) as

$$
\begin{equation*}
P_{h}\left(T_{n}\right)=e^{-n(K(\delta, p)+o(1))} \tag{2.10}
\end{equation*}
$$

where $\delta=h / n$.

[^30]3. The typical pairs decoding method. Suppose $C$ is an $(n, k)$ binary linear code, with weight enumerator $\left(A_{0}, A_{1}, \ldots, A_{n}\right)$, i.e., $C$ contains exactly $A_{h}$ words of Hamming weight $h$, for $h=1, \ldots, n$. We suppose that at the transmitter, a codeword $\mathbf{x} \in \mathcal{C}$ is selected at random, transmitted over a BSC with crossover probability $p$, and received at the destination as $\mathbf{y}$. The $T$-decoder tries to infer $\mathbf{x}$ based on knowledge of the code $\mathcal{C}$, the noisy codeword $\mathbf{y}$, and the channel noise parameter $p$. The $T$-decoder works as follows.

For every codeword $\mathbf{x}_{i}$, the $i$ th "pseudonoise" $\mathbf{z}_{i}=\mathbf{y}-\mathbf{x}_{i}$ is computed. If there are no indices $i$ for which $\mathbf{z}_{i} \in T$, the decoder fails. Otherwise, among those indices such that $\mathbf{z}_{i} \in T$, the decoder choose one for which the Hamming weight $w\left(\mathbf{z}_{i}\right)$ is smallest. In short, the decoder chooses the most likely codeword for which $\mathbf{z}_{i}$ is typical. In what follows we do not distinguish between decoder error and failure, and denote the probability of decoder error (or failure) by $P_{E}$.

Theorem 3.1. If $P_{E}$ denotes the probability that the $T$-decoder does not correctly identify the transmitted codeword, then

$$
\begin{equation*}
P_{E} \leq\left(1-P_{0}(T)\right)+\sum_{h=1}^{n} A_{h} \min \left(\beta^{h}, P_{h}(T)\right) \tag{3.1}
\end{equation*}
$$

where $\beta=2 \sqrt{p(1-p)}$ is the channel Bhattacharyya parameter. ${ }^{3}$
Proof. Let ( $\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{M-1}$ ) be an ordering of the code with $\mathbf{x}_{0}$ being the all-zeros word, and suppose $\mathbf{x}_{0}$ is transmitted. For $i=0,1, \ldots, M-1$, define the following events:

$$
\begin{aligned}
& T_{i}=\left\{\mathbf{z}_{i} \in T\right\} \quad\left(\mathbf{z}_{i}\right. \text { is typical) } \\
& V_{i}=\left\{w\left(\mathbf{z}_{i}\right) \leq w\left(\mathbf{z}_{0}\right)\right\} \quad\left(\mathbf{z}_{i} \text { is more likely than } \mathbf{z}_{0}\right) \\
& S_{i}=T_{i} \cap V_{i} \quad\left(\mathbf{z}_{i} \text { is typical and is more likely than } \mathbf{z}_{0}\right)
\end{aligned}
$$

Then the $T$-decoder will fail only if at least one of the events $T_{0}^{\prime}, S_{1}, \ldots$, $S_{M-1}$ occurs. Thus if $\mathcal{E}$ denotes the event " $T$-decoder fails, given that $\mathbf{x}_{0}$ was transmitted," we have (here $T_{0}^{\prime}$ denotes the complement of $T_{0}$ )

$$
\begin{align*}
\mathcal{E} & =T_{0}^{\prime} \cup\left(\bigcup_{i=1}^{M-1} S_{i}\right) \\
& =T_{0}^{\prime} \cup\left(T_{0} \cap \bigcup_{i=1}^{M-1} S_{i}\right)  \tag{3.2}\\
& =T_{0}^{\prime} \cup\left(\bigcup_{i=1}^{M-1}\left(T_{0} \cap S_{i}\right)\right) .
\end{align*}
$$

Therefore the probability of $T$-decoder error, given that $\mathbf{x}_{0}$ was transmitted, can be upper bounded as follows:

$$
\begin{equation*}
\operatorname{Pr}\left\{\mathcal{E} \mid \mathbf{x}_{0}\right\} \leq \operatorname{Pr}\left\{T_{0}^{\prime} \mid \mathbf{x}_{0}\right\}+\sum_{i=1}^{M-1} \operatorname{Pr}\left\{T_{0} \cap S_{i} \mid \mathbf{x}_{0}\right\} \tag{3.3}
\end{equation*}
$$

[^31]But $\operatorname{Pr}\left\{T_{0}^{\prime} \mid \mathbf{x}_{0}\right\}=1-\operatorname{Pr}\left\{T_{0} \mid \mathbf{x}_{0}\right\}$, and $\operatorname{Pr}\left\{T_{0} \mid \mathbf{x}_{0}\right\}=\operatorname{Pr}\{\mathbf{Z} \in T\}=P_{0}(T)$, from (2.2). Thus

$$
\begin{equation*}
\operatorname{Pr}\left\{T_{0}^{\prime} \mid \mathbf{x}_{0}\right\}=1-P_{0}(T) \tag{3.4}
\end{equation*}
$$

Also, since $S_{i}=T_{i} \cap V_{i}$, it follows that

$$
\operatorname{Pr}\left\{T_{0} \cap S_{i} \mid \mathbf{x}_{0}\right\} \leq \min \left(\operatorname{Pr}\left\{V_{i} \mid \mathbf{x}_{0}\right\}, \operatorname{Pr}\left\{T_{0} \cap T_{i} \mid \mathbf{x}_{0}\right\}\right)
$$

By the familiar union bound argument [8, Theorem 7.5], we have

$$
\operatorname{Pr}\left\{V_{i} \mid \mathbf{x}_{0}\right\} \leq \beta^{h_{i}}
$$

where $h_{i}$ is the Hamming weight of $\mathbf{x}_{i}$.
Also note that by definition $\mathbf{z}_{i}=\mathbf{y}-\mathbf{x}_{i}$, and so we have, for $i=$ $1, \ldots, M-1, \mathbf{z}_{i}=\mathbf{z}_{0}+\left(\mathbf{x}_{0}-\mathbf{x}_{i}\right)=\mathbf{z}_{0}-\mathbf{x}_{i}$, since $\mathbf{x}_{0}$ is the all-zeros word. Thus $T_{i}=\left\{\mathrm{z}_{0} \in T+\mathbf{x}_{i}\right\}$, and so

$$
\begin{aligned}
\operatorname{Pr}\left\{T_{0} \cap T_{i} \mid \mathbf{x}_{0}\right\} & =\operatorname{Pr}\left\{\mathbf{Z} \in T \cap\left(T+\mathbf{x}_{i}\right)\right\} \\
& =P_{h_{i}}(T)
\end{aligned}
$$

where $h_{i}$ is the Hamming weight of $\mathbf{x}_{i}$. Hence

$$
\begin{align*}
\sum_{i=1}^{M-1} \operatorname{Pr}\left\{T_{0} \cap S_{i} \mid \mathbf{x}_{0}\right\} & \leq \sum_{i=1}^{M-1} \min \left(\beta^{h_{i}}, P_{h_{i}}(T)\right)  \tag{3.5}\\
& =\sum_{h=1}^{n} A_{h} \min \left(\beta^{h}, P_{h}(T)\right)
\end{align*}
$$

since there are exactly $A_{h}$ words of Hamming weight $h$ in $\mathcal{C}$. Combining (3.3) with (3.4) and (3.5), gives (3.1).
4. Code ensembles. By an ensemble of linear codes we mean a sequence $\mathcal{C}_{n_{1}}, \mathcal{C}_{n_{2}}, \ldots$ of sets of linear codes of a common rate $R$, where $\mathcal{C}_{n_{i}}$ is a set of $\left(n_{i}, k_{i}\right)$ codes with $k_{i} / n_{i}=R$. We assume that the sequence $n_{1}, n_{2}, \ldots$ approaches infinity. If $C$ is an ( $n, k$ ) code in the ensemble, we denote the weight enumerator of $C$ by the list $A_{0}(C), A_{1}(C), \ldots, A_{n}(C)$. The average weight enumerator for the set $\mathcal{C}_{n}$ is defined as the list

$$
\bar{A}_{0}^{(n)}(C), \bar{A}_{1}^{(n)}(C), \ldots, \bar{A}_{n}^{(n)}(C)
$$

where

$$
\begin{equation*}
\bar{A}_{h}^{(n)} \triangleq \frac{1}{\left|\mathcal{C}_{n}\right|} \sum_{C \in \mathcal{C}_{n}} A_{h}(C) \quad \text { for } h=0,1, \ldots, n \tag{4.1}
\end{equation*}
$$

We define, for each $n$ in the sequence $n_{1}, n_{2}, \ldots$, the function

$$
\begin{equation*}
r_{n}(\delta) \triangleq \frac{1}{n} \log \bar{A}_{\lfloor\delta n\rfloor}^{(n)} \quad \text { for } 0<\delta<1 \tag{4.2}
\end{equation*}
$$

Also, we define the ensemble spectral shape :

$$
\begin{equation*}
r(\delta) \triangleq \lim _{n \rightarrow \infty} r_{n}(\delta) \quad \text { for } 0<\delta<1 \tag{4.3}
\end{equation*}
$$

assuming that the limit exists. In this case, we may write

$$
\begin{equation*}
\bar{A}_{h}^{(n)}=e^{n(r(\delta)+o(1))}, \tag{4.4}
\end{equation*}
$$

where $\delta=h / n$.
Now we apply Theorem 3.1, using the set $T_{n}$, defined in (2.4), to a code $C \in \mathcal{C}_{n}$ :

$$
\begin{equation*}
P_{E} \leq \eta_{n}+\sum_{h=1}^{n} A_{h}(C) P_{h}\left(T_{n}\right) \tag{4.5}
\end{equation*}
$$

where $\eta_{n}=\operatorname{Pr}\left\{T_{n}^{\prime}\right\} \rightarrow 0$ by (2.5). If we average (4.5) over all codes in the ensemble $\mathcal{C}_{n}$, we obtain the following upper bound on $\bar{P}_{E}^{(n)}$, the ensemble decoder error probability:

$$
\begin{equation*}
\bar{P}_{E}^{(n)} \leq \eta_{n}+\sum_{h=1}^{n} \bar{A}_{h}^{(n)} P_{h}\left(T_{n}\right) \tag{4.6}
\end{equation*}
$$

Replacing $\bar{A}_{h}^{(n)}$ with the right side of (4.4), and $P_{h}\left(T_{n}\right)$ with the right side of (2.10), (4.6) becomes

$$
\begin{equation*}
\bar{P}_{E}^{(n)} \leq \eta_{n}+\sum_{h=1}^{n} e^{-n(K(\delta, p)-r(\delta)+o(1))} \tag{4.7}
\end{equation*}
$$

It now appears that if $p$ is chosen so that the function $K(\delta, p)-r(\delta)$ is positive for all $0<\delta<1$, so that the exponent in the sum in (4.7) is always negative, the ensemble word error probability $\bar{P}_{E}^{(n)}$ will approach zero, as $n \rightarrow \infty$. This is in fact true, provided we make the following two technical assumptions about the behavior of $\bar{A}_{h}^{(n)}$, for $h=o(n)$.

- Assumption 1. There exist a sequence of integers $d_{n}$ such that $d_{n} \rightarrow$ $\infty$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{h=1}^{d_{n}} \bar{A}_{h}^{(n)}=0 \tag{4.8}
\end{equation*}
$$

(This assumption says, roughly, that the minimum distance of the ensemble is at least $d_{n}$.)

- Assumption 2. There exist a sequence of real numbers $\theta_{n} \geq 0$ such that

$$
\begin{equation*}
r_{n}(\delta) \leq r(\delta)+\theta_{n}, \quad \text { where } \quad \lim _{n \rightarrow \infty} \frac{n \theta_{n}}{d_{n}}=0 \tag{4.9}
\end{equation*}
$$

We now state our main result:
Theorem 4.1. Suppose the code ensemble has spectral shape $r(\delta)$, and also that it satisfies Assumptions 1 and 2. Then if the crossover probability $p<1 / 2$ of the channel satisfies

$$
K(\delta, p)>r(\delta) \quad \text { for } \quad 0<\delta<2 p
$$

then $\bar{P}_{E}^{(n)} \rightarrow 0$ as $n \rightarrow \infty$.
There is a slightly weaker version of Assumption 1 that guarantees that the ensemble bit error probability approaches zero:

- Assumption $1^{\prime}$. There exist a sequence of integers $d_{n}$ such that $d_{n} \rightarrow \infty$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{h=1}^{d_{n}} \frac{h}{n} \bar{A}_{h}^{(n)}=0 \tag{4.10}
\end{equation*}
$$

The corresponding modification of Theorem 4.1 follows.
Theorem 4.2. Suppose the code ensemble has spectral shape $r(\delta)$, and also that it satisfies Assumptions $1^{\prime}$ and 2. Then if the crossover probability $p<1 / 2$ of the channel satisfies

$$
K(\delta, p)>r(\delta) \quad \text { for } 0<\delta<2 p
$$

then $\bar{P}_{b}^{(n)} \rightarrow 0$ as $n \rightarrow \infty$, where $P_{b}$ denotes the $T$-decoder's bit error probability.
(A proof of Theorem 4.1 will be found in the Appendix. The proof of Theorem 4.2 is similar and is omitted.)

In the following three sections, we will apply Theorem 4.1 to three different ensembles of binary linear codes: (1) The Shannon ensemble, consisting of all linear codes of rate $R$; (2) the Gallager ensemble, consisting of ( $j, k$ ) low-density parity-check codes; and (3) the ensemble of RepeatAccumulate codes introduced by Divsalar, Jin and McEliece [2].
5. The Shannon ensemble. For the set of random linear codes of rate $R$, we have

$$
\begin{equation*}
\bar{A}_{h}^{(n)}=\binom{n}{h} 2^{-n(1-R)} \tag{5.1}
\end{equation*}
$$

from which it follows via a routine calculation that

$$
\begin{equation*}
r(\delta)=H(\delta)-(1-R) \log 2 \tag{5.2}
\end{equation*}
$$

This function is shown for $R=1 / 3$ in Figure 2.
To apply Theorem 4.1 to the Shannon ensemble, ${ }^{4}$ for a given rate $R$ we must find the largest $p$ such that $K(\delta, p)>H(\delta)-(1-R) \log 2$ for all $0<\delta<2 p$.
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Fig. 2. The function $r(\delta)$ for the ensemble of $R=1 / 3$ linear codes.

Using (5.2) and (2.8), this inequality becomes

$$
\begin{equation*}
p H\left(\frac{\delta}{2 p}\right)+(1-p) H\left(\frac{\delta}{2(1-p)}\right)<(1-R) \log 2 . \tag{5.3}
\end{equation*}
$$

The maximum of the left side of (5.3) in the range $0<\delta<2 p$ occurs at $\delta=2 p(1-p)$, and is $H(p)$. Thus the inequality $K(\delta, p)>H(\delta)-(1-R) \log 2$ required by Theorem 4.1 becomes simply $H(p)<(1-R) \log 2$, or $H_{2}(p)<$ $1-R$, where $H_{2}(p)$ is the binary entropy function. Thus we have proved

Theorem 5.1. The ensemble of random linear codes of rate $R$ is good on a BSC with crossover probability $p$ if $H_{2}(p)<1-R$.

The idea of the proof is illustrated in Figure 3, where we see the function $K(\delta, 0.174)$ just touching the $r(\delta)$ curve of Figure 2. This shows that the threshold for the ensemble of $R=1 / 3$ linear codes is $p=0.174$, which reflects the fact that $H_{2}(0.174)=1-2 / 3$.

Of course, Theorem 5.1 is just Shannon's theorem for linear codes on the BSC. We have included it only to demonstrate that Theorem 4.1 is powerful enough to reproduce Shannon's theorem. In the next two sections we will apply it to more interesting ensembles.
6. The Gallager ensemble. In this section, we discuss the application of Theorem 4.1 to the ensemble of $(j, k)$ low-density parity-check codes defined by Gallager [4]. ${ }^{5}$ In brief, every code in Gallager's $(j, k)$ ensemble is defined by a parity-check matrix which has $j$ ones in each column
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Fig. 3. The function $r(\delta)$ for the ensemble of $R=1 / 3$ linear codes, together with the function $K(\delta, p)$ for $p=0.174$.
and $k$ ones in each row. The rate of each code in the ensemble is at least $R_{j, k}=1-(j / k)$.

The spectral shape $r_{j, k}(\delta)$ for the $(j, k)$ ensemble was determined by Gallager. It can be expressed in parametric form, as follows:

$$
\begin{aligned}
\delta_{j, k}(s) & =\frac{1}{k} \frac{\partial \mu}{\partial s}(s, k) \\
r_{j, k}(s) & =\frac{j}{k}\left(\mu(s, k)-s \frac{\partial \mu}{\partial s}(s, k)+(k-1) \log 2\right)-(j-1) H\left(\frac{1}{k} \frac{\partial \mu}{\partial s}(s, k)\right)
\end{aligned}
$$

where the parameter $s$ ranges from $-\infty$ to $+\infty$, and the function $\mu(s, k)$ is defined by

$$
\mu(s, k) \triangleq \log \frac{\left(1+e^{s}\right)^{k}+\left(1-e^{s}\right)^{k}}{2^{k}}
$$

Figure 4 shows the function $r_{j, k}$ for $(j, k)=(3,6)$.
Given the spectral shape, it is an easy task to apply Theorem 4.1 to find the corresponding BSC ensemble thresholds. ${ }^{6}$ A short table of these thresholds, together with the corresponding Shannon limit, is given below.
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Fig. 4. The function $r(\delta)$ for the ensemble of $(3,6) L D P C$ codes.

| $(j, k)$ | $R_{j, k}$ | $p_{j, k}$ | RU limit | Shannon limit |
| :---: | :---: | :--- | :---: | :---: |
| $(3,6)$ | $1 / 2$ | 0.0915 | 0.084 | 0.109 |
| $(3,5)$ | $2 / 5$ | 0.129 | 0.113 | 0.145 |
| $(4,6)$ | $1 / 3$ | 0.170 | 0.116 | 0.174 |
| $(3,4)$ | $1 / 4$ | 0.205 | 0.167 | 0.214 |
| $(2,3)$ | $1 / 3$ | 0.0670 | 0.0670 | 0.174 |
| $(2,4)$ | $1 / 2$ | 0.0286 | 0.0286 | 0.109 |

For example, consider the " $(3,5)$ " line in the table. The corresponding Gallager ensemble consists of codes which have parity-check matrices with 3 ones per column and 5 ones per row. The rate of all codes in this ensemble at least $R_{3,5}=1-(3 / 5)=2 / 5$. Using Theorem 4.1, it is calculated that for any BSC with crossover probability $p<0.129$, the $(3,5)$ ensemble is good, i.e., the average word error probability of the $T$-decoder approaches 0 , as $n \rightarrow \infty$. This should be compared to the Shannon limit for the ensemble of all linear codes of rate $2 / 5$ (cf. Theorem 5.1 ), which is $p=0.145$, which indicates the price which is paid for having the $(3,5)$ structure. Finally, we note that the Richardson-Urbanke limit [10] for the $(3,5)$ ensemble is $p=0.113$, i.e., with belief propagation-style iterative decoding, the ensemble decoder error probability approaches 0 if and only if $p<0.113$.
(The values $p_{j, k}$ for $(j, k)=(3,6),(3,5),(4,6)$, and $(3,4)$ given in the above table appear to agree with the values given by Gallager [4] in his Figure 3.5, although he gave no numerical values. However, as we mentioned above, we have been able to show that the thresholds obtained
from our Theorem 4.1 are the same as the best obtainable using Gallager's methodology, so our threshold values are at least as good as Gallager's.)

We conclude this section with some remarks on the ensemble of $(2, k)$ LDPC codes. Originally dismissed by Gallager because their minimum distance is $O(\log n)$ [4, Theorem 2.5], they are nevertheless quite interesting, and are variously called "graph-theoretic," "circuit," or "cycle" codes [9, Section 5.8], [6] because of their close connection to finite undirected graphs. Using Theorem 4.2, we can show that for $p<p^{*}(k)$, the bit error probability for $T$-decoding of the $(2, k)$ ensemble approaches zero, where $p^{*}(k)$ is given by the exact formula

$$
\begin{equation*}
p^{*}(k)=\frac{1}{2}\left(1-\sqrt{1-\frac{1}{(k-1)^{2}}}\right) . \tag{6.1}
\end{equation*}
$$

(The ensemble word error probability does not approach zero for any $p>0$.)
Furthermore, Wiberg [12, Example 5.1] showed that with iterative decoding, the ensemble of $(2, k)$ cycle codes has ensemble bit error probability approaching zero for $p<p^{*}(k)$. Numerically, the Richardson-Urbanke method appears to give the same value, so it seems safe to say that (6.1) gives the exact iterative threshold for the Gallager $(2, k)$ ensemble. ${ }^{7}$

Finally, it was shown by Decreusefond and Zémor [3] that for an "expurgated" ensemble of $(2, k)$ cycle codes, the exact maximum-likelihood BSC coding threshold is equal to $p^{*}(k)$. Since as we have seen, the threshold for the unexpurgated ensemble is at least this good, it seems very likely that $p^{*}(k)$ is the exact ML threshold for the unexpurgated ensemble as well. These results strongly suggest that that for $(2, k)$ cycle codes, the iterative and maximum-likelihood thresholds are the same, and are given by the formula (6.1).
7. The ensemble of repeat-accumulate codes. In brief, for an integer $q \geq 2$, the ensemble of $q$-repeat accumulate codes consists of those codes which can be encoded by the serial concatenation of a $q$-ary repetition encoder, followed by a pseudorandom permutation, followed by a rate 1 code with (square) generator matrix of generic shape

$$
G=\left(\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

The basic combinatorial fact about the ensemble of ( $q k, k$ ) RA codes is the following formula for the average number of input words of weight $w$

[^35]which are encoded into output words of weight $h$ [2, Eq. (5.4)]:
\[

$$
\begin{equation*}
\bar{A}_{w, h}^{(q k)}=\frac{\binom{k}{w}\binom{q k-h}{\lfloor q w / 2\rfloor}\binom{ h-1}{\lceil q w / 2\rceil-1}}{\binom{q k}{q w}} \tag{7.1}
\end{equation*}
$$

\]

It follows then that if $\bar{A}_{h}^{(q k)}$ denotes the average number of words of weight $h$ in the ensemble,

$$
\begin{equation*}
\bar{A}_{h}^{(q k)}=\sum_{w=1}^{N} \bar{A}_{w, h}^{(q k)} \tag{7.2}
\end{equation*}
$$

From (7.1) and (7.2), it can be shown that the spectral shape $r(\delta)$ for the ensemble of $q$-RA codes is as follows :

$$
\begin{equation*}
r(\delta)=\max _{0 \leq x \leq 1 / q}\left\{-\frac{q-1}{q} H(q x)+(1-\delta) H\left(\frac{q x}{2(1-\delta)}\right)+\delta H\left(\frac{q x}{2 \delta}\right)\right\} \tag{7.3}
\end{equation*}
$$

Figure 5 shows the $r(\delta)$ curve for the ensemble of $q=3$ RA codes. ${ }^{8}$


Fig. 5. The function $r(\delta)$ for the ensemble of $R=1 / 3 R A$ codes.
Combining (7.3) with Theorem 4.1, it is a straightforward computation to obtain the thresholds in the following table.

[^36]| $q$ | $R_{q}$ | $p_{q}$ | RU limit | Shannon limit |
| :---: | :--- | :--- | :--- | :---: |
| 2 | $1 / 2$ | $0.029^{*}$ | - | 0.109 |
| 3 | $1 / 3$ | 0.132 | 0.142 | 0.174 |
| 4 | $1 / 4$ | 0.191 | 0.188 | 0.215 |
| 5 | $1 / 5$ | 0.228 | 0.216 | 0.243 |
| 6 | $1 / 6$ | 0.254 | 0.235 | 0.264 |
| 7 | $1 / 7$ | 0.274 | 0.250 | 0.281 |

For example, consider the $q=3$ line of the table. It indicates that the common rate for all $q=3 \mathrm{RA}$ codes is $R=1 / 3$, and that this ensemble is good on any BSC with crossover probability $p<0.132$. By way of comparison, the Shannon threshold for the ensemble of all rate $1 / 3$ linear codes is seen to be $p<0.174$. Finally, the Richardson-Urbanke iterative decoding threshold [Richardson and Urbanke, private commmunication] is $p<0.142$. Since we can show that the $T$-decoding algorithm always gives the same ensemble threshold as does maximum-likelihood decoding, which must be at least as good as the iterative threshold, this apparently shows either that the thresholds given in Theorem 4.1 are not always the best possible for $T$-decoding, or that the R-U theorem is not correct for this ensemble. A resolution of this paradox would be very welcome.

Finally we note that for the ensemble of $q=2$ RA codes, the word error probability for $T$-decoding does not approach zero for any $p>0$, but, again by using Theorem 4.2, we can show that the ensemble bit error probability approaches zero for $p<0.029$.

## APPENDIX

A. Proof of Theorem 4.1. We first define the ensemble threshold as follows:

$$
\begin{equation*}
p_{0}=\sup \{p: K(\delta, p)>r(\delta), 0<\delta<2 p\} . \tag{A.1}
\end{equation*}
$$

Lemma A.1. If $p<p_{o}$, then there exist real numbers $\alpha_{0}>0$ and $\gamma_{0}>0$, and a positive integer $N_{0}$, such that for $n \geq N_{0}$,

$$
\sum_{h=d_{n}}^{\alpha_{0} n} \bar{A}_{h}^{(n)} \beta^{h}=O\left(e^{-d_{n} \gamma_{0}}\right)
$$

where $\beta=2 \sqrt{p(1-p)}$.
Proof. Using the definition (2.7), It is straightforward to show that

$$
\lim _{\delta \rightarrow 0} \frac{K\left(\delta, p_{0}\right)}{\delta}=\frac{\partial K\left(0, p_{0}\right)}{\partial \delta}=-\log \beta_{0}
$$

where $\beta_{0}=2 \sqrt{p_{0}\left(1-p_{0}\right)}$. Hence for $p<p_{0}$, we have

$$
\begin{aligned}
\lim _{\sup _{\delta \rightarrow 0} \frac{r(\delta)}{\delta}} & \leq \lim _{\delta \rightarrow 0} \frac{K\left(\delta, p_{0}\right)}{\delta} \\
& =-\log \beta_{0}=2 \sqrt{p_{0}\left(1-p_{0}\right)} \\
& <-\log \beta=2 \sqrt{p(1-p)}
\end{aligned}
$$

This, together with Assumption 2, implies that there exists $\alpha_{0}>0, \gamma_{0}>0$, and a positive integer $N_{0}$ such that for $n \geq N_{0}$, we have

$$
\sup _{d_{n} / n \leq \delta<\alpha_{0}} \frac{r_{n}(\delta)}{\delta}<\frac{n \theta_{n}}{d_{n}}+\sup _{0 \leq \delta<\alpha_{0}} \frac{r(\delta)}{\delta}<-\log \beta-\gamma_{0}
$$

Hence we have, for $n \geq N_{0}$,

$$
\begin{aligned}
\sum_{h=d_{n}}^{\alpha_{0} n} \bar{A}_{n}^{(n)} \beta^{h} & =\sum_{h=d_{n}}^{\alpha_{0} n} e^{-h\left(\log \beta-r_{n}(\delta) / \delta\right)}<\sum_{h=d_{n}}^{\alpha_{0} n} e^{-h \gamma_{0}} \\
& <\sum_{h=d_{n}}^{\infty} e^{-h \gamma_{0}}=O\left(e^{-d_{n} \gamma_{0}}\right)
\end{aligned}
$$

which completes the proof.
Now we can give the proof of Theorem 4.1. With the notation being as established above, we have, by Theorem 3.1, for $p<p_{0}$,

$$
\begin{equation*}
P_{E} \leq \sum_{h=1}^{d_{n}} \bar{A}_{h}^{(n)}+\sum_{h=d_{n}}^{\alpha_{0} n} \bar{A}_{h}^{(n)} \beta^{h}+\sum_{h=\alpha_{0} n}^{n} \bar{A}_{h}^{(n)} P_{h}(T)+o(n) \tag{A.2}
\end{equation*}
$$

The first sum in (A.2) approaches zero by Assumption 1, the second sum approaches zero by Lemma A. 1 together with the fact that $d_{n} \rightarrow \infty$. The third sum is

$$
\begin{align*}
\sum_{h=\alpha_{0} n}^{n} \bar{A}_{h}^{(n)} P_{h}(T) & =\sum_{h=\alpha_{0} n}^{n} e^{-n(K(\delta, p)-r(\delta)+o(1))}  \tag{A.3}\\
& \leq \sum_{h=\alpha_{0} n}^{n} e^{-n\left(K(\delta, p)-K\left(\delta, p_{0}\right)+o(1)\right)}
\end{align*}
$$

where the first line follows from (2.10) and Assumption 2, and the second line follows from the definition (A.1) of $p_{0}$.

Finally, let $\epsilon$ be such that

$$
K(\delta, p)-K\left(\delta, p_{0}\right) \geq \epsilon \quad \text { for } \alpha_{o} \leq \epsilon \leq 2 p
$$

Then for $n$ sufficiently large, the exponent in (A.3) will be $\geq \epsilon / 2$, and so the sum will be upper bounded by $n \cdot e^{-n \epsilon / 2}$, which goes to zero as $n \rightarrow \infty$.
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# PROPERTIES OF THE TAILBITING BCJR DECODER 

JOHN B. ANDERSON* AND KEMAL E. TEPE ${ }^{\dagger}$


#### Abstract

The tailbiting BCJR algorithm extends the maximum a posteriori (MAP) decoder of Bahl et al. to the case of tailbiting trellis codes. The algorithm consists of forward and backward recursions that start from the left and right principal eigenvectors of the product of the trellis gamma matrices. The result is a slightly suboptimal symbol-by-symbol MAP decoder that performs much less computation than the true MAP decoder. The decoder has both iterative and non-iterative realizations. We formally justify the algorithm and develop its properties. Storage of the entire recursion outcome is not required and we relate the needed length to the encoder memory and the encoder decision depth parameter. By tests of actual decoders, the bit error rate of the algorithm is compared to that of true MAP, maximum likelihood, and circular Viterbi decoders. For a given encoder, the BER of these decoders depends on the ratio of the tailbiting circle size to the encoder memory. We argue that there exists a certain practical optimum ratio of circle size to memory, and at this ratio the BER of the tailbiting BCJR decoder is essentially that of the true MAP decoder.


AMS(MOS) subject classifications. 94B10 Convolutional codes; 94B35 Decoding.

1. Introduction. We study a decoding algorithm for tailbiting trellis codes that is based on the idea of a posteriori probability, or APP, decoding. An APP decoder is one that computes the probability of a transmitted data symbol or encoder state or encoder transition, given the observed channel outputs and any a priori probability known about the encoder states. A MAP (maximum a posteriori probability) decoder is an APP decoder that makes a hard decision about a data symbol or state by choosing the one with highest APP. The classical BCJR algorithm, named for the authors of an early paper [1], computes the probabilities of states and transitions of a Markov source and has been applied to APP and MAP decoding of terminated trellis codes. The algorithm and its notation trace back to the statistical literature of the 1960s. In an earlier paper [2] we extended the BCJR idea to the decoding of codes that have a tailbiting trellis structure. In this paper we give a formal justification for the algorithm's structure and a detailed rendering of its properties as a decoder for binary convolutional tailbiting codes. Both BSC and AWGN coding are considered.

Tailbiting (TB) convolutional codes trace back to works by Solomon and Tilborg [3] and Ma and Wolf [4], among others. They are defined by the fact that the encoder begins at the same state in which it will later end. The paper focuses on rate $1 / 2$ time-invariant feedforward convolutional encoders, and a notation for these is defined with the aid of Fig. 1. The encoder is defined by two shift register tap sets $\boldsymbol{g}_{1}$ and $\boldsymbol{g}_{2}$ expressed as left-

[^37]justified octals; for example $\left(\boldsymbol{g}_{1}, \boldsymbol{g}_{2}\right)=(11101,11001)$ is denoted $(72,62)$. The tap sets are of length $m+1$, where $m$ is the memory of the encoder. To start the encoder in the TB mode, the last $m$ data bits are used to initialize the shift register. Another useful class of encoders is the recursive systematic class. Recent work shows that they may be used in the TB mode $[6,19]$. We have studied them extensively as well, but since results of the type in this paper hardly differ from the feedforward class, we will not discuss them separately.


Fig. 1. (a) (Above) General rate $1 / 2$ memory $m$ feedforward encoder with generators $\left(\boldsymbol{g}_{1}, \boldsymbol{g}_{2}\right)$. (b) (Below) 8-stage circular tailbiting trellis for encoder (111,101).

Because of the TB condition, the trellis generated by the encoder is circular, and Fig. 1 gives an 8 -stage example for the $(7,5)$ encoder. Define
an ( $N, L, d$ ) binary tailbiting code to have $N$-bit codewords comprising $L$ stages, whose minimum Hamming distance is $d$. Its rate is $R=L / N$ bits per channel use. In [5], we give an exhaustive list of TB encoders that optimize $d$ at all short and medium $L$ and rates $1 / 4-2 / 3$.

Convolutional tailbiting codes are important for several reasons. First, the codes are very powerful. Reference [5] shows that ( $N, L, d$ ) TB codes achieve the minimum distance of most of the best known block codes at short and medium $N$ and that they do so at a relatively small trellis complexity. Second, as convolutional codes they do not require terminating bits in order to avoid a higher error rate at the ends of words. There is thus no rate reduction on the coding and no accompanying loss of energy efficiency. Finally, as trellis codes these TB codes allow the use of trellis algorithms that have computational advantages and that easily adapt to soft channel input and soft decoder output. The BCJR decoder in this paper is one such decoder. Soft output APP decoders are essential in iterative decoding methods such as turbo coding. As soft input decoders, MAP decoders can take account of a priori data probabilities. When these exist the improvement in, e.g., bit error rate over distance-minimizing decoders can be dramatic [2, 7].

One result of this paper is that there is a subtle difference between the MAP and BCJR decoders, and so we next define carefully what is meant by each. The sequence MAP decoder solves for the a posteriori most likely sequence of state transitions in the encoder trellis. Its output is an entire codeword. The symbol-by-symbol MAP decoder solves for the most likely value of the encoder state $S_{t}$ or transition or data symbol at time $t$. The sequence of these may not correspond to states or data in the sequence MAP output. The true symbol-by-symbol MAP decoder would exhibit all sequences of states and their probabilities and sum the probabilities of all state sequences that contain the desired state or transition or symbol at time $t$. Our colleague K. Zigangirov has proposed such a MAP decoder for tailbiting codes [18, Chap. 7]. It can be thought of as two recursions that each produce and store a sequence of $2^{m} \times 2^{m}$ matrices.

In contrast, decoders of the BCJR type do not work with probabilities of whole state sequences. Let us formally take a BCJR-type decoder as one with two recursions that produce and store a sequence of size- $2^{m}$ vectors instead of $2^{m} \times 2^{m}$ matrices, with each vector relating to the $2^{m}$ state probabilities at a time $t$. Its reason for being is that it is simpler by a factor $2^{m}$. It is well known that the BCJR decoder is true symbol-bysymbol MAP for terminated codes. We will find that this is not quite so for tailbiting codes.

An important aspect of APP-based decoders is that their recursions can be viewed as matrix and vector operations. This can be a great advantage: Objects such as eigenvectors in fact have physical meaning, and when expressed in a vector programming language the recursions become startlingly simple. The dynamic programming in a Viterbi algorithm is a
less natural operation to an arithmetic-based processor and matrix properties have less physical meaning. But the vector nature of APP decoders can sometimes also mislead: Certain matrices in APP recursions are sparse and multiplications with them do not have the complexity of full matrix operations. Both BCJR and true MAP decoders can be simplified by taking account of sparsity and trellis structure. We will not pursue this in detail.

APP-based decoders form a subset of the more general class of "belief propagation" algorithms, a field that has attracted much recent interest. See for example refs. [8, 9] and other papers in this book. Belief propagation around a tailbiting circular code trellis is a very special simple case. Sensible code trellises are irreducible - meaning that any state may be reached from any other - and in addition belief can be considered to propagate in just two directions, clockwise and counter-clockwise. The sections that follow display many properties that we suspect do not apply beyond this bidirectional propagation case.

A formal justification of the tailbiting BCJR (henceforth denoted TBBCJR) decoder appears in Section 2. The critical difference from a terminated BCJR decoder is the appearance of principal eigenvectors in the decoder and this leads to interesting properties. Section 3 explores how to find the eigenvectors. It turns out that finding them is a fixed overhead that depends on the convolutional tap set and not on the tailbiting circle size; similarly, the storage of recursion outcomes can be limited. The rest of the paper turns from a formal approach to one of exploring decoder behavior through measurements of bit error rate (BER). Section 4 studies the TB-BCJR error rate and compares it to that of tailbiting Viterbi and true MAP decoders. It turns out that no more than a certain encoder memory $m$ is needed for a fixed circle size $L$ and only a certain $L$ is needed for a given $m$; put another way, the ratio $L / m$ should assume a certain value. This value depends on the decision depth parameter of the convolutional encoder. This parameter also gives an insight into when the TB-BCJR and true MAP decoders have similar BERs.
2. Formal justification of the tailbiting BCJR. In this section we adapt the BCJR algorithm to tailbiting and show that under tailbiting an algorithm of the BCJR type should be initialized with the principal eigenvectors of a certain matrix. These are unique and component-wise positive vectors. Properties of the forward and backward BCJR recursions are developed, including particularly the fact that the recursions converge to these eigenvectors. It will turn out that the TB-BCJR, whether based on eigenvectors or converging recursions, is not quite a true MAP decoder.

The BCJR for Terminated Trellis Codes. The BCJR is known also as the forward-backward or sum-product algorithm. It solves for the set of
probabilities

$$
\begin{equation*}
P\left\{S_{t}=i \mid Y_{1}^{L}\right\} \tag{2.1}
\end{equation*}
$$

that the encoder state $S_{t}$ at trellis stage $t$ was $i$, given that the codeword $Y_{1}, \ldots, Y_{L}$ was received. Here each $Y_{t}$ is the set of $c$ channel outputs corresponding to stage $t$ when the code is convolutional with rate $b / c$; the notation $Y_{1}^{L}$ is shorthand for the $c$-groups 1 through $L$. Actually, the algorithm solves a system of equations in the variables

$$
\begin{equation*}
\lambda_{t}(i)=P\left\{S_{t}=i, Y_{1}^{L}\right\} \tag{2.2}
\end{equation*}
$$

which are simply the probabilities in (2.1) scaled by the fixed number $P\left\{Y_{1}^{L}\right\}$. It is convenient to group together $\lambda_{t}(i), i=1, \ldots, 2^{m}$, into a vector $\lambda_{t}$, one for each trellis stage.

To find these probabilities, the procedure defines three sets of working probabilities. Define for each time $t$ the row vector $\boldsymbol{\alpha}_{t}$ with $i$ th element

$$
\begin{equation*}
\alpha_{t}(i)=P\left\{S_{t}=i, Y_{1}^{t}\right\}, \quad t=1, \ldots, L \tag{2.3}
\end{equation*}
$$

Define the column vector $\boldsymbol{\beta}_{t}$ with $j$ th element

$$
\begin{equation*}
\beta_{t}(j)=P\left\{Y_{t+1}^{L} \mid S_{t}=j\right\}, t=1, \ldots, L-1 \tag{2.4}
\end{equation*}
$$

Finally, define the matrix $\boldsymbol{\Gamma}_{t}$ with $i, j$ element

$$
\begin{equation*}
\Gamma_{t}(i, j)=P\left\{S_{t}=j, Y_{t} \mid S_{t-1}=i\right\}, \quad t=1, \ldots, L \tag{2.5}
\end{equation*}
$$

The matrix set here comprises the input to the algorithm; it contains the channel outputs, the encoder transition pattern and the a priori probabilities. Given $\Gamma_{1}, \ldots, \Gamma_{L}$, the BCJR works as follows.
(i) Form the set of row vectors $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{L}$ by the forward recursion

$$
\begin{equation*}
\boldsymbol{\alpha}_{t}=\boldsymbol{\alpha}_{t-1} \boldsymbol{\Gamma}_{t}, \quad t=1, \ldots, L \tag{2.6}
\end{equation*}
$$

(ii) Form the set of column vectors $\boldsymbol{\beta}_{L-1}, \ldots, \boldsymbol{\beta}_{1}$ by the backward recursion

$$
\begin{equation*}
\boldsymbol{\beta}_{t}=\boldsymbol{\Gamma}_{t+1} \boldsymbol{\beta}_{t+1}, \quad t=L-1, \ldots, 0 \tag{2.7}
\end{equation*}
$$

(iii) Form the output set $\boldsymbol{\lambda}_{1}, \ldots, \boldsymbol{\lambda}_{L}$ by the operation

$$
\begin{equation*}
\boldsymbol{\lambda}_{t}=\boldsymbol{\alpha}_{t} \bullet \boldsymbol{\beta}_{t}^{\prime} \tag{2.8}
\end{equation*}
$$

where ' $\odot$ ' means component-wise multiplication. Observe that with a vector processing algorithm, (2.6),(2.7) and (2.8) are each a single line.

The relationships (2.6)-(2.8) here hold if the encoder outputs are Markov and the channel is memoryless. Under the same conditions, (2.5) can be written as

$$
\begin{equation*}
\Gamma_{t}(i, j)=P\left\{Y_{t} \mid i \rightarrow j\right\} P\{i \rightarrow j\} \tag{2.9}
\end{equation*}
$$

where $i \rightarrow j$ is the $t$ th state transition. For the BSC, $Y_{t}$ consists of symbols 0 and 1, and the probabilities $P\left\{Y_{t} \mid i \rightarrow j\right\}$ stem from the crossover probability $p$. For the AWGN channel, the data-bearing values $+\sqrt{E_{s}}$ and $-\sqrt{E_{s}}$ are corrupted by additive Gaussian noise with variance $N_{0} / 2$ to form the $c$ variables in each $Y_{t}$. Now $P\left\{Y_{t} \mid i \rightarrow j\right\}$ should be taken as a Gaussian density that depends on the signal-to-noise ratio $E_{b} / N_{0}=E_{s} / R N_{0}$, and corresponding changes should be made in (2.3)-(2.5).

For terminated coding the encoder starts before transition 1 and ends after transition $L$ in state 0 . Some contemplation of recursions (2.6) at $t=1$ and (2.7) at $t=L-1$ shows that they produce the right outputs when they are initialized by $\boldsymbol{\alpha}_{0}=(1,0, \ldots, 0)$ and $\boldsymbol{\beta}_{L}=(1,0, \ldots, 0)^{\prime}$. Since successive $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ become rapidly smaller, it is convenient to normalize each to unit sum as it appears. This will have no formal mathematical effect on $\boldsymbol{\lambda}_{t}$, since it will always be normalized by $\sum_{i} \lambda_{t}(i)$. Because of this normalization, we will scale $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ at will through the rest of the paper.

For a feedforward encoder it turns out that the APP that data symbol $d_{t}$ is $0\left(+\sqrt{E_{s}}\right.$ in the AWGN case $)$ is the sum

$$
\begin{equation*}
\sum_{i \varepsilon \mathcal{S}} \lambda_{t}(i) \tag{2.10}
\end{equation*}
$$

where $\lambda_{t}$ has been normalized and $\mathcal{S}$ is the set of states to which data 0 transitions lead. For a feedback encoder the same APP is

$$
\sum_{i \rightarrow j \varepsilon \mathcal{T}} \sigma_{t}(i \rightarrow j), \quad \sigma_{t}(i \rightarrow j)=\alpha_{t-1}(i) \Gamma_{t}(i, j) \beta_{t}(j)
$$

here $\sigma_{t}(i \rightarrow j)$ is the normalized probability of a transition $i \rightarrow j$ at time $t$ and $\mathcal{T}$ is the set of such transitions caused by data 0 . In the sequel we will use only (2.10). These expressions are probabilities; the BCJR decoders in this paper are MAP decoders that make a hard decision on $d_{t}$, by putting out the symbol with the highest probability.

The Extension to Tailbiting - Forward Recursion. In the case of tailbiting, the start and end states of the encoder, $S_{0}$ and $S_{L}$, are equal but unknown and must somehow be estimated by the decoder. For the BCJR algorithm the problem comes down to initiating the recursions: The forward recursion at $t=1$ starts from some $S_{0}$ and the backward one at $t=L-1$ from the same $S_{0}$.

In what follows we will equate not the states $S_{0}$ and $S_{L}$, but their distributions; that is, we will set $P\left\{S_{0}=i, Y_{1}^{L}\right\}=P\left\{S_{L}=i, Y_{1}^{L}\right\}$, all $i$. A true TB decoder enforces $S_{o}=S_{L}$. The implies but is not implied by equal distribution. The rest of the decoder is (2.6)-(2.8), but the decoder begins from an assumption weaker than tailbiting, and it therefore may not solve for the exact probabilities (2.1)-(2.4). It does nonetheless produce probability distributions. These solutions have special properties, the most
interesting of which is that they apparently tend in practical situations to the true tailbiting APP decoder solutions. To distinguish the new solutions we will call them tailbiting BCJR (TB-BCJR) solutions and denote them by $Q\left\{S_{t}=i, Y_{1}^{L}\right\}, Q\left\{Y_{t+1}^{L}=i, S_{t}=j\right\}$, etc., rather than with $P$ as in for example (2.1)-(2.4).

We will take first the forward recursion and give an argument that produces the fundamental equation of the TB-BCJR algorithm. Strictly speaking, the equation follows from the Perron-Frobenius theorem and the fact that the algorithm consists of recursions, but the argument will give us a useful insight. From (2.6) at $t=1$,

$$
\begin{array}{r}
Q\left\{S_{1}=j, Y_{1}\right\}=\alpha_{1}(j)=\sum_{i} \alpha_{0}(i) \Gamma_{1}(i, j)= \\
\sum_{i} \alpha_{0}(i) Q\left\{S_{1}=j, Y_{1} \mid S_{0}=i\right\}
\end{array}
$$

From the laws of probability it is clear that $\alpha_{0}(i)$ in this expression must be a probability distribution on the outcome of $S_{0}$. We can select any distribution, and with the equal distribution assumption in mind, we choose

$$
\begin{equation*}
\alpha_{0}(i)=\frac{Q\left\{S_{L}=i, Y_{1}^{L}\right\}}{Q\left\{Y_{1}^{L}\right\}}=Q\left\{S_{L}=i \mid Y_{1}^{L}\right\}, \quad i=1, \ldots, 2^{m} \tag{2.11}
\end{equation*}
$$

Now iterate (2.6) $L-1$ times to obtain $\boldsymbol{\alpha}_{L}=\boldsymbol{\alpha}_{0} \boldsymbol{\Gamma}_{1} \ldots \boldsymbol{\Gamma}_{L}$. From (2.11),

$$
\alpha_{L}(i) \triangleq Q\left\{S_{L}=i, Y_{1}^{L}\right\}=\alpha_{0}(i) Q\left\{Y_{1}^{L}\right\}, \quad i=1, \ldots, 2^{m}
$$

Consequently,

$$
\begin{equation*}
\boldsymbol{\alpha}_{0}=\boldsymbol{\alpha}_{0} \boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L} / Q\left\{Y_{1}^{L}\right\} \tag{2.12}
\end{equation*}
$$

that is, the $\boldsymbol{\alpha}_{0}$ selected is a left eigenvector of the matrix $\boldsymbol{\Gamma}_{1} \ldots \boldsymbol{\Gamma}_{L} / Q\left\{Y_{1}^{L}\right\}$.
In fact, $\alpha_{0}$ is the unique, positive principal ${ }^{1}$ left eigenvector of the matrix in (2.12), henceforth abbreviated as the l.p.e.v. This is a consequence of the century-old Perron-Frobenius Theorem. A classic description ${ }^{2}$ of this theorem of linear algebra appears in Bellman [11]. It states that a positive matrix $G$ has a unique (to a constant) positive l.p.e.v. and the eigenvalue corresponding is positive. A positive vector or matrix iz one whose components are all greater than zero. Moreover, all other eigenvectors have at least one component with opposite sign. The matrix in (2.12) will be positive if the encoder in the absence of the tailbiting condition can reach

[^38]every state at $L$ from every state at 1 . We will restate the theorem as a property of the tailbiting matrix product $\boldsymbol{G}=\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L} / Q\left\{Y_{1}^{L}\right\}$.

Property 2.1 Let $\alpha$ satisfy $\boldsymbol{\alpha}=\boldsymbol{\alpha} \boldsymbol{G}$, where $\boldsymbol{G}$ is the positive tailbiting matrix just defined. Then there exists precisely one $\boldsymbol{\alpha}$ that is a probability distribution and it is the l.p.e.v. of $\boldsymbol{G}$.

Another implication of Perron-Frobenius is that a value $Q\left\{Y_{1}^{L}\right\}>0$ exists (it is the l.p.e.v. of $\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L}$ ); since a positive $\boldsymbol{\alpha}_{o}$ exists as well, the $Q$ distribution used in (2.11)-(2.12) exists.

We turn next to a second fact of matrix algebra, that for any matrix $\boldsymbol{A}$ with principal eigenvalue $\lambda$ and an initial $\boldsymbol{u}$ not orthogonal to the l.p.e.v. $\boldsymbol{v}$, the l.p.e.v. satisfies

$$
\begin{equation*}
\boldsymbol{v}=\lim _{n \rightarrow \infty} \frac{\boldsymbol{u} \boldsymbol{A}^{n}}{\lambda^{n}} \tag{2.13}
\end{equation*}
$$

If now $\boldsymbol{G}$ is positive and $\boldsymbol{\alpha}=\boldsymbol{\alpha} \boldsymbol{G}$, then $\lambda=1$ and $\boldsymbol{u} \boldsymbol{G}^{n}$ converges to $\boldsymbol{\alpha}$ for any positive $\boldsymbol{u}$. The last follows because for $\boldsymbol{u} \neq 0, \boldsymbol{u} \boldsymbol{G}$ has no zero components and hence cannot be orthogonal to a positive l.p.e.v. We summarize as:

Property 2.2 Let the tailbiting $\boldsymbol{G}$ be positive. The l.p.e.v. $\boldsymbol{\alpha}$ satisfying $\boldsymbol{\alpha}=\boldsymbol{\alpha} \boldsymbol{G}$ satisfies $\boldsymbol{u} \boldsymbol{G}^{n} \rightarrow \boldsymbol{\alpha}$ with $n$ for any nonnegative nonzero starting distribution $\boldsymbol{u}$. The recursion (2.6), iterated $n L$ times and normalized each cycle to unit sum, necessarily converges to the l.p.e.v. of G.

There are important facts here for a physical tailbiting encoder. First and foremost, Property 2.2 says that iterating the forward BCJR recursion for $n$ cycles always leads to the same result in the limit, namely the $\boldsymbol{\alpha}_{0}$ that stems from the equal distribution assumption. Whether we first make that assumption ourselves and proceed as in (2.11)-(2.12) is actually irrelevant. Such an ongoing recursion is a natural way to construct a decoder: Properties 2.1 and 2.2 imply that the strategy indeed converges, but that it converges to the " $Q$ " solution set, not the tailbiting one.

A second fact is that the key condition for both properties is that $\boldsymbol{G}$ be positive. That will be so if, (i), an $L$-step encoder transition exists from state $i$ to state $j$ for all $i, j$; (ii), $p>0$ in the BSC and $E_{b} / N_{o}<\infty$ in the AWGN channel; and (iii), all data sequences have nonzero probability. These are sufficient but not necessary conditions for Properties 2.1 and 2.2. They are an obvious set of regularity conditions for a TB coding system. If the TB trellis contains two noncommunicating subsections, for example, different positive starting $\boldsymbol{u}$ can lead to different limits in (2.13), but we take this to be an irregular code.

Forney and Horn and others [10, 20] have advocated the idea of pseudocodewords as a way to illustrate the difference between the " $P$ " and " Q " solutions here. Pseudocodewords are multicycle words that start at a state and end in the same state after $n$ cycles, but not necessarily after fewer than $n$.

Tailbiting Symmetry. As just explained, a set $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{L}$ of state distributions, one for each stage, is produced via solution of (2.12) and $L-1$ applications of (2.6). Suppose the equal distribution assumption is applied at a different stage and the solution performed from there. By symmetry, the same essential distributions should be produced for a given channel output $Y_{1}^{L}$, no matter which trellis stage is labeled as time 0 . We can formalize this notion as the following Tailbiting Symmetry Principle: A solution for the data symbol (or encoder state or encoder transition) probabilities cannot depend on the starting stage of the analysis. We look now at several properties that stem from this principle.

As a preliminary, define the notation $\sim$ to mean that two positive distributions are alike except for a scalar multiple. For example, the distributions $\boldsymbol{\alpha}_{0}$ and $\boldsymbol{\alpha}_{L}$ in the TB-BCJR solution satisfy $\boldsymbol{\alpha}_{0} \sim \boldsymbol{\alpha}_{L}$. The scale factor is in fact $1 / Q\left\{Y_{1}^{L}\right\}$.

In what follows it is useful to think of $\alpha_{0}$ not as a state distribution at $t=0$ on a tailbiting circle, but as a fortuitous choice of starting distribution for a straight-line trellis, as shown in Fig. 2. The solution for the state distribution at the following stages will be unaffected. Yet it is often easier to think about the solution.


Fig. 2. Two straight line portrayals of the same circular TB trellis word, one beginning one stage later. Subscripts indicate an arbitrary absolute time. $Y_{1}, \ldots, Y_{L}$ are arriving channel outputs. BCJR forward recursions as indicated for the two cases.

We have first the following simple property, which expresses the fact that consistent l.p.e.v.'s are obtained when the equal distribution assumption is applied, no matter where the TB circle is opened out into a straight trellis.

Property 2.3. Consider the sequence of vectors $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{L}$ and matrices $\boldsymbol{A}_{1}, \ldots \boldsymbol{A}_{L}$, where the $\boldsymbol{v}_{\ell}$ satisfy $\boldsymbol{v}_{\ell}=\boldsymbol{v}_{\ell-1} \boldsymbol{A}_{\boldsymbol{\ell}}$ and $\boldsymbol{v}_{0}=\boldsymbol{v}_{L}$. Furthermore, all cyclic products of the matrices are positive. Then one $\boldsymbol{v}_{k}$ is the l.p.e.v. for cyclic shift product $A_{k+1} \ldots A_{L} \boldsymbol{A}_{1} \ldots \boldsymbol{A}_{k}$ with eigenvalue $\lambda$, if and only if the remaining vectors $\boldsymbol{v}_{\ell}$ are the l.p.e.v.'s with the same $\lambda$ for the cyclic products $A_{\ell+1} \ldots A_{L} A_{1} \ldots A_{\ell}$. That is, all the vectors succeed as principal eigenvectors or none of them do.

Proof. By hypothesis, $\lambda \boldsymbol{v}_{k}=\boldsymbol{v}_{k} \boldsymbol{A}_{k+1} \ldots \boldsymbol{A}_{L} \boldsymbol{A}_{1} \ldots \boldsymbol{A}_{k}$. Right multiply by $\boldsymbol{A}_{k+1}$ to obtain $\lambda \boldsymbol{v}_{k} \boldsymbol{A}_{k+1}=\boldsymbol{v}_{k} \boldsymbol{A}_{k+1} \ldots \boldsymbol{A}_{L} \boldsymbol{A}_{1} \ldots \boldsymbol{A}_{k} \boldsymbol{A}_{k+1}$. Since $\boldsymbol{v}_{k+1}=\boldsymbol{v}_{k} \boldsymbol{A}_{k+1}$, we have $\lambda \boldsymbol{v}_{k+1}=\boldsymbol{v}_{k+1} \boldsymbol{A}_{k+2} \ldots \boldsymbol{A}_{L} \boldsymbol{A}_{1} \ldots \boldsymbol{A}_{k+1}$, which proves the result for $\boldsymbol{v}_{k+1}$. Repeat to show for all $\boldsymbol{v}_{\ell}$. This proves the forward implication. To prove the reverse implication, we show that if any vector in the chain fails to be an eigenvector then all the rest fail as well. Suppose $\boldsymbol{v}_{\ell-1}$ succeeds as an eigenvector for $\lambda$ at some $\ell-1$ and lies next to a $\boldsymbol{v}_{\ell}$ that fails. This must happen somewhere if some but not all of the vectors fail as eigenvectors. Then the same argument as above shows that $\boldsymbol{v}_{\boldsymbol{\ell}}$ succeeds as an eigenvector, contra the assumption.

Returning now to the forward BCJR recursion, we have from (2.12) that $\boldsymbol{\alpha}_{0}=\boldsymbol{\alpha}_{0} \boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L} / Q\left\{Y_{1}^{L}\right\}$. The l.p.e.v. of $\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L} / Q\left\{Y_{1}^{L}\right\}$ is the same as that of $\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L}$; only the eigenvalue is scaled by $1 / Q\left\{Y_{1}^{L}\right\}$. It is reasonable to add to the aforementioned TB trellis regularity conditions that all cycles of the $\Gamma$-matrices are positive. The property thus applies to the cyclic rotations of $\boldsymbol{\Gamma}_{1}, \ldots, \boldsymbol{\Gamma}_{L}$ and their l.p.e.v.'s.

Consider a forward recursion that begins one stage to the right, as illustrated in Fig. 2. The superscripts indicate the starting point of the recursions in units to the right, and the subscripts denote absolute time. By the property, the l.p.e.v. of $\Gamma_{2} \cdots \Gamma_{L} \Gamma_{1}$, which will be the starting vector $\boldsymbol{\alpha}_{1}^{(1)}$, must be a scalar multiple of $\boldsymbol{\alpha}_{1}^{(0)}=\boldsymbol{\alpha}_{0}^{(0)} \boldsymbol{\Gamma}_{1}$, which is an $\alpha$ that stems from the recursion that begins at time 0 . It is the logic leading to (2.12) - the equating of distributions - that specifies $\boldsymbol{\alpha}_{1}^{(1)}$; the Symmetry Principle says that this start vector should lead to a set of vectors that are consistent with the set produced by a recursion that starts at time 0 . The property confirms that no other vector can do this.

The statement $\boldsymbol{\alpha}_{1}^{(1)} \sim \boldsymbol{\alpha}_{1}^{(0)}$ now says that the distributions $Q\left\{S_{1}=\right.$ $\left.i \mid Y_{1}^{L}\right\}$ and $Q\left\{S_{1}=i, Y_{1}\right\}, i=1, \ldots, 2^{m}$, are alike to a scalar. Repeating the arguments one shift left shows that $\boldsymbol{\alpha}_{1}^{(-1)} \sim \boldsymbol{\alpha}_{1}^{(0)}$, so that $Q\left\{S_{1}=i, Y_{1}\right\}$ and $Q\left\{S_{1}=i, Y_{L}, Y_{1}\right\}$ are similarly alike to a scalar. Now scale these second two by scalars $1 / Q\left\{Y_{1}\right\}$ and $1 / Q\left\{Y_{L}, Y_{1}\right\}$, respectively; all three distributions are now valid probability distributions and so they are not
just scalings, but are in fact equal:

$$
Q\left\{S_{1}=i \mid Y_{1}^{L}\right\}=Q\left\{S_{L}=i \mid Y_{1}\right\}=Q\left\{S_{L}=i \mid Y_{L}, Y_{1}\right\}, \quad i=1, \ldots, 2^{m}
$$

Repetitions of the argument at all shifts and all $S_{t}$ demonstrates
Property 2.4. Let time run $\bmod L$. Then at any stage $t$ and for any state $i$,

$$
\begin{align*}
Q\left\{S_{t}=i \mid Y_{t}\right\} & =Q\left\{S_{t}=i \mid Y_{t-1}, Y_{t}\right\}=\ldots  \tag{2.14}\\
& =Q\left\{S_{t}=i \mid Y_{t+1}, \ldots, Y_{L}, Y_{1}, \ldots, Y_{t}\right\}
\end{align*}
$$

That is, the state $Q$ distribution at $t$ given the observation $Y_{t}$ does not depend on earlier observations. This is a consequence of the equal distribution that leads to (2.12). We stress once again that the probabilities here are those that stem from (2.12), not those in true tailbiting.

The Backward Recursion. It remains to investigate the backward TBBCJR recursion. The recursion (2.7) continues to hold and as with the forward one, the problem is how to start the recursion. We will show that as a consequence of the equal distribution assumption, the backward $\boldsymbol{\beta}_{\boldsymbol{t}}$ are the right principal eigenvectors (r.p.e.v's) of the $\Gamma$-products.

First we cite another useful property of the TB-BCJR recursions. It states that every backward recursion is the forward recursion of some other TB trellis, and vice versa. Without loss of generality, let the forward direction in the "first" trellis be left to right for straight-line trellises and clockwise for a circular one.

Property 2.5. Suppose $\boldsymbol{\beta}_{0}, \boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{L}$ are the outcomes of a backward recursion starting from $\boldsymbol{\beta}_{L}$. Here the channel outcomes $Y_{1}, \ldots, Y_{L}$ give rise to $\boldsymbol{\Gamma}_{1}, \ldots, \boldsymbol{\Gamma}_{L}$ and $\boldsymbol{\beta}_{t}=\boldsymbol{\Gamma}_{t+1} \boldsymbol{\beta}_{t+1}, t=1, \ldots, L-1$. Then a forward recursion $\alpha_{0}, \alpha_{1}, \ldots, \boldsymbol{\alpha}_{L}$ exists whose vectors are identical to $\boldsymbol{\beta}_{0}, \boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{L}$ taken in reverse order (i.e., $\boldsymbol{\alpha}_{t}=\boldsymbol{\beta}_{L-t}$ ). For this recursion, the forward direction is right to left (counterclockwise). The channel outcomes from first to $L$-th are $Y_{L}, \ldots, Y_{1}$ and the gammas are $\Gamma_{L}^{\prime}, \ldots, \Gamma_{1}^{\prime}$, where $\Gamma_{t}$ stems from $Y_{t}$ for the first trellis. The starting $\alpha_{0}$ in the second trellis is $\boldsymbol{\beta}_{L}$ from the first. The data symbols in the second numbered according to $\boldsymbol{\alpha}_{1}, \ldots, \boldsymbol{\alpha}_{L}$ in the second are the symbols $d_{L-1}, \ldots, d_{1}, d_{L}$ in the first.

These relationships are all sketched in Fig. 3, which shows the structure of both recursions. At stage $t$, the first backward recursion is $\boldsymbol{\beta}_{t-1}=\boldsymbol{\Gamma}_{t} \boldsymbol{\beta}_{t}$. Complementing both sides, we get $\boldsymbol{\beta}_{t-1}^{\prime}=\boldsymbol{\beta}_{t}^{\prime} \boldsymbol{\Gamma}_{t}^{\prime}$; this shows that the new $\alpha_{\ell}$ is $\boldsymbol{\beta}_{L-\ell}^{\prime}, \ell=1, \ldots, L$, provided that the new $\alpha$-recursion starts with $\boldsymbol{\alpha}_{0}=\boldsymbol{\beta}_{L}$. The new $\Gamma$-matrices are evidently transposes of the old. From the properties of any forward recursion, the new $\boldsymbol{\alpha}_{0}$ must satisfy $\boldsymbol{\alpha}_{0} \sim \boldsymbol{\alpha}_{L}$. Thinking instead in reverse, we see that there must exist a backward recursion for every proper circular trellis for which $\boldsymbol{\beta}_{L}=\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L} \boldsymbol{\beta}_{L} / Q\left\{Y_{1}^{L}\right\}$. This follows because in the matching $\alpha$-recursion in the reversed trellis, it
must be that $\boldsymbol{\alpha}_{0}=\boldsymbol{\alpha}_{0} \boldsymbol{\Gamma}_{L}^{\prime} \cdots \Gamma_{1}^{\prime} / Q\left\{Y_{1}^{L}\right\}$; complementing both sides and taking $\boldsymbol{\beta}_{L}=\alpha_{0}^{\prime}$ gives

$$
\begin{equation*}
\boldsymbol{\beta}_{L}=\boldsymbol{\alpha}_{0}^{\prime}=\left(\boldsymbol{\Gamma}_{L}^{\prime} \cdots \boldsymbol{\Gamma}_{1}^{\prime}\right)^{\prime} \boldsymbol{\alpha}_{0}^{\prime} / Q\left\{Y_{1}^{L}\right\}=\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L} \boldsymbol{\beta}_{L} / Q\left\{Y_{1}^{L}\right\} \tag{2.15}
\end{equation*}
$$

$\boldsymbol{\beta}_{L}$ here is evidently a right principal eigenvector (denoted r.p.e.v.), which satisfies the Perron-Frobenius Property 2.1, with right substituted for left.

Fig. 3. Equivalence of clockwise backward recursion (top) to counterclockwise forward recursion (bottom). At the middle is the received $Y_{1}, \ldots, Y_{L}$. All subscripts show absolute time except the bottom $\alpha$-row, which is subscripted backwards. Top $\beta$-set and bottom $\alpha$-set will be identical if $\boldsymbol{\alpha}_{0}=\boldsymbol{\beta}_{L}^{\prime}$ and $Y$ and $\Gamma$ are used as indicated.

Clearly, the property does not depend on which direction is taken as forward, and we could as well have begun with a forward recursion and ended with a backward one. The property expands on the well known fact about terminated trellises (i.e., those with $\boldsymbol{\alpha}_{0}=\boldsymbol{\beta}_{L}^{\prime}=(1,0, \ldots, 0)$ ) that they can equally well be decoded in either direction.

To summarize, we have shown that a backward recursion exists beginning from a positive $\boldsymbol{\beta}_{L}$ that is the r.p.e.v. of $\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L}$, for which $\boldsymbol{\beta}_{0}=\boldsymbol{\Gamma}_{1} \boldsymbol{\beta}_{1}$ and $\boldsymbol{\beta}_{0} \sim \boldsymbol{\beta}_{L}$. Furthermore, Properties 2.1-2.4 apply; that is, (i), there is only one such r.p.e.v. and one such recursion outcome; (ii), in the limit of many cycles the recursion converges to this $\boldsymbol{\beta}_{L}$ for any nonnegative nonzero starting vector; (iii), if a backward recursion starts instead from position $\ell$, with $\boldsymbol{\beta}_{\ell}$ generated as in (i), it will generate a set of vectors that are the same to a scalar multiple; and (iv), a backward version of (2.14) will hold.

The discussion here shows that a circular backward recursion exists based on the stage to stage relations (2.6)-(2.7) and that solving for it, by iteration or otherwise, produces a unique, inescapable result. When combined in step (2.8) with the unique forward outcome, the result is a unique TB-BCJR outcome set $\lambda_{1}, \ldots, \lambda_{L}$.
3. Implementation aspects. It is convenient to characterize tailbiting coding by its circle size relative to the encoder memory $m$, since the decoder error performance and much other behavior organize themselves this way. There are three cases: We will call these short, medium and long tailbiting. In short tailbiting at rate $1 / 2$, the circle size is roughly $1-2$ times $m$; or alternately $m$ is between $L / 2$ and $L$. These codes tend to behave like short block codes and here the TB-BCJR may have a somewhat higher bit error rate than a true MAP decoder.

In medium tailbiting, the circle is $2 m-4 m$, or $m$ lies in $(L / 4, L / 2)$. Decoders behave like trellis decoders and the TB-BCJR has essentially the true MAP error rate. In ref. [5] we show that the minimum distance of the best TB codes of size $L$ does not grow once $m$ approximately exceeds $L / 2$; this says that the minimum distance of a given convolutional generation is circle-size limited when tailbiting is short and achieves its full size only with medium tailbiting. Extensive tests of the bit error rate of real decoders [12] has shown that the same general conclusion applies to BER. For a given $L$, medium tailbiting seems to be ideal in the sense that lowering $m$ tends to decrease performance and raising $m$ increases trellis complexity unnecessarily. In long tailbiting, $m$ is less than $L / 4$ and the decoder behavior is similar to a terminated decoder's with two differences: There is no rate reduction and if the circle is traversed only once there is a brief period of raised BER during which the TB decoder decides the starting state.

The $L / m$ ratios that mark the cases depend on the rate, and the discussion here focuses on rate $1 / 2$.

Finding the Eigenvector: The Power and Wrap Algorithms. The TBBCJR algorithm consists of steps (2.6)-(2.8), preceeded by finding the right and left principal eigenvectors of $\Gamma_{1} \cdots \Gamma_{L}$, or at least something close to them. Different ways of performing the eigen calculation lead to several practical versions of the TB-BCJR. In many applications, it will be unnecessary to form the full matrix $\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L}$, and in no case is it necessary to perform the full solution for all $2^{m}$ eigenvectors.

The baseline procedure is to find the principal eigenvectors by one of the well-known accurate procedures. We emphasize that this method is not iterative: It directly computes the exact solution to a set of equations. It is interesting to try out initial vectors for the recursions other than the l.p.e.v and r.p.e.v., in an effort to find ones that are somehow better, or perhaps better embody the tailbiting condition. We have tried many and compiled histograms that show observed decoder error rate as a function
of trellis stage. An example is shown in Fig. 4 for the code $(72,62)$, an AWGN channel with $E_{b} / N_{0}=2.5 \mathrm{~dB}$ and $L=20$ stages. The figure shows the four cases of $\alpha$ starting with the uniform and left p.e.v. and $\beta$ starting with the uniform and right p.e.v. The uniform vectors cause a starting and/or ending transient in the BER which dies out as the decoding moves away from the incorrect start or end. We have observed that only the p.e.v. starts seem to give a flat histogram. No lower histogram than this flat one has ever been observed. In particular, starting the backward recursion with the forward $\alpha$ at that stage leads to a startup transient and a poorer BER histogram.


Fig. 4. Histogram showing bit error rates divided by $L$ at each circle position, with equiprobable and principal eigenvector starting vectors for the recursions. Four combinations shown. Only the case with both PEVs is flat. Encoder (72,62), AWGN, $E_{b} / N_{o}=2.5 d B, L=20$. To find overall BER integrate the histogram.

We turn next to an algorithm that is iterative. Property 2.2 states that the result of simply iterating the forward and backward recursions around and around the trellis circle must eventually converge to the $\alpha_{0}$ and $\boldsymbol{\beta}_{L}$ that correspond to the equal distribution assumption. This occurs for any nonnegative starting vector. When nothing is known about the starting distribution, we may as well start with the equiprobable one, $e \triangleq$ $2^{-m}(1,1, \ldots, 1)$. In formal terms we have for $w$ complete iterations

$$
\begin{equation*}
\alpha_{0}=\lim _{w \rightarrow \infty} e G^{w} \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{G}=C \boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{L}$ is the $\Gamma$-product scaled by $C$ so that it has unit
principal eigenvalue. The calculation is said to "wrap" $w-1$ times. We have called this method the wrap algorithm in [2].

The flow of a practical wrap algorithm is shown in Fig. 5. The figure imagines two $w$-fold repetitions of the trellis and the $Y_{1}, \ldots, Y_{L}$ sequence in two straight runs. The recursions execute along the arrows and the last sets of $\boldsymbol{\alpha}_{1}, \cdots, \boldsymbol{\alpha}_{L}$ and $\boldsymbol{\beta}_{L}, \cdots, \boldsymbol{\beta}_{1}$ are held as output. The present sets can overwrite the previous ones, so that the total storage is $2 L$ vectors; in addition the $\Gamma$-set needs to be either stored or regenerated as needed. The storage and the last of the $w$ wraps are unchanged from the baseline algorithm.


Fig. 5. The wrap and power algorithms for finding $\alpha$ - and $\beta$-sets, envisioned as working on repeated copies of the trellis and received signal.

Another method, called the power algorithm, is based on the socalled power method for finding principal eigenvectors. In this method the recursions themselves are not iterated. We achieve (3.1) by forming $\boldsymbol{G}=C \Gamma_{1} \cdots \Gamma_{L}$ directly as a matrix product; then $\boldsymbol{G}$ is raised to a power; finally, $\boldsymbol{\alpha}_{L} \sim \boldsymbol{\alpha}_{0}$ is taken as $\boldsymbol{e} \boldsymbol{G}^{v}$ and $\boldsymbol{\beta}_{1}$ as $\boldsymbol{G}^{v} \boldsymbol{e}^{\prime}$, where $v$ is an integer. Only then are the BCJR recursions performed, one cycle only to produce the $\alpha$ - and $\beta$-sets. Storage is again that of the baseline and wrap algorithms.

The important issue in the power scheme is the size of $v$. We find that $v=2-3$ is almost always enough. Figure 6 shows the BER for the code $(72,62)$ with circle 20 , an AWGN channel, and the power algorithm with $v=1,2,3,50$. The power 2 achieves virtually the baseline algorithm BER. We find similar behavior with the BSC and in general with codes that employ medium tailbiting. Codes with short tailbiting need a little higher power. Codes with long tailbiting can use a power smaller than 1 ; that is, the product $\Gamma_{1} \cdots \Gamma_{L}$ need not be fully carried out. We turn to this case shortly.


Fig. 6. Bit error rate of (72,62), $L=20$, over $A W G N$ channel, with the decoder using the outcome of the power algorithm calculation of the $\alpha$ - and $\beta$-sets. Power $v=1,2,3,50$.

As is well known in matrix theory, if the principal and next-largest eigenvalues of $\Gamma_{1} \cdots \Gamma_{L}$ have ratio close to 1 , the convergence of the power algorithm with $v$ will be slow. By solving for the ratio and trapping such
cases during decoder operation, we have observed that slow convergence is not common. It happens almost exclusively in good channels and then only when the received sequence has a similar probability of being sent in two conflicting ways. A power algorithm with small $v$ will now produce somewhat distorted vectors, but since there is no clear decoder decision to take and since the tie event is unlikely in a good channel, the distortion's effect on the overall BER is negligible.

When the power $v$ and the wrap cycles $w$ are the same, the two procedures will in principle lead to the same estimate for the eigenvector. In practice they generally do so, but the power algorithm is the more stable one mathematically and it is simpler to implement in terms of software steps. In Section 4 we use the power algorithm. However, a strict count of arithmetic operations shows that the wrap algorithm is the only truly efficient procedure. In fact, the power algorithm under short and medium tailbiting leads to the same order of computation as the more complex true MAP decoder. We intend to return to this subject in a future paper.

The Convergence Depth of $\Gamma_{1} \cdots \Gamma_{K}$. With long tailbiting only a fraction of the total product $\Gamma_{1} \cdots \Gamma_{L}$ needs to be computed for an accurate estimate of one $\alpha$ and $\beta$. A rough statement of the convergence problem is: After how many stages does the trellis decoding "forget" its starting conditions? For a more precise statement we note that element $i, j$ of the product $\boldsymbol{H}=\boldsymbol{\Gamma}_{1} \cdots \boldsymbol{\Gamma}_{K}$ is the probability that $Y_{1}^{K}$ was the channel output and the encoder moved from state $i$ to state $j$ in $K$ steps. If the rows of $\boldsymbol{H}$ are essentially the same, then the distribution $Q\left\{S_{K}=j, Y_{1}^{K} \mid S_{0}=i\right\}$ does not depend on the starting state and we have an estimate of $Q\left\{S_{K}=j, Y_{1}^{K}\right\}$ instead. At which $K$ does this happen?

With reference to Fig. 7a, consider now the problem for the $\operatorname{BSC}(p)$ when all zeros are sent. This will serve to illustrate ideas and motivate an algorithm to estimate the convergence depth. The $i, 1$ element of $\boldsymbol{H}$ is made up of a number of path terms of the form $p p \cdots p(1-p)(1-p) \cdots(1-p) C_{o}$, in which the number of $p$ 's is equal the Hamming distance $d$ of the path from state $i$ to 1 and the number of $(1-p)$ 's is $K c-d ; C_{o}$ is set by the $a$ priori data probabilities for the path and we will assume that $C_{o}$ exceeds 0 by a reasonable margin. As $p$ tends to 0 , the path $i \rightarrow 1$ with smallest $d$ dominates $H(i, 1)$. This path is heavier in Fig. 7a.

If all paths to other states are heavier than $d$ after $K$ stages, then entry $H(i, j)$, which represents the path $i \rightarrow j, j \neq 1$, is much smaller than $H(i, 1)$. Such a $K$ must eventually be reached, because the other paths out of $i$ all continually gain weight; furthermore, it will also be true at stages $K+1, K+2, \ldots$ because the least-weight path to state 1 continues to have weight $d$ while the weights to other states can only grow. Let $K^{*}$ be the deepest such stage for all the starting states $i$. Then for $\boldsymbol{H}$ that includes $K^{*} \boldsymbol{\Gamma}$ s, we have $H(i, 1) \gg H(i, j), j \neq 1$, for all starting states $i$, as $p$ tends to 0 .

(a)

(b)

FIg. 7. (a) Illustration of the problem of finding convergence time for a BSC with no errors. $d$ is least Hamming distance (H.D.) of any path from state $i$ to state 1. (b) Illustration of finding decision depth function at distance d.

To conclude, let $\alpha_{0}$ be any starting distribution. Then after $K^{*}$ stages, $\boldsymbol{\alpha}_{0} \boldsymbol{H}$ is a vector dominated by its first element. This is a statement that $P\left\{S_{K^{*}}=j \mid Y_{1}^{K^{*}}\right\}$ is virtually 1 for $j=1$ and 0 otherwise.

We are led to the following algorithm to find the convergence depth at small $p$ or high $E_{b} / N_{o}$. Since the tailbiting code is linear, we can continue to assume that all zeros are sent. Note that slightly different answers may be obtained with forward and backward searches.

## Convergence Depth Algorithm

(i) Repeat for starting states $i=1, \ldots 2^{m}$ :

Execute a dynamic program (i.e., a VA) on the tailbiting trellis from state $i$ (set the starting weight of node $i$ to 0 and of the others to $\infty$ ), in order to find the least-weight trellis path to each node $j$ at stage $K$.

Stop when weight(node 1 ) < weight(node $j$ ), all $j \neq 1$. Record $K$.
(ii) The largest $K$ is the convergence depth.

We have carried out the algorithm for all the codes in this paper, and for many others as well, and in all cases the observed depth is very close to a tabulated parameter called the decision depth, $L_{D}$. This depth measures the channel observation width in stages needed by a trellis decoder that starts from a known state (a so called "first decision" decoder), if its asymptotic error probability is to be that predicted by the encoder free distance. Decision depths for most feedforward convolutional encoders are listed in [13]. The depth approximately satisfies

$$
\begin{equation*}
L_{D}\left(d_{f}\right) \approx \frac{d_{f}}{c h_{B}^{-1}(1-R)} \tag{3.2}
\end{equation*}
$$

where $d_{f}$ is the free distance of a convolutional code of rate $R$ with $c$ bits on each trellis branch, and $h_{B}^{-1}()$ is the inverse of the binary entropy function. For example, rate $1 / 2$ decoders need to satisfy $L_{D}\left(d_{f}\right) \approx 4.54 d_{f}$. A formal definition is:

Definition. Consider all paths diverging from the all zero state of a convolutional code, which do not later merge to the all zero state (our state 1). The decision depth is the first depth at which all such paths have weight $>d_{f}$.

The calculation is illustrated in Fig. 7b.
Figure 8 shows the convergence behavior as a function of trellis depth $K$ for several rate $1 / 2$ best- $d_{f}$ codes over the AWGN channel. The vertical axis of both plots is the measured standard deviation in the estimate of $\boldsymbol{\alpha}_{K}$ after $K$ stages forward and $\boldsymbol{\beta}_{0}$ after $K$ stages backward, according to the following scheme. First, the all $+\sqrt{E_{s}}$ data sequence is transmitted through noise with variance $N_{o} / 2$ and both recursions begin from the uniform vector, which is the best starting vector in the absence of any source


Fig. 8. (a) rms deviation of $\alpha$ and $\beta$ components after trellis depth $K$. Average over 60 trials. $A W G N, E_{b} / N_{o}=10 \mathrm{~dB}$; codes (7,5), (74,54), (72,62), (75,53). Convergence depths from algorithm $A 4$ are shown. (b) Same, but $E_{b} / N_{o}=3 d B$. Codes (7,5), (74,54), (72,62).
or channel information. Then the recursions are repeated for each of the $2^{m}$ starting vectors of the form $(0, \ldots, 1,0, \ldots, 0)$. The standard deviation among the $2^{m}$ final $\boldsymbol{\alpha}$ or $\boldsymbol{\beta}$ components relative to their uniform-start estimate is computed. Sixty repetitions of the entire experiment are performed and the average of the outcomes appears in the plots. They thus show the rms outcome over the $2^{m}$ most extreme starting vectors.

Figure 8 a , for $E_{b} / N_{o}=10 \mathrm{~dB}$, shows a precipitous drop for each code at close to the code's decision depth. Table 1 lists the decision depths for both the forward and backward trellises, as well as the outcomes of the foregoing algorithm for the precise depth. Figure 8 b is a repeat at $E_{b} / N_{o}=3 \mathrm{~dB}$. Now the decline in average standard deviation is slower with depth but it has still fallen to $10 \%$ after one decision depth of stages. The falloff is even slower at very poor $E_{b} / N_{o}$, but it is clear that at least for this rate and these codes and for reasonable $E_{b} / N_{o}$, one $\boldsymbol{\alpha}_{t}$ and $\boldsymbol{\beta}_{t}$ may be considered known after $L_{D}$ stages.

Table 1
Standard decision depths and convergence depth algorithm estimates for clockwise and counterclockwise trellises for some generators used in this paper. "df" indicates free distance. Forward ( $\alpha$ ) recursion is in the clockwise direction.

|  |  | Convergence Depth Alg. |  | Measured Decision Depth |  |
| :--- | ---: | :---: | :---: | :---: | :---: |
| Encoder | df | Alpha Depth | Beta Depth | CW (Alpha) | CCW (Beta) |
| $(7,5)$ | 5 | 7 | 7 | 8 | 8 |
| $(74,54)$ | 6 | 10 | 10 | 10 | 11 |
| $(72,62)$ | 7 | 14 | 14 | 15 | 19 |
| $(75,53)$ | 8 | 19 | 21 | 19 | 23 |
| $(414,730)$ | 8 | 23 | 26 | 18 | 24 |
| $(554,744)$ | 10 | 28 | 29 | 28 | 27 |
| $(712,476)$ | 10 | 30 | 31 | 29 | 28 |
| $(561,753)$ | 12 | 39 | 37 | 37 | 33 |

From the definitions of decision depth and convergence depth, it seems clear that adding decoder path memory significantly beyond $L_{D}$ cannot improve the decoder bit error rate in a reasonable channel. It thus appears that (3.2) is the approximate start of what we have called the long tailbiting range. At rate $1 / 2$, in fact $L / m \approx 4-5$ has been observed experimentally as the starting point; (3.2) yields 4.5 m . It also makes sense that circle size (3.2) is related to the point where the TB-BCJR and true MAP tailbiting decoders have similar BER. A rough proof of an estimate goes as follows. The true MAP tailbiting decoder may be realized as a weighted sum of $2^{m}$ applications of the terminated BCJR, one for each of the $2^{m}$ starting states ${ }^{3}$. Once the recursions proceed beyond the convergence depth, their outcomes are essentially the same, regardless of starting state. For both the forward and backward recursions to be independent of starting state,

[^39]the TB circle must exceed the sum of the $\alpha$ - and $\beta$-depths. If we accept that these depths are both approximately (3.2), then the TB-BCJR and true MAP decoders have similar outcomes when the circle is larger than about twice (3.2).

The discussion here leads to the following conclusions about the TBBCJR algorithms.
(i) In short and medium tailbiting, the recursions do not "forget" their origin in one cycle. The transition to long tailbiting occurs after one decision depth of stages.
(ii) For short and medium tailbiting, the computation needs more than one trip around the circle. 2-3 trips are sufficient if BER is the performance measure. The wrap algorithm is most efficient.
(iii) For long tailbiting, the computation of a single $\boldsymbol{\alpha}$ or $\boldsymbol{\beta}$, essentially the p.e.v. calculation, takes less than one TB circle; as the circle size grows for a fixed encoder, the computation in this step dwindles in relation to the whole.
(iv) For circles larger than about $2 d_{f} / c h_{B}^{-1}(1-R)$, the true MAP and TB-BCJR algorithms make similar decisions.
4. BER performance and comparisons to non-BCJR decoding. A major issue in the performance of the TB-BCJR is how the error rate compares to ordinary minimum distance decoding. A second issue is how close the TB-BCJR comes to the true MAP decoder. This section presents the results of decoder tests over simulated AWGN and BSC channels. We need to make comparisons among the design paradigms introduced in Section 1: maximum a posteriori versus maximum likelihood decoding, symbol-by-symbol versus sequence decoding, and decoding based on probability versus distance. Here is a list of decoders that will be tested in this section together with their identifying acronyms.
(i) ML will denote the sequence maximum likelihood tailbiting decoder. One implementation of the ML is based on the usual Viterbi algorithm, started successively at each trellis state $S_{i}, i=1, \ldots, 2^{m}$. Making one trip around the circle, the decoder records the minimum distance path starting at $S_{i}$; the calculation is repeated for each $S_{i}$; the decoder output is the minimum distance path for the $2^{m}$ starts so recorded. With both the BSC and the AWGN channels, the distance-minimizing decoder is also a sequence ML decoder. When the source data are i.i.d., the decoder is also sequence MAP. The ML decoder will constitute our baseline performance.
(ii) sbsMAP will denote the true symbol-by-symbol tailbiting MAP decoder of Zigangirov [18, Chap. 7].
(iii) TB-BCJR denotes the power TB-BCJR. This algorithm approximates the sbsMAP.
(iv) CVA denotes the circular Viterbi algorithm, a distance-minimizing tailbiting decoder that works in one pass. Different versions of the CVA have been proposed [14, 15] which have in common that the usual VA
traverses a number of times around the TB circle, comparing outcomes from earlier circles until a stopping condition is met. Our CVA traverses $U+L+U$ stages, where $L$ is the circle size, and puts out the middle $L$ branches of the minimum-distance length $U+L+U$ path. The algorithm and the optimal choice of $U$ are described in a forthcoming paper [16]. In brief, $U$ need not be long, and the scheme has virtually the same error performance as the ML decoder under medium and long tailbiting.

Before proceeding to the tests, we emphasize several points about these schemes. The ML and sbsMAP are $2^{m}$-fold more complex, more or less, than the TB-BCJR and CVA, and their significance is mostly as baselines. The practical schemes are these last two. Second, the CVA, being a straightforward VA in essence, is simpler than the TB-BCJR and is surely preferred when the data are i.i.d. When they are not, the TB-BCJR, which alone uses the data probabilities, can have a large advantage. Finally, if a probability rather than a symbol is to be the output (an APP decoder), then the CVA and the ML cannot be used. Finally, we remark that some tests are performed for the BSC and others for the AWGN channel; both have similar behavior with the one difference that the AWGN needs $2-2.5$ dB less $E_{b} / N_{o}$ than the BSC for the same error rate.

The first set of tests applies to the BSC and a circle of size $L=10$. Figure 9 shows the BER versus equivalent $E_{b} / N_{o}$ when a good encoder of memory $2-5$ is employed with this TB circle size. (These best-BER encoders were found by an exhaustive procedure described in [12], which also presents the semi-analytic method which was used to compute the BER; these encoders are similar to but not always the same as the best minimum distance encoders). The transition from long to short tailbiting is clear here. The $m=2$ encoders are in the long mode while the $m=5$ encoder is in the short mode; the extra memory does not much lower the BER because the $L=10$ circle is too short for the longer memories.

Figure 10 shows the opposite case, a fixed encoder $(66,62)$ with a circle size that progresses through $5,8,16,24,40$. The channel is AWGN. The first two cases are medium tailbiting and the later ones are long. To get nearly maximum performance out of $(66,62)$, the tailbiting needs to be long, about 16 in this case, but once it is indeed long a further lengthening does not save much on the $E_{b} / N_{o}$ axis.

The TB-BCJR, CVA and the ML baseline BERs are compared in Fig. 11 for the AWGN channel. The encoder is ( 72,62 ), a memory 4 encoder with $d_{f}=7$, the best available distance at this memory; tests [12] show that it also has close to optimal BER for $m=4$. Circle sizes are 6 and 20 stages. At size 20 the coding is solidly in the medium tailbiting mode and all the decoders have the same performance. At size 6 the tailbiting is short: Now the TB-BCJR and the CVA are still the same, but both are a small but statistically significant margin worse than ML decoding.

A second AWGN comparison of these decoders appears in Fig. 12. This time the encoder is quite a special one, the time-invariant tailbit-


Fig. 9. Measured bit error rate versus $E_{b} / N_{o}$ in $d B$ for the best $B S C$ codes at memory 2,3,5 and circle size 10. Best $m=4$ code lies in between 3 and 5 curves.
ing representation of the $(24,12)$ extended Golay code, with generators $(414,730)^{4}$. In earlier work $[5,18]$ it has been shown that these generate the best minimum distance rate $1 / 2$ memory 6 code with circle 12 . No other $m=6, L=12$ code has its minimum distance of 8 ; however, it has a huge number, 759 , of nearest neighbors and there exist considerably better $m=6$ codes for larger circles, both in terms of distance and neighbors. Figure 12 shows that the CVA and the TB-BCJR at circle 12 are significantly worse than ML decoding, about 0.5 dB . Work by P. Ståhl shown in [18, p. 334] plots the sbsMAP error rate; it is almost identical to the ML curve here. In short, the ML and sbsMAP decoders have one performance and the CVA and TB-BCJR have another. At circle 48, the code is in the medium mode, the BER curve improves by more than a dB , and all three algorithms perform the same. The optimum-distance $m=6$ encoder at $L=48$, incidentally, is $(564,634)$ with $d_{\min }=10$ and 528 neighbors $[5,18]$; this encoder will contribute a second dB of gain.

We have observed the behavior in Figs. 11 and 12 with many codes, both for BSC and AWGN channels. We can summarize it as follows. When the tailbiting is short, the ML and probably the sbsMAP have a better BER than the CVA and TB-BCJR decoders. The Golay code is the most pernicious example we have seen and the difference is otherwise much smaller. As the tailbiting grows to medium, the BER differences among all these

[^40]

Fig. 10. Measured bit error rate versus $E_{b} / N_{o}$ in $d B$ for code (66,62) over $A W G N$, at circle sizes $5,8,16,24,40$. Note that an $L=10$ curve here would lie approximately 2.5 dB left of those in Fig. 9, because of the AWGN channel.
decoders disappear. To extract the best performance from a given encoder memory, the tailbiting should be at least medium. This is forcefully shown by the $m=6$ case in Fig. 12. We doubt in fact that there is any practical use for short tailbiting in BER-criterion decoding.
5. Conclusions. By a study of rate $1 / 2$ codes we have illustrated how tailbiting decoder BER depends on the length of the tailbiting circle. Short, medium and long modes are set approximately by the ratio of two encoder parameters, the memory and the decision depth. We have focused on a new efficient decoder called the tailbiting BCJR, which is based on the forward and backward vector recursion principle of Bahl et al. in [1] and earlier works. We have given a formal justification of this decoder, detailed a number of properties and shown in particular how the decoder design stems from certain principal eigenvectors. On the practical side, we have shown that the eigenvectors are essentially found after a certain number of trellis stages.

We have compared the new decoder to a number of related decoders and found evidence that its performance may fall a little short of optimal when the tailbiting circle is short. Unfortunately, this shortfall is inevitable since an incorrect solution is the limit of the standard BCJR recursions. The incorrect solution may be viewed as stemming from equating the TB state distribution rather than the states themselves. We can say at this writing, however, that few practical applications exist for which this shortfall is significant. In return for the slightly suboptimal performance comes a $2^{m}$-fold saving in computation.


Fig. 11. Measured bit error rate versus $E_{b} / N_{o}$ in dB for code (72,62) over $A W G N$ and circles 6 and 20, comparing $M L, C V A$ and $T B-B C J R$ decoders.

It should be mentioned that the TB-BCJR itself may be made more efficient by modifications in the style of those in sequential, or "reduced search", decoders. Some of these appear in ref. [17]. Another point is that when the data are i.i.d. and hard output is acceptable, the dynamic program based ML and CVA schemes may apparently be used without much harm to the bit error rate. The family of circular VA algorithms are simpler than the linear algebra based BCJR family and are thus worth further attention. When the soft output is the object or the data probabilities are skewed, one must use the TB-BCJR, or if the last degree of optimality is the goal, the true symbol-by-symbol MAP.
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Fig. 12. Measured bit error rate versus $E_{b} / N_{o}$ in $d B$ for code (414,730) over $A W G N$ and circles 12 and 48, comparing $M L, C V A$ and TB-BCJR. The optimal-BER code at $L=48$ has asymptotically $2 d B$ better performance than the $L=48$ result here.
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#### Abstract

The sum-product and min-sum algorithms are used to decode codes defined by trellises. In this paper, we discuss the behavior of these and related algorithms on tail-biting (TB) trellises.

The convergence of the sum-product algorithm on tail-biting trellises was analyzed recently by Anderson and Hladik [2] and was shown to give approximate a posteriori probabilities.

We introduce and analyze generating function versions of both algorithms, each involving a parameter $x$. This involves the minwps graph, a tool borrowed from the symbolic dynamics of Markov chains. We determine the limiting behavior as $x \rightarrow 0$ of the result of the generating-function sum-product algorithm and show how this relates to maximum-likelihood sequences and the generating-function min-sum algorithm.
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1. Introduction. The iterative algorithms used for decoding capacity-approaching codes such as turbo codes and low-density paritycheck codes are instances of a general class of decoding algorithms for codes defined on graphs, called the sum-product algorithm over a semiring $[19,5,10,13]$. Special cases include the forward-backward (APP, BCJR, "MAP," belief propagation) algorithm and the min-sum (bidirectional Viterbi, belief revision) algorithm.

The behavior of these algorithms on cycle-free graphs is well understood. However, little is known about their theoretical performance and behavior on graphs with cycles, although empirically they often work very well. The simplest graph with cycles is a single cycle, which in coding corresponds to a tail-biting (TB) trellis.

Anderson and Hladik [2] showed that the sum-product algorithm over the real numbers converges on TB trellises. In fact, Perron-Frobenius theory provides a very strong convergence result. We review the result of [2] in Section 5 (see Proposition 5.1).

The convergence behavior of the min-sum algorithm for TB trellises is governed by the trellis path(s) with the minimum average weight per

[^41]cycle, called the "dominant pseudocodeword(s)." Thus, if the dominant pseudocodeword(s) is not a codeword, i.e., if its length is more than one cycle, then the min-sum algorithm will tend to detect a non-codeword.

The dominant pseudocodewords can be assembled into a graph, called the minwps graph, which is a special case of an object used in the analysis and construction of codes between Markov chains ([14, 17, 15, 4]). We rely heavily on the minwps graph in our analysis of the algorithms. In particular, we show that the maximum likelihood paths spend all but a tiny fraction of time in the minwps graph (Proposition 6.1 of Section 6).

In Section 7, we introduce a generating-function version of the sumproduct algorithm involving a parameter $x$, which more explicitly reveals the dominant pseudocodewords and helps to clarify the relationship between the ordinary sum-product and min-sum algorithms on TB trellises. We show that the generating-function sum-product algorithm converges for each $x>0$ (Proposition 7.1), and in Section 8 we determine its limiting behavior as $x \rightarrow 0$ (Proposition 8.2). We show how this can be used to detect some dominant pseudocodewords (Proposition 8.3), but that it may fail to detect all such words (Example 4 of Section 9). In Section 10, we introduce a generating-function version of the min-sum algorithm and show that it converges over a particular subsequence of the integers (Proposition 10.2).

Leading terms of eigenvalue and eigenvector functions play an important role in determining the limiting behavior of the generating-function sum-product algorithm. This is discussed in detail in Section 8 and illustrated with examples in Section 9. Proposition 10.1 shows how these leading-term functions represent eigenvectors over a semiring of monomial functions.

A Note on notation: We use $\sim$ to denote "equal up to scale" and $\star$ to denote the componentwise product of two vectors.
2. Conventional and tail-biting trellises. A series conventional finite-length trellis $T$ is defined on an ordered discrete index set ("time axis") $I \subseteq Z$ that may be identified with an interval $[0, n]=\{0,1, \ldots, n\}$, where $n$ is the trellis length.

Given the time axis, finite state spaces $\Sigma_{k}, 0 \leq k \leq n$, and output alphabets $A_{k}, 0 \leq k<n$, are defined, with $\left|\Sigma_{0}\right|=\left|\Sigma_{n}\right|=1$. Further, a trellis section $T_{k} \subseteq \Sigma_{k} \times A_{k} \times \Sigma_{k+1}$ is defined for $0 \leq k<n$ as the set of allowed state transitions $\left(s_{k}, a_{k}, s_{k+1}\right)$ from state $s_{k}$ to state $s_{k+1}$ with label $a_{k}$. The elements of $T_{k}$ are called branches. The indicator function of $T_{k}$ is:

$$
\begin{aligned}
\phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right) & =1, \text { if }\left(s_{k}, a_{k}, s_{k+1}\right) \in T_{k} \\
& =0, \text { otherwise }
\end{aligned}
$$

A valid trellis path is a state/output sequence $(s, a) \in\left(\prod_{k} \Sigma_{k}\right) \times$ $\left(\prod_{k} A_{k}\right)$ that satisfies all local constraints $\left(s_{k}, a_{k}, s_{k+1}\right) \in T_{k}$ for all $0 \leq$
$k<n$. The indicator function

$$
\phi(s, a)=\prod_{k} \phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right)
$$

equals 1 if $(s, a)$ is a valid trellis path, and equals 0 otherwise. The code defined by the trellis is the set of all output sequences $a$ that correspond to valid trellis paths.

A tail-biting (TB) trellis $T$ is defined on an index set $I$ that is identified with a cyclic group $Z_{n}=\{0,1, \ldots, n-1\}$, where $n$ is the TB trellis length [3]. All index arithmetic is performed modulo $n$.

Again, for each $k \in Z_{n}$, a finite state space $\Sigma_{k}$ and output alphabet $A_{k}$ are defined, with $\Sigma_{n}=\Sigma_{0}$. A trellis section $T_{k}$ is defined for each $k \in Z_{n}$ as the set of allowed triples $\left(s_{k}, a_{k}, s_{k+1}\right)$, and $\phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right)$ is defined as the indicator function of $T_{k}$. Again a valid TB trellis path is a state/output sequence $(s, a)$ that satisfies all local constraints $\left(s_{k}, a_{k}, s_{k+1}\right) \in T_{k}$ for all $k \in Z_{n}$, and $s_{n}=s_{0}$. For $j=0, \ldots, n-1$, the branches beginning in $\Sigma_{j}$ constitute the $j$ th phase of the TB trellis. Figure 1 shows a TB trellis for a linear block code.


Fig. 1. TB trellis for a linear block code.
Note that a conventional trellis of length $n$ may be regarded as a TB trellis with $\left|\Sigma_{0}\right|=\left|\Sigma_{n}\right|=1$.
3. The sum-product algorithm on conventional trellises. On a conventional trellis, the sum-product algorithm involves a forward and a backward recursion, and is sometimes called the forward-backward algorithm.

Given a trellis section $T_{k} \subseteq \Sigma_{k} \times A_{k} \times \Sigma_{k+1}$ and branch weights $\gamma_{k}=$ $\left\{\gamma_{k}\left(a_{k}\right), a_{k} \in A_{k}\right\}$, the forward recursion of this algorithm computes $\alpha_{k}=$ $\left\{\alpha_{k}\left(s_{k}\right), s_{k} \in \Sigma_{k}\right\}$ by:

$$
\alpha_{k+1}\left(s_{k+1}\right)=\sum \alpha_{k}\left(s_{k}\right) \gamma_{k}\left(a_{k}\right) \phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right)
$$

for each $s_{k+1} \in \Sigma_{k+1}$, where the sum is implicitly over $\Sigma_{k} \times A_{k}$, and $\alpha_{0}=(1)$. This may be viewed as a matrix multiplication

$$
\alpha_{k+1}=\alpha_{k} \Gamma_{k}
$$

where $\alpha_{k}$ and $\alpha_{k+1}$ are regarded row vectors, and $\Gamma_{k}$ is the matrix with entries:

$$
\begin{equation*}
\Gamma_{k}\left(s_{k}, s_{k+1}\right)=\sum \gamma_{k}\left(a_{k}\right) \phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right) \tag{3.1}
\end{equation*}
$$

where the sum is implicitly over $A_{k}$. Thus

$$
\alpha_{k}=\alpha_{0} \Gamma_{0} \Gamma_{1} \cdots \Gamma_{k-1}
$$

It is straightforward to verify by induction that

$$
\alpha_{k}\left(s_{k}\right)=\sum \gamma_{[0, k)}\left(a_{[0, k)}\right) \phi_{[0, k]}\left(s_{[0, k)}, a_{[0, k)}, s_{k}\right)
$$

where

$$
\gamma_{[0, k)}\left(a_{[0, k)}\right)=\prod_{0 \leq j<k} \gamma_{j}\left(a_{j}\right)
$$

and

$$
\phi_{[0, k]}\left(s_{[0, k)}, a_{[0, k)}, s_{k}\right)=\prod_{0 \leq j<k} \phi_{j}\left(s_{j}, a_{j}, s_{j+1}\right)
$$

In other words, $\alpha_{k}\left(s_{k}\right)$ is the sum of the product $\gamma_{[0, k)}\left(a_{[0, k)}\right)$ of weights $\gamma_{j}\left(a_{j}\right)$ of all valid trellis paths that start at the unique time-0 state and reach state $s_{k}$ at time $k$.

If the weight $\gamma_{k}\left(a_{k}\right)=p\left(r_{k} \mid a_{k}\right)$, the likelihood of the received symbol $r_{k}$ given the transmitted symbol $a_{k}$, and the channel is memoryless, then

$$
\begin{aligned}
\gamma_{[0, k)}\left(a_{[0, k)}\right) & =p\left(r_{[0, k)} \mid a_{[0, k)}\right) ; \\
\alpha_{k}\left(s_{k}\right) & =p\left(r_{[0, k)} \mid s_{k}\right)
\end{aligned}
$$

If moreover all trellis paths are a priori equiprobable, then the vector $\alpha_{k}$ is equal, up to scale, to the vector of a posteriori probabilities (APPs) $p\left(s_{k} \mid r_{[0, k)}\right)$, and so

$$
\alpha_{k}=\left\{p\left(r_{[0, k)} \mid s_{k}\right)\right\} \sim\left\{p\left(s_{k} \mid r_{[0, k)}\right)\right\}
$$

(where the symbol $\sim$ denotes "equal up to scale"). Thus the sum-product algorithm is sometimes called the "APP algorithm." (It is sometimes also called the "MAP algorithm," but since no maximization occurs, we prefer the term "APP algorithm".)

Similarly, the backward recursion computes

$$
\beta_{k}\left(s_{k+1}\right)=\sum \beta_{k+1}\left(s_{k+1}\right) \gamma_{k}\left(a_{k}\right) \phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right), \quad s_{k} \in \Sigma_{k}
$$

which may be viewed as a matrix multiplication

$$
\beta_{k}=\Gamma_{k} \beta_{k+1}
$$

where $\beta_{k}$ and $\beta_{k+1}$ are regarded as column vectors, and $\Gamma_{k}$ is the same matrix as in the forward recursion. Thus

$$
\beta_{k}=\Gamma_{k} \Gamma_{k+1} \cdots \Gamma_{n-1}
$$

where $\beta_{n}=(1)$. So

$$
\beta_{k}\left(s_{k}\right)=\sum \gamma_{[k, n)}\left(a_{[k, n)}\right) \phi_{[k, n]}\left(s_{[k, n)}, a_{[k, n)}, s_{[k, n)}\right),
$$

the sum of the product $\gamma_{[k, n)}\left(a_{[k, n)}\right)$ of weights $\gamma_{j}\left(a_{j}\right)$ of all valid trellis paths that start at state $s_{k}$ at time $k$ and end at the unique time- $n$ state.

If $\gamma_{k}\left(a_{k}\right)=p\left(r_{k} \mid a_{k}\right)$, the channel is memoryless and all trellis paths are a priori equiprobable, then

$$
\beta_{k} \sim\left\{p\left(s_{k} \mid r_{[k, n)}\right)\right\}
$$

The final outputs of the algorithm are as follows. The final state weight vector is the componentwise product $\lambda_{k}$ of the $\alpha_{k}$ and $\beta_{k}$ vectors, denoted

$$
\lambda_{k}=\alpha_{k} \star \beta_{k}
$$

therefore

$$
\lambda_{k}\left(s_{k}\right)=\alpha_{k}\left(s_{k}\right) \beta_{k}\left(s_{k}\right)=\sum \gamma_{[0, n)}\left(a_{[0, n)}\right) \phi(s, a)
$$

where the sum is over trellis paths $(s, a)$ that pass through state $s_{k}$ at time $k$. Thus, with the same assumptions as above, $\lambda_{k}$ is equal up to scaling to the APP vector

$$
\lambda_{k} \sim\left\{p\left(s_{k} \mid r_{[0, n)}\right)\right\}
$$

Similarly, the final output weights are the products

$$
\sigma_{k}\left(a_{k}\right)=\gamma_{k}\left(a_{k}\right) \sum \alpha_{k}\left(s_{k}\right) \beta_{k+1}\left(s_{k+1}\right) \phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right)
$$

where the sum is implicitly over $\Sigma_{k} \times \Sigma_{k+1}$, which yields

$$
\sigma_{k}\left(a_{k}\right)=\sum \gamma_{[0, n)}\left(a_{[0, n)}\right) \phi(s, a)
$$

where the sum is over trellis paths $(s, a)$ that contain symbol $a_{k}$ at time $k$. Thus

$$
\sigma_{k} \sim\left\{p\left(a_{k} \mid r_{[0, n)}\right)\right\}
$$

4. Matrices, graphs, and tail-biting trellises. In preparation for discussing the convergence of the iterative decoding algorithms on tailbiting trellises, we review a bit of the Perron-Frobenius theory of nonnegative matrices as well as notions of weighted graphs. We also show how TB trellises are related to weighted graphs and nonnegative matrices.
4.1. Perron-Frobenius theory. A real matrix or vector is said to be positive (resp. nonnegative) if all of its entries are positive (resp. nonnegative). A nonnegative square matrix $\Gamma$ is irreducible if for any pair of indices $\left(s, s^{\prime}\right)$, for some integer $n=n\left(s, s^{\prime}\right)$ the corresponding entry of the $n$th power is positive: $\Gamma^{n}\left(s, s^{\prime}\right)>0$. A stronger condition than irreducibility is primitivity: a nonnegative square matrix $\Gamma$ is primitive if for some integer $n, \Gamma^{n}>0$. Note that any positive matrix is automatically primitive.

Theorem 4.1. (Perron-Frobenius theorem (see Seneta [16, Chapter 1] or [12, Chapter 4]): Let $\Gamma$ be an irreducible (nonnegative, square) matrix. Then
(a) $\Gamma$ has a positive eigenvalue $\mu$, called the Perron eigenvalue, which dominates all other eigenvalues: i.e., every eigenvalue $\nu$ of $\Gamma$ has magnitude $|\nu| \leq \mu$;
(b) $\Gamma$ has a positive (left, resp. right) eigenvector corresponding to the Perron eigenvalue $\mu$ (called the left Perron eigenvector $v$, resp. right Perron eigenvector $w$ ).
(c) The Perron eigenvalue $\mu$ is algebraically simple (i.e., it is a simple root of the characteristic polynomial, $\chi(x)=\operatorname{det}(x I-\Gamma)$ of $\Gamma)$; in particular, it is geometrically simple (i.e., the space of corresponding eigenvectors has dimension 1 and is simply the space generated by $v$ );
(d) Every positive eigenvector of $\Gamma$ is a positive multiple of $v$.

Moreover, if $\Gamma$ is primitive, then
(e) the inequality in (a) above is strict, and
(f) for any positive vector $\alpha, \alpha \Gamma^{m} / \mu^{m}$ converges (up to scale) to v: i.e., in the limit as $m \rightarrow \infty, \alpha \Gamma^{m} \sim v$. In particular, the sequence of matrices $\Gamma^{m} / \mu^{m}$ converges.

A nonnegative square matrix $\Gamma$ which is not irreducible is called reducible. A reducible (nonnegative) matrix is usually studied via its irreducible pieces: an irreducible component of a nonnegative matrix is a maximal irreducible submatrix, i.e., a square submatrix which is irreducible and is not contained in any larger irreducible submatrix. A reducible matrix breaks down into irreducible components with possibly some "transient" connections between the components. This can be expressed by saying that given a reducible matrix $\Gamma$ (other than the $1 \times 1$ zero matrix), for some ordering of the indices, $\Gamma$ is block lower triangular with more than one block.

A principal component is an irreducible component whose Perron eigenvalue is maximal among all irreducible components. Equivalently, a principal component of $\Gamma$ is an irreducible component whose Perron eigenvalue is the largest (in magnitude) eigenvalue of $\Gamma$. A sink is an irreducible component from which there is "no escape"- i.e., an irreducible component $C$ such that for any index $s$ of $C$, if $\Gamma\left(s, s^{\prime}\right)>0$, then $s^{\prime}$ must also be an index of $C$. Note that any irreducible matrix automatically has only one principal component, and that component is automatically a sink.

Part (f) of the Perron-Frobenius Theorem extends to a fairly general class of matrices, including irreducible matrices, as follows. By the period of an irreducible matrix $\Gamma$, we mean the g.c.d. of positive integers $k$ such that $\operatorname{Tr}\left(\Gamma^{k}\right)>0$; by the period of a nonnegative matrix we mean the l.c.m. of the periods of its irreducible components.

Theorem 4.2. (see Seneta [16, Chapter 1]) Let $\Gamma$ be a nonnegative square matrix. Let $p$ denote the period of $\Gamma$. Let $\mu$ denote the largest (in magnitude) eigenvalue of $\Gamma$. If all principal components of $\Gamma$ are sinks (in particular, if $\Gamma$ is irreducible), then the sequence of matrices $\Gamma^{m p} / \mu^{m p}$ converges as $m \rightarrow \infty$.

In principle, a direct way of computing the Perron eigenvectors is given as follows (for more detail, see Seneta [16, pp. 7-8] or [12, p. 112]). Given a square matrix $M$, its adjugate, $\operatorname{adj}(M)$, is defined as the matrix of cofactors of $M$. Define

$$
A(x, \Gamma)=\operatorname{adj}(x I-\Gamma)
$$

where $x$ is an indeterminate. The rows (resp. columns) of $A(\mu, \Gamma)$ turn out to be positive multiples of the left (resp. right) Perron eigenvectors of $\Gamma$; in particular, $A(\mu, \Gamma)$ is a rank- 1 matrix formed as the outer product of left and right Perron eigenvectors of $\Gamma$.
4.2. Weighted graphs. A finite directed graph (or simply graph) $G$ is defined by a set $\Sigma$ of states and a set of (directed) edges, with each edge having an initial state and a terminal state. Such a graph is essentially a trellis section with the same starting and ending state set $\Sigma$. A path in a graph is simply a concatenation of edges, where the terminal state of each edge coincides with the initial edge of the succeeding edge. A cycle is a path whose initial and terminal states agree.

A finite directed weighted graph (or simply weighted graph) is a finite directed graph with weights assigned to its edges. An unweighted graph is a weighted graph where the weight of every edge is 1 .

There is a natural one-to-one correspondence between nonnegative square matrices and finite directed weighted graphs with positive weights: namely, given such a graph $G$ with state set $\Sigma$, we associate the square matrix $\Gamma$ with index set $\Sigma$ that is obtained by defining $\Gamma\left(s, s^{\prime}\right)$ to be the sum of weights of all edges from $s$ to $s^{\prime}$.

Properties of nonnegative matrices may be interpreted in terms of the corresponding graphs. For example, a matrix is irreducible if and only if for any pair of states $\left(s, s^{\prime}\right)$ in the corresponding graph there is a path from $s$ to $s^{\prime}$. Also, the period of an irreducible matrix is the g.c.d. of lengths of cycles in the corresponding graph.
4.3. Relationship to TB trellises. A TB trellis $T$ defines a graph $G=G(T)$; here, the state set is $\Sigma_{0}$ and the edges of $G$ are trellis paths of length $n$ from $\Sigma_{0}$ to $\Sigma_{0}$ (but the terminal state $s_{n}$ need not agree with the initial state $s_{0}$ ). If $T$ is endowed with branch weights, then paths of
$T$ inherit weights by multiplying weights along the branches (here, what is meant by "multiplying" may depend on a semiring structure chosen for the branch weights of $T$ ). Then $G$ inherits these weights and thus becomes a weighted graph. The nonnegative matrix corresponding to $G$ is the composite matrix multiplication around one trellis length:

$$
\begin{equation*}
\Gamma=\Gamma_{0} \Gamma_{1} \cdots \Gamma_{n-1} \tag{4.1}
\end{equation*}
$$

where $\Gamma_{k}$ is defined as in (3.1).
5. The sum-product algorithm on tail-biting trellises. The sum-product algorithm may be applied to TB trellises by assigning an arbitrary initial positive weight vector $\alpha_{0}$ (usually $\alpha_{0}=1$, the all-one vector) to the state space $\Sigma_{0}$ and then applying the algorithm to compute

$$
\alpha_{k}=\Gamma_{0} \Gamma_{1} \cdots \Gamma_{k-1}
$$

for arbitrarily large $k \in Z$ (see [2]).
Since $\Gamma_{k}=\Gamma_{k-n}$ for $k>n$, we have

$$
\alpha_{m n}=\alpha_{0} \Gamma^{m}
$$

where $\Gamma$ is as defined in (4.1) above.
For the remainder of this paper, we assume:
Standing assumption: $\Gamma$ is primitive.
Note that the primitivity condition is much weaker than requiring $\Gamma$ to be positive, which would be equivalent to the condition that for every pair of states $\left(s, s^{\prime}\right)$ of $\Sigma_{0}$, there is a path in the TB trellis of length $n$ from $s$ to $s^{\prime}$; this latter condition holds for most good codes.

If $v$ is the left Perron eigenvector of $\Gamma=\Gamma_{0} \Gamma_{1} \cdots \Gamma_{n-1}$ with eigenvalue $\mu$, then $v \Gamma_{0}$ is the left Perron eigenvector of $\Gamma^{\prime}=\Gamma_{1} \cdots \Gamma_{n-1} \Gamma_{0}$ with eigenvalue $\mu$, since

$$
\left(v \Gamma_{0}\right) \Gamma_{1} \cdots \Gamma_{n-1} \Gamma_{0}=\mu v \Gamma_{0}
$$

Thus by part (f) of the Perron-Frobenius Theorem, for each $0 \leq j \leq n-1$, as $m \rightarrow \infty, \alpha_{m n+j}$ converges, up to scale, to the left Perron eigenvector $v \Gamma_{0} \Gamma_{1} \ldots \Gamma_{j-1}$. In other words, the sum-product algorithm applied to $v_{0}=$ $v$ produces a cycle of compatible vectors $v_{1}=v \Gamma_{0}, v_{2}=v \Gamma_{0} \Gamma_{1}, \ldots$, that comes around to $v_{n}=v \Gamma=\mu v \sim v$. In principle, the rate of convergence is determined to first order by the ratio of the magnitudes of the two largest eigenvalues of $\Gamma$. In practice, the memory of the forward recursion is of the order of a few times the code constraint length (the controller memory of the trellis), and convergence often takes only one trellis length plus a few constraint lengths [2].

Similarly, in the reverse direction, $\beta_{m n}$ converges in direction to the right Perron eigenvector $w$ of $\Gamma$; i.e., in the limit $\beta_{m n} \sim w$. More generally,
for $0 \leq j \leq n-1$, in the limit as $m \rightarrow \infty, \beta_{m n-j} \sim w_{j} \equiv \Gamma_{n-j} \ldots \Gamma_{n-1} w$. Since the eigenvalues of $\Gamma$ and its transpose are the same, the rate of convergence is the same in the reverse direction.

The final state weight vectors $\lambda_{k}$ and final output weights $\sigma_{k}$ are computed from the $\alpha$ 's and $\beta$ 's as in Section 3. Thus, we have:

Proposition 5.1. For $0 \leq j \leq n-1$, in the limit as $k \rightarrow \infty$, with $k \equiv j(\bmod \mathrm{n})$,

$$
\lambda_{k} \sim v_{j} \star w_{n-j}
$$

In particular, setting $j=0$, we have: in the limit as $k \rightarrow \infty$, with $k \equiv$ $0(\bmod n)$,

$$
\lambda_{k} \sim v_{0} \star w_{n} \sim v \star w
$$

It follows from Proposition 5.1 and the discussion of the adjugate matrix in Section 4.1 that the limiting (over multiples $k$ of $n$ ) final state weight vector $\lambda_{k}$ is, up to scale, the componentwise product of any row and any column of the adjugate matrix $A(\mu, \Gamma)$; in particular, $\lambda_{k}$ may be taken to be proportional to the diagonal entries of $A(\mu, \Gamma)$.
6. The min-sum algorithm on tail-biting trellises. The sumproduct algorithm may be generalized to any commutative semiring ( S , ,$+ \times$ ), whose addition and multiplication operations $(+, \times)$ satisfy the associative, commutative and distributive rules of ordinary arithmetic.

The min-sum algorithm is the sum-product algorithm over the "min-sum" semiring ( $\mathbf{R}, \min$, sum); i.e.,"sum" is replaced by "min" and "product" is replaced by "sum," and the branch weights $\gamma_{k}\left(a_{k}\right)=p\left(r_{k} \mid a_{k}\right)$ are replaced by their negative $\log$ arithms $-\log \gamma_{k}\left(a_{k}\right)=-\log p\left(r_{k} \mid a_{k}\right)$. Matrix multiplications over this semiring become the "add-compare-select" operations of the Viterbi algorithm, and the min-sum algorithm becomes a bidirectional Viterbi algorithm.

By a maximum-likelihood (ML) path, we mean a path with minimum weight. For instance, a ML past trellis path to state $s_{k}$ is a path of length $k$ ending at state $s_{k}$ with minimum weight. It follows from the definitions of the forward and backward recursions that a state weight $-\log \alpha_{k}\left(s_{k}\right)$ (resp. $-\log \beta_{k}\left(s_{k}\right)$ ) is equal to the negative $\log$ likelihood of the ML past (resp. future) trellis path to state $s_{k}$, i.e., the path of length $k$ ending at state $s_{k}$ with minimum weight. The final state weight

$$
-\log \lambda_{k}\left(s_{k}\right)=-\log \alpha_{k}\left(s_{k}\right)-\log \beta_{k}\left(s_{k}\right)
$$

is the negative log likelihood of the ML trellis path passing through state $s_{k}$. Similarly, the final output weight $-\log \sigma_{k}\left(a_{k}\right)$ of $a_{k}$ becomes the negative $\log$ likelihood of the ML trellis path that includes $a_{k}$.

Any TB trellis $T$ yields a corresponding bi-infinite trellis $T_{\infty}$ obtained by declaring the received weights to be repeated periodically with period $n$; i.e., $\gamma_{k}\left(a_{k}\right)=\gamma_{k-n}\left(a_{k}\right)$, for $k>n$. $\left(T_{\infty}\right.$ is sometimes referred to as the "unwrapped" or "periodic" version of the TB trellis; this notion of "unwrapping" a graph with cycles into a cycle-free "computation tree" was first introduced by Gallager [8], and has been substantially developed in [19, 20, 7].

We define a pseudocodeword (after [7]) as a length-mn path $\left(s_{[0, m n]}, a_{[0, m n)}\right)$ on $T_{\infty}$ that starts and ends in the same state: $s_{0}=s_{m n} \in$ $\Sigma_{0}$. The valid TB trellis paths (codewords) are precisely the length- $n$ pseudocodewords. A pseudocodeword ( $\left.s_{[0, m n]}, a_{[0, m n)}\right)$ is called simple if it never passes through the same state twice at times $\{0, n, 2 n, \ldots,(m-1) n\}$. Every pseudocodeword can, in some sense, be "decomposed" into simple pseudocodewords, although not necessarily as a simple concatenation.

The weight-per-symbol (wps) of a pseudocodeword ( $s_{[0, m n]}$, $\left.a_{[0, m n)}\right)$ is defined to be:

$$
-\frac{1}{m} \sum_{0 \leq k<m n} \log \gamma_{k}\left(a_{k}\right)=-\frac{1}{m} \log p\left(r_{[0, m n)} \mid a_{[0, m n)}\right) .
$$

We define the dominant pseudocodeword(s) to be the pseudocodeword(s) with the minimum wps, which we denote by $w_{0}$.

Recall that $G=G(T)$ denotes the weighted graph corresponding to a TB trellis $T$ (as described in Section 4.3). Using the min-sum semiring for weights in $T$, the weight of an edge in $G$ is defined to be the sum of the weights (the negative logarithms) of the branches that define the edge. Note that paths in $G$ correspond to paths in $T_{\infty}$ which begin and end in $\Sigma_{0}$. In particular, a pseudocodeword $\left(s_{[0, m n]}, a_{[0, m n)}\right)$ corresponds to a cycle in $G$ of length $m$.

Now, define the minwps graph $G_{0}=G_{0}(T)$ to be the subgraph of $G$ consisting of all edges in $G$ that belong to a dominant pseudocodeword. It can be shown that the dominant pseudocodewords correspond precisely to the cycles in $G_{0}$ (in particular, any cycle formed from edges in $G_{0}$ turns out to be a dominant pseudocodeword) and that $G_{0}$ is the disjoint union of its irreducible components, i.e., there are no "transient" connections between the components (see [14, Proposition 3.9]). If there is a unique dominant pseudocodeword, then $G_{0}$ will consist of a single simple cycle. If not, then $G_{0}$ can be much more complicated.

The following result says that for large $k \equiv 0 \bmod n$, the past and future ML paths spend all but a vanishingly small fraction of time in the minwps graph. Since it is clear that any ML path that passes through a state $s_{k}$ must be the concatenation of a past ML path to $s_{k}$ and a future ML path from $s_{k}$, this gives a description of the result of the min-sum algorithm on TB trellises.

Proposition 6.1. Given a TB trellis $T$, there is a constant $K_{0}$ such that for any $k \equiv 0(\bmod n)$, any state $s_{k} \in \Sigma_{0}$, and any past (resp. future) $M L$ path to (resp. from) $s_{k}$, the number of edges in which the path does not lie in the minwps graph $G_{0}(T)$ is at most $K_{0}$.

Proof. Any finite path in the graph $G$ can be "decomposed" (again, not necessarily as a simple concatenation) into simple cycles of $G$ together with a path of bounded length at most $\left|\Sigma_{0}\right|$. In particular, given $k \equiv 0(\bmod n)$ and state $s_{k} \in \Sigma_{0}$, this holds for a path $\pi$ in $G$ corresponding to an ML path in the trellis which ends at $s_{k}$.

Now, there is a path $\pi^{\prime}$ of length $k$ to state $s_{k}$ that lies in the minwps graph $G_{0}$ except for perhaps a suffix of bounded length of length at most $\left|\Sigma_{0}\right|$. Such a path can be "decomposed" into simple cycles of $G_{0}$ together with a path of length at most $2\left|\Sigma_{0}\right|$. Since $\pi$ corresponds to an ML path, the weight of $\pi^{\prime}$ is at most equal to that of $\pi$. But since the simple cycles of $G_{0}$ have minimum wps (among all possible cycles in $G$ ), it follows that only a bounded number of the simple cycles in the decomposition of $\pi$ can fail to be contained in $G_{0}$. With the exception of these cycles and a path of bounded length, the path $\pi$ lies within $G_{0}$.
7. The generating-function sum-product algorithm. The sumproduct algorithm computes a sum over paths of likelihood weights. The largest term in this sum is contributed by the ML path, which is computed by the min-sum algorithm. We may therefore expect some relation between the convergence behavior of the sum-product and min-sum algorithms. More precisely, we expect that the min-sum algorithm should in some sense be a limiting case of a sequence of sum-product algorithms, which in the limit detects ML paths.

To this end, we introduce a generating-function sum-product algorithm as follows.

By a monomial in an indeterminate $x$ we mean a function of the form $x^{r}$ for some real number $r$. By a generating function we mean a linear combination of monomials with positive coefficients over R. Generating functions form a semiring under the usual definition of sum and product. The generating-function sum-product algorithm is defined as the sum-product algorithm applied over this semiring to a TB trellis, where the weight of a branch in the $k$ th section with label $a_{k}$ is taken to be the monomial $x^{-\log \gamma_{k}\left(a_{k}\right)}$.

The forward recursion of this algorithm yields forward generatingfunction vectors

$$
\alpha_{k}(x)=\alpha_{0} \Gamma_{0}(x) \cdots \Gamma_{k-1}(x)
$$

where $\Gamma_{k}(x)$ is the generating-function matrix with components defined by:

$$
\Gamma_{k}\left(x, s_{k}, s_{k+1}\right)=x^{-\log \gamma_{k}\left(a_{k}\right)} \phi_{k}\left(s_{k}, a_{k}, s_{k+1}\right)
$$

and we again choose $\alpha_{0}=1$. Observe that

$$
\alpha_{k}\left(x, s_{k}\right)=\sum x^{-\log \gamma_{[0, k)}\left(a_{[0, k)}\right)} \phi_{[0, k]}\left(s_{[0, k)}, a_{[0, k)}, s_{k}\right)
$$

Analogous expressions are obtained for the generating function vectors $\beta_{k}(x)$ obtained from the backward recursion of this algorithm, and similarly for the final state weights $\lambda_{k}(x)$ and final output weights $\sigma_{k}(x)$.

For $x>0$, let

$$
\begin{equation*}
\Gamma(x)=\Gamma_{0}(x) \cdots \Gamma_{n-1}(x) \tag{7.1}
\end{equation*}
$$

and let $\mu(x), v(x), w(x)$ denote the Perron eigenvalue, left Perron eigenvector and right Perron eigenvector, respectively of $\Gamma(x)$ (with $v(x, s), w(x, s)$, $s \in \Sigma_{0}$ denoting components of these vectors). Since we have assumed $\Gamma=\Gamma\left(e^{-1}\right)$ to be primitive, we can apply the Perron-Frobenius Theorem to see that for each $x>0$, these quantities are well defined, and as $m \rightarrow \infty$, up to scale, $\alpha_{m n}(x) / \mu(x)^{m}$ converges to $v(x)$ and $\beta_{m n}(x) / \mu(x)^{m}$ converges to $w(x)$. Applying Proposition 5.1, we immediately obtain:

Proposition 7.1. For each $x>0$, in the limit as $k \rightarrow \infty$, with $k \equiv 0(\bmod n)$,

$$
\lambda_{k}(x) \sim v(x) \star w(x)
$$

Note that the generating-function sum-product algorithm reduces to the ordinary sum-product algorithm if we substitute $x=e^{-1}$. As $x \rightarrow 0$, more emphasis is given to the branches with small $-\log \gamma_{k}\left(a_{k}\right)$ (equivalently, large $\gamma_{k}\left(a_{k}\right)$ ), and this is why one might expect the convergence behavior of this algorithm as $x \rightarrow 0$ to depend heavily on the ML paths.

Generating function matrices corresponding to finite directed weighted graphs have been used in the study of Markov chains in symbolic dynamics (actually, where the matrix entries are polynomials in several variables). The states of the graphs are the states of the Markov chain and the weights are representations of the transition probabilities. A collection of induced subgraphs (including the minwps graph) is used as an invariant for problems of isomorphism between Markov chains (see, e.g., $[14,17,15,4]$ ).
8. Behavior of the generating-function sum-product algorithm as $\mathbf{x} \rightarrow 0$. We are interested in the behavior of $\lambda_{k}(x)$ as $x \rightarrow 0$. For this purpose, we would like to express each $v(x, s)$ and each $w(x, s)$ as a power series expansion in a neighborhood of $x=0$, and then pull out the leading terms of these power series. But as $x$ varies, the scaling factors could vary wildly, and so $v(x)$ and $w(x)$ could behave poorly.

We may tame the variation of scaling factors by use of the adjugate matrix:

$$
A(\mu(x), \Gamma(x))=\operatorname{adj}(\mu(x) I-\Gamma(x))
$$

(see the end of section 4.1). So, we fix $v(x)$ and $w(x)$ to be an arbitrary row and column of $A(\mu(x), \Gamma(x))$.

Now, since $v(x, s)$ and $w(x, s)$ are cofactors of the matrix $\mu(x) I-\Gamma(x)$, each is expressible as a polynomial in $x$ and $\mu(x)$. So it suffices to express $\mu(x)$ as a power series expansion.

Let $\chi_{\Gamma}(t)$ denote the characteristic polynomial of the matrix $\Gamma(x)$. This is a polynomial in one variable $t$ whose coefficients lie in the polynomial ring $Z[x]$ (i.e, the coefficients are polynomials in $x$ ). Now, by definition, $\mu(x)$ is a root of the characteristic polynomial (i.e., $\chi_{\Gamma}(\mu(x))=0$ ). The ring $Z[x][t]$ is a unique factorization domain (UFD) (i.e., elements factor uniquely into irreducible factors), since $Z$ is a UFD and the ring obtained by adjoining an indeterminate to a UFD is still a UFD [6, Theorem 32.3]. So $\chi_{\Gamma}(t)$ can factored uniquely into irreducible factors. One of these factors is the minimal polynomial of $\mu(x)$. This particular factor can be identified readily as the factor that contains the (unique, by virtue of part (e) of the Perron-Frobenius Theorem) dominant root $\mu(x)$ for any evaluation of $x>0$. Let $d$ denote the degree of this minimal polynomial; then $\mu(x)$ is said to be an algebraic function of degree $d$.

As an example, if $d=2$, then the minimal polynomial would be of the form:

$$
\begin{equation*}
t^{2}+a(x) t+b(x) \tag{8.1}
\end{equation*}
$$

where $a(x)$ and $b(x)$ are polynomials in $x$. In this case, we could use the quadratic formula to solve for $\mu(x)$. Because of the square root in the quadratic formula, $\mu(x)$ may fail to be differentiable, in particular at $x=0$, and this might dash our hopes for a power series expansion valid in a neighborhood of $x=0$. However, it would still remain plausible that $\mu(x)$ has a power series expansion in $\sqrt{x}$ instead of $x$. Indeed, it does! In fact, the general theory of algebraic functions (see [9, Chapter 12]) shows that any algebraic function of degree $d$ always has a power series expansion in powers of $x^{1 / u}$ for some positive integer $u \leq d$.
Example 1. As an example, consider

$$
\Gamma(x)=\left[\begin{array}{ll}
1 & x+x^{2} \\
1 & 1+x^{3}
\end{array}\right]
$$

The root $\mu(x)$ satisfies

$$
\mu(x)^{2}-\left(2+x^{3}\right) \mu(x)+1-x-x^{2}+x^{3}=0
$$

Applying the quadratic formula, we obtain

$$
\begin{aligned}
\mu(x) & =\left(\left(2+x^{3}\right)+\sqrt{\left(2+x^{3}\right)^{2}-4\left(1-x-x^{2}+x^{3}\right)}\right) / 2 \\
& =1+x^{3} / 2+\left(\sqrt{4 x+4 x^{2}+x^{6}}\right) / 2 \\
& =1+x^{3} / 2+\sqrt{x} \sqrt{1+O(x)} \\
& =1+\sqrt{x}+O(x)
\end{aligned}
$$

So, the initial part of the expansion of $\mu(x)$ is $1+x^{1 / 2}$. Note that we chose the " + " root for the solution to the quadratic because $\mu(x)$ is, by definition, the largest eigenvalue.
Example 2. As another example, consider

$$
\Gamma(x)=\left[\begin{array}{cc}
1+x & x^{2}+x^{3} \\
x+x^{2} & 1+x^{3}
\end{array}\right]
$$

The root $\mu(x)$ satisfies

$$
\mu(x)^{2}-\left(2+x+x^{3}\right) \mu(x)+(1+x)\left(1+x^{3}\right)-\left(x^{2}+x^{3}\right)\left(x+x^{2}\right)=0
$$

Applying the quadratic formula, we obtain

$$
\begin{aligned}
\mu(x)= & \frac{1}{2}\left(\left(2+x+x^{3}\right)\right. \\
& \left.+\sqrt{\left(2+x+x^{3}\right)^{2}-4\left((1+x)\left(1+x^{3}\right)-\left(x^{2}+x^{3}\right)\left(x+x^{2}\right)\right)}\right) \\
= & \frac{1}{2}\left(\left(2+x+x^{3}\right)+\sqrt{x^{2}+O\left(x^{3}\right)}\right) \\
= & 1+x / 2++x^{3} / 2+(x / 2) \sqrt{1+O(x)} \\
= & 1+x+O\left(x^{2}\right) .
\end{aligned}
$$

So, the initial part of the expansion of $\mu(x)$ is $1+x$ (in this case, the expansion turns out to be in powers of $x$, not $x^{1 / 2}$ ).

Of course, in general the quadratic formula is not available. But the terms of the power series expansions can be determined inductively from the minimal polynomial using either implicit differentiation or by setting the minimal polynomial to 0 , substituting into the minimal polynomial an expansion of $t=\mu(x)$ with unknown coefficients, and solving for the coefficients [9, Chapter 12].

For an algebraic function $f=f(x)$ (such as a polynomial or the function $\mu(x))$, let $f(x)^{(0)}$ denote the leading term in the power series expansion (in some fractional power of $x$ ) of $f$ at $x=0$ :

$$
f(x)=f(x)^{(0)}+\text { higher order terms }
$$

where

$$
f(x)^{(0)}=c(f) x^{\delta(f)}
$$

here $c=c(f) \neq 0$ denotes the coefficient of the leading term, and $\delta=\delta(f)$ denotes the degree of this term. For a vector or matrix $f(x)$ of algebraic functions define $f(x)^{(0)}$ (resp. $c(f), \delta(f)$ ) to be the vector or matrix of leading terms (resp. corresponding coefficients, degrees).

The following result, which follows from [17, p. 411], characterizes the leading term in the expansion of $\mu(x)$.

Proposition 8.1. $\mu(x)^{(0)}=\mu_{0} x^{w_{0}}$, where $w_{0}$ is the minimum wps and $\mu_{0}$ is the largest eigenvalue of the matrix corresponding to the unweighted (i.e., weights of all edges are 1) minwps graph.

Since every pseudocodeword can be decomposed into simple pseudocodewords, the minimum wps occurs as the wps of a cycle of length at most $\left|\Sigma_{0}\right|$. Thus, the minwps $w_{0}$ can be determined from the traces of the matrix powers $\Gamma(x)^{i}, i=1, \ldots,\left|\Sigma_{0}\right|$.

For each state $s \in \Sigma_{0}$, define the order of $s$ to be $\delta(v(x, s))+\delta(w(x, s))$. Let $S_{0}$ denote the set of states with minimal order (over all states $s \in \Sigma_{0}$ ), and let $\omega$ be the minimal order itself. The following result, together with Proposition 7.1, gives a sense in which the "limiting version" (as $x \rightarrow 0$ ) of the generating-function sum-product algorithm picks out the states of minimal order. A complete proof of a much more general result is given in [4, Theorem on p. 117].

Proposition 8.2. Let $\Gamma(x)$ be as in (7.1) above with corresponding left and right Perron eigenvectors $v(x)$ and $w(x)$. Then

1. (a) For each state $s \in S_{0}$,

$$
\lim _{x \rightarrow 0} v(x, s) w(x, s) / x^{\omega}=c(v(x, s)) c(w(x, s)) \neq 0
$$

(b) For each state $s \in \Sigma_{0} \backslash S_{0}$,

$$
\lim _{x \rightarrow 0} v(x, s) w(x, s) / x^{\omega}=0
$$

2. The set $S_{0}$ of minimal-order states is the union of the sets of states of a collection of principal components of the minwps graph.
For each phase $j=0, \ldots, n-1$, let $v_{j}(x)$ and $w_{j}(x)$ denote the corresponding left and right Perron eigenvectors for $\Gamma_{j}(x) \cdots \Gamma_{n-1}(x) \Gamma_{0}(x) \cdots$ $\Gamma_{j-1}(x)$. Just as in Section 5, these vectors can be obtained inductively from $v_{0}(x)=v(x)$ and $w_{n}(x)=w(x)$ by

$$
v_{j}(x)=v_{j-1}(x) \Gamma_{j-1}(x)
$$

and

$$
w_{j}(x)=\Gamma_{j}(x) w_{j+1}(x)
$$

(for $j \geq n$, we find it convenient to also define $v_{j}(x)=v_{j-1}(x) \Gamma_{j-1}(x)=$ $\left.\mu(x) v_{j-n}(x)\right)$. The corresponding vectors of leading terms, $v_{j}(x)^{(0)}$ and $w_{j}(x)^{(0)}$, can then be readily determined. As a result, we obtain a set $S_{j}$ of minimal-order states for each phase.

The sets $S_{j}$ can be used to trace out dominant pseudocodewords. For this, we need a criterion to tell which branches actually participate in dominant pseudocodewords.

For $0 \leq j<n-1$, a branch $\left(s_{j}, a_{j}, s_{j+1}\right)$ is called a minimal-weight branch if

$$
\delta\left(v_{j}\left(x, s_{j}\right)\right)-\log \gamma_{j}\left(a_{j}\right)=\delta\left(v_{j+1}\left(x, s_{j+1}\right)\right)
$$

Here, for $j=n-1$, we take

$$
v_{j+1}(x)=v_{n}(x)=v_{n-1}(x) \Gamma_{n-1}(x)=\mu(x) v_{0}(x)
$$

not $v_{0}(x)$.
Proposition 8.3. A path is a dominant pseudocodeword if and only if it is a cycle consisting of a concatenation of minimal-weight branches.

Proof. This follows from the discussion in [17] and [4]. For completeness, we sketch the rough idea. Since each $v_{j}(x)>0$ whenever $x>0$, it follows that the leading terms $v_{j}\left(x, s_{j}\right)^{(0)}$ have positive coefficients. Also, by definition, the entries of $\Gamma_{j}(x)$ have positive coefficients. It follows that there can be no cancellation in the branches involved in the part of the sum

$$
\sum_{\left\{\left(s_{j}, a_{j+1}, s_{j+1}\right)\right\}} v_{j}\left(x, s_{j}\right) \Gamma\left(x, s_{j}, s_{j+1}\right)
$$

that contributes to $v_{j+1}\left(x, s_{j+1}\right)^{(0)}$, and these are precisely the minimalweight branches. For the same reason, no branch can contribute to a term of degree lower than $\delta\left(v_{j+1}\left(x, s_{j+1}\right)\right)$, and so for all branches other than minimal-weight branches we have

$$
\delta\left(v_{j}\left(x, s_{j}\right)\right)-\log \gamma_{j}\left(a_{j}\right)>\delta\left(v_{j+1}\left(x, s_{j+1}\right)\right)
$$

By following the progression of eigenvectors $v_{0}(x), v_{1}(x), \ldots$, and using the fact that they are indeed eigenvectors for the eigenvalue $\mu(x)=\mu_{0} x^{w_{0}}(+$ higher order terms), we see that the only branch that can contribute to a dominant pseudocodeword is one of minimal weight and that any cycle of minimal-weight branches is indeed a dominant pseudocodeword.

By a minimal-weight edge, we mean an edge of the graph $G(T)$ obtained as a concatenation of minimal-weight branches in $T$. From [4, discussion on p. 118], it follows that the principal components of the minwps graph are sinks of the subgraph defined by the minimal-weight edges. By Proposition 8.2 (part 2), any minimal order state $s_{0}$ belongs to a principal component, and so any minimal-weight branch that emanates from $s_{0}$ must terminate at a minimal-order state in the same principal component. Thus, if at each minimal-order state we recursively pick out minimalweight branches, then we will trace out entire principal components. Any cycle in such a component will be a dominant pseudocodeword (by Proposition 8.3). So, in this sense, the "limiting version" (as $x \rightarrow 0$ ) of the generating-function sum-product algorithm detects at least some of the dominant pseudocodewords. However, Example 4 below shows that it may not detect all dominant pseudocodewords.

## 9. Examples.

Example 3. Figure 2 shows a trellis section for the standard rate- $1 / 2$ 4 -state binary linear convolutional code. Anderson and Hladik [2] consider
the TB trellis $T$ with length $n=5$ that is based on this code. The channel is a binary symmetric channel with error probability $p<1 / 2$. (For our purposes, the value of $p$ is immaterial.) The branch weights are set equal to the Hamming distance $d_{H}\left(a_{k}, r_{k}\right)$ between the transmitted and received binary 2-tuples (since $-\log p(r \mid a)=d_{H}\left(a_{k}, r_{k}\right) \log \left(\frac{p}{1-p}\right)$ plus a constant). Branches therefore have weights 0,1 or 2 , which will be indicated in some of the figures by solid, dashed, or invisible lines, respectively.


Fig. 2. Trellis section for rate-1/2 4-state binary linear convolutional code.
Assume that the received sequence is (00 10100000 ). This defines branch weights on $T$, and therefore also the matrices $\Gamma_{j}(x), j=0,1, \ldots, 4$ as well as the matrix $\Gamma(x)$, defined in (7.1), computed over one trellis length of $T$. A straightforward computation shows that the leading terms of the entries of $\Gamma(x)$ are:

$$
\Gamma(x)^{(0)}=\left[\begin{array}{llll}
x^{2} & x^{3} & x^{2} & x^{2} \\
x^{3} & x^{2} & 2 x^{3} & 2 x^{3} \\
x & x^{2} & x^{3} & x^{3} \\
x^{3} & x^{2} & 2 x^{3} & 2 x^{3}
\end{array}\right]
$$

Examination of the first four powers of this matrix reveals that the minimum wps $w_{0}$ is $3 / 2$, and the only cycle that achieves the minwps is the cycle of length 2 which alternates between states 1 and 3 with weights $x$ and $x^{2}$ (so the minwps graph $G_{0}(T)$ consists of a single cycle of length 2 ). This cycle corresponds to the following pseudocodeword at state 1

$$
(001110001000101100 \text { 00), }
$$

which is shown in darkened lines in Figure 3. The two phases of this pseudocodeword are then the only dominant pseudocodewords.

According to Proposition 8.1, we thus have $\mu(x)^{(0)}=x^{3 / 2}$. In this case, the degree of $\mu(x)$ turns out to be 3 , so $v(x)$ and $w(x)$ all have power series expansions in some fractional power $1 / u$ of $x$ with $u \leq 3$, valid in a neighborhood of $x=0$. (It turns out that the expansion is actually in powers of $x^{1 / 2}$.)

The vectors of leading terms of $v(x), w(x)$ are entries of the adjugate matrix $A(\mu(x), \Gamma(x))^{(0)}$. We would like to compute this matrix using only


Fig. 3. The dominant pseudocodeword.
$\mu(x)^{(0)}$ and $\Gamma(x)^{(0)}$. However, this may not be enough information. For instance, consider the $(2,2)$ entry of $A\left(\mu(x)^{(0)}, \Gamma(x)^{(0)}\right)$; this entry is $\operatorname{det}(S)$ where

$$
S=\left[\begin{array}{lll}
x^{3 / 2}-x^{2} & -x^{2} & -x^{2} \\
-x & x^{3 / 2}-x^{3} & -x^{3} \\
-x^{3} & -2 x^{3} & x^{3 / 2}-2 x^{3}
\end{array}\right]
$$

Expanding this determinant, we see that the lowest-degree term in $\operatorname{det}(S)$ is $x^{9 / 2}-x^{9 / 2}=0$; the next-lowest-degree term is $-x^{5}$. Since this term is negative and $A(\mu(x)-\Gamma(x))>0$ for any $x>0$, it follows that $-x^{5}$ cannot possibly be the leading term of the $(2,2)$ entry of $A(\mu(x), \Gamma(x))$. Thus the leading term can be resolved only by plugging in more of the initial part of the expansion of $\mu(x)$.

On the other hand, consider the $(1,2)$ entry, which is $-\operatorname{det}(S)$ where

$$
S=\left[\begin{array}{lll}
-x^{3} & -x^{2} & -x^{2} \\
-x^{2} & x^{3 / 2}-x^{3} & -x^{3} \\
-x^{2} & 2 x^{3} & x^{3 / 2}-2 x^{3}
\end{array}\right]
$$

Expanding this determinant, we see that the lowest-degree term has degree $11 / 2$ and that there is no cancellation, so we are left with $2 x^{11 / 2}$. Any higher-degree term in the expansion of $\mu(x)$ or any higher-degree terms in the entries of $\Gamma(x)$ must therefore contribute to terms of degree $>11 / 2$. So in this case we can reliably say that $2 x^{11 / 2}$ is the leading term of the (1,2)-entry of $A(\mu(x), \Gamma(x))$.

If we do this for each entry, we obtain the following (where $0 x^{\kappa}$ means that cancellation occurred and we were unable to determine the lowestdegree term of the entry):

$$
\left[\begin{array}{llll}
x^{9 / 2} & 2 x^{11 / 2} & x^{5} & x^{5} \\
2 x^{11 / 2} & 0 x^{9 / 2} & 2 x^{6} & 2 x^{6} \\
x^{4} & 2 x^{5} & x^{9 / 2} & x^{9 / 2} \\
2 x^{11 / 2} & 0 x^{5} & 2 x^{6} & 0 x^{9 / 2}
\end{array}\right]
$$

Since there are no zero entries in the first row and column, we can read off the leading terms of $v(x)$ and $w(x)$ as:

$$
v^{(0)}(x)=\left[x^{9 / 2}, 2 x^{11 / 2}, x^{5}, x^{5}\right] \sim\left[1,2 x, x^{1 / 2}, x^{1 / 2}\right]
$$

and

$$
w^{(0)}(x)=\left[x^{9 / 2}, 2 x^{11 / 2}, x^{4}, 2 x^{11 / 2}\right] \sim\left[x^{1 / 2}, 2 x^{3 / 2}, 1,2 x^{3 / 2}\right]
$$

Figures 4 and 5 show the sequences of vectors $v_{0}^{(0)}(x), v_{1}^{(0)}(x), \ldots, v_{4}^{(0)}(x)$ and $w_{0}^{(0)}(x), w_{1}^{(0)}(x), \ldots, w_{4}^{(0)}(x)$. From this, we see that

$$
v^{(0)} \star w^{(0)}=\left[x^{1 / 2}, 4 x^{5 / 2}, x^{1 / 2}, 2 x^{2}\right] \sim\left[1,4 x^{2}, 1,2 x^{3 / 2}\right]
$$

and so the minimal-order states in phase 0 are states 1 and 3.


Fig. 4. The forward recursion.


Fig. 5. The backward recursion.
In Figure 6, the minimal-order states are shown as darkened dots and the minimal-weight branches passing through these states are darkened. Note that these branches trace out the two halves of the (unique) dominant pseudocodeword in Figure 3.

Notice that the best candidates among the actual codewords are the all-zero codeword (00 00000000 ) and the nonzero codeword (01 1010 0100 ); each has Hamming distance 2 per trellis length from the received sequence. However, the dominant pseudocodeword (00 111000100010 110000 ) has Hamming distance 3 per two trellis lengths; therefore it has the minimum wps and is detected instead.


Fig. 6. Minimal-order states and minimal-weight branches.

Example 4. Consider the (rather poor) single-error-correcting, rate-2/7 convolutional code defined by the generator matrix:

$$
\left[\begin{array}{ccccccc}
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & D & 1 & 1+D & D & D & 1
\end{array}\right]
$$

This code is also defined by the trellis section in Figure 7.


Fig. 7. Trellis section for a rate-2/7 2-state convolutional code.
Consider the TB trellis $T$ with trellis length $n=1$ defined by this code. Assume that the received sequence is

$$
\text { (1000 } 1000 \text { ). }
$$

Then we have:

$$
\Gamma(x)=\left[\begin{array}{ll}
x^{2}+x^{3} & x^{4}+x^{5} \\
x^{3}+x^{4} & x^{2}+x^{5}
\end{array}\right]
$$

Clearly, the minwps graph $G_{0}(T)$ consists of the union of the two selfloops at states 1 and 2 with weight $x^{2}$; thus $w_{0}=2$, and the dominant pseudocodewords are actually the codewords

$$
\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \text { and }\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

(each with distance 2 from the received word). So, by Proposition 8.1, the leading term in the power series expansion for $\mu(x)$ is $x^{2}$. Substituting this
for $\mu(x)$ in the adjugate $A(\mu(x), \Gamma(x))$ yields:

$$
\left[\begin{array}{cc}
0 x^{2} & x^{4} \\
x^{3} & 0 x^{2}
\end{array}\right] ;
$$

the zero entries occur because there may be a degree 3 term in the expansion of $\mu(x)$. Indeed, the second-to-leading term in the expansion is $x^{3}$; in Example 2, we computed $\mu(x)$ for the matrix $\Gamma(x) / x^{2}$, and found the initial part of that expansion to be $1+x$. Now, plugging $x^{2}+x^{3}$ in for $\mu(x)$ yields:

$$
\left[\begin{array}{cc}
x^{3} & x^{4} \\
x^{3} & 0 x^{2}
\end{array}\right] .
$$

The first row and column of this matrix are nonzero, and so we obtain:

$$
v(x)^{(0)}=\left[x^{3}, x^{4}\right], \quad w(x)^{(0)}=\left[x^{3}, x^{3}\right] .
$$

From this, we see that state 1 has order $3+3=6$, while state 2 has order $3+4=7$. Thus, only state 1 is a minimal-order state, so the limiting version of the generating-function sum-product algorithm detects only one (of the two) dominant pseudocodewords (in this case, these are actually codewords). In other words, the algorithm would conclude that (0000000) was sent, whereas it is equally likely that (1000111) was sent.
10. The generating-function min-sum algorithm. In the preceding section, we defined the leading term of an algebraic function (in particular a polynomial) or a vector or matrix of such functions, and we explained the significance of the leading terms of the Perron eigenvector function. This motivates us to define a sum-product algorithm over singleterm generating functions, i.e., scalar multiples of monomials. The set of such functions carries a natural semiring structure, called the leadingterm semiring. Let "sum" be defined by:

$$
a x^{r}+b x^{s}=\left\{\begin{array}{cl}
a x^{r}, & \text { if } r<s \\
b x^{s}, & \text { if } r>s \\
(a+b) x^{r}, & \text { if } r=s
\end{array}\right.
$$

and let "product" be the usual notion of product. With this semiring structure, we can define matrix multiplication and the sum-product algorithm, which we call the generating-function min-sum algorithm. Its forward recursion computes

$$
\alpha_{k}(x)^{(0)}=\alpha_{0} \Gamma_{0}(x)^{(0)} \ldots \Gamma_{k-1}(x)^{(0)}
$$

where the matrix multiplications are over this semiring (i.e., do ordinary matrix multiplication over the polynomial ring $Z[x]$, but keep only the lowest-degree term in each component).

Thus the components of the vector generating function $\alpha_{k}(x)^{(0)}$ are:

$$
\alpha_{k}\left(x, s_{k}\right)^{(0)}=N_{\max } x^{\min \left\{-\log \gamma_{[0, k)}\left(a_{[0, k)}\right)\right\}}
$$

where the minimum is taken over all past paths $\left(s_{[0, k)}, a_{[0, k)}, s_{k}\right)$ that terminate at $s_{k}$, and $N_{\text {max }}$ is the number of past paths achieving this minimum. Thus this algorithm computes both the ML past path weight, $\max \left\{\gamma_{[0, \mathrm{k})}\left(\mathrm{a}_{[0, \mathrm{k})}\right)\right\}$, and also the number $N_{\max }$ of past paths with this weight, so it gives slightly more information than the ordinary min-sum algorithm.

The backward recursion is defined similarly, as well as the computation of final state weights and final output weights.

If Perron-Frobenius theory extended nicely to this semiring, then we might expect the forward recursion of this algorithm to converge to some kind of eigenvector (i.e., an eigenvector for the matrix $\Gamma(x)^{(0)}$ over the leading-term semiring). Proposition 10.1 below shows that we can find meaningful eigenvectors over this semiring, and Proposition 10.2 below gives a version of convergence of the generating-function min-sum algorithm. However, we will see in Example 5 below that we do not always obtain convergence to these eigenvectors.

Proposition 10.1. Let $\Gamma(x)$ be as in (7.1) above with corresponding left, right Perron eigenvectors $v(x), w(x)$. Then the leading-term vectors $v(x)^{(0)}, w(x)^{(0)}$ are eigenvectors corresponding to the eigenvalue $\mu^{(0)}(x)$ for the leading-term matrix $\Gamma(x)^{(0)}$ over the leading-term semiring:

$$
\begin{equation*}
v(x)^{(0)} \Gamma(x)^{(0)}=\mu(x)^{(0)} v(x)^{(0)} \tag{10.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma(x)^{(0)} w(x)^{(0)}=\mu(x)^{(0)} w(x)^{(0)} \tag{10.2}
\end{equation*}
$$

Proof. The following proof is essentially contained in [17, Theorem 20(d)]. By definition, the entries of $\Gamma(x)$ have positive coefficients. Since $\mu(x), v(x)$ and $w(x)$ are positive for all positive $x$, it follows that the the leading terms in the power series expansion of $\mu(x)$ and each component of $v(x), w(x)$ have positive coefficient. Thus, there can be no cancellation in determining the lowest-degree terms in the equations $v(x) \Gamma(x)=\mu(x) v(x)$ and $\Gamma(x) w(x)=\mu(x) w(x)$. It then follows that equations (10.1) and (10.2) hold.

Proposition 10.2. Let $\Gamma(x)$ be as in (7.1) above. Let $n$ be the trellis length and $p$ be the period of the minwps graph $G_{0}$. Then the forward recursion of the generating-function min-sum algorithm converges on the subsequence of multiples of $n p$.

Proof. Let $D(x)$ denote the diagonal matrix defined by $D(x, s, s)=$ $x^{d_{s}}$, where $d_{s}=\delta(v(x, s))$. Let

$$
B=\left(D(x) \Gamma(x) D^{-1}(x) / x^{w_{0}}\right)^{(0)} .
$$

It turns out (see [17, pp. 411-412] and [4, pp. 117-118]) that $B$ is a nonnegative matrix, all principal components of $B$ are sinks and for every state $s$, we have $\Gamma^{n}\left(s, s^{\prime}\right) \neq 0$ for some $n$ and some state $s^{\prime}$ belonging to a sink. Note that we can write:

$$
\begin{equation*}
\Gamma(x)=x^{w_{0}} D^{-1}(x)(B+H(x)) D(x) \tag{10.3}
\end{equation*}
$$

where $H(x)$ is a matrix whose nonzero entries are polynomials with positive integer coefficients in some fractional power of $x$ and have no constant terms.

Now, $\Gamma^{k}(x)^{(0)}$ is the matrix obtained from the $k$ th power of $\Gamma(x)$ obtained by keeping only the lowest-degree term in each entry. From equation (10.3) above, we have:

$$
\Gamma^{k}(x, s, t)^{(0)}=z^{d_{t}-d_{s}+k w_{0}} \mathbf{x}_{s, t, k}
$$

where $\mathbf{x}_{s, t, k}$ is the lowest-degree term (with coefficient) in the $(s, t)$-entry of $(B+H(x))^{k}$. Now, $\mathbf{x}_{s, t, k}$ involves only those terms in the expansion of $(B+H(x))^{k}$ that contain a bounded number of appearances of $H(x)$. Suppose for simplicity that at most one appearance of $H(x)$ contributes to $\mathbf{x}_{s, t, k}$ (the general case will follow from similar arguments). Then, only terms of the form $B^{k}$ or $B^{i} H(x) B^{k-i-1}, i=1, \ldots, k-1$, can contribute to $\mathbf{x}_{s, t, k}$.

Now, since all principal components of $B$ are sinks, it follows from Theorem 4.2 that $B^{m p} / \mu_{0}^{m p}$ converges as $m \rightarrow \infty$ to some limit matrix $L$. If $B^{m p}(s, t)$ contributes to $\mathbf{x}_{s, t, m p}$ for some $m$, then for all sufficiently large $m$, we have $\mathbf{x}_{s, t, m p}=B^{m p}(s, t)$, and so we have convergence, up to scale, to $L(s, t)$. For the remainder of the proof, we may assume that for all $m$, $B^{m p}(s, t)$ does not contribute to $\mathbf{x}_{s, t, m p}$.

For a given pair of states $s, t$, let $\mathcal{C}$ denote the set of congruence classes $c \bmod p$ such that there exist an $m$ and an $i \equiv c \bmod p$ for which $\left(B^{i} H(x) B^{m p-i-1}\right)(s, t)$ contributes to $\mathbf{x}_{s, t, m p}$. There is a constant $N_{0}$ such that for all sufficiently large $m$, all $c \in \mathcal{C}$ and all $i \equiv c \bmod p$, with $i>N_{0}$ and $i<m p-N_{0},\left(B^{i} H(x) B^{m p-i-1}\right)(s, t)$ contributes to $\mathbf{x}_{s, t, m p}$ (this follows from the fact that for every state $s$, we have $\Gamma^{n}\left(s, s^{\prime}\right) \neq 0$ for some $n$ and some state $s^{\prime}$ belonging to a sink).

Fix $\nu \in(0,1 / 2)$. Then for sufficiently large $m$, all $c \in \mathcal{C}$, and all $i \equiv$ $c \bmod p$, with $i>\nu m p$ and $i<(1-\nu) m p$, we have that $\left(B^{i} H(x) B^{m p-i-1}\right)$ $(s, t) / \mu_{0}^{m p}$ is close to $\left(L B^{c} H(x) L B^{c-1}\right)(s, t) / \mu_{0}^{2 c}$. We may assume that $m$ is so large that $\nu m p>N_{0}$.

Decompose the set of all $i=0, \ldots, m p-1$ such that $\left(B^{i} H(x) B^{m p-i-1}\right)$ $(s, t)$ contributes to $\mathbf{x}_{s, t, m p}$ into two subsets: $\mathcal{G}(s, t, m)$ is the set of all such $i$ with $\nu m p \leq i \leq(1-\nu) m p$, and $\mathcal{B}(s, t, m)$ is the set of all such $i$ with $i<\nu m p$ or $i>(1-\nu) m p$. Now, write

$$
\begin{aligned}
\mathbf{x}_{s, t, m p} /\left(m p \mu_{0}^{m p}\right)= & \sum_{i \in \mathcal{G}(s, t, m p)}\left(B^{i} H(x) B^{m p-i-1}\right)(s, t) /\left(m p \mu_{0}^{m p}\right) \\
& +\sum_{i \in \mathcal{B}(s, t, m p)}\left(B^{i} H(x) B^{m p-i-1}\right)(s, t) /\left(m p \mu_{0}^{m p}\right)
\end{aligned}
$$

Since $\nu m p>N_{0}$, the first term in the sum is close to:

$$
(1-2 \nu) \sum_{c \in \mathcal{C}}\left(L B^{c} H(x) L B^{c-1}\right)(s, t) /\left(\mu_{0}\right)^{2 c}
$$

The second term in this sum is bounded by a function of $\nu$ that tends to 0 as $\nu$ tends to 0 (uniformly in $m$ ). Since $\nu$ is an arbitrary number in ( $0,1 / 2$ ), it follows that the second term can be made arbitrarily small. Thus, by taking $\nu$ smaller and smaller and then $n$ larger and larger, depending on $\nu$, we obtain convergence to

$$
\sum_{c \in \mathcal{C}}\left(L B^{c} H(x) L B^{c-1}\right)(s, t) /\left(\mu_{0}\right)^{2 c}
$$

Example 5. We continue with Example 3. Recall that the trellis length is $n=5$. The minwps graph $G_{0}$ consists of one cycle of length 2 , and thus the period of $G_{0}$ is $p=2$.

Figure 8 illustrates the behavior of the forward recursion of the gener-ating-function min-sum algorithm (normalized by division by $x^{3}$ after every two trellis lengths). Here, the forward recursion over $2 k$ trellis lengths yields:

$$
\alpha_{2 k}=\left[(k+1) x^{3},(2 k+3) x^{4}, x^{3}, x^{3}\right] .
$$

Thus, over the subsequence of multiples of $10=n p$, the forward recursion converges to

$$
[1,2 x, 0,0] .
$$

Note that this is different from

$$
v(x)^{(0)} \sim\left[1,2 x, x^{1 / 2}, x^{1 / 2}\right]
$$

The backward recursion over $2 k$ trellis lengths gives $[1,2 x, k+2,2 x]$. So, over the subsequence of multiples of 10 , the backward recursion converges to

$$
(0,0,1,0)
$$

Note that this is different from

$$
w(x)^{(0)} \sim\left[x^{1 / 2}, 2 x^{3 / 2}, 1,2 x^{3 / 2}\right]
$$

The final weights (after $2 k$ trellis lengths) are

$$
\lambda_{k}=\left[(k+1) x^{3},(4 k+6) x^{5},(k+2) x^{3}, 2 x^{4}\right]
$$

which in the limit is (up to scale)

$$
\left[1,4 x^{2}, 1,0\right] .
$$

Thus the algorithm detects the states of the dominant pseudocodeword (the states 1 and 3 with minimal degree in the final weight vector), but the final weights are different from the final weights of the limiting version of the generating-function sum-product algorithm:

$$
\left[1,4 x^{2}, 1,2 x^{3 / 2}\right]
$$



FIG. 8. Behavior of the generating-function min-sum algorithm.
Note that in these computations, the result of the generating-function min-sum algorithm agrees with the limiting (as $x \rightarrow 0$ ) version of the generating-function sum-product algorithm, except for the components that have fractional exponents. Is this an accident?

Finally, note that the forward recursion over an odd number $2 k+1$ of trellis lengths gives:

$$
\alpha_{2 k+1}=[1,2 x,(k+1) x,(k+1) x] .
$$

which converges to

$$
[0,0,1,1] .
$$

Thus, the result of Proposition 10.2 cannot be extended to convergence over the entire sequence of multiples of $n=5$.
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# ALGORITHMS FOR DECODING AND INTERPOLATION 
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#### Abstract

In this paper we consider various algorithms for decoding BCH/RS/ Goppa codes, in particular the euclidean algorithm, the Berlekamp-Massey algorithm and the Welch-Berlekamp algorithm. We focus on relationships of these algorithms with interpolation methods in system theory. We note that the problem statements in the two areas can be different: from a system theoretic point of view, rational interpolating functions with common factors between numerator and denominator are undesirable whereas common factors can be required in a decoding context.

The behavioral approach was introduced by Jan C. Willems into system theory in the eighties. It proposes the family of trajectories of a system as its central focus. This makes the approach attractive for coding theorists (most naturally in the context of convolutional codes where the family of trajectories corresponds to the code). In this paper we focus on a connection between behavioral modeling and the decoding of $\mathrm{BCH} / \mathrm{RS} /$ Goppa codes. In this context, the behavioral modeling approach is attractive because it naturally generates solutions with common factors.

We present slight modifications of both the Berlekamp-Massey and the WelchBerlekamp algorithm and give a derivation in terms of behavioral modeling. In particular, we derive the latter algorithm directly from Reed \& Solomon's original approach. We demonstrate the similarity of the two algorithms and show that they are special instances of one general iterative behavioral modeling procedure.


Key words. Reed-Solomon codes, Berlekamp-Massey algorithm, Welch-Berlekamp algorithm, behaviors, exact modeling.

1. Introduction. Interpolation techniques have proved useful tools for various system-theoretic problems, see [2] and references therein. In a system-theoretic context the interpolant is usually required to be a rational function, say $N / D$, where $N$ and $D$ are polynomials. Thus any common factors between $N$ and $D$ are cancelled. Then, if the objective is to obtain an interpolant of minimal McMillan degree (i.e. $\max \{\operatorname{deg} D, \operatorname{deg} N\} \min -$ imal), the occurrence of common factors can interfere with the minimality requirement, see also [7]. Let us illustrate this with a small example.

Example 1. Consider an interpolation problem over $\mathbb{R}$. The interpolation data are given by $\left(x_{1}, y_{1}\right)=(0,1),\left(x_{2}, y_{2}\right)=(1,0)$ and $\left(x_{3}, y_{3}\right)=$ $(-1,1)$. Then a unique minimal polynomial solution is given by

$$
(D(s), N(s))=(s-1, s-1)
$$

Indeed, for $i=1,2,3, D\left(x_{i}\right) y_{i}=N\left(x_{i}\right)$. However, rational interpolants are all of degree $\geq 2$. (For example $Y(s)=\frac{s^{2}-2 s+1}{-3 s+1}$ is a minimal rational interpolant; indeed $Y\left(x_{i}\right)=y_{i}$ for $i=1,2,3$.)

However, as we will see in this paper, in a coding-theoretic context, the minimal interpolation problem is most naturally formulated as a polyno-

[^42]mial interpolation problem, in which common factors play a crucial role in retrieving the transmitted message.

In recent years, Reed-Solomon decoding methods based on interpolation have captured a renewed interest as they provide a natural setting for successive erasure decoding ([5]) and list decoding [25, 26, 12]. In the latter references it was shown how Reed-Solomon error correction beyond half the minimum distance can be achieved by a list decoding technique based on interpolation.

In this paper we show how a system-theoretic modeling procedure, based on a behavioral approach, gives rise to interpolating solutions with common factors in a natural way, thus making it relevant to coding theoretic applications.

The behavioral approach to system theory has been introduced in [28][30]. Using this approach, ideas concerning the modeling of data have been developed in [29, 30, 3, 1, 31]. More specifically, [30, p. 289] gives a modeling procedure for the construction of exact linear models. In [16] it was shown how the Berlekamp key equation of [4] can be reformulated as minimal modeling of a certain finite dimensional behavior. It was further shown in [16] how the Berlekamp-Massey algorithm can be interpreted as a special instance of the modeling procedure of [30, p. 289], involving a clever choice of update matrix at each step. This work formed the basis for the multivariable algorithm of [17] which was then used to achieve improved decoding of BCH codes in [19, 14, 15].

An alternative decoding method ([24]) that is noniterative is the euclidean algorithm. It was shown in [18] how the euclidean algorithm fits into this approach. This extends (see subsection 4.3 of this paper) to interpolationbased decoding, connecting with results in [8].

In this paper we show how the Welch-Berlekamp key equation (see e.g. [5]) can be reformulated as minimal modeling of a finite dimensional behavior. The Welch-Berlekamp algorithm [27] exhibits similarities with the Berlekamp-Massey algorithm, see e.g. the presentation in [9]. However, unlike the Berlekamp-Massey algorithm, it makes no direct use of the solution's degree $\ell$ at each step to determine which type of update matrix is used. In this paper we present a modification of the Welch-Berlekamp algorithm that does use this parameter $\ell$. We believe that its workings are then particularly transparent in showing that this algorithm is, like the Berlekamp-Massey algorithm, another special instance of the modeling procedure of [30, p. 289].
2. The behavioral approach and exact modeling of data. In this section we first present some preliminaries on the behavioral approach and then proceed with a brief outline of the relevant part of the behavioral theory of exact modeling. In particular, we present the general iterative
modeling procedure of [30] in Procedure 2.1. In the sequel, trajectories will take values in a field, denoted as $\mathbb{F}$. For system-theoretic applications, $\mathbb{F}$ is usually infinite ( $\mathbb{R}$ or $\mathbb{C}$ ); however, in the coding-theoretic context of the sequel, $\mathbb{F}$ will be a finite field.

In the behavioral approach [22], [28]-[30], a system is essentially defined as a set of trajectories. We will be concerned with linear shift-invariant behaviors on the time-set $\mathbb{Z}_{+}$of the form $\mathcal{B}=\operatorname{ker} R(\sigma)$, where $R$ is a polynomial matrix of, say, size $p \times m$ and $\sigma$ is the backward shift operator:

$$
\sigma\left(w_{0}, w_{1}, w_{2}, \ldots\right):=\left(w_{1}, w_{2}, \ldots\right)
$$

The behavior $\mathcal{B}$ consists of trajectories $\boldsymbol{w}: \mathbb{Z}_{+} \mapsto \mathbb{F}^{m}$, for which

$$
\begin{equation*}
R(\sigma) \boldsymbol{w}=0 \tag{2.1}
\end{equation*}
$$

The representation (2.1) is called a kernel representation of $\mathcal{B}$.
Let us repeat some notions from [28], and start with the following lemma (see e.g. [13, Th. 3.9] for a detailed proof).

Lemma 2.1. Let $R_{1} \in \mathbb{F}^{p_{1} \times m}[s]$ and $R_{2} \in \mathbb{F}^{p_{2} \times m}[s]$. Then

$$
\operatorname{ker} R_{1}(\sigma) \subset \operatorname{ker} R_{2}(\sigma)
$$

if and only if there exists a polynomial matrix $F \in \mathbb{F}^{p_{2} \times p_{1}}[s]$ such that

$$
R_{2}=F R_{1}
$$

It is a corollary of the above lemma that polynomial matrices $R_{1}$ and $R_{2}$ of full row rank represent the same behavior if and only if there exists a unimodular matrix $U$ (i.e., a polynomial matrix with constant nonzero determinant) such that $R_{2}=U R_{1}$.
As a measure of complexity of a model we introduce the $\operatorname{order} n(\mathcal{B})$ of a behavior. It is defined as the minimum value of the sum of the row degrees of $R$, where the minimum is taken over all possible full row rank kernel representations (2.1) of $\mathcal{B}$. This minimum is attained exactly when $R$ is "row reduced":

Definition 2.1. Let $R \in \mathbb{F}^{p \times m}[s]$ have full row rank. Define $R_{d} \in$ $\mathbb{R}^{p \times m}$ as the leading row coefficient matrix of $R$, i.e., the constant matrix that consists of the coefficients of the highest degree terms in each row of $R$. Define $R$ to be row reduced if $R_{d}$ has full row rank.
When a matrix $R$ is not row reduced, a unimodular matrix $U$ can be found such that $U R$ is row reduced. A procedure is given in [32, p. 27], see also [13, p. 24] where it is shown that not only the sum of the minimal row degrees is an invariant of a behavior, but also the minimal row degrees themselves are invariants of a behavior.

Let us next repeat some standard notions and terminology from [29] (see also $[30,3])$ and assume that we have a data set $\mathbf{D}=\left\{\boldsymbol{b}_{\mathbf{1}}, \ldots, \boldsymbol{b}_{\nu}\right\}$ where $\boldsymbol{b}_{i} \in\left(\mathbb{R}^{m}\right)^{\mathbb{Z}_{+}}$are observed trajectories $(i=1, \ldots, \nu)$. A behavior $\mathcal{B}$ is called an unfalsified model for $\mathbf{D}$ if $\mathbf{D} \subseteq \mathcal{B}$. A model $\mathcal{B}_{1}$ is called more powerful than a model $\mathcal{B}_{2}$ if $\mathcal{B}_{1} \subseteq \mathcal{B}_{2}$. A model $\mathcal{B}^{*}$ is called the most powerful unfalsified model (MPUM) for $\mathbf{D}$, if $\mathcal{B}^{*}$ is unfalsified for $\mathbf{D}$ and $\mathbf{D} \subseteq \mathcal{B} \Longrightarrow \mathcal{B}^{*} \subseteq \mathcal{B}$. It has been shown in [29] that a unique MPUM $\mathcal{B}^{*}$ exists for $\mathbf{D}$. However, note that a kernel representation (2.1) of $\mathcal{B}^{*}$ is far from unique.
We are now ready to present the procedure of [30, p. 289], which provides a framework for the iterative construction of a kernel representation of the MPUM for $\mathbf{D}=\left\{\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\nu}\right\}$. It can be easily understood from Lemma 2.1.

Procedure 2.1. ([30]) Initially define

$$
R_{0}:=I \quad \text { (where } I \text { is the identity matrix). }
$$

Proceed iteratively as follows for $k=1, \ldots, \nu$. Define, after receiving $\left\{\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}\right\}$, the $k$-th error trajectory $\boldsymbol{e}_{k}$ as

$$
\boldsymbol{e}_{k}:=R_{k-1}(\sigma) b_{k}
$$

Compute a kernel representation $V_{k}(\sigma) \boldsymbol{w}=0$ of the MPUM for $\left\{\boldsymbol{e}_{k}\right\}$. Then define

$$
R_{k}:=V_{k} R_{k-1}
$$

Theorem 2.1. ([30]) For $k=1, \ldots, \nu$, the kernel representation

$$
R_{k}(\sigma) w=0
$$

with $R_{k}$ defined in Procedure 2.1, represents the MPUM for $\left\{\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}\right\}$. With the above procedure we only need to be able to compute a MPUM representation for a single trajectory (the error trajectory) in order to derive an MPUM representation for a finite set of trajectories. Furthermore, row reducedness (Definition 2.1) of the representation $R_{k}(\sigma) w=0$ can be achieved by choosing $V_{k}$ in such a way that $V_{k} R_{k-1}$ remains row reduced at each step $k(k=1, \ldots, \nu)$.
3. Decoding and interpolation. There are various ways of defining Reed-Solomon codes. In their original presentation [23], Reed \& Solomon defined their code as a set of polynomial evaluations at all points of a Galois field. More specifically, writing

$$
\mathbb{F}=G F(q)=\left\{0, \alpha, \ldots, \alpha^{q-1}=1\right\}
$$

with $\alpha$ a primitive element, the code consists of codewords $\boldsymbol{c}$, given by

$$
\begin{equation*}
\boldsymbol{c}=\left(M(0), M(1), M(\alpha), \ldots, M\left(\alpha^{q-2}\right)\right. \tag{3.1}
\end{equation*}
$$

where $M$ is a polynomial of degree $<\kappa$. Decoding then amounts to curve fitting:
given a received word $\boldsymbol{r}=\left(r_{0}, r_{1}, \ldots, r_{q-1}\right)$, find a polynomial $M$ of degree $<\kappa$ such that the vectors

$$
\left[\begin{array}{c}
r_{0} \\
r_{1} \\
\vdots \\
r_{q-1}
\end{array}\right] \text { and }\left[\begin{array}{c}
M(0) \\
M(1) \\
M(\alpha) \\
\vdots \\
M\left(\alpha^{q-2}\right)
\end{array}\right]
$$

agree in $q-e$ places, with $e$ minimal.
In Reed \& Solomon's original paper [23] this was simply solved by repeated Lagrange interpolation followed by majority voting. The inefficiency of this method caused attention to shift to the generator polynomial approach ([11]), which then became common in textbooks. In this approach it was recognized that Reed \& Solomon's original code is an extension of a ( $q-1, \kappa$ ) cyclic code $\boldsymbol{C}$, consisting of codewords of the form

$$
\begin{equation*}
\boldsymbol{c}=\left(M(1), M(\alpha), \ldots, M\left(\alpha^{q-2}\right)\right) \tag{3.2}
\end{equation*}
$$

where $M$ is a polynomial of degree $<\kappa$. The code $\boldsymbol{C}$ is cyclic since each codeword can be shown to have zeros at $\alpha, \alpha^{2}, \ldots, \alpha^{q-1-\kappa}$. The code $\boldsymbol{C}$ was subsequently called a ( $q-1, \kappa$ ) Reed-Solomon code and attention focused on the derivation of efficient decoding methods based on the syndrome sequence $\left(r(\alpha), \ldots, r\left(\alpha^{q-1-\kappa}\right)\right)$, where $r$ denotes a received polynomial. Methods that were derived include the Berlekamp-Massey algorithm [4, 20] and the euclidean algorithm [24]. Both these algorithms compute a shortest linear recurrence relation for the above syndrome sequence. Let us consider this in somewhat more detail.
3.1. The first key equation. Early work by Berlekamp recognized that the crucial step in syndrome decoding of Reed-Solomon/BCH codes amounts to solving the following (here $n:=q-1$ and $\nu:=n-\kappa$ ):

Given a received polynomial $r$, compute syndromes

$$
\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{\nu}
\end{array}\right]=\left[\begin{array}{c}
r(\alpha) \\
r\left(\alpha^{2}\right) \\
\vdots \\
r\left(\alpha^{\nu}\right)
\end{array}\right]
$$

and solve
$C(s)\left(a_{1} s+a_{2} s^{2}+\cdots+a_{\nu} s^{\nu}\right)=P(s) \bmod s^{\nu+1}$
(key equation 1)
such that $C(0)=1$ and $\max \{\operatorname{deg} C, \operatorname{deg} P\}$ is minimal.

We can readily recognize this as minimal rational interpolation at multiple points $s=0$. Of course, another constraint is that $C$ has distinct zeros whose reciprocals are code locations. (In the case of BCH codes they should in addition give rise to errors of value 1 , see [14, 15]). For the sake of brevity, we will not repeat these constraints in the sequel.
The polynomial $C$ gives error locations $\alpha_{1}, \ldots, \alpha_{\ell}$ through

$$
\begin{equation*}
C(s)=\prod_{i=1}^{\ell}\left(1-\alpha_{i} s\right) \tag{3.3}
\end{equation*}
$$

Error values are obtained from

$$
e_{j}=\frac{P\left(\alpha_{j}^{-1}\right)}{\prod_{i \neq j}\left(1-\alpha_{i} \alpha_{j}^{-1}\right)}=-\frac{\alpha_{j} P\left(\alpha_{j}^{-1}\right)}{C^{\prime}\left(\alpha_{j}^{-1}\right)} \quad \text { for } j=1, \ldots, \ell
$$

The above key equation was originally put forward by Berlekamp in [4], together with an iterative algorithm for solving it, that later resulted in the Berlekamp-Massey algorithm, incorporating ideas from [20]. Let us here reformulate this key equation plus accompanying constraints in a behavioral framework, recalling [16].
With the syndrome sequence $a_{1}, a_{2}, \ldots, a_{\nu}$ we first associate a trajectory $\boldsymbol{b}: \mathbb{Z}_{+} \mapsto \mathbb{F}^{2}$ given by

$$
\boldsymbol{b}:=\left(\left[\begin{array}{c}
a_{\nu} \\
0
\end{array}\right], \ldots,\left[\begin{array}{c}
a_{1} \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
0 \\
0
\end{array}\right], \ldots\right)
$$

The MPUM $\mathcal{B}^{\star}$ for $\boldsymbol{b}$ is given by

$$
\left[\begin{array}{cc}
1 & -\left(a_{1} \sigma+a_{2} \sigma^{2}+\cdots+a_{\nu} \sigma^{\nu}\right)  \tag{3.4}\\
0 & \sigma^{\nu+1}
\end{array}\right] \boldsymbol{w}=0
$$

Solving Key equation 1 with the accompanying constraints is now equivalent to the construction of a minimal representation of $\mathcal{B}^{\star}$, i.e. a representation $R(\sigma) \boldsymbol{w}=0$ where the $2 \times 2$ polynomial matrix $R$ has minimal row degrees. The row of $R$ that does not vanish at $s=0$ constitutes the solution $\left[\begin{array}{ll}C & -P\end{array}\right]$. Note that there always is such a row since in a minimal representation of $\mathcal{B}^{\star}$ not both rows can vanish at $s=0$.
A slightly different key equation which involves the reversed syndrome sequence, is detailed in the next subsection.
3.2. The second key equation. It is easily verified that an alternative key equation that involves the reciprocal of the polynomial of (3.3), namely the polynomial $D(s)=\prod_{i=1}^{\ell}\left(s-\alpha_{i}\right)$, is given by
$D(s)\left(a_{\nu} s+a_{\nu-1} s^{2}+\cdots+a_{1} s^{\nu}\right)=H(s) \bmod s^{\nu+1}, \quad$ (key equation 2)
such that $\operatorname{deg} H \leq \operatorname{deg} D$ and $\operatorname{deg} D$ is minimal. (In this paper we will call $D(s)$ the "error locator polynomial"; note though that this terminology is sometimes used for the polynomial of (3.3)). This amounts to minimal polynomial interpolation at $s=0$ with the additional constraint that deg $H \leq \operatorname{deg} D$. Error values are now obtained from

$$
e_{j}=\frac{-H\left(\alpha_{j}\right)}{\alpha_{j}^{\nu+2} \prod_{i \neq j}\left(\alpha_{i}-\alpha_{j}\right)}=\frac{-H\left(\alpha_{j}\right)}{\alpha_{j}^{\nu+2} D^{\prime}\left(\alpha_{j}\right)} \quad \text { for } j=1, \ldots, \ell
$$

In [24] a slightly different key equation (requiring $\operatorname{deg} H<\operatorname{deg} D$ ) was presented and it was then shown how the euclidean algorithm acts as a solution method. As we will see in subsection 4.3, for key equation 2 above, the euclidean algorithm can also be applied, namely to the polynomials $s^{\nu+1}$ and $a_{\nu} s+a_{\nu-1} s^{2}+\cdots+a_{1} s^{\nu}$ to produce a solution that satisfies the accompanying constraints.
Adopting a behavioral approach, we associate a trajectory $\tilde{\boldsymbol{b}}: \mathbb{Z}_{+} \mapsto \mathbb{F}^{2}$ with the syndrome sequence $a_{1}, a_{2}, \ldots, a_{\nu}$ as follows

$$
\tilde{\boldsymbol{b}}:=\left(\left[\begin{array}{c}
a_{1}  \tag{3.5}\\
0
\end{array}\right], \ldots,\left[\begin{array}{c}
a_{\nu} \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
0 \\
0
\end{array}\right], \ldots\right)
$$

This time the MPUM for $\tilde{\boldsymbol{b}}$ consists of all solutions of

$$
\left[\begin{array}{cc}
1 & -\left(a_{\nu} \sigma+a_{\nu-1} \sigma^{2}+\cdots+a_{1} \sigma^{\nu}\right)  \tag{3.6}\\
0 & \sigma^{\nu+1}
\end{array}\right] \boldsymbol{w}=0
$$

key equation 2 with the accompanying constraints can now be solved by constructing a minimal representation of the above MPUM, i.e. a representation $R(\sigma) \boldsymbol{w}=0$ where the polynomial matrix $R$ has minimal row degrees. The row $\left[\begin{array}{ll}D & -H\end{array}\right]$ of $R$ that has minimal row degree and obeys the constraint deg $H \leq \operatorname{deg} D$ then constitutes the solution. An important observation is that there always is such a row because of row reducedness of $R$.
3.3. The third Key equation. Next, let $F(s)=F_{0}+\cdots+F_{\nu} s^{\nu}$ be a polynomial with $F_{\nu} \neq 0$ and let $\beta \in \mathbb{F}$. define $\tilde{F}(s):=(s-\beta) F(s)$ and define transformed syndromes by

$$
\left[\begin{array}{c}
\tilde{a}_{1} \\
\vdots \\
\tilde{a}_{N}
\end{array}\right]=\left[\begin{array}{ccc}
F_{N} & 0 & 0 \\
\vdots & \ddots & \vdots \\
F_{1} & \cdots & F_{N}
\end{array}\right]\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{N}
\end{array}\right]
$$

Next, define a polynomial $\tilde{A}$ by $\tilde{A}(s):=(s-\beta)\left(\tilde{a}_{\nu}+\tilde{a}_{\nu-1} s+\cdots+\tilde{a}_{1} s^{\nu-1}\right)$. Then it can be proven that solving key equation 2 under accompanying constraints is equivalent to solving the following equation

$$
D(s) \tilde{A}(s)=N(s) \bmod \tilde{F}(s) \quad \text { (key equation 3) }
$$

such that $\operatorname{deg} N \leq \operatorname{deg} D$ and $\operatorname{deg} D$ is minimal. Indeed, with $D(s)=$ $\prod_{i=1}^{\ell}\left(s-\alpha_{i}\right)$ and

$$
\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{\nu}
\end{array}\right]=e_{1}\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{1}^{\nu}
\end{array}\right]+\cdots+e_{\ell}\left[\begin{array}{c}
\alpha_{\ell} \\
\vdots \\
\alpha_{\ell}^{\nu}
\end{array}\right]
$$

we have that

$$
\begin{aligned}
D(s) \tilde{A}(s) & =D(s)(s-\beta)\left(\tilde{a}_{\nu}+\tilde{a}_{\nu-1} s+\cdots+\tilde{a}_{1} s^{\nu-1}\right) \\
& =(s-\beta) \Sigma_{j=1}^{\ell}\left(\prod_{i \neq j}\left(s-\alpha_{i}\right) \alpha_{j} e_{j}\left(F(s)-F\left(\alpha_{j}\right)\right)\right) \\
& =-(s-\beta) \Sigma_{j=1}^{\ell}\left(\prod_{i \neq j}\left(s-\alpha_{i}\right) \alpha_{j} e_{j} F\left(\alpha_{j}\right)\right) \bmod \tilde{F}(s)
\end{aligned}
$$

has degree $\leq \ell$.
A solution can be derived by applying the euclidean algorithm to the polynomials $\tilde{A}$ and $\tilde{F}$. In the case that the polynomial $F$ is a Goppa polynomial, having no zeros at code locations, this accomplishes Goppa decoding, see [24]. Error values are calculated as

$$
e_{j}=\frac{-N\left(\alpha_{j}\right)}{\alpha_{j} \tilde{F}\left(\alpha_{j}\right) D^{\prime}\left(\alpha_{j}\right)} \quad \text { for } j=1, \ldots, \ell
$$

Let us now step away from the requirement that $F$ has no zeros at code locations and consider the case $\beta=\alpha^{\nu}$ and

$$
F(s)=(s-1)(s-\alpha) \cdots\left(s-\alpha^{\nu-1}\right)
$$

Define $\tilde{a}_{1}, \ldots, \tilde{a}_{\nu}$ and $\tilde{A}$ as before. Now key equation 3 can be reformulated as the interpolation requirement

$$
\begin{equation*}
D\left(x_{i}\right) y_{i}=N\left(x_{i}\right) \quad \text { for } x_{i}=\alpha^{i} \quad(i=0, \ldots, \nu) \tag{3.7}
\end{equation*}
$$

where $y_{i}=\tilde{A}\left(x_{i}\right)$ for $i=0, \ldots, \nu$. We will see in subsection 3.4 that this equation constitutes the key equation for our modified Welch-Berlekamp algorithm.
Let us now reformulate the problem of solving (3.7) such that $\operatorname{deg} D$ is minimal and $\operatorname{deg} N \leq \operatorname{deg} D$ in a behavioral framework. With the data $\left(x_{i}, y_{i}\right)(i=0, \ldots, \nu)$ we associate trajectories $\boldsymbol{b}_{i}: \mathbb{Z}_{+} \mapsto \mathbb{F}^{2}$ given by

$$
\boldsymbol{b}_{i}=\left(\left[\begin{array}{c}
y_{i} \\
1
\end{array}\right],\left[\begin{array}{c}
y_{i} x_{i} \\
x_{i}
\end{array}\right],\left[\begin{array}{c}
y_{i} x_{i}{ }^{2} \\
x_{i}{ }^{2}
\end{array}\right], \ldots\right) .
$$

Let $L$ be the Lagrange interpolating polynomial that maps $x_{i}$ to $y_{i}(i=$ $0, \ldots, \nu)$. Then the MPUM $\mathcal{B}$ for $b_{0}, \ldots, b_{\nu}$ is given by

$$
\left[\begin{array}{cc}
1 & -L(\sigma) \\
0 & \left(\sigma-\alpha^{\nu}\right) F(\sigma)
\end{array}\right] \boldsymbol{w}=0
$$

Solving (3.7) under the above constraints is now equivalent to the construction of a minimal representation of $\mathcal{B}$, i.e. a representation $R(\sigma) \boldsymbol{w}=0$ where the $2 \times 2$ polynomial matrix $R$ has minimal row degrees. The row [ $D \quad-N$ ] of $R$ that has minimal row degree and obeys the constraint deg $N \leq \operatorname{deg} D$ then constitutes the solution. Again, such a row always exists because of row reducedness of $R$.
3.4. The fourth key equation. Let us now move away from the generator approach and go back to Reed \& Solomon's original curve fitting formulation outlined in the beginning of this section. This is readily reformulated as an interpolation problem involving the error locator polynomial D:
given a received word $r=\left(r_{0}, r_{1}, \ldots, r_{n-1}\right)$, find polynomials $E$ and $D$ such that

$$
D\left(x_{i}\right) r_{i}=E\left(x_{i}\right)
$$

for $x_{i}=\alpha^{i}$ and $i=0, \ldots, n-1$ with

- $\operatorname{deg} D$ minimal
- $E(s)=D(s) M(s)$ with $\operatorname{deg} M<\kappa$.

Note that the common factor $M$ between $D$ and $E$ is of crucial importance. In a behavioral approach we again can associate trajectories

$$
\left(\left[\begin{array}{c}
r_{i} \\
1
\end{array}\right],\left[\begin{array}{c}
r_{i} x_{i} \\
x_{i}
\end{array}\right],\left[\begin{array}{c}
r_{i} x_{i}{ }^{2} \\
x_{i}{ }^{2}
\end{array}\right], \ldots\right) .
$$

with the data $\left(x_{i}, r_{i}\right)(i=0, \ldots, n-1)$. It is however important to note that the above problem statement is not solved by constructing a minimal representation for the corresponding MPUM. The reason for this is that the degree requirements on $D$ and $E$ are not equivalent to a row degree requirement.
In order to reformulate the problem in such a way that we can use the theory of behavioral modeling, let us now re-encode the last $\kappa$ entries of $r$, resulting in a codeword $c=\left(c_{0}, \ldots, c_{n-1}\right)$ such that (recall that $\left.\nu=n-\kappa\right)$

$$
c_{i}=r_{i} \quad \text { for } i=\nu, \ldots, n-1
$$

(Denoting the code's generator polynomial by $g$, we then have $c(s)=$ $r(s) \bmod g(s)+r(s)$, which is why this approach is sometimes called "remainder decoding", see [10]).
Since $\boldsymbol{r}$ and $\tilde{\boldsymbol{r}}:=\boldsymbol{r}-\boldsymbol{c}$ are necessarily disturbed by the same error pattern, we might just as well decode $\tilde{\boldsymbol{r}}$. In the following we use the fact that the last $\kappa$ entries of $\tilde{\boldsymbol{r}}$ are zero to reformulate the problem statement at the beginning of this subsection as a case of behavioral minimal modeling.

For $i=0, \ldots, n-1$, we first introduce trajectories

$$
\tilde{\boldsymbol{b}}_{i}:=\left(\left[\begin{array}{c}
\tilde{r}_{i} \\
1
\end{array}\right],\left[\begin{array}{c}
\tilde{r}_{i} x_{i} \\
x_{i}
\end{array}\right],\left[\begin{array}{c}
\tilde{r}_{i} x_{i}{ }^{2} \\
x_{i}{ }^{2}
\end{array}\right], \ldots\right) .
$$

Next we define the polynomial $G$ as $G(s):=\left(s-\alpha^{\nu+1}\right) \cdots\left(s-\alpha^{n-1}\right)$ and we define $\mathcal{B}$ as the behavior spanned by trajectories

$$
\overline{\boldsymbol{b}}_{i}:=\left[\begin{array}{cc}
1 & 0 \\
0 & G(\sigma)
\end{array}\right] \tilde{\boldsymbol{b}}_{i} \quad(i=0, \ldots, n-1)
$$

Then, since $G\left(x_{i}\right)=0$, we have that $\bar{b}_{i}=0$ for $i=\nu+1, \ldots, n-1$, so that $\mathcal{B}$ is of dimension $\nu+1$. Furthermore, for $i=0, \ldots, \nu$, we have

$$
\overline{\boldsymbol{b}}_{i}:=\left(\left[\begin{array}{c}
\tilde{r}_{i} \\
G\left(x_{i}\right)
\end{array}\right],\left[\begin{array}{c}
\tilde{r}_{i} x_{i} \\
x_{i} G\left(x_{i}\right)
\end{array}\right],\left[\begin{array}{c}
\tilde{r}_{i} x_{i}{ }^{2} \\
x_{i}{ }^{2} G\left(x_{i}\right)
\end{array}\right], \ldots\right) .
$$

Let us now define, for $i=0, \ldots, \nu$,

$$
y_{i}:=\frac{\tilde{r}_{i}}{G\left(x_{i}\right)} \quad \text { and } \quad b_{i}:=\frac{1}{G\left(x_{i}\right)} \bar{b}_{i} .
$$

It can then be shown that the interpolation data $\left(x_{i}, y_{i}\right)$ coincide with the data from subsection 3.3, that were obtained from the conventional syndrome sequence, see also [10]. In particular, the trajectories $b_{0}, \ldots, b_{\nu}$ are as in subsection 3.3 (note that $y_{\nu}=0$ ). As outlined in subsection 3.3, the decoding problem is now readily formulated as the problem of finding a minimal representation

$$
R(\sigma) \boldsymbol{w}=0
$$

for $\mathcal{B}=\left\{b_{0}, b_{1}, \ldots, b_{\nu}\right\}$. Indeed, the row $\left[\begin{array}{ll}D & -N\end{array}\right]$ of the polynomial ma$\operatorname{trix} R$ that has minimal row degree and for which $\operatorname{deg} N \leq \operatorname{deg} D$ gives rise to error locations and values as follows: the error locations $\alpha_{1}, \ldots, \alpha_{\ell}$ are the zeros of $D$, whereas the error values are obtained from the polynomial $\tilde{N}:=N G$, namely by writing $\tilde{N}=\tilde{M} D$ with $\operatorname{deg} \tilde{M}<\kappa$ and calculating $e_{j}:=\tilde{r}_{j}-\tilde{M}\left(\alpha_{j}\right)(j=1, \ldots, \ell)$. In other words, the decoding problem can be reformulated as follows:

Given a received word $\boldsymbol{r}=\left(r_{0}, r_{1}, \ldots, r_{n-1}\right)$, compute $y_{i}$ as above for $i=0, \ldots, \nu$. Now find polynomials $D$ and $N$ such that

$$
D\left(x_{i}\right) y_{i}=N\left(x_{i}\right) \quad(\text { key equation 4) }
$$

for $i=0, \ldots, \nu$ with $\operatorname{deg} D$ minimal and $\operatorname{deg} N \leq \operatorname{deg} D$.
Observe that this is a problem of minimal polynomial interpolation at distinct points $x_{0}, \ldots, x_{\nu}$ in which common factors between $D$ and $N$ are of importance.

Example 2. Consider a $(7,3)$ Reed-Solomon code over $G F(8)$ given by (3.2). Suppose that $\boldsymbol{c}=\left(\alpha^{3}, \alpha, 1, \alpha^{3}, 1,0,0\right)$ is sent but

$$
\boldsymbol{r}=\left(\alpha, \alpha, 1, \alpha^{3}, 1,0, \alpha\right)
$$

is received. Reencoding the last 3 entries of $\boldsymbol{r}$, we get

$$
\begin{aligned}
\tilde{\boldsymbol{r}} & =\boldsymbol{r}-\left(\alpha^{4}, \alpha^{6}, \alpha^{3}, \alpha^{2}, 1,0, \alpha\right) \\
& =\left(\alpha^{2}, \alpha^{5}, \alpha, \alpha^{5}, 0,0,0\right)
\end{aligned}
$$

With $G(s)=\left(s-\alpha^{5}\right)\left(s-\alpha^{6}\right)$, the new interpolation data are given by $x_{0}=1, x_{1}=\alpha, x_{2}=\alpha^{2}, x_{3}=\alpha^{3}, x_{4}=\alpha^{4}$ and

$$
\begin{aligned}
& y_{0}=\frac{\alpha^{2}}{G(1)}=\alpha^{3} \\
& y_{1}=\frac{\alpha^{5}}{G(\alpha)}=\alpha \\
& y_{2}=\frac{\alpha}{G\left(\alpha^{2}\right)}=\alpha^{5} \\
& y_{3}=\frac{\alpha^{5}}{G\left(\alpha^{3}\right)}=\alpha^{6} \\
& y_{4}=0 .
\end{aligned}
$$

As we will see in the next section, a solution of key equation 4 under accompanying constraints is obtained as $D(s)=(s-1)\left(s-\alpha^{6}\right)$ and $N(s)=$ $\alpha^{4}(s-1)\left(s-\alpha^{4}\right)$. From this we obtain $\bar{N}(s)=N(s) G(s)=\alpha^{4}(s-1)(s-$ $\left.\alpha^{4}\right)\left(s-\alpha^{5}\right)\left(s-\alpha^{6}\right)$, so that $\tilde{M}(s)=\alpha^{4}\left(s-\alpha^{4}\right)\left(s-\alpha^{5}\right)$. This leads to $e_{1}=\alpha^{2}-\alpha^{6}=1$ and $e_{2}=0-\alpha=\alpha$.
4. Algorithms. In this section we present algorithms for solving the various key equations of the previous section. Our starting point will be the corresponding behavioral formulations.
4.1. Iterative algorithm for key equation 1. Let us start with solving Key equation 1, i.e. construct a representation for $\mathcal{B}^{*}$, given by (3.4), of the form $R(\sigma) \boldsymbol{w}=0$, where $R$ has minimal row degrees (i.e. is row reduced). An iterative algorithm would, at each step $k$, aim to construct a row reduced representation $R_{k}(\sigma) \boldsymbol{w}=0$ of the MPUM corresponding to $a_{1}, a_{2}, \ldots, a_{k}(k=1, \ldots, \nu)$. Such an algorithm can be designed by using the iterative modeling procedure outlined in Procedure 2.1. It has been shown in [16] how the Berlekamp-Massey algorithm ([4, 20, 6]) chooses the update matrix $V_{k}$ such that $R_{k}$ is not only row reduced but also has its second row vanish at $s=0$, so that the solution can be read off from the first row of $R_{k}$. We here present a slightly modified version of the BerlekampMassey algorithm which involves a different initialization and replaces the condition $\ell_{k-1} \leq k / 2$ by $\ell_{k-1}<k / 2$. Neither of these modifications affects the outcome of the algorithm-they are here introduced to increase similarity with the algorithms of subsection 4.2 and subsection 4.4.

Algorithm 4.1.
For $k=0, \ldots, \nu$ denote $C_{k}:=\left[\begin{array}{ll}1 & 0\end{array}\right] R_{k}\left[\begin{array}{l}1 \\ 0\end{array}\right]$. Initially define

$$
R_{0}:=\left[\begin{array}{ll}
1 & 0 \\
0 & s
\end{array}\right], \text { and } \ell_{0}:=0
$$

Proceed iteratively as follows for $k=1, \ldots, \nu$. Define, after receiving $a_{1}, a_{2}, \ldots, a_{k}$, the number $\Delta_{k}$ as the coefficient of $s^{k}$ in $C_{k-1}(s)\left(a_{1} s+\right.$ $\left.\cdots+a_{k} s^{k}\right)$.
Compute the matrix $R_{k}$ and the integer $\ell_{k}$ as follows:

$$
R_{k}:=V_{k} R_{k-1}
$$

where, if $\Delta_{k} \neq 0$ and $\ell_{k-1}<k / 2$,

$$
V_{k}(s):=\left[\begin{array}{cc}
1 & -\Delta_{k} \\
s / \Delta_{k} & 0
\end{array}\right] ; \quad \ell_{k}:=k-\ell_{k-1}
$$

and, if otherwise,

$$
V_{k}(s):=\left[\begin{array}{cc}
1 & -\Delta_{k} \\
0 & s
\end{array}\right] ; \quad \ell_{k}:=\ell_{k-1}
$$

In the algorithm the integer $\ell_{k}$ denotes the first row degree of $R_{k}$. Denoting the second row degree of $R_{k}$ by $\tilde{\ell}_{k}$, we have $\ell_{k}+\tilde{\ell}_{k}=k+1$, so that the algorithm's condition $\ell_{k-1}<k / 2$ is nothing else than $\ell_{k-1}<\tilde{\ell}_{k-1}$, whereas $\ell_{k}:=k-\ell_{k-1}$ is equivalent to $\ell_{k}:=\tilde{\ell}_{k-1}$.
It has been shown in [16] that the first row $\left[\begin{array}{ll}C & -P] \text { of } R_{\nu} \text { constitutes }\end{array}\right.$ a solution of key equation 1 such that $\max \{\operatorname{deg} C, \operatorname{deg} P\}$ is minimal and $C(0) \neq 0$. In fact, the matrix $R_{\nu}$ contains all information necessary to derive solutions of any degree (not necessarily minimal). Indeed, we need only apply Lemma 2.1 to get a parametrization in terms of the entries of $R_{\nu}$, see also [14, 15]. This could, in principle, be used for the purposes of list decoding. However, the efficiency of this method is low since checking for the validity of zeros of candidate error locator polynomials is a computationally intensive operation.
4.2. Iterative algorithm for key equation 2. The algorithm that we will present in this subsection, follows the main outline of Algorithm 4.1, except for the fact that this time the algorithm is tailored to produce, at each step $k$, a row reduced matrix

$$
R_{k}(s):=\left[\begin{array}{cc}
D_{k} & -H_{k} \\
K_{k} & -Q_{k}
\end{array}\right]
$$

for which deg $H_{k} \leq \operatorname{deg} D_{k}$. The resulting algorithm bears close resemblance to the Berlekamp-Massey algorithm but does not exhibit any jumps in the integer parameter $\ell_{k}$.

Algorithm 4.2.
For $k=0, \ldots, \nu$ denote $R_{k}:=\left[\begin{array}{cc}D_{k} & -H_{k} \\ K_{k} & -Q_{k}\end{array}\right]$. Initially define

$$
R_{0}:=\left[\begin{array}{ll}
1 & 0 \\
0 & s
\end{array}\right], \text { and } \ell_{0}:=0
$$

Proceed iteratively as follows for $k=1, \ldots, \nu$. Compute, after receiving $a_{\nu}, \ldots, a_{\nu-k+1}$, the numbers $\Delta_{k}$ and $\Gamma_{k}$ as follows:

$$
\begin{aligned}
\Delta_{k} & :=\text { the coefficient of } s^{k} \text { in } D_{k-1}(s)\left(a_{\nu} s+\cdots+a_{\nu-k+1} s^{k}\right) \\
\Gamma_{k} & :=\text { the coefficient of } s^{k} \text { in } K_{k-1}(s)\left(a_{\nu} s+\cdots+a_{\nu-k+1} s^{k}\right)-Q_{k-1}(s) .
\end{aligned}
$$

Compute the matrix $R_{k}$ and the integer $\ell_{k}$ as follows:

$$
R_{k}:=V_{k} R_{k-1}
$$

where, if $\Delta_{k} \neq 0$ and $\left(\ell_{k-1}<k / 2 \quad\right.$ or $\left.\Gamma_{k}=0\right)$,

$$
V_{k}(s):=\left[\begin{array}{cc}
s & 0 \\
-\frac{\Gamma_{k}}{\Delta_{k}} & 1
\end{array}\right] ; \quad \ell_{k}:=\ell_{k-1}+1
$$

and, if otherwise,

$$
V_{k}(s):=\left[\begin{array}{cc}
1 & -\frac{\Delta_{k}}{\Gamma_{k}} \\
0 & s
\end{array}\right] ; \quad \ell_{k}:=\ell_{k-1}
$$

The next theorem shows that the above algorithm produces a solution to key equation 2 under accompanying constraints.

THEOREM 4.1. Let Algorithm 4.2 operate on a sequence $a_{\nu}, a_{\nu-1}, \ldots$, $a_{1}$. Then for $k=1, \ldots, \nu$ the polynomials $D_{k}$ and $H_{k}$ satisfy

$$
D_{k}(s)\left(a_{\nu} s+a_{\nu-1}+\cdots+a_{\nu-k+1} s^{k}\right)=H_{k}(s) \bmod s^{k+1}
$$

with $\ell_{k}=\operatorname{deg} D_{k}$ minimal and deg $H_{k} \leq \operatorname{deg} D_{k}$. In particular, $D_{\nu}$ and $H_{\nu}$ are a solution of key equation 2 with $\ell_{\nu}=\operatorname{deg} D_{\nu}$ minimal and deg $H_{\nu} \leq \operatorname{deg} D_{\nu}$.

Proof. Let the trajectory $\tilde{\boldsymbol{b}}$ be defined as in (3.5). In the following we show that the above algorithm is a special instance of Procedure 2.1 applied to the data set $\left\{\sigma^{\nu} \tilde{\boldsymbol{b}}, \sigma^{\nu-1} \tilde{\boldsymbol{b}}, \cdots, \tilde{\boldsymbol{b}}\right\}$. At each step $k(k=1, \ldots, \nu)$, the error trajectory $\boldsymbol{e}_{k}=R_{k-1}(\sigma) \sigma^{\nu-k} \tilde{\boldsymbol{b}}$ satisfies $\sigma \boldsymbol{e}_{k}=\sigma R_{k-1}(\sigma) \sigma^{\nu-k} \tilde{\boldsymbol{b}}=$ $R_{k-1}(\sigma) \sigma^{\nu-k+1} \tilde{b}=0$, so that $\boldsymbol{e}_{k}$ is of the form

$$
\boldsymbol{e}_{k}=\left(\left[\begin{array}{l}
\tilde{\Delta}_{k} \\
\Gamma_{k}
\end{array}\right],\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0
\end{array}\right], \ldots\right)
$$

Here $\tilde{\Delta}_{k}$ is the coefficient of $s^{k}$ in $D_{k-1}(s)\left(a_{\nu} s+\cdots+a_{\nu-k+1} s^{k}\right)-H_{k-1}(s)$ and $\Gamma_{k}$ is as defined in Algorithm 4.2. Again, the integer $\ell_{k}$ in Algorithm 4.2
should be interpreted as the first row degree of $R_{k}$. Denoting the second row degree of $R_{k}$ by $\tilde{\ell}_{k}$, we have $\ell_{k}+\tilde{\ell}_{k}=k+1$. Because of this, it is now easily proven that $\ell_{k} \leq k$ for $k=0, \ldots, \nu$, so that $\operatorname{deg} H_{k} \leq k$. Because of this, we can reformulate the expression for $\bar{\Delta}_{k}$ as $\Delta_{k}$, defined in Algorithm 4.2. Note also that the condition $\ell_{k-1}<k / 2$ translates into $\ell_{k-1}<\tilde{\ell}_{k-1}$.
The update matrix $V_{k}$ clearly represents the MPUM for $\left\{e_{k}\right\}$, so that for $k=1, \ldots, \nu, R_{k}(\sigma) \boldsymbol{w}=0$ represents the MPUM for $\left\{\sigma^{\nu} \bar{b}, \ldots, \sigma^{\nu-k} \tilde{b}\right\}$. It follows by induction that the choice of $V_{k}$ 's ensures that each $R_{k}$ has minimal row degrees. Indeed, this holds trivially for $k=0$ and the assumption that $R_{k-1}$ has minimal row degrees implies that $R_{k}$ has minimal row degrees because of the fact that $V_{k}$ increases the degree of only one row of $R_{k-1}$ by one.
It also follows by induction that $\operatorname{deg} Q_{k}>\operatorname{deg} K_{k}$, so that, because of row reducedness of $R_{k}$,

$$
\operatorname{deg} H_{k} \leq \operatorname{deg} D_{k}=\ell_{k} \quad k=0, \ldots, \nu
$$

Now any solution of key equation 2 of smaller degree that satisfies the accompanying constraints leads to a row reduced MPUM representation with smaller sum of row degrees. This contradicts the minimality of the row degrees of the matrix $R_{k}$ and proves the theorem.
4.3. The euclidean algorithm. A noniterative method to solve key equations 1-4 under accompanying constraints is the euclidean algorithm. Its usefulness for key equations 2 and 3 was first detailed in [24]. Let us illustrate the workings of this algorithm for key equation 4, compare [8]. The reasoning is immediately extendable to key equations $1-3$ ([18]). Recall that we need to construct a minimal representation for the behavior $\mathcal{B}$ associated with the interpolation data ( $x_{i}, y_{i}$ ), as specified in subsection 3.3. One way of constructing such a representation is to left multiply

$$
\left[\begin{array}{cc}
1 & -L(s) \\
0 & -\left(s-x_{\nu}\right) F(s)
\end{array}\right]
$$

by a unimodular polynomial matrix $U$ such that the resulting matrix is row reduced. This can be achieved by applying the euclidean algorithm to $L(s)$ and $\left(s-x_{\nu}\right) F(s)$ as follows. Initializing $r_{0}(s):=\left(s-x_{\nu}\right) F(s)$ and $r_{1}(s):=L(s)$, we compute, for $k=0,1, \ldots$, polynomials $r_{k}$ and $q_{k+1}$ such that

$$
r_{k}=q_{k+1} r_{k+1}+r_{k+2}
$$

with $\operatorname{deg} r_{k+2}<\operatorname{deg} r_{k+1}$. Next define $t_{0}(s):=0, t_{1}(s):=1$ and

$$
t_{k}=q_{k+1} t_{k+1}+t_{k+2}
$$

Let $k^{*}$ be the smallest integer such that $\operatorname{deg} r_{k^{*}} \leq \operatorname{deg} t_{k^{*}}$. Then, with

$$
U=\left[\begin{array}{cc}
-q_{k^{*}-1} & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
-q_{k^{*}-2} & 1 \\
1 & 0
\end{array}\right] \cdots\left[\begin{array}{cc}
-q_{1} & 1 \\
1 & 0
\end{array}\right]
$$

it follows that

$$
U R=\left[\begin{array}{cc}
t_{k^{*}} & -r_{k^{*}} \\
t_{k^{*}-1} & -r_{k^{*}-1}
\end{array}\right]
$$

is row reduced. As a result, $D:=t_{k^{*}}$ and $N:=r_{k^{*}}$ solve key equation 4 under the accompanying constraints.
4.4. Iterative algorithm for key equation 4. In this subsection we present an algorithm that is a direct generalization of the algorithm of subsection 4.2. The algorithm produces a solution to key equation 4 that obeys the accompanying constraints. At each step it produces a row reduced matrix $R_{k}$ whose first row contains the solution corresponding to the interpolation data processed so far.

Algorithm 4.3.
For $k=-1, \ldots, \nu-1$ denote $R_{k}:=\left[\begin{array}{cc}D_{k} & -N_{k} \\ K_{k} & -Q_{k}\end{array}\right]$. Initially define

$$
R_{-1}:=\left[\begin{array}{cc}
1 & 0 \\
0 & s-x_{\nu}
\end{array}\right], \text { and } \ell_{-1}:=0
$$

Proceed iteratively as follows for $k=0, \ldots, \nu-1$. Compute, after processing $\left(x_{i}, y_{i}\right)$ for $i=0, \ldots, k$, the numbers $\Delta_{k}$ and $\Gamma_{k}$ as follows:

$$
\begin{aligned}
\Delta_{k} & :=D_{k-1}\left(x_{k}\right) y_{k}-N_{k-1}\left(x_{k}\right) \\
\Gamma_{k} & :=K_{k-1}\left(x_{k}\right) y_{k}-Q_{k-1}\left(x_{k}\right)
\end{aligned}
$$

Compute the matrix $R_{k}$ and the integer $\ell_{k}$ as follows:

$$
R_{k}:=V_{k} R_{k-1}
$$

where, if $\Delta_{k} \neq 0$ and $\left(\ell_{k-1}<(k+1) / 2 \quad\right.$ or $\left.\Gamma_{k}=0\right)$,

$$
V_{k}(s):=\left[\begin{array}{cc}
s-x_{k} & 0 \\
-\frac{\Gamma_{k}}{\Delta_{k}} & 1
\end{array}\right] ; \quad \ell_{k}:=\ell_{k-1}+1
$$

and, if otherwise,

$$
V_{k}(s):=\left[\begin{array}{cc}
1 & -\frac{\Delta_{k}}{\Gamma_{k}} \\
0 & s-x_{k}
\end{array}\right] ; \quad \ell_{k}:=\ell_{k-1}
$$

The next theorem shows that the above algorithm produces a solution to key equation 4 under accompanying constraints.

ThEOREM 4.2. Let interpolation data $\left(x_{i}, y_{i}\right)(i=0, \ldots, \nu)$ be given as in subsection 3.4. Let the above algorithm operate on these data. Then for $k=0, \ldots, \nu-1$ the polynomials $D_{k}$ and $N_{k}$ satisfy

$$
D_{k}\left(x_{i}\right) y_{i}=N_{k}\left(x_{i}\right)
$$

for $i=\nu, 0,1, \ldots, k$ with $\ell_{k}=\operatorname{deg} D_{k}$ minimal and deg $N_{k} \leq \operatorname{deg} D_{k}$. In particular, $D_{\nu-1}$ and $N_{\nu-1}$ are a solution of key equation 4 with $\ell_{\nu-1}=$ $\operatorname{deg} D_{\nu-1}$ minimal and deg $N_{\nu-1} \leq \operatorname{deg} D_{\nu-1}$.

Proof. Define trajectories $\boldsymbol{b}_{i}: \mathbb{Z}_{+} \mapsto \mathbb{F}^{2}$ as in subsection 3.4 ( $i=$ $0, \ldots, \nu)$ :

$$
\boldsymbol{b}_{i}=\left(\left[\begin{array}{c}
y_{i} \\
1
\end{array}\right],\left[\begin{array}{c}
y_{i} x_{i} \\
x_{i}
\end{array}\right],\left[\begin{array}{c}
y_{i} x_{i}{ }^{2} \\
x_{i}{ }^{2}
\end{array}\right], \ldots\right) .
$$

In the following we show that Algorithm 4.3 is a special instance of Procedure 2.1 applied to the data set $\left\{\boldsymbol{b}_{\nu}, \boldsymbol{b}_{0}, b_{1}, \ldots, b_{\nu-1}\right\}$, starting with $R_{-2}:=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$. Then the error trajectory $e_{-1}=b_{\nu}$, whereas for $k=0, \ldots, \nu-1, \boldsymbol{e}_{k}=R_{k-1}(\sigma) \boldsymbol{b}_{k}$ is given by

$$
\boldsymbol{e}_{k}=\left(\left[\begin{array}{c}
\Delta_{k} \\
\Gamma_{k}
\end{array}\right],\left[\begin{array}{c}
\Delta_{k} x_{k} \\
\Gamma_{k} x_{k}
\end{array}\right],\left[\begin{array}{c}
\Delta_{k} x_{k}^{2} \\
\Gamma_{k} x_{k}^{2}
\end{array}\right], \ldots\right) .
$$

Here $\Delta_{k}$ and $\Gamma_{k}$ are given as in Algorithm 4.3. In particular, $\Delta_{-1}=0$, $\Gamma_{-1}=1$ and $R_{-1}(\sigma) \boldsymbol{w}=0$ is a minimal representation of the MPUM of $\left\{e_{-1}\right\}$. Further, the update matrices $V_{k}$, defined in Algorithm 4.3, represent the MPUM for $\left\{e_{k}\right\}(k=0, \ldots, \nu-1)$, so that $R_{k}(\sigma) \boldsymbol{w}=0$ represents the MPUM for $\left\{\boldsymbol{b}_{\nu}, \boldsymbol{b}_{0}, \boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{k}\right\}$. The rest of the proof is completely analogous to the proof of Theorem 4.1.
5. Conclusions. In approaching the decoding of Reed-Solomon codes we adopted a behavioral view. In contrast to transfer function oriented approaches, such a view enables the study of finite dimensional sets of trajectories which turns out to be of crucial importance in this context. In particular, the simple iterative procedure of [30] for modeling such sets turns out to be a key ingredient. In the main results of this paper two algorithms were formulated as special instances of this modeling procedure. The first algorithm (Algorithm 4.2) solves the Berlekamp-Massey key equation, whereas the second algorithm (Algorithm 4.3) solves the Welch-Berlekamp key equation. Both algorithms are similar to the original Berlekamp-Massey algorithm in that they make use of the solution's degree $\ell$ at each step to determine which type of update matrix is used.

In addition, a simple derivation in terms of behavioral modeling was presented to convert Reed \& Solomon's original decoding formulation into the Welch-Berlekamp key equation. It was also shown how the WelchBerlekamp key equation can be derived from the Berlekamp-Massey key equation.

It is a topic of further research to extend this approach towards list decoding based on interpolation [12, 21, 25, 26] and to derive efficient algorithms for improved Reed-Solomon decoding.
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# AN ALGEBRAIC DESCRIPTION OF ITERATIVE DECODING SCHEMES* 
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#### Abstract

Several popular, suboptimal algorithms for bit decoding of binary block codes such as turbo decoding, threshold decoding, and message passing for LDPC, were developed almost as a common sense approach to decoding of some specially designed codes. After their introduction, these algorithms have been studied by mathematical tools pertinent more to computer science than the conventional algebraic coding theory. We give an algebraic description of the optimal and suboptimal bit decoders and of the optimal and suboptimal message passing. We explain exactly how suboptimal algorithms approximate the optimal, and show how good these approximations are in some special cases.
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1. Introduction. We propose an entirely new approach to the problem of iterative decoding, which is algebraic in nature and derives the well known suboptimal algorithms from the bit-optimal as a starting point. The approach gives new insights into the issues of iterative decoding from the algebraic coding theorist's point of view.

We are concerned with a binary block code $\mathcal{C}$ defined by its parity-check matrix $H=\left\{h_{i j}\right\}_{(n-k) \times n}$, i.e., by the group generators $\boldsymbol{h}_{i}=\left\{h_{i j}\right\}_{1 \times n}$, $i \in \mathcal{I}$, of the dual code $\mathcal{C}^{\prime}$, where $\mathcal{I}$ is used to denote the index set $\mathcal{I}=$ $\{0,1, \ldots, n-k-1\}$. The channel is assumed to be memoryless.

The bit-optimal decoder computes the probability that the bit at position $m$ is equal to $b \in\{0,1\}$ given the received word $r$. To do this, it computes and adds probabilities (given $\boldsymbol{r}$ ) of each codeword in the code $\mathcal{C}$ with $b$ at position $m$. It can equivalently compute the Fourier Transform of the probabilities and add them up over the dual code $\mathcal{C}^{\prime}$. This equivalence was first shown by Hartmann and Rudolph in [1], and Battail et al. in [2]. We point out that it is merely based on the Poisson summation formula. Working with the the dual code is in practice preferred when $\mathcal{C}^{\prime}$ has fewer codewords than $\mathcal{C}$, i.e., when dealing with high rate codes.

Since the suboptimal algorithms we are concerned with (turbo decoding, threshold decoding, and message passing for LDPC) operate with the generators $\boldsymbol{h}_{i}$ of the dual code, we derive an expression for optimal decod-

[^43]ing based on the dual code and then rewrite it so that it explicitly involves only $\boldsymbol{h}_{\boldsymbol{i}}$. Since sub optimal algorithms operate on subcodes of the dual code, we define $L$ subcodes of $\mathcal{C}^{\prime}$ by partitioning its set of generators $\boldsymbol{h}_{i}$, $i \in \mathcal{I}$. Thus each $\mathcal{C}_{l}^{\prime} \subset \mathcal{C}^{\prime}$ is defined by its set of generators $\boldsymbol{h}_{i_{l}}, i_{l} \in \mathcal{I}_{l}$, $\mathcal{I}_{l} \subset \mathcal{I}$, where the index sets $\mathcal{I}_{l}$ are disjoint and $\cup_{l=1}^{L} \mathcal{I}_{l}=\mathcal{I}$. We then expand our expression for optimal decoding to show the participation of each subcode $\mathcal{C}_{l}^{\prime}$. We use this expression to point out the approximation each of the suboptimal schemes performs.
2. Bit optimal decoding. Let block code $\mathcal{C}$ be a subgroup of the additive group of $\mathbb{F}_{2}^{n}$. The bit optimal decoding rule maximizes $P\left(c_{m}=\right.$ $b \mid \boldsymbol{r})$, the probability that $c_{m}$ equals $b \in\{0,1\}$ given the received word $\boldsymbol{r}$. This probability, given by
$$
P\left(c_{m}=b \mid \boldsymbol{r}\right)=\sum_{\boldsymbol{c} \in \mathcal{C}, c_{m}=b} P(\boldsymbol{c} \mid \boldsymbol{r})
$$
can be expressed as
$$
P\left(c_{m}=b \mid \boldsymbol{r}\right)=\sum_{\boldsymbol{c} \in \mathcal{C}} \frac{P(\boldsymbol{c})}{p(\boldsymbol{r})} p(\boldsymbol{r} \mid \boldsymbol{c}) \delta_{b, \boldsymbol{c} \cdot \boldsymbol{e}_{\boldsymbol{m}} .}
$$

Therefore the log-likelihood of bit $m$ over code $\mathcal{C}, L_{m}^{\mathcal{C}}$, is given by

$$
\begin{equation*}
L_{m}^{\mathcal{C}}=\log \frac{P\left(c_{m}=0 \mid \boldsymbol{r}\right)}{P\left(c_{m}=1 \mid \boldsymbol{r}\right)}=\log \frac{\sum_{\boldsymbol{c} \in \mathcal{C}} p(\boldsymbol{r} \mid \boldsymbol{c}) \delta_{0, \boldsymbol{c} \cdot \boldsymbol{e}_{\boldsymbol{m}}}}{\sum_{\boldsymbol{c} \in \mathcal{C}} p(\boldsymbol{r} \mid \boldsymbol{c}) \delta_{1, \boldsymbol{c} \cdot \boldsymbol{e}_{\boldsymbol{m}}}} \tag{2.1}
\end{equation*}
$$

when the codewords are equiprobable. In the above equation $\boldsymbol{e}_{\boldsymbol{m}}$ denotes the unit vector whose all components are 0 except the $m$-th which is 1 , and $\delta_{\text {., }}$ denotes the Kronecker delta function.

Let $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{R}$ be a real valued function defined on $\mathbb{F}_{2}^{n}$ and $\hat{f}$ its DFT on the additive group $\mathbb{F}_{2}^{n}$, i.e.,

$$
\hat{f}(\boldsymbol{v})=\sum_{u \in \mathbb{F}_{2}^{n}} f(\boldsymbol{u})(-1)^{\boldsymbol{u} \cdot \boldsymbol{v}}
$$

Then, by the Poisson summation formula

$$
\begin{equation*}
\frac{1}{|\mathcal{C}|} \sum_{\boldsymbol{c} \in \mathcal{C}} f(\boldsymbol{c})=\frac{1}{\left|\mathbb{F}_{2}^{n}\right|} \sum_{\boldsymbol{c}^{\prime} \in \mathcal{C}^{\prime}} \hat{f}\left(\boldsymbol{c}^{\prime}\right) \tag{2.2}
\end{equation*}
$$

where $\mathcal{C}^{\prime}$ is the dual of $\mathcal{C}$ in $\mathbb{F}_{2}^{n}$. For $f(\boldsymbol{u}), \boldsymbol{u} \in \mathbb{F}_{2}^{n}$, defined as

$$
f(\boldsymbol{u})=p(\boldsymbol{r} \mid \boldsymbol{u}) \delta_{b, \boldsymbol{u} \cdot \boldsymbol{e}_{\boldsymbol{m}}}
$$

and $p(\boldsymbol{r} \mid \boldsymbol{u})=\prod_{j=1}^{n} p\left(r_{j} \mid u_{j}\right)$, it follows that $\hat{f}(\boldsymbol{v}), \boldsymbol{v} \in \mathbb{F}_{2}^{n}$, is given by

$$
\begin{align*}
\hat{f}(\boldsymbol{v}) & =\sum_{u \in \mathbb{F}_{2}^{n}} \delta_{b, u_{m}} \prod_{j=0}^{n-1} p\left(r_{j} \mid u_{j}\right)(-1)^{u_{j} v_{j}}  \tag{2.3}\\
& =p\left(r_{m} \mid b\right)(-1)^{b v_{m}} \prod_{\substack{j=0 \\
j \neq m}}^{n-1}\left[p\left(r_{j} \mid 0\right)+p\left(r_{j} \mid 1\right)(-1)^{v_{j}}\right]
\end{align*}
$$

By using (2.2) with $\hat{f}$ defined by (2.3), equation (2.1) can be expressed as

$$
\begin{equation*}
L_{m}^{\mathcal{C}}=\log \frac{p\left(r_{m} \mid 0\right)}{p\left(r_{m} \mid 1\right)}+\log \frac{\sum_{i=0}^{2^{n-k}-1} \prod_{\substack{j=0 \\ j \neq m}}^{n-1}\left(\frac{p\left(r_{j} \mid 0\right)-p\left(r_{j} \mid 1\right)}{p\left(r_{j} \mid 0\right)+p\left(r_{j} \mid 1\right)}\right)^{c_{i j}^{\prime}}}{\sum_{i=0}^{2^{n-k}-1}(-1)^{c_{i m}^{\prime}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1}\left(\frac{p\left(r_{j} \mid 0\right)-p\left(r_{j} \mid 1\right)}{p\left(r_{i} \mid 0\right)+p\left(r_{j} \mid 1\right)}\right)^{c_{i j}^{\prime}}}, \tag{2.4}
\end{equation*}
$$

which is basically the result of Hartmann and Rudolph derived and presented somewhat differently in [1], and of Battail et al. in [2].

Note that expression (2.4) explicitly involves all codewords of the dual code $\mathcal{C}^{\prime}$. Recall that suboptimal algorithms we are concerned with (turbo decoding, threshold decoding, and message passing for LDPC) operate with the parity-check matrix $H=\left\{h_{i j}\right\}_{(n-k) \times n}$, i.e., with the generators (independent parity checks) of the dual code, $\boldsymbol{h}_{i}=\left\{h_{i j}\right\}_{1 \times n}, 0 \leq i<n-k$. Because of that, we derive an expression for optimal decoding (2.4) which explicitly involves only $\boldsymbol{h}_{\boldsymbol{i}}$. We denote

$$
\begin{equation*}
L_{j}=\log \frac{p\left(r_{j} \mid 0\right)}{p\left(r_{j} \mid 1\right)} \text { and } \lambda_{j}=\frac{p\left(r_{j} \mid 0\right)-p\left(r_{j} \mid 1\right)}{p\left(r_{j} \mid 0\right)+p\left(r_{j} \mid 1\right)}=\tanh \left(L_{j} / 2\right) \tag{2.5}
\end{equation*}
$$

which when substituted in (2.4) gives

$$
\begin{equation*}
L_{m}^{\mathcal{C}}=\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\log \frac{\sum_{i=0}^{2^{n-k}-1} \prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{c_{i j}^{\prime}}}{\sum_{i=0}^{n-k}-1}(-1)^{c_{i m}^{\prime}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{c_{i j}^{\prime}} \tag{2.6}
\end{equation*}
$$

We introduce special multiplication as a commutative and associative binary operation $\otimes$ :

$$
\lambda_{i} \otimes \lambda_{j}=\left(\lambda_{i} \cdot \lambda_{j}\right)^{1-\delta_{i, j}}= \begin{cases}\lambda_{i} \cdot \lambda_{j}, & i \neq j \\ 1, & i=j\end{cases}
$$

For $a \in \boldsymbol{R}, a \otimes \lambda_{j}=a \lambda_{j}$. For $a_{j}, b_{j} \in \mathbb{F}_{2}$,

$$
\left(\prod_{j} \lambda_{j}^{a_{j}}\right) \otimes\left(\prod_{j} \lambda_{j}^{b_{j}}\right)=\prod_{j} \lambda_{j}^{a_{j} \oplus b_{j}}
$$

where $\oplus$ is the addition in $\mathbb{F}_{2}$
It is easy to see that equation (2.4) can be formally written as

$$
\begin{equation*}
L_{m}^{C}=\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\log \frac{\prod_{i \in \mathcal{I}}\left[1+\prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}, \tag{2.7}
\end{equation*}
$$

where $\mathcal{I}$ is used to denote the index set $\mathcal{I}=\{0,1, \ldots, n-k-1\}$. We now derive a formal companion expression for $\lambda_{m}^{c}=\tanh \left(L_{m}^{c} / 2\right)$.

Theorem 2.1. Let $\lambda_{j}$ defined by (2.5) be the $j$-th soft input to the bit optimal decoder for code $\mathcal{C}$. Then its soft output for bit $m$ is given by

$$
\begin{equation*}
\lambda_{m}^{\mathcal{C}}=\tanh \left(L_{m}^{\mathcal{C}} / 2\right)=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]} \tag{2.8}
\end{equation*}
$$

Proof. Let

$$
A_{m}^{+}=\prod_{i \in \mathcal{I}}\left[1+\prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right] \text { and } A_{m}^{-}=\prod_{i \in \mathcal{I}}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]
$$

Then

$$
L_{m}^{\mathcal{C}}=\log \frac{\left(1+\lambda_{m}\right) A_{m}^{+}}{\left(1-\lambda_{m}\right) A_{m}^{-}}
$$

By using the definition $\tanh (x / 2)=\left(e^{x}-1\right) /\left(e^{x}+1\right)$, we get

$$
\lambda_{m}^{c}=\frac{\left(A_{m}^{+}-A_{m}^{-}\right)+\lambda_{m}\left(A_{m}^{+}+A_{m}^{-}\right)}{\left(A_{m}^{+}+A_{m}^{-}\right)+\lambda_{m}\left(A_{m}^{+}-A_{m}^{-}\right)}=\frac{\sum_{i=0}^{2^{n-k}-1} \lambda_{m}^{1-c_{i m}^{\prime}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{c_{i j}^{\prime}}}{\sum_{i=0}^{2^{n-k}-1} \prod_{j=0}^{n-1} \lambda_{j}^{c_{i j}^{\prime}}} .
$$

Note that $\left(A_{m}^{+}+A_{m}^{-}\right) / 2$ represents the summation over all dual codewords with a ' 0 ' at position $m$, where $\lambda_{m}\left(A_{m}^{+}-A_{m}^{-}\right) / 2$ is the summation over all dual codewords with a ' 1 ' at position $m$. Therefore,

$$
\lambda_{m}^{c}=\frac{\lambda_{m} \otimes\left[\left(A_{m}^{+}+A_{m}^{-}\right)+\lambda_{m}\left(A_{m}^{+}-A_{m}^{-}\right)\right]}{\left(A_{m}^{+}+A_{m}^{-}\right)+\lambda_{m}\left(A_{m}^{+}-A_{m}^{-}\right)}=\frac{\lambda_{m} \otimes \sum_{i=0}^{2^{n-k}-1} \prod_{j=0}^{n-1} \lambda_{j}^{c_{i j}^{\prime}}}{\sum_{i=0}^{2^{n-k}-1} \prod_{j=0}^{n-1} \lambda_{j}^{c_{i j}^{\prime}}}
$$

which can formally be written as (2.8).
3. Optimal message passing bit decoders. We define $L$ subcodes of the dual code $\mathcal{C}^{\prime}$ by partitioning its set of generators $\boldsymbol{h}_{i}, i \in \mathcal{I}$. Thus each $\mathcal{C}_{l}^{\prime} \subset \mathcal{C}^{\prime}$ is defined by its set of generators $\boldsymbol{h}_{i_{l}}, i_{l} \in \mathcal{I}_{l}, \mathcal{I}_{l} \subset \mathcal{I}$, where index sets $\mathcal{I}_{l}$ are disjoint and $\cup_{l=1}^{L} \mathcal{I}_{l}=\mathcal{I}$. Note that in this scenario equation (2.8) becomes

$$
\begin{equation*}
\lambda_{m}^{C}=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \cdots \otimes \prod_{i \in \mathcal{I}_{L}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \cdots \otimes \prod_{i \in \mathcal{I}_{L}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]} . \tag{3.1}
\end{equation*}
$$

Theorem 3.1. Let $\mathcal{C}_{1}^{\prime M}$ be the subcode of $\mathcal{C}^{\prime}$ defined by its index set $\mathcal{I}_{1}^{M}=\cup_{l=1}^{M} \mathcal{I}_{l}$. Then

$$
\begin{equation*}
\lambda_{m}^{\mathcal{C}_{1}^{M+1}}=\frac{\lambda_{m}^{\mathcal{C}_{1}^{M}} \otimes \prod_{i \in \mathcal{I}_{M+1}}\left[1+\prod_{j=0}^{n-1}\left(\lambda_{j}^{\mathcal{C}_{1}^{M}}\right)^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{M+1}}\left[1+\prod_{j=0}^{n-1}\left(\lambda_{j}^{\mathcal{C}_{1}^{M}}\right)^{h_{i j}}\right]} \tag{3.2}
\end{equation*}
$$

Proof. Without loss of generality, we assume $M=2$. Thus $\mathcal{C}_{1}^{1}=\mathcal{C}_{1}$ and $\mathcal{C}_{1}^{2}=\mathcal{C}$. From equation (2.8), for $C_{1}$ and $C_{2}$ we have

$$
\begin{equation*}
\lambda_{j}^{\mathcal{C}_{1}}=\frac{\lambda_{j} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{l=0}^{n-1} \lambda_{l}^{h_{i l}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{l=0}^{n-1} \lambda_{l}^{h_{i l}}\right]}=\frac{\lambda_{j} \otimes A_{\mathcal{C}_{1}}}{A_{\mathcal{C}_{1}}} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{m}^{\mathcal{C}_{2}}=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]} . \tag{3.4}
\end{equation*}
$$

where $A_{\mathcal{C}_{1}}=\prod_{\otimes_{i \in \mathcal{I}_{1}}}\left[1+\prod_{l=0}^{n-1} \lambda_{l}^{h_{i l}}\right]$. We replace (update) each $\lambda_{j}$ in equation (3.4) by $\lambda_{j}^{\mathcal{C}_{1}}$ given by (3.3), and change the real product in equation (3.4) by the special multiplication product, thus obtaining

$$
\begin{equation*}
\left[\lambda_{m}^{\mathcal{C}_{2}}\right]_{2}=\frac{\frac{\lambda_{m} \otimes A_{\mathcal{C}_{1}}}{A_{\mathcal{C}_{1}}} \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1}\left(\frac{\lambda_{j} \otimes A_{\mathcal{C}_{1}}}{A_{\mathcal{C}_{1}}}\right)^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1}\left(\frac{\lambda_{j} \otimes A_{\mathcal{C}_{1}}}{A_{\mathcal{C}_{1}}}\right)^{h_{i j}}\right]} \tag{3.5}
\end{equation*}
$$

where $\left[\lambda_{m}^{\mathcal{C}_{2}}\right]_{2}$ denotes the result for bit $m$ of the second iteration in decoding of $\mathcal{C}_{2}$. We can further transform the above equation by taking into account that

$$
\begin{equation*}
\underbrace{A_{\mathcal{C}_{1}} \otimes A_{\mathcal{C}_{1}} \otimes \cdots \otimes A_{\mathcal{C}_{1}}}_{\nu}=2^{(\nu-1) \cdot\left|\mathcal{I}_{1}\right|} \cdot A_{\mathcal{C}_{1}} \tag{3.6}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
\left[\lambda_{m}^{\mathcal{C}_{2}}\right]_{2}=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]} \tag{3.7}
\end{equation*}
$$

which is precisely (3.1) for $M=2$. Therefore $\lambda_{\mathcal{C}}=\left[\lambda_{m}^{\mathcal{C}_{2}}\right]_{2}$, and the optimal solution is reached in 2 steps.

With optimal message passing in the $L$ subcode case, we obtain $\lambda_{m}^{\mathcal{C}}$ in $L$ steps. We start with computing $\lambda_{m}^{\mathcal{C}_{1}}$ by using (3.3), and continue with computing $\lambda_{m}^{\mathcal{C}_{1}^{M+1}}$ by optimal message passing (3.2) for $1 \leq M \leq L$.

Remark 3.1. The optimal message passing (3.5) from decoder of $\mathcal{C}_{1}$ to decoder of $\mathcal{C}_{2}$ doesn't simplify the computations required for the optimal solution (3.7). It only shows how the information from decoder of $\mathcal{C}_{1}$ should be used by decoder of $\mathcal{C}_{2}$ to obtain the optimal solution, which we need as a reference for comparison with suboptimal algorithms.

REMARK 3.2. Once $\lambda_{m}^{\mathcal{C}}$ is computed, further iterations will leave it unchanged. Namely, $\lambda_{j}^{\mathcal{C}}$ used as new information to compute $\left[\lambda_{m}^{\mathcal{C}_{1}}\right]_{2}$ will not change its value, starting with $\mathcal{C}_{1}$ and so on. This is again easily shown by using equalities of type (3.6).

In what follows, we consider several popular, suboptimal bit detection algorithms. For each algorithm, we give an expression of (2.4) or (2.8) which is the most suitable for the analysis of its relation to the optimal algorithm.
4. Turbo codes. We consider a turbo coding scheme with two component codes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ as introduced in [3], [4]. The bit-optimal decoder computes the log-likelihood for bit $m$ by (2.7), which can be expressed as

$$
\begin{aligned}
L_{m}^{\mathcal{C}}= & \log \frac{1+\lambda_{m}}{1-\lambda_{m}}+ \\
& \log \frac{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{i, \mathcal{I}_{2}}\left[1+\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{\substack{i, \in \mathcal{I}_{1}}}^{n-1}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0 \\
j \neq m}}^{h_{i j}} \lambda_{j}\right] \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]} .
\end{aligned}
$$

The corresponding soft output $\lambda_{m}^{\mathcal{C}}$ can be written as

$$
\begin{equation*}
\lambda_{m}^{c}=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]} \tag{4.1}
\end{equation*}
$$

As described in the previous section, the optimal decoding (4.1) can be performed sequentially. First, the optimal decoder of $\mathcal{C}_{1}$ computes soft information (3.3). Then, decoder of $\mathcal{C}_{2}$ uses the soft information in the optimal message passing equation (3.5) to obtain the optimal solution (4.1).

Turbo decoding also starts with the optimal decoding of $\mathcal{C}_{1}$ by computing the first iteration log-likelihood for bit $m$ as

$$
\begin{equation*}
\left[L_{m}^{\mathcal{C}_{1}}\right]_{1}=\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\underbrace{\log \frac{\prod_{\otimes \otimes}\left[1+\prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}}_{\left[L_{m, e}\right]_{1}} \tag{4.2}
\end{equation*}
$$

with corresponding

$$
\left[\lambda_{m}^{{c_{1}}_{1}}\right]_{1}=\tanh \left(\left[L_{m}^{\mathcal{C}_{1}}\right]_{1} / 2\right)=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}
$$

The second term in equation (4.2) is known as (first iteration) extrinsic information of decoder $\mathcal{C}_{1}$ for bit $m$. It is denoted by $\left[L_{m, e}^{\mathcal{C}_{1}}\right]_{1}$ with corresponding $\left[\lambda_{m, e}^{\mathcal{C}_{1}}\right]_{1}=\tanh \left(\left[L_{m, e}^{\mathcal{C}_{1}}\right]_{1} / 2\right)$, and transfered to the decoder of $\mathcal{C}_{2}$ for all bit positions $m$ checked by both codes. Note that

$$
\left[\lambda_{m}^{\mathcal{C}_{1}}\right]_{1}=\frac{\lambda_{m}+\left[\lambda_{m, e}^{\mathcal{C}_{1}}\right]_{1}}{1+\lambda_{m}\left[\lambda_{m, e}^{\mathcal{C}_{1}}\right]_{1}}
$$

Turbo decoding continues with the decoding of $\mathcal{C}_{2}$ by computing

$$
\begin{equation*}
\left[L_{m}^{\mathcal{C}_{2}}\right]_{2}=\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\underbrace{\log \frac{\prod_{\substack{j \in \mathcal{I}_{2}}}\left[1+\prod_{\substack{j=0 \\ j \neq m}}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{1}}\right]_{1}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{2}}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0}}^{n-1}\left[\lambda_{j}^{\left.\left.\mathcal{C}_{1}\right]_{1}^{h_{i j}}\right]}\right.\right.},}_{\left[L_{m, e}^{\mathcal{C}_{2}}\right]_{2}} \tag{4.3}
\end{equation*}
$$

where $\left[\lambda_{j}^{\mathcal{C}_{1}}\right]_{1}=\lambda_{j}$ if position $j$ is checked only by $\mathcal{C}_{2}$. Now, the extrinsic information $\left[L_{m, e}^{\mathcal{C}_{1}}\right]_{2}$ is transfered to the decoder of $\mathcal{C}_{1}$ for the bit positions $m$ checked by both codes, and the process continues iteratively, as illustrated in Fig. 1. In the iteration $\nu$, when component decoder $\mathcal{C}_{1}$ is active, we have the following scenario: The input information are the channel values $\lambda_{r}$ for the bit positions $r$ checked only by code $\mathcal{C}_{1}$ and channel values $\lambda_{m}$ together with the extrinsic information $\left[\lambda_{m, e}^{\mathcal{C}_{2}}\right]_{\nu-1}$ of code $\mathcal{C}_{2}$ from the previous iteration for bit positions $m$ checked by both component codes. As described above for the two first iterations, the soft output of decoder $\mathcal{C}_{1}$ is calculated as

$$
\left[L_{m}^{\mathcal{C}_{1}}\right]_{\nu}=\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\underbrace{\log \frac{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{\substack{j=0 \\ j \neq m}}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{2}}\right]_{\nu-1}^{h_{i j}}\right]}{\prod_{\substack{i \in \mathcal{I}_{1}}}\left[1+(-1)^{h_{i m}} \prod_{\substack{j=0 \\ j \neq m}}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{2}}\right]_{\nu-1}^{h_{i j}}\right]}}_{\left[L_{m, e}\right]_{\nu}}
$$

from the channel-detector

iteration $\nu$ decoder $C_{1}$ active
from the channel-detector

iteration $\nu+1$
decoder $C_{2}$ active

Fig. 1. Message passing procedure and the corresponding soft-output in a serial turbo decoding procedure. Here the symbol positions checked by both component codes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are denoted by $m$. The symbol positions involved only in the parity check equations of code $\mathcal{C}_{1}$, respectively $\mathcal{C}_{2}$, are denoted by $r$, respectively $l$.
giving

$$
\left[\lambda_{m}^{\mathcal{C}_{1}}\right]_{\nu}=\frac{\lambda_{m} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\lambda_{m}^{h_{i m}} \prod_{\substack{j=1 \\ j \neq m}}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{2}}\right]_{\nu-1}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\lambda_{m}^{h_{i m}} \prod_{\substack{j=1 \\ j \neq m}}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{2}}\right]_{\nu-1}^{h_{i j}}\right]}
$$

The overall soft-output of the decoding scheme after iteration $\nu$ is computed by

$$
\begin{aligned}
{\left[L_{m}^{\mathcal{C}}\right]_{\nu} } & =\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\left[L_{m, e}^{\mathcal{C}_{2}}\right]_{\nu-1}+\left[L_{m, e}^{\mathcal{C}_{1}}\right]_{\nu} \\
& =\left[L_{m}^{\mathcal{C}_{2}}\right]_{\nu-1}+\left[L_{m, e}^{\mathcal{C}_{1}}\right]_{\nu} \\
& =\left[L_{m, e}^{\mathcal{C}_{2}}\right]_{\nu-1}+\left[L_{m}^{\mathcal{C}_{1}}\right]_{\nu}
\end{aligned}
$$

Therefore the corresponding $\left[\lambda_{m}^{\mathcal{C}}\right]_{\nu}$ can be expressed as

$$
\left[\lambda_{m}^{\mathcal{C}}\right]_{\nu}=\frac{\left[\lambda_{m}^{\mathcal{C}_{2}}\right]_{\nu-1} \otimes \prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{2}}\right]_{\nu-1}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{1}}\left[1+\prod_{j=0}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{2}}\right]_{\nu-1}^{h_{i j}}\right]}
$$

and, similarly,

$$
\left[\lambda_{m}^{\mathcal{C}}\right]_{\nu+1}=\frac{\left[\lambda_{m}^{\mathcal{C}_{1}}\right]_{\nu} \otimes \prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{1}}\right]_{\nu}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1}\left[\lambda_{j}^{\mathcal{C}_{1}}\right]_{\nu}^{h_{i j}}\right]}
$$

We have thus proved the following:
Theorem 4.1. Two-iterations turbo decoding algorithm of [3], [4] approximates the optimal by substituting the term

$$
\begin{equation*}
\prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1}\left(\lambda_{j}^{\mathcal{C}_{1}}\right)^{h_{i j}}\right] \tag{4.4}
\end{equation*}
$$

for

$$
\begin{equation*}
\prod_{i \in \mathcal{I}_{2}}\left[1+\prod_{j=0}^{n-1}\left(\lambda_{j}^{\mathcal{C}_{1}}\right)^{h_{i j}}\right] \tag{4.5}
\end{equation*}
$$

in the optimal message passing equation (3.5). An example is given in the Appendix.

Expression (4.5) evaluates to

$$
\begin{equation*}
a \sum_{i=0}^{2^{n-k}-1} \prod_{j=0}^{n-1} \lambda_{j}^{c_{i j}^{\prime}} \tag{4.6}
\end{equation*}
$$

whereas expression (4.4) evaluates to

$$
\begin{equation*}
\sum_{i=0}^{2^{n-k}-1} a_{i} \prod_{j=0}^{n-1} \lambda_{j}^{c_{i j}^{\prime}}, \quad a_{i} \geq 0 \tag{4.7}
\end{equation*}
$$

Both expressions are sums over all dual codewords $c^{\prime}$ of the turbo code $\mathcal{C}$ of the same weighted terms. The weights in (4.5) are constant; in (4.4) they are in general not and each is equal to $a_{i}$. These factors $a_{i}$ originate from the difference between the special multiplication $\otimes$ and the real number multiplication. The convergence of the suboptimal decoder is thus related to the asymptotic properties of the factors $a_{i}$.
5. Low-density parity-check codes. Equation (2.7) can be expressed as

$$
\begin{equation*}
L_{m}^{\mathcal{C}}=L_{m}+\log _{\substack{i=0 \\ h_{i m}=0}}^{\prod_{n-k-1}^{n-k-1}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{\substack{i=0 \\ h_{i m}=0}}^{n-k-1}\left[1+\prod_{\substack{j=0 \\ h_{i m}=0}}^{n \neq m} \lambda_{j}^{h_{i j}}\right]} \prod_{j=0}^{n-1}\left[1+\prod_{j}^{h_{i j}}\right] \otimes \prod_{\substack{i=0 \\ h_{i m}=1}}^{n-k-1}\left[1-\prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right] . \tag{5.1}
\end{equation*}
$$

Let $\mathcal{C}$ be an LDPC code such that, for all pairs of bits $m$ and $l$, there is at most one index $i \in \mathcal{I}$ for which $h_{i m}=1$ and $h_{i l}=1$. In the bipartite graph terminology, we say that, for any two variable nodes $m$ and $l$, there is at most one common check node $c(m, l)$ i.e., there are no loops of length 4. We first illustrate Gallager's belief propagation algorithm [5] in our terminology on a special one-step case, and then consider a general case in terms of the results presented earlier in the paper.

The optimal soft output for bit $m$ based solely on the channel information $L_{m}$ and the knowledge of the parity check equations in which it participates is given by

$$
\begin{equation*}
L_{m}+\log _{\substack{i=0 \\ h_{i m}=1}}^{\left.\prod_{\substack{i=0 \\ h-k-1}}^{\prod_{\substack{i=0}}^{n-k-1}\left(1-\prod_{\substack{j=0 \\ j \neq m}}^{n \neq 0}\right.} \mid \lambda_{j}^{n-1} \lambda_{j}^{h_{i j}}\right)} \tag{5.2}
\end{equation*}
$$

Because of the low-density assumption the special multiplication above is equal to the real multiplication. Let $\lambda_{m l}$ denote the message passed from variable node $l$ to variable node $m$ through their unique common check node $c(m, l)$, i.e.,

$$
\lambda_{m l}=\tanh \left(L_{m l} / 2\right)
$$

where (as proposed by Gallager)

$$
L_{m l}=\log \frac{1+\lambda_{l}}{1-\lambda_{l}}+\log \frac{\prod_{\substack{i=0 \\ h_{i j}=1 \\ i \neq c(m, l)}}^{n-k-1}\left(1+\prod_{\substack{j=0 \\ j \neq l}}^{n-k-1} \lambda_{j}^{h_{i j}}\right)}{\prod_{\substack{i=0 \\ h_{i i}=1 \\ i \neq c(m, l)}}^{n-1}\left(1-\prod_{\substack{j=0 \\ j \neq l}}^{n-1} \lambda_{j}^{h_{i j}}\right)} .
$$

It can be easily shown (in the manner of proof of Theorem 2.1) by using the low-density assumption that

$$
\lambda_{m l}=\frac{\lambda_{l} \otimes \prod_{\substack{i=0 \\ h_{i m}=0, h_{i l}=1}}^{n-k-1}\left[1+\prod_{j=0}^{n-k-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{\substack{i=0 \\ h_{i m}=0, h_{i l}=1}}^{n-1}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}
$$

Upon receiving this message, the update for bit $m$ is computed by (5.2) with $\lambda_{m l}$ in the place of $\lambda_{l}$, giving the following

$$
\left.L_{m}+\prod_{\substack{i=0 \\ \prod_{\otimes}}}^{\substack{n-k-1}} \frac{\prod_{\substack{i=0}}^{h_{i m}=0, h_{i l}=1}<}{n-k-1} \prod_{\substack{i=0}}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{\substack{i=0 \\ h_{i m}=1}}^{n-k-1}\left[1+\prod_{\substack{j=0 \\ j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]
$$

This brings us a step closer to the expression for optimal decoding of bit $m$ given by (5.1).

We now consider a general case. Let $\mathcal{N}(m)$ denote the set of neighbors of $m$, namely

$$
\mathcal{N}(m)=\left\{l \mid 0 \leq l \leq n-1 \text { and } \exists i \in \mathcal{I} \text { such that } h_{i m}=1 \text { and } h_{i l}=1\right\}
$$

For our low-density assumption, we shall also require that no two members of $\mathcal{N}(m)$ are neighbors themselves, i.e., there are no loops of length 6.

In connection with decoding of bit $m$, we look at the set of subcodes of $\mathcal{C}$ whose index sets are defined as follows:

$$
\begin{aligned}
& \mathcal{I}_{m}=\left\{i \in \mathcal{I} \mid h_{i m}=1\right\} \\
& \mathcal{I}_{m l}=\left\{i \in \mathcal{I} \mid h_{i l}=1 \text { and } h_{i m}=0\right\} \\
& \mathcal{I}_{\mathcal{N}(m), m}=\left(\cup_{l \in \mathcal{N}(m)} \mathcal{I}_{m l}\right) \cup \mathcal{I}_{m}
\end{aligned}
$$

Note that these index sets are disjoint.
Theorem 5.1. Let $\mathcal{C}, \lambda_{m}, \mathcal{I}_{m}, \mathcal{I}_{m l}$, and $\mathcal{I}_{\mathcal{N}(m), m}$ be as previously defined. Then Gallager's belief propagation algorithm [5] gives optimal decoding of bit $m$ over the code $\mathcal{C}_{\mathcal{N}(m), m}$.

Proof. By Theorem 2.1, the optimal decoder of $\mathcal{C}_{m l}$ outputs the following soft information for bit $l$ :

$$
\lambda_{l}^{\mathcal{C}_{m l}}=\frac{\lambda_{l} \otimes \prod_{i \in \mathcal{I}_{m l}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{m l}}\left[1+\prod_{j=0}^{n-1} \lambda_{j}^{h_{i j}}\right]}
$$

Gallager's algorithm replaces the special multiplication product $\prod_{\otimes}$ by the real product but, because of the low-density assumption (no loops of length 4), the result is the same.

By Theorem 3.1, the optimal soft output for $\mathcal{C}_{\mathcal{N}(m), m}$ can be computed by the optimal message passing (3.2) as follows:

$$
\lambda_{m}^{\mathcal{C}_{\mathcal{N}(m), m}}=\left[\lambda_{m}^{\mathcal{C}_{m}}\right]_{2}=\frac{\frac{\lambda_{m} \otimes A_{\mathcal{C}_{m l}}}{A_{\mathcal{C}_{m l}}} \otimes \prod_{i \in \mathcal{I}_{m}}\left[1+\prod_{l \in \mathcal{N}(m)}\left(\frac{\lambda_{j} \otimes A_{\mathcal{C}_{m l}}}{A_{\mathcal{C}_{m l}}}\right)^{h_{i j}}\right]}{\prod_{i \in \mathcal{I}_{m}}\left[1+\prod_{l \in \mathcal{N}(m)}\left(\frac{\lambda_{j} \otimes A_{\mathcal{C}_{m l}}}{A_{\mathcal{C}_{m l}}}\right)^{h_{i j}}\right]}
$$

Gallager's algorithm replaces both special multiplication products $\prod_{\otimes}$ by the real products but, because of the low-density assumption (no loops of length 4 for the outer product and no loops of length 6 for the inner product), the result is the same.

Note that by the above proof, we showed that the LDPC codes are a special case of turbo codes for which the participating subcodes are also optimally decoded. Only the optimal decoding of subcodes of an LDPC code is performed by message passing (and can be because of the lowdensity assumption), rather than by a straight-forward optimal algorithm such as the one in [4].
6. Threshold decoding. Equation (2.7) can be expressed as

$$
\begin{aligned}
L_{m}^{\mathcal{C}}= & \log \frac{1+\lambda_{m}}{1-\lambda_{m}}+ \\
& \left.\prod_{\substack{i=0 \\
n-k-1}}^{n-1}+\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{\substack{i=0 \\
h_{i m}=1}}^{n-k-1}\left[1+\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right] \\
& \prod_{\substack{i=0 \\
h_{i m}=0}}^{n-k-1}\left[1+\prod_{\substack{j=0 \\
h_{i m}=0}}^{n-1} \lambda_{j}^{h_{i j}}\right] \otimes \prod_{\substack{i=0 \\
h_{i m}=1}}^{n-k-1}\left[1-\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]
\end{aligned} .
$$

We follow the principle of threshold decoding introduced in [6]. Thus, for bit position $m$, the subcode over which we decode is determined by a subset of parity checks which have a 1 at position $m$ and are orthogonal to each other masking out position $m$. With such parity checks, the special
multiplication $\otimes$ in the above equation is the same as the real number multiplication, and we get for the sub-optimal threshold decoding algorithm of [6]:

$$
\begin{aligned}
L_{m}^{\mathcal{C}} & =\log \frac{1+\lambda_{m}}{1-\lambda_{m}}+\log \frac{\prod_{\substack{i=0 \\
h_{i m}=1}}^{n-k-1}\left[1+\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\prod_{\substack{i=0 \\
h_{i m}=1}}^{n-k-1}\left[1-\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]} \\
& =L_{m}+\sum_{\substack{i=0 \\
h_{i m}=1}}^{n-k-1} \log \frac{\left[1+\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]}{\left[1-\prod_{\substack{j=0 \\
j \neq m}}^{n-1} \lambda_{j}^{h_{i j}}\right]} .
\end{aligned}
$$

## APPENDIX

A. Turbo decoding of an $(8,4)$ single-loop code. We consider a code $\mathcal{C}$ whose Tanner graph and the parity check matrix $H$ are shown in Fig. 2. There are four parity check equations of code $\mathcal{C}$ : $h_{0}$ and $h_{1}$ corre-


Fig. 2. An $(8,4)$ single-loop code.
sponding to code $\mathcal{C}_{1}$ and $h_{2}$ and $h_{3}$ corresponding to code $\mathcal{C}_{2}$, as indicated by the dividing line of $H$ in the figure.

The optimal decoder of $\mathcal{C}$ computes

$$
\begin{equation*}
\lambda_{m}^{\mathcal{C}}=\frac{\lambda_{m} \otimes A_{\mathcal{C}}}{A_{\mathcal{C}}} \tag{A.1}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{\mathcal{C}}= & \left(1+\lambda_{0} \lambda_{1} \lambda_{4}\right) \otimes\left(1+\lambda_{1} \lambda_{2} \lambda_{5}\right) \otimes\left(1+\lambda_{2} \lambda_{3} \lambda_{6}\right) \otimes\left(1+\lambda_{0} \lambda_{3} \lambda_{7}\right) \\
= & 1+\lambda_{0} \lambda_{1} \lambda_{4}+\lambda_{1} \lambda_{2} \lambda_{5}+\lambda_{0} \lambda_{2} \lambda_{4} \lambda_{5}+ \\
& \lambda_{2} \lambda_{3} \lambda_{6}+\lambda_{0} \lambda_{1} \lambda_{2} \lambda_{3} \lambda_{4} \lambda_{6}+\lambda_{1} \lambda_{3} \lambda_{5} \lambda_{6}+\lambda_{0} \lambda_{3} \lambda_{4} \lambda_{5} \lambda_{6}+\lambda_{0} \lambda_{3} \lambda_{7}+ \\
& \lambda_{0} \lambda_{1} \lambda_{2} \lambda_{3} \lambda_{5} \lambda_{7}+\lambda_{2} \lambda_{3} \lambda_{4} \lambda_{5} \lambda_{7}+\lambda_{0} \lambda_{1} \lambda_{5} \lambda_{6} \lambda_{7}+\lambda_{1} \lambda_{3} \lambda_{4} \lambda_{7}+ \\
& \lambda_{1} \lambda_{2} \lambda_{4} \lambda_{6} \lambda_{7}+\lambda_{4} \lambda_{5} \lambda_{6} \lambda_{7}+\lambda_{0} \lambda_{2} \lambda_{6} \lambda_{7} .
\end{aligned}
$$

The turbo decoding process starts with decoding of $\mathcal{C}_{1}$ by calculating the messages to be passed to the decoder of $\mathcal{C}_{2}$ :

$$
\left[\lambda_{0}^{\mathcal{C}_{1}}\right]_{1}=\frac{\lambda_{0} \otimes A_{\mathcal{C}_{1}}}{A_{\mathcal{C}_{1}}} \text { and }\left[\lambda_{2}^{\mathcal{C}_{1}}\right]_{1}=\frac{\lambda_{2} \otimes A_{\mathcal{C}_{1}}}{A_{\mathcal{C}_{1}}} .
$$

Note that these are the only bit positions also checked by $\mathcal{C}_{2}$.
In the second iteration, the decoder of $\mathcal{C}_{2}$ is active. It uses the information received from the first component decoder, and calculates the messages to pass back to it in the next iteration:

$$
\left[\lambda_{0}^{C_{2}}\right]_{2}=\frac{\lambda_{0} \otimes\left(1+\lambda_{0} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\left[\lambda_{2}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{6}\right)}{\left(1+\lambda_{0} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\left[\lambda_{2}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{6}\right)}
$$

and

$$
\left[\lambda_{2}^{\mathcal{C}_{2}}\right]_{2}=\frac{\lambda_{2} \otimes\left(1+\left[\lambda_{0}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\lambda_{2} \lambda_{3} \lambda_{6}\right)}{\left(1+\left[\lambda_{0}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\lambda_{2} \lambda_{3} \lambda_{6}\right)}
$$

For the soft-output of the whole decoding system after the second iteration, we combine the results from both sub decoders:

$$
\begin{equation*}
\left[\lambda_{0}^{C}\right]_{2}=\frac{\left[\lambda_{0}^{C_{1}}\right]_{1} \otimes\left(1+\left[\lambda_{0}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\left[\lambda_{2}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{6}\right)}{\left(1+\left[\lambda_{0}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\left[\lambda_{2}^{C_{1}}\right]_{1} \lambda_{3} \lambda_{6}\right)} \tag{A.2}
\end{equation*}
$$

and

$$
\left[\lambda_{2}^{\mathcal{C}}\right]_{2}=\frac{\left[\lambda_{2}^{\mathcal{C}_{1}}\right]_{1} \otimes\left(1+\left[\lambda_{0}^{\mathcal{C}_{1}}\right]_{1} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\left[\lambda_{2}^{\mathcal{C}_{1}}\right]_{1} \lambda_{3} \lambda_{6}\right)}{\left(1+\left[\lambda_{0}^{\mathcal{C}_{1}}\right]_{1} \lambda_{3} \lambda_{7}\right) \otimes\left(1+\left[\lambda_{2}^{\mathcal{C}_{1}}\right]_{1} \lambda_{3} \lambda_{6}\right)}
$$

For bit position ' 0 ', one should compare the soft output $\lambda_{0}^{\mathcal{C}}$ of the optimal decoder given by (A.1) with the soft output of the turbo decoder [ $\left.\lambda_{0}^{C}\right]_{2}$ given by (A.2).
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# RECURSIVE CONSTRUCTION OF GRÖBNER BASES FOR THE SOLUTION OF POLYNOMIAL CONGRUENCES 
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#### Abstract

A number of questions in systems theory and coding theory can be formulated as the solution of a system of polynomial congruences in one or more variables. We present a new generalised algorithm, based on Gröbner basis techniques, that recursively solves a wide class of such problems.


Key words. Gröbner basis, systems theory, coding theory, partial realization, rational interpolation, discrete-time behaviours.

AMS(MOS) subject classifications. 93B, 93C, 94B.

1. Introduction. Let $A=F\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over a field $F$. Let $\left(b_{1}, \ldots, b_{q}\right) \in A^{q}$ be a solution of the system of congruences

$$
\begin{equation*}
\sum_{i=1}^{q} b_{i} h_{i k} \equiv 0 \bmod I^{(k)} \tag{1.1}
\end{equation*}
$$

where $h_{i k} \in A$, and $I^{(k)}$ is an ideal in $A$, for $1 \leq i \leq q, 1 \leq k \leq p$. The set of solution vectors ( $b_{1}, \ldots, b_{q}$ ) forms a submodule $M$ of $A^{q}$. Under suitable conditions on the ideals $I^{(k)}$, and with an appropriate term order, we shall construct a Gröbner basis of $M$, using an algorithm which recursively determines Gröbner bases of submodules in a descending sequence terminating in $M$. Since the method is independent of the term order chosen, it can be used to select solution vectors for a range of different criteria. In particular, the recursive nature of the construction and its flexibility with regard to the sequence in which the data are processed makes it suitable for systems with time-invariant constraints or where not all of the data are known at the outset. Although it is intended primarily as computational tool, the algorithm can produce closed theoretical solutions in certain cases. The algorithm presented here extends and generalises the results of $[6,7,8,9]$.
2. Definitions and notation. In this section we introduce some notation and terminology on Gröbner bases; detailed treatments can be found in ([1], [3],[4]). The standard basis vector with 1 in position $i$ and 0 elsewhere (and length defined by the context) is denoted $\mathbf{e}_{i}$. A term in $A^{q}$ is a vector of the type $\mathbf{X}=X \mathbf{e}_{i}$ where $X=x_{1}^{t_{1}} x_{2}^{t_{2}} \cdots x_{n}^{t_{n}}$ is a term in $A$. Thus a term in $A^{q}$ is a vector all of whose components are zero except for one which is a term in $A$. A term order in $A^{q}$ is a total order $<$ on terms satisfying
(i) $\mathbf{X}<Z \mathbf{X}$ for each term $\mathbf{X}$ in $A^{q}$ and each term $Z \neq 1$ in $A$,

[^44](ii) if $\mathbf{X}<\mathbf{Y}$ then $Z \mathbf{X}<Z \mathbf{Y}$ for all terms $\mathbf{X}, \mathbf{Y}$ in $A^{q}$ and each term $Z$ in $A$.
An example of such a term order is obtained as follows. Let $<_{\text {lex }}$ denote lexicographic order in $A$ and define $\mathbf{X}=X \mathbf{e}_{\mathbf{i}}<Y \mathbf{e}_{\mathbf{j}}$ if either $i<j$, or $i=j$ and $X<_{\text {lex }} Y$. This is a position-over-term (or POT) order.

For non-zero $\mathrm{f} \in A^{q}$ we may write

$$
\begin{equation*}
\mathbf{f}=a_{1} \mathbf{X}_{1}+\cdots+a_{r} \mathbf{X}_{r} \tag{2.1}
\end{equation*}
$$

where the $a_{i}$ are non-zero constants and the $\mathbf{X}_{i}$ are terms satisfying $\mathbf{X}_{1}>$ $\mathbf{X}_{2}>\cdots>\mathbf{X}_{r}$. The leading term $\operatorname{lt}(\mathbf{f})$ of $\mathbf{f}$ is $\mathbf{X}_{1}$, and the leading coefficient $\operatorname{lc}(\mathbf{f})$ is $a_{1}$. These definitions are extended to all of $A^{q}$ by setting $\operatorname{lt}(\mathbf{0})=$ $\mathbf{0}, \operatorname{lc}(\mathbf{0})=0$. For example, with $n=2, q=3, x_{1}<_{\text {lex }} x_{2}$, and $\mathbf{f}=\left(x_{1}^{2} x_{2}+\right.$ $3 x_{1}^{3}, x_{2}+1,2 x_{1}$ ), and using the POT order defined above, we find that

$$
f=2 x_{1} \mathbf{e}_{\mathbf{3}}+x_{2} \mathbf{e}_{\mathbf{2}}+\mathbf{e}_{2}+x_{1}^{2} x_{2} \mathbf{e}_{\mathbf{1}}+3 x_{1}^{3} \mathbf{e}_{\mathbf{1}}
$$

has leading term $x_{1} \mathbf{e}_{\mathbf{3}}$ and leading coefficient 2.
If $\mathbf{X}=X \mathbf{e}_{i}$ and $\mathbf{Y}=Y \mathbf{e}_{j}$ are terms in $A^{q}$ we say $\mathbf{X}$ divides $\mathbf{Y}$ provided $i=j$ and $X$ divides $Y$ in $A$, that is, if there is a term $Z$ (the quotient) in $A$ satisfying $Z \mathbf{X}=\mathbf{Y}$. A set of non-zero vectors $G=\left\{\mathbf{g}_{1}, \ldots, \mathbf{g}_{r}\right\}$ contained in the submodule $M$ is called a Gröbner basis of $M$ if for all $\mathbf{f} \in M$ there exists $i \in\{1, \ldots, r\}$ such that $\operatorname{lt}\left(\mathbf{g}_{i}\right)$ divides $\operatorname{lt}(\mathbf{f})$. In particular $G$ is a basis of $M$. A Gröbner basis is minimal if none of its elements has leading term a multiple of the leading term of another of its elements. Each $\mathbf{f} \in M$ has a standard representation with respect to a Gröbner basis $G=\left\{\mathbf{g}_{1}, \ldots, \mathbf{g}_{r}\right\}$ of the form

$$
\mathbf{f}=\sum_{i=1}^{r} f_{i} \mathbf{g}_{i}
$$

where $f_{i} \in A$ and $\operatorname{lt}\left(f_{i} \mathbf{g}_{i}\right) \leq \operatorname{lt}(\mathbf{f}), 1 \leq i \leq r$. A minimal element in a submodule $M \subseteq A^{q}$ is one whose leading term is least among the elements of $M$, under the given term order <. It is unique up to a constant multiple and must appear in any Gröbner basis relative to $<$. If the leading terms of the elements of a Gröbner basis (resp. minimal Gröbner basis) are in non-decreasing (resp. increasing) order then we call it an ordered Gröbner basis.
3. The incremental step. The incremental step defined in the following theorem will be applied to ideals $I_{l}, I_{l+1}$ in $A$ with $I_{l} \supseteq I_{l+1}$ such that for each $s=1, \ldots, n$ there exists $\beta_{s} \in F$ satisfying

$$
\begin{equation*}
\left(x_{s}-\beta_{s}\right) I_{l} \subseteq I_{l+1} \tag{3.1}
\end{equation*}
$$

We also require an $F$-homomorphism

$$
\begin{equation*}
\alpha: I_{l} \longrightarrow F \tag{3.2}
\end{equation*}
$$

with $\operatorname{ker}(\alpha)=I_{l+1}$.
If $\mathcal{W}$ is an ordered set then $\mathcal{W}[j]$ denotes its $j$ th element, and if $\mathcal{W}[j]$ is a vector then $\mathcal{W}[j]_{i}$ denotes its $i$ th component.

THEOREM 3.1. Let $I_{l} \supseteq I_{l+1}$ be ideals in A satisfying (3.1) and (3.2). Let $S$ be the submodule of $A^{q}$ of solution vectors $\left(b_{1}, \ldots, b_{q}\right)$ of

$$
\begin{equation*}
\sum_{i=1}^{q} b_{i} h_{i k} \equiv 0 \bmod I_{l} \tag{3.3}
\end{equation*}
$$

and let $S^{\prime} \subseteq S$ be the submodule of $S$ of elements satisfying

$$
\begin{equation*}
\sum_{i=1}^{q} b_{i} h_{i k} \equiv 0 \bmod I_{l+1} \tag{3.4}
\end{equation*}
$$

If $\mathcal{W}$ is an ordered minimal Gröbner basis of $S$ relative to a given term order < then a Gröbner basis $\mathcal{W}^{\prime}$ of $S^{\prime}$ relative to $<$ can be constructed as follows.

Define $\alpha_{j}:=\alpha\left(\sum_{i=1}^{q} \mathcal{W}[j]_{i} h_{i k}\right)$ for $1 \leq j \leq|\mathcal{W}|$.
If $\alpha_{j}=0$ for all $j$ then $\mathcal{W}^{\prime}:=\mathcal{W}$.
Otherwise

$$
\begin{aligned}
& j^{*}:=\text { least } j \text { for which } \alpha_{j} \neq 0 \\
& \mathcal{W}_{1}:=\left\{\mathcal{W}[j]: j<j^{*}\right\} \\
& \mathcal{W}_{2}:=\left\{\left(x_{s}-\beta_{s}\right) \mathcal{W}\left[j^{*}\right]: 1 \leq s \leq n\right\} \\
& \mathcal{W}_{3}:=\left\{\mathcal{W}[j]-\left(\alpha_{j} / \alpha_{j^{*}}\right) \mathcal{W}\left[j^{*}\right]: j>j^{*}\right\} \\
& \mathcal{W}^{\prime}:=\mathcal{W}_{1} \bigcup \mathcal{W}_{2} \bigcup \mathcal{W}_{3} .
\end{aligned}
$$

Proof. By definition, $\sum_{i=1}^{q} \mathcal{W}[j]_{i} h_{i k} \in I_{l}$, so if $\alpha_{j}=0$, for all $j$, then $\mathcal{W} \subseteq S^{\prime}$ so $S^{\prime}=S$. Thus suppose some $\alpha_{j} \neq 0$ and let $j^{*}$ be as defined. If $j<j^{*}$ then clearly $\mathcal{W}[j] \in S^{\prime}$. Next, $\sum_{i=1}^{q} \mathcal{W}\left[j^{*}\right]_{i} h_{i k} \in I_{l}$, so $\left(x_{s}-\beta_{s}\right) \sum_{i=1}^{q} \mathcal{W}\left[j^{*}\right]_{i} h_{i k} \in I_{l+1}$, by (3.1), and hence $\left(x_{s}-\beta_{s}\right) \mathcal{W}\left[j^{*}\right] \in S^{\prime}$. Finally, for $j>j^{*}$,

$$
\alpha\left(\sum_{i=1}^{q}\left(\mathcal{W}[j]_{i}-\left(\alpha_{j} / \alpha_{j^{*}}\right) \mathcal{W}\left[j^{*}\right]_{i}\right) h_{i k}\right)=\alpha_{j}-\left(\alpha_{j} / \alpha_{j^{*}}\right) \alpha_{j^{*}}=0
$$

so $\mathcal{W}[j]-\left(\alpha_{j} / \alpha_{j^{*}}\right) \mathcal{W}\left[j^{*}\right] \in S^{\prime}$ by (3.2). We have now proved that $\mathcal{W}^{\prime} \subseteq S^{\prime}$.
We show that $\mathcal{W}^{\prime}$ is a Gröbner basis as follows. By assumption, $\mathcal{W}$ is a minimal Gröbner basis of $S$ so $\operatorname{lt}(\mathcal{W}[i])$ does not $\operatorname{divide} \operatorname{lt}(\mathcal{W}[j]), i \neq j$. Now, $\operatorname{lt}\left(\left(x_{s}-\beta_{s}\right) \mathcal{W}\left[j^{*}\right]\right)=x_{s} \operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$ and $\left.\operatorname{lt}\left(\mathcal{W}[j]-\left(\alpha_{j} / \alpha_{j^{*}}\right) \mathcal{W}\left[j^{*}\right]\right)\right)=$ $\operatorname{lt}(\mathcal{W}[j]), j>j^{*}$. Let $\mathbf{f} \in S^{\prime} \subseteq S$. Then $\operatorname{lt}(\mathbf{f})$ is divisible by some $\operatorname{lt}(\mathcal{W}[j])$. If $j \neq j^{*}$ then $\operatorname{lt}(\mathbf{f})$ is divisible by the leading term of an element of $\mathcal{W}^{\prime}$.

Thus, we may suppose that $\operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$ is the only leading term of the basis elements $\mathcal{W}[j]$ that divides $\operatorname{lt}(\mathbf{f})$. We show that $x_{s} \operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$ also divides $\operatorname{lt}(\mathbf{f})$ for some $s$. Consider the standard representation

$$
\mathbf{f}=\sum_{j \in J} f_{j} \mathcal{W}[j]
$$

with $f_{j} \neq 0$, and $J \subseteq\{1, \ldots,|\mathcal{W}|\}$. By definition of this representation, and by the assumption on $\operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$, it follows that $j^{*} \in J, \operatorname{lt}(\mathbf{f})=\operatorname{lt}\left(f_{j} \mathcal{W}\left[j^{*}\right]\right)$, and $\operatorname{lt}\left(f_{j} \mathcal{W}[j]\right)<\operatorname{lt}(\mathbf{f})$ for $j \neq j^{*}$. Let $X_{j}, j \in J$ be terms in $A$ such that $\operatorname{lt}\left(f_{j} \mathcal{W}[j]\right)=X_{j} \operatorname{lt}(\mathcal{W}[j])$. Thus $X_{j} \operatorname{lt}(\mathcal{W}[j])<X_{j} * \operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$. Suppose that there is some $j \in J$ with $j>j^{*}$. If $X_{j^{*}}=1$ then

$$
X_{j} \operatorname{lt}(\mathcal{W}[j])<\operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right) \leq X_{j} \operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)
$$

which contradicts the increasing order of $\mathcal{W}$. Hence $X_{j^{*}} \neq 1$, so $x_{s} \operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$ divides $\operatorname{lt}(\mathbf{f})$ for some $s$. Otherwise, $J \subseteq\left\{1, \ldots, j^{*}\right\}$ and

$$
\mathbf{f}-\sum_{j=1}^{j^{*}-1} f_{j} \mathcal{W}[j]=f_{j} * \mathcal{W}\left[j^{*}\right]
$$

lies in $S^{\prime}$. Therefore $f_{j^{*}} \neq 1$ since $\mathcal{W}\left[j^{*}\right] \notin S^{\prime}$. As a consequence, $X_{j^{*}} \neq 1$ and again $x_{s} \operatorname{lt}\left(\mathcal{W}\left[j^{*}\right]\right)$ divides $\operatorname{lt}(\mathbf{f})$ for some $s$. This completes the proof. -

Remark 3.1. Note that the position of the leading term of $\left(x_{s}-\beta\right) \mathbf{f}$ is the same as that of $\mathbf{f}$. Similarly, if $\operatorname{lt}(\mathbf{g})<\operatorname{lt}(\mathbf{f})$ then $\mathbf{f}-c \mathbf{g}$, where $c$ is a constant, also has leading term in the same position as $\mathbf{f}$.
3.1. The generalised algorithm. The title of this section indicates that the algorithm presented is a generalisation of that in $[6,7,8,9]$. Moreover the proof is significantly simpler than the one given in [8] (for a special case - see Section 4.3).

We consider the problem of finding a Gröbner basis of the solution module $M$ of (1.1), given a set of sequences of ideals $I_{0}^{(k)} \supseteq I_{1}^{(k)} \supseteq \cdots \supseteq$ $I_{N_{k}}^{(k)}=I^{(k)}, k=1, \ldots, p$. As before, all computations are carried out relative to a fixed term order < in $A^{q}$. We begin with an ordered minimal Gröbner basis of the solution module $M_{0}$ of

$$
\begin{equation*}
\sum_{i=1}^{q} b_{i} h_{i k} \equiv 0 \bmod I_{0}^{(k)} \quad k=1, \ldots, p . \tag{3.5}
\end{equation*}
$$

In particular, if $I_{0}^{(k)}=A$, for all $k$, then $M_{0}=A^{q}$ and an ordered standard basis for $A^{q}$ provides the required starting Gröbner basis. We also assume that there exist $\beta_{s k} \in F$ such that

$$
\begin{equation*}
\left(x_{s}-\beta_{s k}\right) I_{l_{k}}^{(k)} \subseteq I_{l_{k}+1}^{(k)} \tag{3.6}
\end{equation*}
$$

and that we have a set of $F$ - linear functions

$$
\begin{equation*}
\alpha_{l_{k}}^{(k)}: I_{l_{k}}^{(k)} \longrightarrow F \tag{3.7}
\end{equation*}
$$

with $\operatorname{ker}\left(\alpha_{l_{k}}^{(k)}\right)=I_{l_{k}+1}^{(k)}$.

At each step we choose some $k$ such that $l_{k}<N_{k}$ and use Theorem 3.1 to determine the Gröbner basis of the solution module for the system of congruences in which $I_{l_{k}}^{(k)}$ is replaced by $I_{l_{k}+1}^{(k)}$. The procedure ord $(S)$ puts the elements of a list $S \subseteq A^{q}$ in non-decreasing order of leading term with respect to $<$ and removes any element whose leading term is a multiple of the leading term of another element. In the event of there being more than one element with the same leading term only one is retained. If $S$ is a Gröbner basis then $\operatorname{ord}(S)$ an ordered minimal Gröbner basis. Verification of the algorithm is straightforward from the observation that it implements a finite sequence of incremental steps as defined in the previous section.

## Algorithm

Input:
$h_{i k}, i=1, \ldots, q, k=1, \ldots, p$
$I_{l_{k}}^{(k)}, k=1, \ldots, p, l_{k}=0, \ldots, N_{k}$
$\beta_{s k}, s=1, \ldots, n, k=1, \ldots, p$
$\alpha_{l_{k}}^{(k)}$
< a term order
$M_{0}$ the initial solution module
$\mathcal{W}_{0}$ an ordered minimal Gröbner basis of $M_{0}$
Output:
$\mathcal{W}$ an ordered minimal Gröbner basis of $M$
Main Routine:
$\mathcal{W}:=\mathcal{W}_{0}$
WHILE $l_{k}<N_{k}$ for some $k$ DO choose $k$ such that $l_{k}<N_{k}$ FOR $j$ FROM 1 TO $|\mathcal{W}|$ DO

$$
\begin{aligned}
& \alpha_{j}:=\alpha_{l_{k}}^{(k)}\left(\sum_{i=1}^{q} \mathcal{W}[j]_{i} h_{i k}\right) \\
& \text { IF } \alpha_{j}=0 \text { for all } j \text { THEN } \\
& \mathcal{W}^{\prime}=\mathcal{W} \\
& \text { ELSE } \\
& j^{*}:=\text { least } j \text { for which } \alpha_{j} \neq 0 \\
& \mathcal{W}^{\prime}:=\emptyset \\
& \text { FOR } j \text { FROM } 1 \text { TO } j^{*}-1 \text { DO } \\
& \mathcal{W}^{\prime}:=\mathcal{W}^{\prime} \bigcup\{\mathcal{W}[j]\} \\
& \text { FOR } s \text { FROM } 1 \text { TO } n \text { DO } \\
& \mathcal{W}^{\prime}:=\mathcal{W}^{\prime} \bigcup\left\{\left(x_{s}-\beta_{s k}\right) \mathcal{W}\left[j^{*}\right]\right\} \\
& \text { FOR } j \text { FROM } j^{*}+1 \mathrm{TO}|\mathcal{W}| \text { DO } \\
& \mathcal{W}^{\prime}:=\mathcal{W}^{\prime} \bigcup\left\{\mathcal{W}[j]-\left(\alpha_{j} / \alpha_{j^{*}}\right) \mathcal{W}\left[j^{*}\right]\right\} \\
& \mathcal{W}:=\operatorname{ord}\left(\mathcal{W}^{\prime}\right)
\end{aligned}
$$

3.2. A single indeterminate. When $A=F[x]$ several simplifications can be made.

Lemma 3.1. A Gröbner basis $G$ for a module $M \subseteq F[x]^{q}$ is a minimal basis if and only if no two basis elements have leading terms in the same position.

Proof. If the leading terms of the basis elements are all in different positions then none of them is a multiple of another. Conversely, if two of the leading terms are in the same position then one of them divides the other. $\square$

Using Remark 3.1 we have the following consequence.
Corollary 3.1. A minimal Gröbner basis of a submodule of $F[x]^{q}$ has at most $q$ elements. Each basis produced during the algorithm has the same number of elements as that in the initial basis.

It follows that in this case the procedure ord is greatly simplified. The positions of the leading terms are unchanged by the incremental step and the degrees of the leading terms are unchanged except for that of $x \mathcal{W}\left[j^{*}\right]$. Thus, re-ordering takes the form of inserting this element into its correct new position.

For many applications the function $\alpha$ can also be quite simple. The next lemma provides a useful setting.

Lemma 3.2. Let $J \supseteq I$ be ideals in $F[x]$ generated by $p_{J}, p_{I}$ and suppose that $p_{I}=(x-\beta) p_{J}$ for some $\beta \in F$. The function $\alpha: J \longrightarrow F$ defined by $\alpha(h)=\alpha\left(f p_{J}\right)=f(\beta)$ is $F$-linear and has kernel $I$.

Proof. Each $h \in J$ has the form $h=f p_{J}$ for uniquely defined $f$. By the division algorithm $f=(x-\beta) q+f(\beta)$, for some $q$, and thus $h \in I$ if and only if $f(\beta)=0$. It is straightforward to prove that $\alpha$ is linear. $\square$

Suppose that the ideals $I^{(k)}$ are of the form

$$
I^{(k)}=\left\langle\left(x-\beta_{k}\right)^{N_{k}}\right\rangle, k=1, \ldots, p
$$

and the corresponding sequences of approximating ideals are

$$
I_{l_{k}}^{(k)}=\left\langle\left(x-\beta_{k}\right)^{l_{k}}\right\rangle, l_{k}=0, \ldots, N_{k} .
$$

If $h \in J=I_{l_{k}}^{(k)} \supseteq I_{l_{k}+1}^{(k)}=I$ is expanded as a polynomial in $x-\beta_{k}$ then $\alpha_{l_{k}}^{k}(h)$ can be "read off" directly as the coefficient of $\left(x-\beta_{k}\right)^{l_{k}}$.
4. Applications. The generalised algorithm can be applied to a wide range of problems. In this section we review previous work on scalar partial realisation and rational interpolation and on solving multivariable polynomial congruences, and, in more detail, present a new application to the modelling of discrete-time behaviours. In general, the input data are provided by the $h_{i j}$, the term order < corresponds to "degree" constraints, and the $I^{(k)}, \beta_{s k}$ relate to "order" contraints and interpolation points. Of particular interest are situations where there is a unique "required solution" that can be identified as the minimal element of the solution module with respect to a certain term order defined by the problem. Such an element must lie in a Gröbner basis with respect to that term order.
4.1. Partial realisation, scalar rational interpolation. Both of these problems can be viewed as the parameterisation of the solutions of
the system of congruences

$$
b_{1}(-1)+b_{2} h_{k} \equiv 0 \bmod \left(x-\beta_{k}\right)^{N_{k}}, k=1, \ldots, p
$$

where $h_{k}=\sum_{t=0}^{N_{k}-1} c_{k t}\left(x-\beta_{k}\right)^{t}$. Thus, $q=2$ and $h_{1 k}=-1, h_{2 k}=h_{k}$ for all $k$. Here the initial module is $M_{0}=A^{2}$. Various conditions may be imposed on the solutions, such as, $\delta b_{1}<\delta b_{2}, \delta b_{1}+\delta b_{2}<N=\sum_{k=1}^{p} N_{k}, b_{1}, b_{2}$ relatively prime, $b_{2}\left(\beta_{k}\right) \neq 0$ for all $k$, and so on. These are used to define an appropriate term order for the solution module and in certain situations to identify a unique required solution as the minimal element in the module. The partial realisation problem corresponds to the case $p=1$ (and $\beta_{1}=0$ ), while the distinct-abcissae rational interpolation problem corresponds to $N_{k}=1$ for all $k$. See [7] for more details.
4.2. Errors-and-erasures decoding of alternant codes. The specific context of decoding was addressed in [6, 9]. The errors-only case corresponds to the solution of the single congruence

$$
b_{1}(-1)+b_{2} h \equiv 0 \bmod x^{n}
$$

subject to the conditions $\delta b_{1} \leq m_{1}, \delta b_{2} \leq m_{2}, m_{1}+m_{2}<n$ and $b_{1}, b_{2}$ relatively prime. This is a partial realisation problem in which a required solution is shown to be minimal with respect to a certain term order defined relative to the parameter $r=m_{1}-m_{2}$. The algorithm produces a Gröbner basis of the solution module containing the required solution. The generalisation to errors-and-erasures decoding involves the solution of the congruence subject to the further condition that $b_{2}$ be divisible by a fixed polynomial $f$. In this case initialisation is at the basis $\left\{\left(x^{\delta f+r+1}, 0\right),(\overline{f h}, f)\right\}$, where $\overline{f h}$ is the remainder of $f h$ modulo $x^{\delta c+r+1}$. This provides an application in which the initial solution module $M_{0}$ is not $A^{q}$.
4.3. Multiple indeterminates. The main problem analysed in [8] is the determination of a Gröbner basis of the solution module of the congruence

$$
b_{1}(-1)+\sum_{i=2}^{q} b_{i} h_{i} \equiv 0 \bmod I
$$

where $I \subseteq F\left[x_{1}, \ldots, x_{n}\right]$ is a zero dimensional ideal. Thus $p=1$ in this case. A recursive algorithm is given that applies in the special case where a sequence of approximating ideals can be defined with the property that for each $l$ there is a term $\phi_{l} \notin I_{l+1}$ such that

$$
I_{l}=\left\langle\phi_{l}, I_{l+1}\right\rangle \text { and } x_{s} \phi_{l} \in I_{l+1}, s=1, \ldots, n
$$

For $g \in I_{l}$ the value $\alpha(g)$ is the coefficient of $\phi_{l}$ in the normal form of $g$ modulo $I_{l+1}$. Applications to multivariable Padé approximation, Hensel codes, and algebraic geometry codes are given.
4.4. Modelling discrete-time behaviours. Antoulas ([2]) uses a behavioural approach to determine models of vector-valued discrete-time time series. In particular, autonomous, linear, time-invariant models are sought and it is shown that one such model $\theta^{*}$, with minimal complexity, generates all linear time-invariant models of the time series, and also contains a minimal complexity controllable model. A recursive procedure for constructing this model is given. Multivariable (in the systems theory sense) partial realisation is a special case of this problem (see also Dickinson, Morph and Kailath [5] and Kuijper [10]).

The models $\theta$ under consideration are matrices with $q$ columns whose elements are polynomials in the forward shift $\sigma^{-1}$. The behavior $B(\theta)$ of $\theta$ is the set $\left\{\mathbf{w} \in\left(F^{q}\right)^{\mathcal{Z}_{-}}: \theta\left(\sigma^{-1}\right) \mathbf{w}=0\right\}$. Equivalently, each $\mathbf{w}$ can be viewed as a (negative) power series, $\sum_{t \in \mathcal{Z}_{-}} \mathbf{w}_{t} x^{t}$, where $\mathbf{w}_{t} \in F^{q}$. The forward shift is equivalent to multiplying by $x$ and truncating at the term of degree zero.

The time series $\mathbf{w}^{(k)}, k=1, \ldots, p$ is zero until a finite time $-N_{k}$ in the past and current time is at the origin. Such a time series is in $B(\theta)$ if and only if the polynomial $q$-vector $\mathbf{h}^{(k)}=x^{N_{k}} \mathbf{w}^{(k)}$ satisfies

$$
\theta(x) \mathbf{h}^{(k)} \equiv 0 \bmod x^{N_{k}+1}, k=1, \ldots, p
$$

If we view each of the $q$ components individually and consider a row $\left(b_{1}, \ldots, b_{q}\right)$ of the model $\theta$, then $\theta$ contains $\mathbf{w}^{(k)}$ in its behaviour if and only if each row of $\theta$ satisfies

$$
\begin{equation*}
\sum_{i=1}^{q} b_{i} h_{i}^{(k)} \equiv 0 \bmod x^{N_{k}+1}, k=1, \ldots, p \tag{4.1}
\end{equation*}
$$

Thus a generating model corresponds to a basis of the submodule of $F[x]^{q}$ whose elements satisfy this system of congruences. This makes the problem amenable to solution by our techniques.

For each $k$, the sequence of approximating ideals can be chosen as

$$
I_{l_{k}}^{(k)}=\left\langle x^{l_{k}}\right\rangle, l_{k}=0, \ldots N_{k}
$$

The function $\alpha_{l_{k}}^{(k)}$ returns the coefficient of $x^{l_{k}}$ in $\sum_{i=1}^{q} b_{i} h_{i}^{(k)}$. The term-over-position (TOP) term order in $F[x]^{q}$ is defined by $x^{r} \mathbf{e}_{i}<x^{t} \mathbf{e}_{j}$ if $r<t$ or if $r=t$ and $i<j$. With this term order our algorithm produces a Gröbner basis which corresponds to a generating model equivalent to that given in [2]. The degree of the leading term of a basis element is the row degree of the corresponding model row. The procedure ord need only maintain a table giving degree and position of the leading term for each basis element. These pairs are unchanged by the incremental step except for the degree of the element $\mathcal{W}\left[j^{*}\right]$, and so re-ordering takes the form of inserting the multiple $x \mathcal{W}\left[j^{*}\right]$ into its correct new position. The initial module is $A$
with Gröbner basis $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{q}\right\}$. The final basis produced corresponds to a model with ordered row degrees, which is row reduced by Lemma 3.1. A minimal complexity controllable model can be extracted as a subset of the basis at each stage. We illustrate the application of our algorithm in this context using an example of Antoulas ([2, Example B]).

Example 1. We want to determine a generating system and a controllable model of minimum complexity from the following Markov parameters $\left(A_{i}, i=0, \ldots, 4\right)$ of a three-input, two-output system.

$$
\begin{gathered}
A_{0}=0 \quad A_{1}=\left(\begin{array}{lll}
1 & 1 & 1 \\
2 & 2 & 0
\end{array}\right) \quad A_{2}=\left(\begin{array}{lll}
2 & 2 & 1 \\
4 & 4 & 0
\end{array}\right) \\
A_{3}=\left(\begin{array}{rrr}
4 & 6 & 3 \\
8 & 10 & 2
\end{array}\right) \quad A_{4}=\left(\begin{array}{rrr}
8 & 11 & 6 \\
16 & 21 & 7
\end{array}\right) .
\end{gathered}
$$

The corresponding matrix of polynomials $h_{i}^{(k)}$ is

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
x+2 x^{2}+4 x^{3}+8 x^{4} & x+2 x^{2}+6 x^{3}+11 x^{4} & x+x^{2}+3 x^{3}+6 x^{4} \\
2 x+4 x^{2}+8 x^{3}+16 x^{4} & 2 x+4 x^{2}+10 x^{3}+21 x^{4} & 2 x^{3}+7 x^{4}
\end{array}\right)
$$

and we denote the columns of this matrix $\mathbf{h}^{(1)}, \mathbf{h}^{(2)}, \mathbf{h}^{(3)}$.
We apply our algorithm using the TOP term order. After the Markov parameters $A_{1}, A_{2}, A_{3}$ have been processed we have the basis consisting of the rows of the matrix

$$
\left(\begin{array}{ccccc}
\frac{2}{3} x & \frac{2}{3} x & -\frac{2}{3} x & \frac{2}{3}-\frac{2}{3} x & -\frac{2}{3}+x \\
\frac{1}{2} x^{2} & \frac{1}{2} x^{2} & x^{2} & -x+x^{2} & \frac{1}{4} x \\
-\frac{1}{3} x+x^{3} & -\frac{1}{3} x & -\frac{2}{3} x & \frac{2}{3}-\frac{2}{3} x-x^{2} & -\frac{1}{6} \\
x^{3} & x^{3} & 0 & 0 & -\frac{1}{2} x^{2} \\
0 & 0 & x^{3} & -x^{2} & \frac{1}{2} x^{2}
\end{array}\right)
$$

and the controllable model is derived from rows 1 and 3 .
The next step is to consider the component $\mathbf{h}_{1}$ modulo $x^{5}$. The $\alpha_{j}$ are $0,0,-2,-2,0$ and this gives $j^{*}=3$ and the next basis

$$
\left(\begin{array}{ccccc}
\frac{2}{3} x & \frac{2}{3} x & -\frac{2}{3} x & \frac{2}{3}-\frac{2}{3} x & -\frac{2}{3}+x \\
\frac{1}{2} x^{2} & \frac{1}{2} x^{2} & x^{2} & -x+x^{2} & \frac{1}{4} x \\
\frac{1}{3} x & \frac{1}{3} x+x^{3} & \frac{2}{3} x & -\frac{2}{3}+\frac{2}{3} x+x^{2} & \frac{1}{6}-\frac{1}{2} x^{2} \\
0 & 0 & x^{3} & -x^{2} & \frac{1}{2} x^{2} \\
-\frac{1}{3} x^{2}+x^{4} & -\frac{1}{3} x^{2} & -\frac{2}{3} x^{2} & \frac{2}{3} x-\frac{2}{3} x^{2}-x^{3} & -\frac{1}{6} x
\end{array}\right)
$$

The new controllable model is in row 1 and row 3 (which was row 4 in the previous basis). When the two remaining series $\mathbf{h}_{2}, \mathbf{h}_{3}$ are processed, the final basis is

$$
\left(\begin{array}{ccccc}
-\frac{3}{2} x+\frac{1}{2} x^{2} & -\frac{3}{2} x+\frac{1}{2} x^{2} & \frac{3}{2} x+x & -\frac{3}{2}+\frac{1}{2} x+x^{2} & \frac{3}{2}-2 x \\
\frac{2}{3} x^{2} & \frac{2}{3} x^{2} & -\frac{2}{3} x^{2} & \frac{2}{3} x-\frac{2}{3} x^{2} & -\frac{2}{3} x+x^{2} \\
\frac{1}{2} x & \frac{1}{2} x+x^{3} & \frac{1}{2} x & -\frac{1}{2}+\frac{1}{2} x+x^{2} & \frac{1}{4} x-\frac{1}{2} x^{2} \\
-\frac{1}{3} x^{2}+x^{4} & -\frac{1}{3} x^{2} & -\frac{2}{3} x^{2} & \frac{2}{3} x-\frac{2}{3} x^{2}-x^{3} & \frac{1}{6} x \\
0 & 0 & x^{4} & -x^{3} & \frac{1}{2} x^{3}
\end{array}\right)
$$

and the controllable model is in rows 1 and 3.
Finally, we give an example to illustrate the possibility of deriving a closed form solution.

EXAMPLE 2. For modelling discrete-time behaviours a formal implementation of the algorithm allows us to "write down" a Gröbner basis with respect to Position Over Term (POT) order, defined in this 1-variable situation by $x^{r} \mathbf{e}_{i}<x^{t} \mathbf{e}_{j}$ if $i<j$ or if $i=j$ and $r<t$. In this setting the operation of the algorithm is predictable in advance and the final result can be derived directly from the input data without any computation. In the previous example this gives the basis

$$
\left(\begin{array}{ccccc}
x^{5} & 0 & 0 & 0 & 0 \\
0 & x^{5} & 0 & 0 & 0 \\
0 & 0 & x^{5} & 0 & 0 \\
-x-2 x^{2}-4 x^{3}-8 x^{4} & -x-2 x^{2}-6 x^{3}-11 x^{4} & -x-x^{2}-3 x^{3}-6 x^{4} & 1 & 0 \\
-2 x-4 x^{2}-8 x^{3}-16 x^{4} & -2 x-4 x^{2}-10 x^{3}-21 x^{4} & -2 x^{3}-7 x^{4} & 0 & 1
\end{array}\right)
$$
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# ON ITERATIVE DECODING OF CYCLE CODES OF GRAPHS 
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#### Abstract

We analyze iterative decoding of cycle codes of graphs for the erasure channel and the binary symmetric channel. Cycle codes can achieve vanishing error-probability after decoding: furthermore, threshold probabilities can be computed exactly. We also prove that, for these codes, the asymptotical performance of iterative decoding and maximum-likelihood decoding coincide.
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1. Introduction. Cycle codes of graphs are codes that have a paritycheck matrix with exactly two "ones" per column. Among all codes that are amenable to iterative decoding, i.e. codes with "low-density" paritycheck matrices (among which Gallager codes, Tanner codes, Turbocodes and others), cycle codes of graphs are therefore the codes with lowest possible density. Even though they turn out to be not truly practical, their study is interesting from the point of view of iterative decoding because their simpler structure makes their analysis easier than that of the other low-density codes. It is natural to hope that understanding properly iterative decoding for the simpler codes will give insight into the performance of the more sophisticated families of codes.

In [1] and [13] we studied the behaviour of maximum-likelihood decoding of cycle-codes of graphs for the binary symmetric channel. In [1], together with L. Decreusefond we showed that, for cycle codes of $\Delta$-regular graphs, the error probability of maximum-likelihood decoding cannot vanish with the block length if the transition error probability $p$ of the channel satisfies $p>\theta$ where

$$
\theta=\frac{1}{2}\left(1-\sqrt{1-\frac{1}{(\Delta-1)^{2}}}\right) .
$$

In [13], together with J-P. Tillich we showed that the cycle codes of some classes of $\Delta$-regular Ramanujan graphs are such that the error probability of maximum-likelihood decoding vanishes with block length when $p<\theta$. The quantity $\theta$ can therefore be considered as a threshold probability for maximum-likelihood decoding.

It turns out that for $p<\theta$, iterative decoding achieves vanishing bit error probability. Therefore $\theta$ is a threshold value in more than one sense.

[^45]In this paper we wish to address these issues and take up the subject of cycle codes of graphs from the perspective of iterative decoding: we shall explain the relevant probabilistic tools from [1].
2. Cycle codes, overview. Let $G$ be a finite, undirected, connected graph without loops or multiple edges. It is defined by its vertex-set $V$ and its edge-set where an edge is a pair of vertices. Let $r$ and $n$ denote the number of vertices and edges respectively, and let the set of edges be numbered, so that it is identified with $\{1, \ldots n\}$. Identify furthermore subsets of edges with their characteristic vectors in $\{0,1\}^{n}$ : A cycle $c \in$ $\{0,1\}^{n}$ of $G$ is a subset of edges with the property that any vertex of $G$ is incident to an even number of edges of $c$. The set $C$ of cycles of $G$ is a subset of $\{0,1\}^{n}$ stable under addition modulo 2: it is therefore a linear code of length $n$ called the cycle code of $G$.

An incidence matrix $H=\left(h_{i j}\right)$ of $G$ is a $r \times n$ matrix whose rows are indexed by the vertices of $G$, whose columns are indexed by the edges, and such that $h_{i j}=1$ whenever vertex $i$ belongs to edge $j$ and $h_{i j}=0$ otherwise. An incidence matrix of $G$ is also a parity check matrix of the cycle code $C$. The cycle code of a graph has therefore a parity check matrix with exactly two 1's per column: it is a low-density parity check code in the sense of Gallager [3].

It is well known that the dimension of $C$ is $k=n-r+1$ when the graph is connected. The study of the minimum distance $d$ of $C$, i.e. the size of the smallest cycle, or girth, of $G$ has been of interest to graphtheorists since the early 60 's and is still very much open, but the bad news for coding-theorists is that for fixed rate $R=k / n$ and growing $n, d$ cannot grow faster than a logarithm of $n$.

Here is a short proof of this in the case when $G$ is regular. A graph $G$ is said to be $\Delta$-regular if every vertex is incident to exactly $\Delta$ edges, or equivalently if every vertex has exactly $\Delta$ neighbouring vertices. Note that $R=1-2 / \Delta+1 / n$, so that for large $n$, fixing the degree fixes the rate. Let $v$ be any given vertex of the graph and consider the set of vertices at distance from $v$ strictly less than $d / 2$ in the graph. Because $G$ does not contain a cycle of length strictly smaller than $d$, the subgraph induced by this set of vertices must be a tree, as represented in figure 1.

The number of vertices of $G$ at distance 1 from $v$ is therefore $\Delta$, the number of vertices at distance 2 from $v$ is $\Delta(\Delta-1)$, and the number of vertices at distance $i$ from $v, i<d / 2$, is $\Delta(\Delta-1)^{i}$. We conclude that the total number of vertices $|V|$ in the graph has to be bigger than

$$
1+\Delta+\Delta(\Delta-1)+\cdots+\Delta(\Delta-1)^{\lceil d / 2\rceil-1}
$$

In other words, when $n$ is large $d$ cannot be significantly larger than

$$
2 \log _{(\Delta-1)}|V|
$$

Let us mention in passing that it still is a challenging open problem to know just how good this upper bound is asymptotically. Erdös and Sachs [2]


Fig. 1. The neighbourhood of $v$ in a $\Delta$-regular graph (here $\Delta=4$ ) with no small cycles.
showed with random arguments that families of $\Delta$-regular graphs exist that satisfy $d \geq \log _{(\Delta-1)}|V|$, and Margulis [10], and independently Lubotsky, Philips and Sarnak [8], found an algebraic construction of graphs satisfying $d \geq 4 / 3 \log _{(\Delta-1)}|V|:$ this is at present where the gap stands between upper and lower bounds on $d$.

For non-regular graphs the situation is rather worse. For coding purposes the regular graphs tend to be the best and most of our efforts will be concerned with them. We shall occasionally encounter the general irregular case.

Cycle codes of graphs aroused early interest [6], but because of their poor minimum distance they were quickly discarded by the early coding theorists. Possibly this was one of the reasons Gallager focused his analysis on codes whose parity-check matrices have at least three 1's per column.

However, even though they have poor minimum distances, cycle codes of graphs can achieve vanishing error probability after decoding. This is true both for maximum-likelihood decoding and for iterative decoding. Furthermore, their performance can be analyzed rigorously and their asymptotical error-correcting capabilities computed exactly. We give a precise meaning to these statements in the next sections.
3. Decoding. Our main objective is the understanding of the asymptotical behaviour of cycle codes on the binary symmetric channel. We will also be concerned with the erasure channel which is simpler and will serve as a very useful intermediate study.
3.1. Maximum-likelihood decoding. Let us say that a vector $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ of $\mathbb{F}_{2}^{n}$ covers another vector $y=\left(y_{1}, \ldots, y_{n}\right)$ if $y_{i}=1$ implies $x_{i}=1$. Let us write $y \subset x$ to signify that $x$ covers $y$. Let $C$ be any binary linear code of length $n$.

The erasure channel. When submitted to the erasure channel with
erasure probability $p$, each symbol of the transmitted codeword

$$
x=\left(x_{1}, \ldots, x_{n}\right)
$$

is erased, independently of the others, with probability $p$. Let

$$
\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)
$$

be the characteristic vector of the set of positions where an erasure occurs, and let us call it the erasure vector. The codeword $x$ can be recovered with no ambiguity by the receiver if and only if the erasure vector does not cover a non-zero codeword $c$. The probability that this does not happen, i.e. that unrecoverable ambiguities occur, is therefore:

$$
P[\varepsilon \in A]=\sum_{a \in A} p^{|a|}(1-p)^{n-|a|}
$$

where $|a|$ denotes the weight of $a$ and where

$$
A=\left\{a \in \mathbb{F}_{2}^{n} \mid \exists c \in C, c \neq 0, c \subset a\right\}
$$

The binary symmetric channel. When a codeword $x=\left(x_{1}, \ldots, x_{n}\right)$ is submitted to the binary symmetric channel with bit error probability $p$, the receiver gets $x+e$ where the error vector $e=\left(e_{1}, \ldots, e_{n}\right) \in \mathbb{F}_{2}^{n}$ is such that $e_{i}=1$ with probability $p$, independently of the others. Maximumlikelihood decoding consists of picking one of the codewords (there might be several) closest to $x+e$ for the Hamming distance. Decoding fails if $e \in E$ where $E$ is defined as the set of vectors closer to a non-zero codeword than to the zero codeword, i.e.

$$
E=\left\{e \in \mathbb{F}_{2}^{n}|\exists c \in C, d(e, c)<|e|\} .\right.
$$

Notice that $E$ may be redefined as

$$
E=\left\{e \in \mathbb{F}_{2}^{n}|\exists c \in C, y \subset c,|y|>|c| / 2, \text { and } y \subset e\}\right.
$$

In other words, $E$ is the set of vectors that "cover half the coordinate positions of some non-zero codeword". Note the similarity of this wording of $E$ with the set $A$ defined above for erasures. Maximum-likelihood decoding fails with probability at least

$$
P[e \in E] .
$$

3.2. Iterative decoding. When recovering from erasures is possible, then it can be done with reasonable complexity, since this involves at worst solving a system of $n-|\varepsilon|$ linear equations in $k$ binary variables. However, maximum-likelihood decoding for the binary symmetric channel is NPcomplete [4], and even when the code $C$ is restricted to the class of cycle
codes of graphs no polynomial algorithm is known. Iterative decoding is suboptimal, but its complexity is polynomial (actually almost linear) in $n$. Several versions of iterative decoding schemes exist and have been extensively discussed [15]: for the sake of clarity and self-containment we give here a brief description of the one that will be most adapted to our purposes.
A. Local decisions. Here is a very general decoding idea. Let $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ be the original codeword. Let $i \in\{1, \ldots, n\}$ be a given coordinate position and let us try and decide whether $x_{i}=0$ or $x_{i}=1$ based on the received vector. Since complete decoding is difficult let us consider a subset $I \subset\{1, \ldots, n\}$ of coordinate positions such that $i \in I$, and let us base our decision locally, i.e. only on the subset $I$ of coordinates. For any vector $y \in \mathbb{F}_{2}^{n}$, denote by $y_{I}$ the shortened vector $y_{I}=\left(y_{j}\right)_{j \in I}$ and by $C_{I}$ the shortened code

$$
C_{I}=\left\{c_{I}, c \in C\right\}
$$

Now define

$$
\begin{aligned}
& C_{I}(i, 0)=\left\{c_{I} \in C_{I}, c_{i}=0\right\} \\
& C_{I}(i, 1)=\left\{c_{I} \in C_{I}, c_{i}=1\right\}
\end{aligned}
$$

Note that $C_{I}(i, 0)$ is a subcode of $C_{I}$ and that $C_{I}(i, 1)$ is a coset of $C_{I}(i, 1)$. We shall drop the $i$ when the coordinate $i$ is implicit and write $C_{I}(0)$ and $C_{I}(1)$.
For the erasure channel, the situation is very similar to the global case. The value of $x_{i}$ can be recovered unambiguously if and only if the shortened erasure vector $\varepsilon_{I}$ covers a shortened codeword of $C_{I}(1)$.
For the binary symmetric channel, the situation is somewhat modified. MAP (Maximum A Posteriori Probability) decoding involves computing, conditional on the received bits in the positions of $I$, the probabilities $p_{I}(0)$ and $p_{I}(1)$ that $x_{I} \in C_{I}(0)$ and that $x_{I} \in C_{I}(1)$ respectively. The decoder then decides what is the value of $x_{i}$ based on which of the two probabilities is largest. Note that since $p_{I}(0)$ and $p_{I}(1)$ are functions of $p$, the decoder must know $p$.

We shall rather consider the following variant for decoding. Let $v=$ $x+e$ be the received vector. Let us decide that $x_{i}=1$ if the minimum number of coordinates of $x+e$ in $I$ that must be changed in order to obtain a codeword of $C_{I}(1)$ is smaller than the minimum number of coordinates that must be changed to obtain a codeword of $C_{I}(0)$. In other words, this means computing the Hamming distances $D_{I}(0)=d\left(v_{I}, C_{I}(0)\right)$ and $D_{I}(1)=d\left(v_{I}, C_{I}(1)\right)$, and deciding that $x_{i}=0$ if $D_{I}(0)<D_{I}(1)$ and $x_{i}=1$ if $D_{I}(0)>D_{I}(1)$.

Strictly speaking, this differs slightly from MAP decoding, but it may be argued that the events leading to different decisions for $x_{i}$ are rare and concern unlikely code structures.

Note that $D_{I}(0)$ and $D_{I}(1)$ can always be computed by exhaustively examining all the codewords of $C_{I}$.
B. Iterating procedures. If $I$ is too large, the direct computation of the quantities we just discussed may be too complex, so suppose now that $I=J \cup K$ where $i \in J$ and where $J \cap K=\{j\}, j \neq i$. Let us discuss briefly how, by using this decomposition of $I$, a decision on the value of $x_{i}$ can be computed that takes into account all the coordinates in $I$.
For the erasure channel, it should be clear that the shortened erasure vector $\varepsilon_{I}$ covers a shortened codeword of $C_{I}(i, 1)$ if and only if

- either $x_{j}$ is unerased and $\varepsilon_{J}$ covers a shortened codeword of $C_{J}(i, 1)$
- either $x_{j}$ is erased and $\varepsilon_{J}$ covers a shortened codeword of $C_{J}(i, 1)$ and $\varepsilon_{K}$ covers a shortened codeword of $C_{K}(j, 1)$.
Therefore, to discover $x_{i}$ it is enough to first discover (if possible) $x_{j}$ by decoding $C_{K}$ and then to decode $C_{J}$.
For the binary symmetric channel, we need to compute $D_{I}(0)$ and $D_{I}(1)$. We have:

$$
\begin{aligned}
& D_{I}(0)=\min _{c_{J} \in C_{J}(i, 0)}\left(d\left(v_{J}, c_{J}\right)+d\left(v_{K}, C_{K}\left(j, c_{j}\right)-d\left(v_{j}, c_{j}\right)\right)\right. \\
& D_{I}(1)=\min _{c_{J} \in C_{J}(i, 1)}\left(d\left(v_{J}, c_{J}\right)+d\left(v_{K}, C_{K}\left(j, c_{j}\right)-d\left(v_{j}, c_{j}\right)\right) .\right.
\end{aligned}
$$

Therefore, to compute $D_{I}(0)$ and $D_{I}(1)$ we can first compute

$$
d\left(v_{K}, C_{K}(j, 0)\right) \text { and } d\left(v_{K}, C_{K}(j, 1)\right)
$$

and then apply the above equalities. This strategy can be generalized if $I$ can be decomposed into a treelike union of subsets, any two of which have an intersection of at most one element. This is now known as the "min-sum" algorithm and is essentially Tanner's algorithm B [12].
C. Cycle codes. We now turn to the case when $C$ is the cycle code of a $\Delta$-regular graph $G$. Keep in mind that a coordinate position $i$ numbers an edge of the graph. To obtain a "local" set $I$ of coordinates (edges), take the set $N_{1}$ of edges incident to one of the endpoints of $i$, together with the set $N_{2}$ of edges that have an endpoint incident to $N_{1}$ and so on, so that

$$
I=N_{1} \cup N_{2} \cup \cdots N_{h}
$$

Let us call the edge $i$ the root of the neighbourhood $I$ and call $h$ the depth of $I$. We shall suppose throughout that $I$ has the tree structure depicted in figure 2, i.e. that $I$ contains no cycle.

To justify this, note that if $G$ is a randomly chosen $\Delta$-regular graph with $n$ edges, it can be proved that the expected number of cycles of a given fixed length is constant (does not grow with $n$ ). Therefore, for fixed $h$ and growing $n$, almost all edges $i$ will have tree-like neighbourhoods. Even better, there exist constructions (for example those of [8] and [10]) of


Fig. 2. The local decoding region $I$ associated to edge, or coordinate, $i$. Here the depth of $I$ is $h=2$.
$\Delta$-regular graphs with $n$ edges and no cycle of length smaller than a linear function of $\log n$.

From now on we are not concerned anymore with algorithmic and complexity issues. By this we mean that we shall not try to analyze the iterative procedure itself, but rather, since we have just seen that it is equivalent, we shall study directly the probability that complete decoding of $C_{I}$ recovers the correct value of $x_{i}$. We shall focus in particular on the behaviour, as the depth of $I$ grows, that decoding on $I$ fails.
4. Cycle codes and the erasure channel. In this section let us denote by $f_{I}(p)$ the probability that the symbol in position $i$ is erased and that local decoding will not recover it, i.e. that the erasure vector covers a word of $C_{I}(1)$.

We shall prove that:
Proposition 4.1.

1. When $p<1 /(\Delta-1)$, then $f_{I}(p)$ converges to zero as $h$ tends to infinity.
2. a. When $p>1 /(\Delta-1)$, then, independently of the depth $h$ of $I$, $f_{I}(p)$ is lower bounded by a non-zero constant.
b. Furthermore, "global" decoding will not fare better. The probability that the whole erasure vector covers a codeword is also lower bounded by a constant (depending only on $p$ and not on the graph).
The first step is to notice that the erasure vector $\varepsilon_{I}$ covers a codeword of $C_{I}(1)$ if and only if $\varepsilon_{I}$ covers a path of $I$ of length $h+1$ that contains the root $i$.

Proving point 1 is now easy. The probability that the erasure vector covers a path of $I$ rooted at $i$ of length $h+1$ is less than the expected
number of such paths, so that:

$$
\begin{equation*}
f_{I}(p) \leq(\Delta-1)^{h} p^{h+1} \tag{4.1}
\end{equation*}
$$

This clearly deals with point 1 . Actually $f_{I}(p)$ may be estimated more precisely. If we write $I_{h}$ instead of $I$ to specify the depth of the neighbourhood $I$ we have the relation

$$
\begin{equation*}
f_{I_{h+1}}(p)=p\left(1-\left(1-f_{I_{h}}(p)\right)^{\Delta-1}\right) \tag{4.2}
\end{equation*}
$$

By studying (4.2) it is straightforward to see that $f_{I_{h}}(p)$ decreases with $h$ (also seen directly, since a path of length $h+1$ contains a path of length $h$ ), and that it converges to a non-zero value when $p>1 /(\Delta-1)$. This proves point 2 a . We shall later give an alternative proof of this that can be generalized in ways that (4.2) cannot.

Let us now address point 2 b . The intuition behind our argument is that when $p>1 /(\Delta-1)$ then with non-zero probability we can follow an infinite path of "erased" edges on an infinite tree rooted at $i$ that "projects" onto a path of the finite graph $G$. Since $G$ is finite, this path must wrap around itself and contain cycles.

The rest of this section is devoted to making this argument rigorous.
Let $\mu_{p}$ be the measure on $\{0,1\}$ defined by $\mu(\{1\})=p$ and $\mu(\{1\})=$ $1-p=q$. We have two probability spaces: one is defined on the edge-set of $G$ with the product measure $P_{G}=\mu_{p}^{\otimes\{1, \ldots, n\}}$, the other is defined on the edge-set $\mathcal{E}$ of an infinite $\Delta$-regular tree $\Gamma$ with the product measure $P_{\Gamma}=\mu_{p}^{\otimes \mathcal{E}}$. It is useful to view the infinite tree $\Gamma$ as the universal cover of $G$. This is obtained from $G$ by considering all possible paths in $G$ starting at a given edge $i$. In this way all edges of $\Gamma$ are labeled by a path of $G$ starting at $i$.

Let $A_{h}$ be the event consisting of all subsets of edges of the infinite tree that include a path of length $h>n$ containing $i$. Let us compare the probability $P_{G}(\varepsilon$ covers a cycle) in the finite graph $G$ with the probability $P_{\Gamma}\left(A_{h}\right)$ in the tree $\Gamma$.

Let $\mathcal{T}$ be the collection made up of the emptyset and of all subgraphs $T$ of $G$ which are trees, contain the edge $i$, and are such that that no edge of $G$ has both its endpoints in $T$. Let $T \in \mathcal{T}$ be given and let $\alpha$ be the number of edges of $T$ and let $\beta$ be the number of edges of $G$ that have exactly one endpoint in $T$. Now consider the set of erased edges of $G$ and let $R_{G}$ be the induced connected component containing the edge $i$. The probability in $G$ that $R_{G}=T$ is:

$$
P_{G}\left(R_{G}=T\right)=p^{\alpha} q^{\beta}
$$

Because we have supposed that edges outside $T$ have at most one endpoint in $T$ we must have

$$
\beta=(\alpha+1)(\Delta-2)+2
$$

Now any tree $T$ containing $i$ is isomorphic to a subtree of $\Gamma$ containing $i$. Consider any random subset $\omega$ of edges of $\Gamma$ and let $R_{\Gamma}$ be the induced connected component in $\Gamma$ that contains $i$ : the key observation is that in $\Gamma$ we also have

$$
P_{\Gamma}\left(R_{\Gamma}=T\right)=p^{\alpha} q^{(\alpha+1)(\Delta-2)+2}
$$

Therefore we have

$$
\begin{equation*}
P_{\Gamma}\left(R_{\Gamma} \in \mathcal{T}\right)=P_{G}\left(R_{G} \in \mathcal{T}\right) \tag{4.3}
\end{equation*}
$$

Let $\omega$ be a random set of edges of $\Gamma$ and suppose $\omega \in A_{h}$, i.e. $\omega$ is an event which includes a path of length $h$ containing $i$. Because we have chosen $h>n$ and all subtrees of $G$ have at most $n$ vertices we must have $R_{\Gamma} \notin \mathcal{T}$. Therefore $P_{\Gamma}\left(A_{h}\right) \leq P_{\Gamma}\left(R_{\Gamma} \notin \mathcal{T}\right)$. Put $\eta=\lim _{h \rightarrow \infty} P_{\Gamma}\left(A_{h}\right)$ : the hypothesis $p>1 /(\Delta-1)$ implies $\eta>0$ by point 2 a , so that:

$$
\eta<P_{\Gamma}\left(R_{\Gamma} \notin \mathcal{T}\right) .
$$

But (4.3) means that we have proved:

$$
\eta<P_{G}\left(R_{G} \notin \mathcal{T}\right)
$$

Now the event $\left(R_{G} \notin \mathcal{T}\right)$ in $G$ means that the connected component containing $i$ is either not a tree, and therefore contains a cycle, or is a tree, but which contains two vertices joined by a non-erased edge. In other words, we have bounded away from zero (by $\eta$ ) the probability that the erasure vector covers, either a cycle, or a cycle with a missing edge.

Strictly speaking, this is not completely what we want, namely to bound away from zero the probability that the erasure vector covers a cycle. This technical difficulty could be dealt with directly by a more careful comparison of the relevant events on the finite graph $G$ and on the infinite tree. However we can also deal with it with an indirect argument along the following lines. Consider the random vector $\varepsilon \cdot \lambda=\left(\varepsilon_{1} \lambda_{1}, \ldots, \varepsilon_{n} \lambda_{n}\right)$ where the $\lambda_{j}$ are chosen independently and such that $\lambda_{j}=1$ with probability $\pi$, $\lambda_{j}=0$ otherwise. Choose $\pi$ such that

$$
p \pi=\frac{1}{\Delta-1}+\frac{1}{2}\left(p-\frac{1}{\Delta-1}\right)
$$

We have $p \pi>1 /(\Delta-1)$, so the probability that the vector $\varepsilon \cdot \lambda$ covers a cycle, or a cycle with a missing edge is, as we have seen, bounded away from zero. But then the probability that the remaining set of edges of $\varepsilon$, i.e. those $j$ such that $\varepsilon_{j}=1$ and $\lambda_{j}=0$, contains the missing edge is also bounded away from zero.
5. Interlude: percolation on trees. Consider an infinite graph $\Gamma$, with edge-set $\mathcal{E}$, and pick a privileged vertex $v$. Choose a random subset of edges of $\Gamma$ by picking each edge independently of the others with probability $p$. In other words we are measuring events on $\{0,1\}^{\mathcal{E}}$ with the product probability measure $P_{\Gamma}=\mu_{p}^{\otimes \mathcal{E}}$. Percolation theory concerns itself with the probability $f(p)$ that the random subset contains an infinite path passing through $v$. The theory is especially concerned with critical probabilities: the quantity $\theta \in(0,1)$ is a critical probability for the function $f$ if $f(p)=0$ for $p<\theta$ and $f(p)>0$ for $p>\theta$. Probably the most famous result of percolation theory is that $\theta=1 / 2$ is a critical probability when $\Gamma$ is the infinite square lattice on $\mathbb{Z}^{2}$ (Kesten, [7]). A very readable account of the theory is [5].

The quantity $\theta=1 /(\Delta-1)$ appearing in proposition 4.1 is in effect the critical probability for percolation when $\Gamma$ is the infinite $\Delta$-regular tree. Indeed, our discussion in sections 3.2 and 4 has shown that, in the case of the erasure channel, the limiting behaviour of iterative decoding for cycle codes of $\Delta$-regular graphs is really given by $f(p)$ for the $\Delta$-regular tree: (well, almost, because in choosing the neighbourhood $I$ in figure 2 we have thrown away one of the branches leading away from $i$, but this does not affect critical probabilities).

As we have seen in section 4 , proving that $f(p)=0$ for $p<\theta$ can be achieved simply by computing expectations, namely proving that the expected size of the connected component $R$ containing $v$ is finite. When $p>\theta$, the expected size of $R$ is infinite, but this is not enough in itself to ensure that the probability $f(p)$ that $R$ contains an infinite path is non-zero. When $\Gamma$ is the $\Delta$-regular tree there is a straightforward way around this difficulty, which consists of studying the probabilities $f_{h}(p)$ that the random set of edges $\omega$ contains a path of length $h$ starting at $v$. Because there is a relation between $f_{h+1}(p)$ and $f_{h}(p)$ (akin to (4.2)) the limit $\lim _{h \rightarrow \infty} f_{h}(p)$ can be computed. One finds that when $p>\theta$ this limit is positive, and so is $f(p)$.

Here is an alternative way of proving that $f(p)>0$, which does not involve any formula of the type (4.2), and which will turn out to be especially interesting for us: it is due to R. Lyons [9].

For any vertex $\sigma$ of $\Gamma$ denote by $\partial \sigma$ the depth of $\sigma$, i.e. the length of the (unique) path from $v$ to $\sigma$. Denote by $S_{h}$ the sphere of radius $h$, i.e. the set of vertices of $\Gamma$ of depth $h$. For any subset $\omega \subset \mathcal{E}$ of edges of $\Gamma$ let us say that a vertex $\sigma$ is reachable if all the edges of the path from $v$ to $\sigma$ are in $\omega$. Define the set $R(\omega)$ of reachable vertices. For any vertex $\sigma$ define

$$
\phi(\sigma)=(\Delta-1)^{-\partial \sigma}
$$

Finally, define the random variables

$$
\begin{equation*}
X_{h}=\sum_{\sigma \in S_{h}} \phi(\sigma) p^{-h} \mathbf{1}_{R(\omega)}(\sigma) \tag{5.1}
\end{equation*}
$$

In words, the variable $X_{h}$ counts the number of reachable vertices in $S_{h}$ and multiplies them by the quantity $(\Delta-1)^{-h} p^{-h}$.

The variable $X_{h}$ depends only on the state (in $\omega$ or not in $\omega$ ) of the edges at distance $\leq h$ from $v$ : furthermore it is straightforward to check that the sequence $\left(X_{h}\right)$ forms a martingale. Martingale theory tells us that ( $X_{h}$ ) must converge almost surely to some variable $X$. It also tells us that if

$$
\begin{equation*}
\sup _{h \geq 1} E\left[X_{h}^{2}\right]<\infty \tag{5.2}
\end{equation*}
$$

then we must have $E[X]=E\left[X_{h}\right]=1$. In that case $X$ must be non-zero on a set of non-zero probability, so that, on a set of non-zero probability, $X_{h} \neq 0$ for all $h$, which means exactly that $R(\omega)$ is infinite and that there exists an infinite path passing through $v$.

Note that the function $\phi$ is a unit flow, i.e. satisfies $\phi(v)=1$ and for any $\sigma$

$$
\phi(\sigma)=\sum_{\sigma \rightarrow \tau} \phi(\tau)
$$

where $\sigma \rightarrow \tau$ means that $\tau$ is a neighbour of $\sigma$ of depth $\partial \tau=\partial \sigma+1$. This makes the evaluation of $E\left[X_{h}^{2}\right]$ simple, we have:

$$
\begin{aligned}
E\left[X_{h}^{2}\right] & =\sum_{\sigma, \tau \in S_{h}} \phi(\sigma) \phi(\tau) p^{-2 h} P[\sigma, \tau \in R(\omega)] \\
& =\sum_{\sigma, \tau \in S_{h}} \phi(\sigma) \phi(\tau) p^{-\partial(\sigma \wedge \tau)}
\end{aligned}
$$

where $\sigma \wedge \tau$ means the vertex furthest away from $v$ which is on both paths from $v$ to $\sigma$ and from $v$ to $\tau$. We have therefore

$$
\begin{align*}
& E\left[X_{h}^{2}\right]=\sum_{\psi, \partial \psi \leq h} p^{-\partial \psi} \sum_{\sigma \wedge \tau=\psi, \sigma, \tau \in S_{h}} \phi(\sigma) \phi(\tau) \\
& E\left[X_{h}^{2}\right] \leq \sum_{\psi, \partial \psi \leq h} p^{-\partial \psi} \phi(\psi)^{2} \tag{5.3}
\end{align*}
$$

because $\phi$ is a flow. From the upper bound (5.3) it is now straightforward to obtain (5.2) whenever $p>1 /(\Delta-1)$ and the desired result that there exists, with non-zero probability, an infinite path passing through $v$.

This argument may seem involved, but it has a number of advantages, in particular it generalizes to arbitrary, non-regular trees, for which there is no equivalent of the relation (4.2). Let $X_{h}$ be defined as before by (5.1) but with an arbitrary unit flow $\phi$. Inequality (5.3) still holds and can be upper bounded by introducing the quantity

$$
\begin{equation*}
\mathrm{br} \Gamma=\sup _{\phi} \rho(\phi) \tag{5.4}
\end{equation*}
$$

where $\phi$ runs over all unit flows and $\rho(\phi)$ is the radius of convergence of the series

$$
\sum_{\sigma} \phi(\sigma)^{2} \lambda^{\partial \sigma}
$$

this last sum extending to all vertices $\sigma$ of $\Gamma$. With this definition and the same argument as before we have that whenever $p>1 / \mathrm{br} \Gamma$, there exists an infinite path passing through $v$ with non-zero probability.
R. Lyons [9] calls the quantity br $\Gamma$ the branching number of $\Gamma$, and shows that we have

$$
\begin{equation*}
\operatorname{br} \Gamma=\inf \left\{\lambda>0, \inf _{K} \sum_{\sigma \in K} \lambda^{-\partial \sigma}\right\} \tag{5.5}
\end{equation*}
$$

where $K$ runs over all cutsets $K$. A cutset $K$ is a set of vertices of $\Gamma$ such that the connected component of $\Gamma \backslash K$ is finite, and such that $K$ is minimal with this property. Actually, Lyons shows that definitions (5.4) and (5.5) are equivalent (this involves the max-flow min-cut theorem). With definition (5.5) it is straightforward to show that whenever $p<1 / \mathrm{br} \mathrm{\Gamma}$, the expected number of paths of length $h$ starting at $v$ must tend to zero with $h$ and therefore the probability that an infinite path passes through $v$ is zero. The quantity $1 / \mathrm{br} \Gamma$ is therefore the critical probability for the function $f(p)$ for any infinite tree $\Gamma$.

The branching number is related to a simpler quantity called the growth $\mathrm{gr} \mathrm{\Gamma}$, defined by:

$$
\operatorname{gr} \Gamma=\liminf _{h \rightarrow \infty} M_{h}^{1 / h}
$$

where $M_{h}=\operatorname{card} S_{h}$. We have

$$
\operatorname{gr\Gamma } \leq \mathrm{br} \Gamma
$$

and the inequality may be strict, see [9] for examples of such trees. However, if $\Gamma$ is the universal cover of a finite graph we have $\operatorname{br} \Gamma=\mathrm{gr} \Gamma$.
6. Cycle codes and the binary symmetric channel. Consider now the binary symmetric channel and the issue of local decoding on the neighbourhood $I=I_{h}$ (figure 2) of an edge $i$. When does local decoding go wrong? We have seen that it goes wrong when the shortened error vector $e_{I}$ is closer to the coset of the shortened subcode $C_{I}(1)$ than to $C_{I}(0)$. In particular, for this to happen, the error vector $e_{I}$ must be closer to $C_{I}(1)$ than to the the 0 vector (which is in $C_{I}(0)$ ). Now the reader will easily convince himself that this happens if and only if there exists in $I$ a path of length $h+1$ containing $i$, and with more than $(h+1) / 2$ edges in error.

Let us consider this last event, that there exists in $I$ a path of length $h+$ 1 containing $i$ with more than $(h+1) / 2$ edges in error, and denote by $F_{I}(p)$
its probability. Our last discussion has just shown that the probability that local decoding fails is smaller than $F_{I}(p)$. There is a critical value for $F_{I}(p)$ when the depth $h$ of $I$ goes to infinity, which is:

$$
\begin{equation*}
\theta=\frac{1}{2}\left(1-\sqrt{1-\frac{1}{(\Delta-1)^{2}}}\right) \tag{6.1}
\end{equation*}
$$

We have results similar to those of proposition 4.1, they read:
Proposition 6.1.

1. When $p<\theta$, then $F_{I}(p)$ converges to zero as $h$ tends to infinity. In particular the probability that iterative decoding fails converges to zero as $h$ tends to infinity.
2. a. When $p>\theta$, then, independently of the depth $h$ of $I, F_{I}(p)$ is lower bounded by a non-zero constant.
b. Furthermore, "global" decoding will not fare better. The probability that the whole error vector is closer to a non-zero codeword than to the zero vector is also lower bounded by a constant (depending only on $p$ and not on the graph).
Proving point 1 is not difficult and is very much similar to the way point 1 of proposition 4.1 was proved. Let us say that an edge $j$ is extreme in $I$ if the unique path leading from $i$ to $j$ contains $h+1$ edges (is of length $h+1$ ). Let us call an edge $j$ of $I$ reachable if the path leading from $i$ to $j$ has more than half its edges "in error". Let us now count the expected number of reachable extreme edges. There are $(\Delta-1)^{h}$ extreme edges, and the probability that a given extreme edge is reachable is

$$
\sum_{\ell>(h+1) / 2}\binom{h+1}{\ell} p^{\ell} q^{h+1-\ell}
$$

Since $p<1 / 2$, the dominant term in this sum is that of the lowest $\ell$, the sum is therefore equal to $\gamma^{h}$ with $\gamma$ asymptotically equivalent to $2(p q)^{1 / 2}$. The expected number of reachable extreme edges tends therefore to zero with $h$ if and only if $2(\Delta-1)(p q)^{1 / 2}<1$. This yields point 1 of the proposition after some rearranging.

Assume point 2 a for the moment and let us address point 2 b . The same technique can be applied as in the proof of point 2 b of proposition 4.1, namely comparing probabilities of events on the finite graph $G$ and on the infinite $\Delta$-regular tree $\Gamma$. Call $R$ the set of vertices of $G$ "reachable" from a given edge $i$ : by this we mean those vertices that are at the other end of a path starting at $i$ and with more than half its edges in error. Then consider the event that the subgraph of $G$ induced by the set $R$ of reachable vertices is a tree. On the one hand this is very close to the probability that $i$ does not belong to a cycle with more than half its edges in error, and on the other hand this must be less than $1-F_{I_{h}}(p)$ for $h$ large enough.

To turn this argument into a formal proof involves some technicalities. We need to modify slightly the definition of "reachable" vertices to mean
vertices that are the endpoints of path containing a fraction $\lambda$ of edges in error with $\lambda$ slightly larger than $1 / 2$, and we also need to demand that the relevant paths make up a sufficiently balanced set of edges in error and edges not in error. This is technical but not conceptually difficult: we leave out the details here and refer the interested reader to [1] for a complete proof.

Let us now finally address point 2 a , the most difficult issue. The neighbourhood $I$ can be imbedded in an infinite $\Delta$-regular tree $\Gamma$. As in section 5 , let $\mathcal{E}$ denote the set of edges of $\Gamma$ and let us measure events on $\{0,1\}^{\mathcal{E}}$ with the product probability measure $P_{\Gamma}=\mu_{p}^{\otimes \mathcal{E}}$. As before, let $v$ be a fixed vertex of $\Gamma$. This time, however, let us define a vertex $\sigma$ to be reachable for $\omega \subset \mathcal{E}$ if the unique path from $v$ to $\sigma$

$$
\left[v, \sigma_{1}, \sigma_{2}, \ldots, \sigma_{h}=\sigma\right]
$$

is such that, for every $\ell, 1 \leq \ell \leq h$, at least half the edges of the path

$$
\left[v, \sigma_{1}, \sigma_{2}, \ldots, \sigma_{\ell}\right]
$$

are in $\omega$. Let $R(\omega)$ denote the set of reachable vertices and let $F(p)$ be the probability that $R(\omega)$ is infinite. It should be clear that $F_{I_{h}}(p) \geq F(p)$ for every $h$, so that we will be home when we prove:

Theorem 6.1. The quantity $\theta$ in (6.1) is a critical probability for $F(p)$, i.e. $F(p)=0$ for $p<\theta$ and $F(p)>0$ for $p>\theta$.

That $F(p)=0$ for $p<\theta$ is a consequence of point 1 of proposition 6.1. To prove that $F(p)>0$ when $p>\theta$ we need an indirect method, since there is no direct way to compute $P_{\Gamma}(|R(\omega)| \geq h)$ or similar quantities. The martingale approach of section 5 turns out to be adequate. We just sketch the argument, refering the reader to [1] for details.

We need to restrict the definition of "reachable". Let $\left(u_{\ell}\right)_{\ell \geq 1}$ be an increasing sequence of positive integers and let $U_{h}=\sum_{\ell=1}^{h} u_{\ell}$. Let us say that a path

$$
\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{h}\right]
$$

is heavy if for every $\ell, 2 \leq \ell \leq h$, at least half the edges of the path

$$
\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{\ell}\right]
$$

are in $\omega$. Let us say that a vertex $\sigma$ of depth $U_{h}$ is $u$-reachable if the subpaths of $[v, \sigma]$

$$
\left[v, \ldots, \sigma_{U_{1}}\right],\left[\sigma_{U_{1}}, \ldots, \sigma_{U_{2}}\right] \cdots\left[\sigma_{U_{h-1}}, \ldots, \sigma_{U_{h}}=\sigma\right]
$$

are all heavy. Finally, Let $R_{u}^{h}(\omega)$ denote the set of $u$-reachable vertices of $S_{U_{h}}$ and let $\pi(h)$ denote the probability that a vertex of depth $U_{h}$ is $u$-reachable. Define the random variables

$$
X_{h}=\sum_{\sigma \in S_{U_{h}}} \phi(\sigma) \pi(h)^{-1} \mathbf{1}_{R_{u}^{h}(\omega)}(\sigma)
$$

for a unit flow $\phi$. The sequence $\left(X_{h}\right)$ is a martingale and by choosing $\phi(\sigma)=(\Delta-1)^{-\partial \sigma}$ the same strategy as that of section 5 yields theorem 6.1. The proof extends naturally to arbitrary trees $\Gamma$ and we have [1]:

Theorem 6.2. Let $F(p)$ be the probability that there exists an infinite path passing through $v$ such that, for any vertex $\sigma$ on that path, the subpath $[v, \sigma]$ has more than half its edges in $\omega$. The quantity

$$
\begin{equation*}
\theta=\frac{1}{2}\left(1-\sqrt{1-\frac{1}{(\mathrm{br} \Gamma)^{2}}}\right) \tag{6.2}
\end{equation*}
$$

is a critical probability for $F(p)$, i.e. $F(p)=0$ for $p<\theta$ and $F(p)>0$ for $p>\theta$.

## 7. Conclusion and comments.

7.1. $\Delta$-regular graphs. On the binary symmetric channel, when $p<\theta$, for $\theta$ given by (6.1), we have shown implicitly that the min-sum iterative algorithm must converge to the right decision with error probability vanishing with block length $n$. This is because the probability that the min-sum algorithm fails is less than the quantity $F_{I_{h}}(p)$ studied in section 6. For the same reason, the sum-product algorithm, which is equivalent to MAP decoding on $I$ must also have a vanishing probability of failure.

It is not clear however, how many bits will stay in error after iterative decoding? Only their proportion is proved to go to zero for $p<\theta$. Maximum-likelihood decoding may perform better in one way because it can correct all the bits in error, but only if the graph structure is right, i.e. it is not enough for the graph to have no small cycles. Those graphs do exist, and can be constructed, see [13].

When $p>\theta$ then we know that maximum-likelihood decoding fails with probability bounded below by a constant. A little more can be proved: if $G$ belongs to a family $\left(G_{m}\right)$ of $\Delta$-regular graphs with girth tending to infinity with $m$, then the probability that maximum-likelihood decoding fails must tend to 1 with $m$. This is achieved by invoking Margulis's graph connectivity theorem [11] or its improvements [16, 14]. From the point of view of iterative decoding however, It is not really clear what fraction of bits will be left in error.
7.2. Irregular graphs. In that case the situation is somewhat more difficult to assess because individual bits can be protected differently. For instance one can choose a family ( $G_{m}$ ) of graphs such that their cycle codes have fixed rate, but with a growing "handle", (a connected subgraph of degree 2). The bits corresponding to an edge in the middle of this "handle" can be corrected with a probability of error going to zero with $m$ for any $p<1 / 2$. However, if we restrict every $G_{m}$ to the family of graphs with a given universal cover $\Gamma$, then the arguments of section 6 generalize and proposition 6.1 holds with the value of $\theta$ replaced by the
formula (6.2). An example of a family of graphs with a given irregular universal cover is that of biregular bipartite graphs with degrees $\Delta_{1}$ and $\Delta_{2}$. In that case the branching number equals the growth and we have $\operatorname{br} \Gamma=\operatorname{gr} \Gamma=\sqrt{\left(\Delta_{1}-1\right)\left(\Delta_{2}-1\right)}$.
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## Part 4. Convolutional codes and codes over rings

# CONVOLUTIONAL CODES OVER FINITE ABELIAN GROUPS: SOME BASIC RESULTS 

FABIO FAGNANI* AND SANDRO ZAMPIERI ${ }^{\dagger}$


#### Abstract

Abelian groups provide the most natural structure to represent codes over phase modulation signals. Convolutional codes over finite Abelian groups are introduced and the properties of linear encoders for this class of codes are analyzed. Through the structure theorem for finitely generated Abelian groups this analysis can be reduced to the study of of convolutional codes over the ring $\mathbb{Z}_{n}$. We can in this way introduce the concept of encoding group and to compare it with the more classical input group introduced in [6]. In the last part of the paper the state space realization of a convolutional code and of a convolutional encoder is investigated.


1. Introduction. Often the most convenient way to represent a linear code is by an encoder, which is an injective map whose range coincides with the code. For linear convolutional codes the encoders which are more classically considered are the so called "canonical feedback-free" encoders and the "systematic" encoders.

In recent years linear codes over rings and groups have attracted much attention, since they appear to be particularly suitable for the representation of codes over phase modulation signals [12, 13]. Encoder representation is particularly useful also for this class of codes. In the literature two different methods have been proposed to solve the encoder synthesis problem. The first method $[6,11]$ aims to extend the concept of canonical feedback-free encoder to this setup and to connect it with the controllability structure of the code. This strategy has the advantage that it can be applied to very general codes. Actually it can be proved that such a construction can be pursued even for timevaring linear codes over non-Abelian groups. The disadvantage is given mainly by the nonlinearity of the encoder it provides. This is the main reason why duality in this context is a difficult issue so that the canonical feedback-free syndrome former construction does not follow as a dual procedure [4]. Another disadvantage of this approach is that it is not based on polynomial matrices, which constitute a very powerful tool for the manipulation and the characterization of convolutional encoders over fields.

The second strategy in the encoder construction for convolutional codes over groups and rings, first proposed in [12, 13] and then developed in $[7,4]$, is based on the preliminary requirement that the encoders have to be homomorphisms. The advantage of this approach is on the one hand that the use of polynomial matrices is now allowed, and, on the other hand, that the duality for these encoders is straightforward. The main disadvantage of

[^46]this approach is the fact that the class of codes for which the homomorphic encoders can be found is much more limited. For instance the concept of systematic encoder can be easily defined in this context [13]. However it can be shown that not every convolutional code over a ring admits such an encoder [13].

Most of the results according to this second approach, which can be found in the literature, are limited to codes characterized by an input space which is a free module $[13,12,7,4]$. The aim of this paper is to show that it is possible to overcome this restriction and develop a more general theory.

Here we will focus our attention on some system theoretic properties of convolutional codes over finite Abelian groups and of their linear convolutional encoders. Moreover we will show the relations between some basic notions of convolutional codes and encoders, such as completeness, rationality, state space realizability. In a forthcoming paper we will investigate more specific coding theoretic properties of this class of codes, such as non-catastrophicity, minimality and systematicity. In Section 2 we will briefly recall certain classical facts for convolutional codes over finite fields. In Sections 3 and 4 we will establish a number of intrinsic characterizations for convolutional codes over finite Abelian groups, while in Section 5 we will obtain some structure results for their encoders.
2. Convolutional codes over finite fields. We start by recalling the main definitions in the theory of convolutional codes over fields.

Let $F$ be any field and let $F((D))$ denote the field of Laurent power series in $D$. Thus, $F((D))$ consists of elements of the form

$$
a(D)=\sum_{k=-\infty}^{+\infty} a_{k} D^{k}, \quad a_{k} \in F
$$

where only finitely many coefficients with negative indices may be non-zero. The ring of formal power series $F[[D]]$, i.e. of power series having only nonnegative powers, is a subring of $F((D))$. Also the polynomial rings $F[D]$, $F\left[D^{-1}\right]$ and $F\left[D, D^{-1}\right]$ are subrings of $F((D))$. With the symbol $F((D))^{q}$ we will indicate the $F((D))$-vector space of $q$-dimensional rows with entries in $F((D))$. The field of rational functions $F(D)$ is a subfield of $F((D))$. A convolutional code $\mathcal{C}$ over the field $F$ can be defined as a subspace of $F((D))^{q}$ admitting a set of generators in $F(D)^{q}$ [14].

Notice that, if a subspace $\mathcal{C}$ of $F((D))^{q}$ admits a set of generators in $F(D)^{q}$, then it admits a basis in $F(D)^{q}$. Let $\left\{g_{1}(D), \ldots, g_{m}(D)\right\}$ be a basis of $\mathcal{C}$. Then

$$
\mathcal{C}=\left\{w_{1}(D) g_{1}(D)+\cdots+w_{m}(D) g_{m}(D): w_{1}(D), \ldots, w_{m}(D) \in F((D))\right\}
$$

and so, defining the rational matrix

$$
G(D):=\left[\begin{array}{c}
g_{1}(D) \\
\vdots \\
g_{m}(D)
\end{array}\right] \in F(D)^{m \times q}
$$

we can write

$$
\mathcal{C}=\left\{w(D) G(D): w(D) \in F((D))^{m}\right\}
$$

The rational matrix $G(D)$ can be seen as a map from $F((D))^{m}$ to $F((D))^{q}$ whose range coincides with the convolutional code $\mathcal{C}$. This map is called an encoder for $\mathcal{C}$. The advantage of rational encoders is the fact that they can be realized through a state space realization. More precisely, given a rational matrix $G(D) \in F(D)^{m \times q}$, there exist integers $n, l \in \mathbb{N}$ and matrices $A \in F^{n \times n}, B \in F^{m \times n}, C \in F^{n \times q}, D \in F^{m \times q}$ such that, given an input sequence $w(D)=\sum_{k} w_{k} D^{k} \in F((D))^{m}$ and an output sequence $v(D)=\sum_{k} v_{k} D^{k} \in F((D))^{q}$, we have that $v(D)=u(D) G(D)$ if and only if there exists a state sequence $x(D)=\sum_{k} x_{k} D^{k} \in F((D))^{n}$ for which the following relations hold

$$
\left\{\begin{align*}
x_{k+1} & =x_{k} A+w_{k} B  \tag{1}\\
v_{k-l} & =x_{k} C+w_{k} D
\end{align*}\right.
$$

for all $k \in \mathbb{Z}$. The vector space $F^{n}$ is called the state space, $n$ is called the dimension of the state space realization and finally the integer $l$ is called the delay of the state space realization.
3. Convolutional codes over finite Abelian groups. In general, a convolutional code over a finite Abelian group $V$ is a subgroup of the Laurent power series group $V((D))$ admitting a rational encoder, a concept which can be defined as follows. The fundamental decomposition theorem for finite Abelian groups insures that $V$ can be decomposed as the direct sum of of subgroups

$$
V=V_{1} \oplus \cdots \oplus V_{l}
$$

where $V_{i}$ are subgroups of $V$ which are isomorphic to $\left(\mathbb{Z}_{p_{i}^{s}}\right)^{q_{i}}$ and where $p_{i}$ are prime numbers in $\mathbb{Z}$. Similarly also the convolutional code $\mathcal{C}$ can be decomposed as

$$
\mathcal{C}=\mathcal{C}_{1} \oplus \cdots \oplus \mathcal{C}_{l}
$$

where each $\mathcal{C}_{i}$ is a convolutional code over $\left(\mathbb{Z}_{p_{i}^{s}}\right)^{q_{i}}$. For this reason, without loss of generality, in the sequel we will present the definitions and the results assuming that $\mathcal{C}$ is a convolutional code over $\left(\mathbb{Z}_{p^{s}}\right)^{q}$. In this case we can define the concept of convolutional code generalizing the definition we gave
for convolutional codes over fields. To this aim we need the concept of Laurent power series with coefficients in $\mathbb{Z}_{p^{s}}$, which can be defined as above and that will be denoted by $\mathbb{Z}_{p^{s}}((D))$. This is not a field, and so $\mathbb{Z}_{p^{s}}((D))^{q}$ is not a vector space but only a module over $\mathbb{Z}_{p^{s}}((D))$. While the rings $\mathbb{Z}_{p^{s}}[[D]], \mathbb{Z}_{p^{s}}[D], \mathbb{Z}_{p^{s}}\left[D^{-1}\right]$ and $\mathbb{Z}_{p^{s}}\left[D, D^{-1}\right]$ can be defined in the obvious way, more attention must be paid to the definition of rational functions [4]. The ring of rational functions over $\mathbb{Z}_{p^{s}}$ can defined as follows

$$
\mathbb{Z}_{p^{s}}(D):=\left\{p(D) / D^{m} q(D): p(D), q(D) \in \mathbb{Z}_{p^{s}}[D], q_{0}=1, m \in \mathbb{N}\right\} .
$$

Notice that according to this definition the ring of rational functions constitutes a subring of $\mathbb{Z}_{p^{s}}((D))$.

Definition. A convolutional code $\mathcal{C}$ over $\mathbb{Z}_{p^{s}}$ is a $\mathbb{Z}_{p^{s}}((D))$-submodule of $\mathbb{Z}_{p^{s}}((D))^{q}$ admitting a set of generators in $\mathbb{Z}_{p^{s}}(D)^{q}$.

The previous definition extends the definition given in $[13,12,7,4]$, since it does not requires that $\mathcal{C}$ is a free module, i.e. that $\mathcal{C}$ admits a rational basis. The generality of this extension will be clarified further by Theorem 3.2.

As above, if we take a set of generators $\left\{g_{1}(D), \ldots, g_{m}(D)\right\} \in \mathbb{Z}_{p^{s}}(D)^{q}$ of $\mathcal{C}$ and if we define from them the rational matrix $G(D) \in \mathbb{Z}_{p^{s}}(D)^{m \times q}$, we have that the rational matrix $G(D)$ can be seen as a map from $\mathbb{Z}_{p^{s}}((D))^{m}$ to $\mathbb{Z}_{p^{s}}((D))^{q}$, whose range coincides with the convolutional code $\mathcal{C}$. However, if $\mathcal{C}$ is not a free module, this map will never be an encoder for $\mathcal{C}$, since the generators $g_{1}(D), \ldots, g_{m}(D)$ will never be linearly independent and, consequently, the map associated with $G(D)$ will never be injective. In the literature devoted to linear encoder analysis, only convolutional codes admitting a rational basis have been considered. In order to overcome this difficulty we need to enlarge the class of modules which can be the input of the encoder. This is consequence of the following theorem.

Theorem 3.1. Given a subset $\mathcal{C}$ of $\mathbb{Z}_{p^{s}}((D))^{q}$, the following facts are equivalent.

1. $\mathcal{C}$ is a convolutional code over $\mathbb{Z}_{p^{s}}$.
2. There exist rational matrices $G_{i}(D) \in \mathbb{Z}_{p^{s}}(D)^{m_{i} \times q}, i=0,1, \ldots, s-$ 1 , such that
(a) $\mathcal{C}=\left\{w_{0}(D) G_{0}(D)+w_{1}(D) G_{1}(D)+\cdots+w_{s-1}(D) G_{s-1}(D):\right.$ $\left.w_{i}(D) \in p^{i} \mathbb{Z}_{p^{s}}((D))^{m_{i}}\right\} ;$
(b) there exist polynomial matrices $Y_{i}(D) \in \mathbb{Z}_{p^{s}}\left[D, D^{-1}\right]^{q \times m_{i}}$, $i=0,1, \ldots, s-1$, such that

$$
\left[\begin{array}{c}
G_{0}(D)  \tag{2}\\
G_{1}(D) \\
\vdots \\
G_{s-1}(D)
\end{array}\right]\left[\begin{array}{llll}
Y_{0}(D) & Y_{1}(D) & \ldots & Y_{s-1}(D)
\end{array}\right]=I
$$

where $I$ is the $m \times m$ identity matrix and where $m:=m_{0}+$ $m_{1}+\cdots+m_{s-1}$.
The integers $m_{i}$ are uniquely determined by $\mathcal{C}$.
Proof. (2. $\Rightarrow 1$.) is straightforward.
(1. $\Rightarrow 2$.) Observe that the ring $\mathbb{Z}_{p^{s}}(D)$ is a principal ideal ring [4] and so matrices over this ring admits the Smith form [9].

Assume now that $\mathcal{C}$ is $\mathbb{Z}_{p^{s}}((D))$-submodule of $\mathbb{Z}_{p^{s}}((D))^{q}$ admitting a set of generators in $\mathbb{Z}_{p^{s}}(D)^{q}$. This implies that there exists a matrix $L(D) \in \mathbb{Z}_{p^{s}}(D)^{l \times q}$ such that

$$
\mathcal{C}=\left\{u(D) L(D): u(D) \in \mathbb{Z}_{p^{s}}((D))^{l}\right\}
$$

Consider the Smith form of $L(D)$

$$
L(D)=A(D)\left[\begin{array}{ll}
\Lambda & 0 \\
0 & 0
\end{array}\right] B(D)
$$

where $A(D) \in \mathbb{Z}_{p^{s}}(D)^{l \times l}$ and $B(D) \in \mathbb{Z}_{p^{s}}(D)^{q \times q}$ are unimodular matrices and $\Lambda$ is the diagonal matrix

$$
\Lambda=\left[\begin{array}{cccc}
I_{m_{0}} & 0 & \cdots & 0 \\
0 & p I_{m_{1}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & p^{s-1} I_{m_{s-1}}
\end{array}\right]
$$

and where $I_{m_{i}}$ is the $m_{i} \times m_{i}$ identity matrix. Let $m:=m_{0}+m_{1}+\cdots+m_{s-1}$ and let $\bar{G}(D)$ be the submatrix of $B(D)$ formed by the first $m$ rows of $B(D)$. Notice that

$$
\begin{aligned}
\mathcal{C} & =\left\{u(D) L(D): u(D) \in \mathbb{Z}_{p^{s}}((D))^{l}\right\} \\
& =\left\{w(D) \Lambda \bar{G}(D): w(D) \in \mathbb{Z}_{p^{s}}((D))^{m}\right\}
\end{aligned}
$$

Observe now that, since $\bar{G}(D)$ is a submatrix of a unimodular matrix, there exists $\bar{Y}(D) \in \mathbb{Z}_{p^{s}}(D)^{q \times m}$ such that $\bar{G}(D) \bar{Y}(D)=I$. Moreover, there exists a polynomial $r(D) \in \mathbb{Z}_{p^{s}}\left[D, D^{-1}\right]$ such that $r(D) \bar{Y}(D)$ is a polynomial matrix. Let $Y(D):=r(D) \bar{Y}(D)$ and $G(D):=r(D)^{-1} \bar{G}(D)$. Then we have that

$$
\begin{aligned}
\mathcal{C}= & \left\{w(D) \Lambda G(D): w(D) \in \mathbb{Z}_{p^{s}}((D))^{m}\right\} \\
= & \left\{w_{0}(D) \bar{G}_{0}(D)+w_{1}(D) \bar{G}_{1}(D)+\cdots+w_{s-1}(D) \bar{G}_{s-1}(D):\right. \\
& \left.w_{i}(D) \in p^{i} \mathbb{Z}_{p^{s}}((D))^{m_{i}}\right\}
\end{aligned}
$$

where the matrices $G_{i}(D)$ are produced by the partition of $G(D)$

$$
G(D)=\left[\begin{array}{c}
G_{0}(D)  \tag{3}\\
G_{1}(D) \\
\vdots \\
G_{s-1}(D)
\end{array}\right]
$$

Moreover, by partitioning $Y(D)$ in a suitable way, we obtain that (2) holds true.

In order to prove the uniqueness of the indices $m_{i}$ introduce the following subgroups of $\mathcal{C}$

$$
\mathcal{C}_{i}:=\left\{p^{i-1} v(D): v(D) \in \mathcal{C}, p^{i} v(D)=0\right\}
$$

It can be proved that $\mathcal{C}_{i}$ are vector spaces over $\mathbb{Z}_{p}((D))$ and that they are isomorphic to $\mathbb{Z}_{p}((D))^{m_{0}+\cdots+m_{i-1}}$. This implies that the indices $m_{i}$ are canonically determined from $\mathcal{C}$.

Notice that the previous theorem has various important consequences. First, the theorem shows that there exists an injective rational encoder for any convolutional code $\mathcal{C}$ over $\mathbb{Z}_{p^{s}}$ subject to the fact that the input space is given by the Laurent series space $W((D))$, where

$$
W=W(\mathcal{C}):=\mathbb{Z}_{p^{s}}^{m_{0}} \oplus p \mathbb{Z}_{p^{s}}^{m_{1}} \oplus \cdots \oplus p^{s-1} \mathbb{Z}_{p^{s}}^{m_{s-1}}
$$

Indeed, the rational matrix $G(D) \in \mathbb{Z}_{p^{s}}(D)^{m \times q}$ introduced in (3) can be seen as an injective map from $\mathbb{Z}_{p^{s}}((D))^{m}$ to $\mathbb{Z}_{p^{s}}((D))^{q}$, and, restricting this map to the submodule $W((D))$ of $\mathbb{Z}_{p^{s}}((D))^{m}$, we obtain a new map, still denoted by the symbol $G(D)$, which is injective and whose range coincides with $\mathcal{C}$. Therefore this map can be considered an encoder for $\mathcal{C}$. The Abelian group $W(\mathcal{C})$ is called the encoding group of $\mathcal{C}$ and depends only on the convolutional code $\mathcal{C}$.

The previous theorem ensures moreover that this encoder is noncatastrophic [5] since, by property 2 b in the previous theorem, a finite support codeword in $\mathcal{C}$ must be the image of a finite support sequence in the input space $W((D))$.

Finally the previous theorem shows that a polynomial encoder can be obtained from the encoder proposed in theorem. Indeed, observe that there exists a polynomial $r(D) \in \mathbb{Z}_{p^{s}}\left[D, D^{-1}\right]$ such that $P(D):=r(D) G(D)$ is a polynomial matrix. It is clear that the polynomial matrix $P(D)$ provides a map form $W((D))$ to $\mathbb{Z}_{p^{s}}((D))^{q}$ which constitutes an encoder for the convolutional code $\mathcal{C}$.

We want to give now a more intrinsic characterization of convolutional codes over $\mathbb{Z}_{p^{s}}$. To this aim we need to introduce the concept of completeness. Given a Laurent power series $v(D)=\sum_{k} v_{k} D^{k} \in \mathbb{Z}_{p^{s}}((D))^{q}$, for any $a \leq b \in \mathbb{Z}$ we define the truncation

$$
\left.v(D)\right|_{[a, b]}:=\sum_{k=a}^{b} v_{k} D^{k}
$$

Moreover, given a subset $\mathcal{C}$ of $\mathbb{Z}_{p^{s}}((D))^{q}$, we define $\left.\mathcal{C}\right|_{[a, b]}$ to be the set of the truncations $\left.v(D)\right|_{[a, b]}$ for all $v(D) \in \mathcal{C}$.

Definition. [16] A subset $\mathcal{C}$ of $\mathbb{Z}_{p^{s}}((D))^{q}$ is said to be complete if

$$
\begin{aligned}
v(D) \in \mathbb{Z}_{p^{s}}((D))^{q} \text { such that } & \left.\left.v(D)\right|_{[k, k+L]} \in \mathcal{C}\right|_{[k, k+L]}, \forall k \in \mathbb{Z}, \\
& \forall L \in \mathbb{N} \Rightarrow v(D) \in \mathcal{C} .
\end{aligned}
$$

We can now give a result which provides a nice intrinsic characterization of convolutional codes. The proof of this theorem follows easily from [4, Lemma 3].

Theorem 3.2. Given a subset $\mathcal{C}$ of $\mathbb{Z}_{p^{\rho}}((D))^{q}$, the following facts are equivalent.

1. $\mathcal{C}$ is a convolutional code over $\mathbb{Z}_{p^{s}}$.
2. (a) $\mathcal{C}$ is a $\mathbb{Z}_{p^{s}}$-module (linearity).
(b) $D \mathcal{C}=\mathcal{C}$ (time-invariance).
(c) $\mathcal{C}$ is complete.

In fact, convolutional codes satisfy a stronger version of completeness, called strong completeness. This is defined as follows.

Definition. [16] A subset $\mathcal{C}$ of $\mathbb{Z}_{p^{\rho}}((D))^{q}$ is said to be $L$-complete if

$$
\begin{aligned}
v(D) \in \mathbb{Z}_{p^{s}}((D))^{q} \text { such that } & \left.\left.v(D)\right|_{[k, k+L]} \in \mathcal{C}\right|_{[k, k+L]}, \\
& \forall k \in \mathbb{Z} \Rightarrow v(D) \in \mathcal{C} .
\end{aligned}
$$

A subset $\mathcal{C}$ of $\mathbb{Z}_{p^{\circ}}((D))^{q}$ is said to be strongly complete if it is $L$-complete for some $L \in \mathbb{N}$.

We have the following result, whose proof can be found in [11, Prop. 2.3] or [17, Prop. 1].

Theorem 3.3. A convolutional code $\mathcal{C}$ is strongly complete.
We noticed in Theorem 3.1 that the encoding group $W(\mathcal{C})$ is canonically determined starting from the convolutional code $\mathcal{C}$ and it constitutes the right input space for all the homomorphic encoders for $\mathcal{C}$. In the canonical encoder synthesis proposed in [6] the following finite Abelian group

$$
U(\mathcal{C})=\left\{v_{0} \in \mathbb{Z}_{p^{s}}^{q}: v(D)=\sum_{k=0}^{+\infty} v_{k} D^{k} \in \mathcal{C}\right\}
$$

appeared to be the right input space for the non-homomorphic encoders proposed there. The finite Abelian group $U(\mathcal{C})$ is called the input group of the convolutional code $\mathcal{C}$.

The following result establishes the relation between the input group and the encoding group of a convolutional code.

Proposition 3.1. Let $\mathcal{C} \subseteq \mathbb{Z}_{p^{s}}((D))^{q}$ be a convolutional code over $\mathbb{Z}_{p^{s}}$. Then the finite Abelian groups $U(\mathcal{C})$ and $W(\mathcal{C})$ have the same cardinality.

Proof. The proof uses techniques from symbolic dynamics. The reader is referred to [10] for the explanation of the various concepts which will be used. Consider in $\mathbb{Z}_{p^{s}}^{q}$ the discrete topology and in $\left(\mathbb{Z}_{p^{s}}^{q}\right)^{\mathbb{Z}}$ the induced product topology. Let $\overline{\mathcal{C}}$ be the closure of $\mathcal{C}$ in $\left(\mathbb{Z}_{p^{s}}^{q}\right)^{\mathbb{Z}}$. Since $\mathcal{C}$ is complete, it can be shown that

$$
\mathcal{C}=\overline{\mathcal{C}} \cap \mathbb{Z}_{p^{s}}((D))^{q}
$$

On the other hand, it follows from Theorem 3.1 that there exists a polynomial encoder for $\mathcal{C}$

$$
\psi: W((D))^{q} \rightarrow \mathcal{C}
$$

where $W:=W(\mathcal{C})$. This encoder $\psi$ can be trivially extended to a map

$$
\bar{\psi}: W^{\mathbb{Z}} \rightarrow\left(\mathbb{Z}_{p^{s}}^{q}\right)^{\mathbb{Z}}
$$

It can be shown that $\bar{\psi}\left(W^{\mathbb{Z}}\right)=\overline{\mathcal{C}}$, while the kernel $\operatorname{ker} \bar{\psi}$ of $\bar{\psi}$ can be non-zero.

For closed time-invariant sets of trajectories, such as ker $\bar{\psi}, W^{\mathbb{Z}}$ and $\overline{\mathcal{C}}$, the important concept of topological entropy can be introduced. The entropy, which is denoted by the symbol $h(\cdot)$, is a sort of measure of the size of these sets. It is known [10] that the entropy of a closed time-invariant set of trajectories $\mathcal{B}$ which forms a group coincides with $\log _{2}|U(\mathcal{B})|$, where $|U(\mathcal{B})|$ is the cardinality of the input group of $\mathcal{B}$. It is known [10] moreover that the following additive formula holds true

$$
\begin{equation*}
h\left(W^{\mathbb{Z}}\right)=h(\overline{\mathcal{C}})+h(\operatorname{ker} \bar{\psi}) . \tag{4}
\end{equation*}
$$

These facts imply that $h\left(W^{\mathbb{Z}}\right)=\log _{2}|W|$ and moreover, since

$$
U(\operatorname{ker} \bar{\psi})=U(\operatorname{ker} \bar{\psi} \cap W((D)))=U(\operatorname{ker} \psi)=\{0\}
$$

we have that $h(\operatorname{ker} \bar{\psi})=0$. Finally, since $U(\overline{\mathcal{C}})=U(\mathcal{C})$, then $h(\overline{\mathcal{C}})=$ $\log _{2}|W|$ which yields the result.

In general the Abelian groups $W(\mathcal{C})$ and $U(\mathcal{C})$ are not isomorphic as shown in the following example.

Example. Consider the convolutional code $\mathcal{C}$ over $\mathbb{Z}_{4}$ defined as follows

$$
\mathcal{C}:=\left\{w(D) G(D): w(D) \in \mathbb{Z}_{4}((D))\right\}
$$

where $G(D):=\left[\begin{array}{ll}2 & D\end{array}\right] \in \mathbb{Z}_{4}(D)^{1 \times 2}$. It is clear that $G(D)$ provides an encoder for $\mathcal{C}$ and this implies that $W(\mathcal{C})=\mathbb{Z}_{4}$. On the other hand it can be shown that $U(\mathcal{C})=2 \mathbb{Z}_{4} \oplus 2 \mathbb{Z}_{4}$. Therefore in this case we have that $W(\mathcal{C})$ and $U(\mathcal{C})$ are not isomorphic.
4. Generalized convolutional codes. In the following we provide also a generalized version of a convolutional code, which corresponds to a convolutional code without the requirement of rationality of the generators. We will then compare this class of codes with the class of convolutional codes.
Definition. A generalized convolutional code $\mathcal{C}$ over $\mathbb{Z}_{p^{s}}$ is a $\mathbb{Z}_{p^{s}}((D))$ submodule of $\mathbb{Z}_{p^{s}}((D))^{q}$.

It is interesting to notice that this generalization of convolutional codes can be introduce also in the context of convolutional codes over fields as the following example clarifies.
Example. Consider the systematic encoder $\left[\begin{array}{ll}1 & a(D)] \in \mathbb{Z}_{2}[[D]]^{1 \times 2} \text {, }, \text {, }\end{array}\right.$ where

$$
a(D)=\sum_{k=0}^{+\infty} D^{2^{k}}
$$

Since $a(D)$ is not rational, this encoder clearly defines a generalized convolutional code. Notice that this code has infinite free distance, but, as we will clarify in the sequel, does not admit an encoder which can be realized by finite state space realization.

Also in this case, if we take a set of generators $\left\{g_{1}(D), \ldots, g_{m}(D)\right\} \in$ $\mathbb{Z}_{p^{s}}((D))^{q}$ of $\mathcal{C}$ and if we define from them the matrix $G(D) \in \mathbb{Z}_{p^{s}}((D))^{m \times q}$, we have that the matrix $G(D)$ can be seen as a map from $\mathbb{Z}_{p^{s}}((D))^{m}$ to $\mathbb{Z}_{p^{s}}((D))^{q}$, whose range coincides with the convolutional code $\mathcal{C}$. However, also in this case we may have that no such maps are injective. This problem can be solved as we did for convolutional codes, i.e. by enlarging the class of modules which can be the input of the encoder. More precisely, we can find a subgroup $W$ of $\mathbb{Z}_{p^{s}}^{m}$, and a matrix $G(D) \in \mathbb{Z}_{p^{s}}((D))^{m \times q}$ such that, by restricting this map to the submodule $W((D))$ of $\mathbb{Z}_{p^{s}}((D))^{m}$, we obtain a new map, still denoted by the symbol $G(D)$, which is injective and whose range coincides with $\mathcal{C}$. Therefore this map can be considered an encoder for $\mathcal{C}$. In this case $G(D)$ will be called a generalized encoder for the generalized convolutional code $\mathcal{C}$.

These facts are shown by the following Theorem where we provide also an intrinsic characterization for such class of codes. To this aim, we need to introduce first a weakened version of the concept of completeness.
Definition. A subset $\mathcal{C}$ of $\mathbb{Z}_{p^{s}}((D))^{q}$ is said to be past-complete if

$$
\begin{aligned}
v(D) \in \mathbb{Z}_{p^{s}}((D))^{q} \quad \text { such that } & \left.\left.v(D)\right|_{(-\infty, b]} \in \mathcal{C}\right|_{(-\infty, b]}, \\
& \forall b \in \mathbb{Z} \Rightarrow v(D) \in \mathcal{C}
\end{aligned}
$$

Theorem 4.1. Given a subset $\mathcal{C}$ of $\mathbb{Z}_{p^{s}}((D))^{q}$. Then the following facts are equivalent.

1. $\mathcal{C}$ is a generalized convolutional code over $\mathbb{Z}_{p^{s}}$.
2. (a) $\mathcal{C}$ is a $\mathbb{Z}_{p^{s}}$-module (linearity).
(b) $D \mathcal{C}=\mathcal{C}$ (time-invariance).
(c) $\mathcal{C}$ is past-complete.
3. There exists a subgroup $W$ of $\mathbb{Z}_{p^{s}}^{m}$ and a right invertible $G(D) \in$ $\mathbb{Z}_{p^{s}}((D))^{m \times q}$ such that $G(D): W((D)) \rightarrow \mathbb{Z}_{p^{s}}((D))^{q}$ provides a generalized encoder for $\mathcal{C}$.
Moreover, if $G_{1}(D): W_{1}((D)) \rightarrow \mathbb{Z}_{p^{s}}((D))^{q}$ and $G_{2}(D): W_{2}((D)) \rightarrow$ $\mathbb{Z}_{p^{s}}((D))^{q}$ are two generalized encoders for $\mathcal{C}$, then the groups $W_{1}$ and $W_{2}$ are isomorphic.
 trivial. We have to prove that $\mathcal{C}$ is past-complete. Let $v(D) \in \mathbb{Z}_{p^{s}}((D))^{q}$ be such that $\left.\left.v(D)\right|_{(-\infty, t]} \in \mathcal{C}\right|_{(-\infty, t]}$ for every $t \in \mathbb{N}$. Then for every $t \in \mathbb{N}$ there exists $v^{t}(D) \in \mathcal{C}$ such that

$$
\left.v(D)\right|_{(-\infty, t]}=\left.v^{t}(D)\right|_{(-\infty, t]}
$$

Let $G(D)$ be a right invertible matrix in $\mathbb{Z}_{p^{s}}((D))^{m \times q}$ providing a generalized encoder $G(D): W((D)) \rightarrow \mathbb{Z}_{p^{s}}((D))^{q}$ for $\mathcal{C}$. Notice that there exists $w^{t}(D) \in W((D))$ such that $v^{t}(D)=w^{t}(D) G(D)$. It is not restrictive to assume that $G(D)$ is causal. Assume moreover that the right inverse of $G(D)$ has support in $[-l,+\infty)$, with $l \geq 0$ Define $w(D) \in W((D))$ as follows

$$
w_{k}:= \begin{cases}w_{k}^{0} & \text { if } k<-l \\ w_{k}^{k+l} & \text { if } k \geq-l\end{cases}
$$

Observe that $v^{t+n}(D)-v^{t}(D)$ has support in $[t+1,+\infty)$ for all $n \in \mathbb{N}$ and this implies that $w^{t+n}(D)-w^{t}(D)$ has support in $[t-l+1,+\infty)$ and so $\left.w^{t}(D)\right|_{(-\infty, t-l]}=\left.w^{t+n}(D)\right|_{(-\infty, t-l]}$ for all $n \in \mathbb{N}$. ¿From this we can argue that for any $\tau \leq t$ we have that $w_{\tau}=w_{\tau}^{\tau+l}=w_{\tau}^{t+l}$ showing that $\left.w(D)\right|_{[(-\infty, t]}=\left.w^{t+l}(D)\right|_{(-\infty, t]}$. Using the causality of $G(D)$, this implies that

$$
\begin{aligned}
\left.w(D) G(D)\right|_{(-\infty, t]} & =\left.w^{t+l}(D) G(D)\right|_{(-\infty, t]}=\left.v^{t+l}(D)\right|_{(-\infty, t]} \\
& =\left.v^{t}(D)\right|_{(-\infty, t]}=\left.v(D)\right|_{(-\infty, t]}
\end{aligned}
$$

Since this happens for all $t$, we can argue that $v(D)=w(D) G(D)$ and so $v(D) \in \mathcal{C}$.
$\left(2 . \Rightarrow 1\right.$.) We have to show that $\mathcal{C}$ is a $\mathbb{Z}_{p^{s}}((D))$-submodule of $\mathbb{Z}_{p^{s}}((D))^{q}$. Let $v(D) \in \mathcal{C}$ and assume that $v(D)$ has support in $\left[t_{0},+\infty\right)$ for some $t_{0} \in \mathbb{Z}$. Let $r(D)=\sum_{i=l}^{+\infty} r_{i} D^{i} \in \mathbb{Z}_{p^{s}}((D))$. Then, for all $t \in \mathbb{Z}$ we have that

$$
\left.(r(D) v(D))\right|_{(-\infty, t]}=\left.\left.\left(\sum_{i=l}^{t-t_{0}} r_{i} D^{i} v(D)\right)\right|_{(-\infty, t]} \in \mathcal{C}\right|_{(-\infty, t]}
$$

The result now immediately follows from past-completeness.
$\left(1 . \Rightarrow 3\right.$.) Observe first that $\mathbb{Z}_{p^{s}}((D))^{q}$ is a free module over the ring $\mathbb{Z}_{p^{s}}((D))$. It can be shown that this ring is a principal ideal ring. Indeed, observe that any Laurent power series $a(D) \in \mathbb{Z}_{p^{s}}((D))$ can be expressed as $a(D)=p^{i}(b(D)-p c(D))$, where $b(D)$ has unitary trailing coefficient. Observe moreover that

$$
(b(D)-p c(D))\left(b(D)^{s-1}+b(D)^{s-2} p c(D)+\ldots+p^{s-1} c(D)^{s-1}\right)=b(D)^{s}
$$

which is a unit in $\mathbb{Z}_{p^{s}}((D))$. Therefore also $(b(D)-p c(D))$ is a unit in $\mathbb{Z}_{p^{s}}((D))$. This shows that this ring is a principal ideal ring.

Assume now that $\mathcal{C}$ is a $\mathbb{Z}_{p^{s}}((D))$-submodule of $\mathbb{Z}_{p^{s}}((D))^{q}$. This implies that there exists a matrix $L(D) \in \mathbb{Z}_{p^{s}}((D))^{l \times q}$ such that

$$
\mathcal{C}=\left\{w(D) L(D): w(D) \in \mathbb{Z}_{p^{s}}((D))^{l}\right\}
$$

Consider the Smith form of $L(D)$, whose existence is ensured by the fact that the ring $\mathbb{Z}_{p^{s}}((D))$ is a principal ideal ring [9]

$$
L(D)=A(D)\left[\begin{array}{cc}
\Lambda & 0 \\
0 & 0
\end{array}\right] B(D)
$$

where $A(D) \in \mathbb{Z}_{p^{s}}((D))^{l \times l}$ and $B(D) \in \mathbb{Z}_{p^{s}}((D))^{q \times q}$ are unimodular matrices and $\Lambda$ is the diagonal matrix

$$
\Lambda=\left[\begin{array}{cccc}
I_{m_{0}} & 0 & \cdots & 0 \\
0 & p I_{m_{1}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & p^{s-1} I_{m_{s-1}}
\end{array}\right]
$$

and where $I_{m_{i}}$ is the $m_{i} \times m_{i}$ identity matrix. Let $m:=m_{0}+m_{1}+\cdots+m_{s-1}$ and let $G(D)$ be the submatrix of $B(D)$ formed by the first $m$ rows of $B(D)$. Consider moreover the Abelian group

$$
W:=\bigoplus_{i=1}^{s-1} p^{i} \mathbb{Z}_{p^{s}}^{l_{i}}
$$

It is easy to verify that $G(D)$ is right invertible, since it is a portion of a unimodular matrix, and that it induces a generalized encoder for $\mathcal{C}$ with input space $W((D))$.

In order to prove the uniqueness of the Abelian group $W$ we have to show that the indices $l_{i}$, which determine $W$, can be canonically determined from $\mathcal{C}$. This fact can be proved using the same argument used in the proof of Theorem 3.1.

Notice that, as observed in the previous theorem, also for generalized convolutional codes the concept of encoding group is well defined.

We complete the comparison between generalized convolutional codes and convolutional codes by giving the following result. We need to introduce the concept of canonical state space of a generalized convolutional code. Given a generalized convolutional code $\mathcal{C} \subseteq \mathbb{Z}_{p^{s}}((D))^{q}$, we define

$$
X(\mathcal{C}):=\frac{\mathcal{C}}{\mathcal{C}_{+} \oplus \mathcal{C}_{-}}
$$

where $\mathcal{C}_{+}:=\mathcal{C} \cap \mathbb{Z}_{p^{s}}[[D]]^{q}$ and where $\mathcal{C}_{-}:=\mathcal{C} \cap D^{-1} \mathbb{Z}_{p^{s}}\left[D^{-1}\right]^{q}$. This is called the canonical state space of $\mathcal{C}$. This is a group which plays a fundamental role in the analysis of the complexity of the trellis representations of group codes [6].

THEOREM 4.2. Let $\mathcal{C} \subseteq \mathbb{Z}_{p^{s}}((D))^{q}$ be a generalized convolutional code over $\mathbb{Z}_{p^{\text {s }}}$. Then the following facts are equivalent.

1. $\mathcal{C}$ is a convolutional code over $\mathbb{Z}_{p^{s}}$.
2. The canonical state space $X(\mathcal{C})$ is a finite Abelian group.

Proof. ( $1 . \Rightarrow 2$.) In the proof of this implication we use the fact that a convolutional code is strongly complete and so it is $L$-complete for some $L \in \mathbb{N}$. Consider the the homomorphism

$$
\pi: \mathcal{C}_{\mid[0, L]} \rightarrow X(\mathcal{C})
$$

defined as follows: given $m(D) \in \mathcal{C}_{\mid[0, L]}$, let $v(D) \in \mathcal{C}$ be such that $\left.v(D)\right|_{[0, L]}=m(D)$ and define $\pi(m(D)):=v(D)+\mathcal{C}_{-}+\mathcal{C}_{+}$. This is a good definition. Actually, if $v^{\prime}(D) \in \mathcal{C}$ is such that $\left.v^{\prime}(D)\right|_{[0, L]}=m(D)$, then $\delta(D):=v(D)-v^{\prime}(D) \in \mathcal{C}$ and $\delta(D)_{[0, L]}=0$ and so, by $L$-completeness, the signal $v_{1}(D)$ such that $\left.v_{1}(D)\right|_{(-\infty,-1]}=\left.\delta(D)\right|_{(-\infty,-1]}$ and $\left.v_{1}(D)\right|_{[0,+\infty)}=0$ is in $\mathcal{C}$. It is clear that $v_{1}(D) \in \mathcal{C}_{-}$and $v_{2}(D):=\delta(D)-v_{1}(D) \in \mathcal{C}_{+}$. Therefore $\delta(D) \in \mathcal{C}_{-}+\mathcal{C}_{+}$. The map $\pi$ is clearly surjective and so $X(\mathcal{C})$ is isomorphic to $\mathcal{C}_{[0, L]} / \operatorname{ker} \pi$ that is a finite Abelian group.
$(2 . \Rightarrow 1$.) To prove this implication we need a preliminary fact. Consider the decreasing sequence of Abelian groups

$$
\begin{equation*}
\mathcal{C}_{i}:=\left\{v(D) \in \mathcal{C}:\left.v(D)\right|_{[0, i]}=0\right\}, \quad i \in \mathbb{N} \tag{5}
\end{equation*}
$$

Notice that

$$
\left.\left.\mathcal{C}_{-} \subseteq \mathcal{C}_{i}\right|_{(-\infty,-1]} \subseteq \mathcal{C}\right|_{(-\infty,-1]}
$$

This implies that

$$
\frac{\left.\mathcal{C}_{i}\right|_{(-\infty,-1]}}{\mathcal{C}_{-}} \subseteq \frac{\left.\mathcal{C}\right|_{(-\infty,-1]}}{\mathcal{C}_{-}}
$$

and the right hand side is known [6, State space theorem] to be isomorphic to $X(\mathcal{C})$. This fact implies that the sequence of Abelian groups (5) must become stationary, i.e., there exists $L \in \mathbb{N}$ such that $\mathcal{C}_{i}=\mathcal{C}_{L}$ for all $i \geq L$.

To prove the implication we need only to prove that $\mathcal{C}$ is complete. Assume that $v(D) \in \mathbb{Z}_{p^{s}}((D))^{q}$ is such that $\left.\left.v(D)\right|_{[k, k+N]} \in \mathcal{C}\right|_{[k, k+N]}$ for all $k \in \mathbb{Z}$ and $N \in \mathbb{N}$. We want to show that $v(D) \in \mathcal{C}$. It is not restrictive to assume that $v(D) \in \mathbb{Z}_{p^{s}}[[D]]^{q}$. Then we have that $\left.\left.v(D)\right|_{[-L, n]} \in \mathcal{C}\right|_{[-L, n]}$ for all $n \in \mathbb{N}$. Therefore for every $n \in \mathbb{N}$ there exists $v_{n}(D) \in \mathcal{C}$ such that $\left.v_{n}(D)\right|_{[-L, n]}=\left.v(D)\right|_{[-L, n]}$. Notice that

$$
\begin{equation*}
D^{L} v_{n}(D) \in \mathcal{C}_{L}=\mathcal{C}_{i}, \quad \forall i \geq L \tag{6}
\end{equation*}
$$

Define $v_{1 n}(D):=\left.v_{n}(D)\right|_{(-\infty,-1]}$ and $v_{2 n}(D):=v_{n}(D)-v_{1 n}(D)$. From (6) we can argue that $\left.\left.v_{1 n}(D)\right|_{(-\infty, m]} \in \mathcal{C}\right|_{(-\infty, m]}$ for all $m \in \mathbb{N}$, and this, by past completeness, implies that $v_{1 n}(D) \in \mathcal{C}$ and that $v_{2 n}(D) \in \mathcal{C}$. Observe finally that

$$
\left.v(D)\right|_{(-\infty, n]}=\left.\left.v_{2 n}(D)\right|_{(-\infty, n]} \in \mathcal{C}\right|_{(-\infty, n]}
$$

which again, by past completeness, implies that $v(D) \in \mathcal{C}$.
5. State space realization of encoders. In this last section we will consider the problem of state space realization of encoders. More precisely we will show how to characterize non-rational, rational and polynomial encoders in terms of their state space realizations.

Let $W$ and $V$ be finite Abelian groups. An element

$$
\begin{equation*}
N(D)=\sum_{k=l}^{+\infty} N_{k} D^{k} \in \operatorname{Hom}(W, V)((D)) \tag{7}
\end{equation*}
$$

naturally induces a time-invariant homomorphism

$$
\begin{array}{lll}
N(D): & W((D)) & \rightarrow V((D))  \tag{8}\\
& w(D) & \mapsto v(D)=N(D)(w(D))
\end{array}
$$

by letting

$$
\begin{equation*}
v_{k}:=\sum_{i=l}^{+\infty} N_{i}\left(w_{k-i}\right) \tag{9}
\end{equation*}
$$

Operators defined in this way are called convolution operators. If $N(D)$ in (7) is non-zero, then we can assume that $N_{l} \neq 0$. The non-negative integer $\max \{0, l\}$ is called the anticipation of the convolution operator. Convolution operators with zero anticipation are called causal.

It is clear that, when $W=\mathbb{Z}_{p^{s}}^{m}$ and $V=\mathbb{Z}_{p^{s}}^{q}$, then $\operatorname{Hom}(W, V)((D))=$ $\mathbb{Z}_{p^{s}}((D))^{m \times q}$ and $N(D) \in \operatorname{Hom}(W, V)((D))$ operates on elements in $\mathbb{Z}_{p^{s}}((D))^{m}$ by right multiplication.

When $N(D) \in \operatorname{Hom}(W, V)\left[D, D^{-1}\right]$, it is called a polynomial convolution operator. A convolution operator $N(D) \in \operatorname{Hom}(W, V)((D))$ is
said to be rational if there exist polynomial convolution operator $P(D) \in$ $\operatorname{Hom}(W, V)\left[D, D^{-1}\right]$ and polynomial $r(D) \in \mathbb{Z}\left[D, D^{-1}\right]$ having unitary trailing coefficient such that

$$
r(D) N(D)=P(D)
$$

The class of rational convolution operators is denoted by the symbol $\operatorname{Hom}(W, V)(D)$. Also in this case it is not difficult to verify that, when $W=\mathbb{Z}_{p^{s}}^{m}$ and $V=\mathbb{Z}_{p^{s}}^{q}$, then $\operatorname{Hom}(W, V)(D)=\mathbb{Z}_{p^{s}}(D)^{m \times q}$.

Let $W$ and $V$ be finite Abelian groups and let $N(D): W((D)) \rightarrow$ $V((D))$ be a convolution operator. A state-space realization of $N(D)$ is a quadruple ( $X, f, g, l$ ), where $X$ is a set called the state space, $f$ and $g$ are maps

$$
\begin{array}{l:l}
f & : \\
g \times W \longrightarrow X \\
g & : \\
X \times W \longrightarrow V
\end{array}
$$

and $l \in \mathbb{N}$ is called the anticipation of the realization, such that, given $w(D) \in W((D))$ and $v(D) \in V((D))$, we have that $v(D)=N(D)(w(D))$ if and only if there exists a sequence $\left(x_{k}\right) \in X^{\mathbb{Z}}$ for which the following relations hold

$$
\left\{\begin{align*}
x_{k+1} & =f\left(x_{k}, w_{k}\right)  \tag{10}\\
v_{k-l} & =g\left(x_{k}, w_{k}\right)
\end{align*}\right.
$$

for all $k \in \mathbb{Z}$. When the state space $X$ is also an Abelian group and $f$ and $g$ are homomorphisms, $(X, f, g, l)$ is called a linear state-space realization of $N(D)$.

In the following proposition we show that all convolution operators admit a state space realization.

Proposition 5.1. Let $W$ and $V$ be finite Abelian groups and let $\psi: W((D)) \rightarrow V((D))$ be a time invariant homomorphism. The following conditions are equivalent

1. $\psi$ is a convolution operator with anticipation $l$.
2. $\psi$ admits a linear state-space realization with anticipation $l$.

Proof. ( $1 . \Rightarrow 2$.) This implication is based on the existence of a canonical realization of input/output maps [8]. Assume that $\psi$ is a convolution operator with anticipation $l$. Then the map $\tilde{\psi}$ mapping $w(D)$ into $D^{l} \psi(w(D))$ is causal. It is clear that, in order to prove this implication, it is sufficient to show that $\tilde{\psi}$ admits a linear state-space realization with zero anticipation.

Consider the following quotient group

$$
\begin{equation*}
X(\tilde{\psi}):=\frac{D^{-1} W\left[D^{-1}\right]}{D^{-1} W\left[D^{-1}\right] \cap \tilde{\psi}^{-1}\left(D^{-1} V\left[D^{-1}\right]\right)} \tag{11}
\end{equation*}
$$

and define $f_{\tilde{\psi}}: X(\tilde{\psi}) \times W \rightarrow X(\tilde{\psi})$ and $g_{\tilde{\psi}}: X(\tilde{\psi}) \times W \rightarrow V$ in the following way: let $a \in W$ and $x \in X(\tilde{\psi})$ and let $w(D) \in D^{-1} W\left[D^{-1}\right]$ be any of the
representatives of $x$. Let $\tilde{w}(D) \in D^{-1} W\left[D^{-1}\right]$ be such that $\tilde{w}_{k}=w_{k+1}$ for all $k \leq-2$ and $\tilde{w}_{-1}:=a$. Let $\bar{x}$ be the state associated with $\bar{w}(D)$ and $v(D):=\psi(\tilde{w}(D))$. We define

$$
\begin{aligned}
& f_{\tilde{\psi}}(x, a):=\tilde{x} \\
& g_{\tilde{\psi}}(x, a):=v_{0} .
\end{aligned}
$$

Standard considerations show that $\left(X(\tilde{\psi}), f_{\tilde{\psi}}, g_{\tilde{\psi}}, 0\right)$ is a linear state-space realization for $\bar{\psi}$ and so, letting $X(\psi):=X(\tilde{\psi}), f_{\psi}:=f_{\tilde{\psi}}$ and $g_{\psi}:=g_{\tilde{\psi}}$, we obtain that $\left(X(\psi), f_{\psi}, g_{\psi}, l\right)$ is a linear state-space realization for $\psi$.
$(2 . \Rightarrow 1$.) Assume that $\psi$ admits a linear realization with delay $l$. Define $\tilde{\psi}$ from $\psi$ as above. Then $\tilde{\psi}$ admits a linear realization with zero anticipation. We now prove that $\tilde{\psi}$ is a causal convolution operator which implies that $\psi$ is a convolution operator with anticipation $l$. First observe that, if $w(D) \in W[[D]]$, then $\tilde{\psi}(w(D)) \in V[[D]]$. Define recursively, $x \in X[[D]]$ by

$$
\left\{\begin{align*}
x_{k+1} & =f\left(x_{k}, w_{k}\right) k \geq 0  \tag{12}\\
x_{0} & =0
\end{align*}\right.
$$

Then define $v(D) \in V[[D]]$ by

$$
v_{k}=g\left(x_{k}, w_{k}\right)
$$

It is easy to verify that $w(D), x(D), v(D)$ satisfy the state equations (10) and this implies that $\tilde{\psi}(w(D))=v(D) \in V[[D]]$.

For each $k \in \mathbb{Z}$ consider the homomorphism $N_{k} \in \operatorname{Hom}(W, V)$ defined as follows. Take $a \in W$ and consider it as an element in $W((D))$. Let $v(D):=\tilde{\psi}(a)$ and let $N_{k}(a):=v_{k}$. From $N_{k} \in \operatorname{Hom}(W, V)$ we can define the causal convolution operator $N(D):=\sum_{k} N_{k} D^{k}$. We want to show that the maps $\tilde{\psi}$ and $N(D)$ coincide. Observe that, by linearity and time invariance, these maps coincides over the subset $W\left[D, D^{-1}\right]$ of $W((D))$. Observe moreover that, if $w(D) \in W((D))$, then

$$
\tilde{\psi}(w(D))=\tilde{\psi}\left(\left.w(D)\right|_{(-\infty, k]}\right)+\tilde{\psi}\left(\left.w(D)\right|_{[k+1,+\infty)}\right)
$$

By causality of $\tilde{\psi}$ we have that the support of $\tilde{\psi}\left(\left.w(D)\right|_{[k+1,+\infty)}\right)$ is contained in $[k+1,+\infty)$ and so

$$
\tilde{\psi}(w(D))_{(-\infty, k]}=\left.\tilde{\psi}\left(\left.w(D)\right|_{(-\infty, k]}\right)\right|_{(- \text {infty }, k]}
$$

In a similar way it can be shown that

$$
N(D)(w(D))_{(-\infty, k]}=\left.N(D)\left(\left.w(D)\right|_{(-\infty, k]}\right)\right|_{(-\infty, k]}
$$

Observe finally that, since $\left.w(D)\right|_{(-\infty, k]} \in W\left[D, D^{-1}\right]$, then

$$
N(D)\left(\left.w(D)\right|_{(-\infty, k]}\right)=\tilde{\psi}\left(\left.w(D)\right|_{(-\infty, k]}\right)
$$

Therefore $N(D)(w(D)$ and $\bar{\psi}(w(D))$ coincide on $(-\infty, k]$ for every $k$, and so they must coincide.

For a convolutional operator $\psi: W((D)) \rightarrow V((D))$ the linear statespace realization $\left(X(\psi), f_{\psi}, g_{\psi}, l\right)$ introduced in the proof of $(1 . \Rightarrow 2$.) of Proposition 5.1 is called the canonical realization and possesses an important minimality property. To illustrate this consider another state space realization $(X, f, g, l)$ of $\psi$

$$
\left\{\begin{align*}
x_{k+1} & =f\left(x_{k}, w_{k}\right)  \tag{13}\\
v_{k} & =g\left(x_{k}, w_{k}\right)
\end{align*} \quad \forall k \in \mathbb{Z}\right.
$$

where we don't necessarily assume that $f$ and $g$ are homomorphisms. Consider the set

$$
\begin{array}{r}
X_{0}:=\left\{z \in X: \exists w(D) \in W((D)), v(D) \in V((D)),\left(x_{k}\right) \in X^{\mathbb{Z}}\right. \\
\text { satisfying (13) and } \left.x_{0}=z\right\}
\end{array}
$$

and define

$$
\pi \quad: \quad X_{0} \quad \rightarrow X(\psi)
$$

as follows: given a $z \in X_{0}$, suppose that $w(D) \in W((D)), v(D) \in V((D))$, $\left(x_{k}\right) \in X^{\mathbb{Z}}$ satisfy (13) and that $x_{0}=z$. Then define

$$
\pi(z):=\left.w(D)\right|_{(-\infty,-1]}+D^{-1} W\left[D^{-1}\right] \cap \tilde{\psi}^{-1}\left(D^{-1} V\left[D^{-1}\right]\right)
$$

It is easy to see that $\pi$ is a well-defined surjective map. This shows that the cardinality of $X(\psi)$ must be less than or equal to the cardinality of the state space $X$.

It may happen that the convolution operator admits only state realization with infinite cardinality state space. The following proposition shows that only rational convolution operators admits state realization with finite cardinality state space. This result is quite classical [2, 3, 15]. Nonetheless, for aims of completeness, we prefer to give a sketch of the proof of this result, following [3].

Proposition 5.2. Let $W$ and $V$ be finite Abelian groups and let $\psi: W((D)) \rightarrow V((D))$ be a time invariant homomorphism. The following conditions are equivalent

1. $\psi$ is a rational convolution operator.
2. $\psi$ admits a linear state-space realization with a finite Abelian group as state space.
Proof. Notice first that, as in Proposition 5.1, we can assume without loss of generality that $\psi$ is causal convolution operator.
(2. $\Rightarrow 1$.) By hypothesis we have that the canonical state space $X(\psi)$ is a finite Abelian group and so it is a finitely generated $\mathbb{Z}$-module. The multiplication by $D^{-1}$ naturally induces a homomorphism $\pi$ from $X(\psi)$ into
itself. This implies that $X(\psi)$ is a $\mathbb{Z}\left[D^{-1}\right]$-module. Applying Nakayama's lemma [1, Proposition 2.4], there exists a polynomial

$$
r(D)=D^{-n}+\sum_{i=0}^{n-1} r_{i} D^{-i} \in \mathbb{Z}\left[D^{-1}\right]
$$

such that

$$
\begin{equation*}
r(D) X(\psi)=0 \tag{14}
\end{equation*}
$$

We want to show that $r(D) \psi \in \operatorname{Hom}(W, V)\left[D, D^{-1}\right]$. To this aim, it is enough to prove that for any finitely supported $w(D) \in W\left[D, D^{-1}\right]$ we have that $r(D) \psi(w(D))$ is finitely supported. Notice that we can assume without loss of generality that $w(D) \in D^{-1} W\left[D^{-1}\right]$. Equation (14) implies that $r(D) w(D) \in \psi^{-1}\left(D^{-1} V\left[D^{-1}\right]\right)$ and so

$$
r(D) \psi(w(D))=\psi(r(D) w(D)) \in D^{-1} V\left[D^{-1}\right]
$$

which must be finitely supported.
$\left(1 . \Rightarrow 2\right.$.) Since $\psi$ is rational, then there exists a $r=\sum_{i=0}^{n} r_{i} D^{-i} \in$ $\mathbb{Z}\left[D^{-1}\right]$ having unitary trailing coefficient such that $r(D) \psi \in \operatorname{Hom}(W, V)$ $\left[D, D^{-1}\right]$. It is possible to choose $r(D) \in \mathbb{Z}\left[D^{-1}\right]$ such that $r(D) \psi \in$ $\operatorname{Hom}(W, V)\left[D^{-1}\right]$. This implies that, for any $w(D) \in D^{-1} W\left[D^{-1}\right]$, we have that $r(D) \psi(w(D)) \in D^{-1} V\left[D^{-1}\right]$. Consider the homomorphism

$$
\begin{array}{cccc}
\mu & : & X(\psi) & \rightarrow
\end{array} V^{n}
$$

It is easy to see that this homomorphism is well defined. It is injective. Indeed, let $w(D) \in D^{-1} W\left[D^{-1}\right]$ and $v(D):=\psi(w(D))$ and assume that $\left.v(D)\right|_{[0, n-1]}=0$. Since $r(D) v(D)=\psi(r(D) w(D)) \in D^{-1} V\left[D^{-1}\right]$, we have that

$$
\sum_{i=0}^{n} r_{i} v_{k+i}=0 \quad \forall k \geq 0
$$

This together with the fact that $v(D)_{\mid[0, n-1]}=0$ implies that $\left.v(D)\right|_{[0,+\infty)}=$ 0 . The fact that $\mu$ is injective and that the codomain of $\mu$ is finite implies that $X(\psi)$ must be finite.

Also polynomial shift operators admit a nice characterization as shown in the following theorem. For proving it we need the following lemma.

Lemma 5.1. Let $X$ be a finite Abelian group which is a $\mathbb{Z}\left[\left[D^{-1}\right]\right]$ module. Then there exists $n \in \mathbb{N}$ such that $D^{-n} X=0$
Proof. Consider the ideal of annihilators

$$
\mathcal{A}:=\left\{s(D) \in \mathbb{Z}\left[\left[D^{-1}\right]\right]: s(D) X=0\right\}
$$

Since $X$ is finite and since it is $\mathbb{Z}\left[D^{-1}\right]$-module, applying Nakayama's lemma [1, Proposition 2.4], there exists in $\mathcal{A}$ a polynomial

$$
r(D)=r_{0}+r_{1} D^{-1}+\ldots+r_{n-1} D^{-n+1}+D^{-n} \in \mathbb{Z}\left[D^{-1}\right] .
$$

Fix any prime number $p \in \mathbb{Z}$. The polynomial $r(D)$ can be decomposed as $r(D)=h(D)+p g(D)$, where $h(D)=h_{m} D^{-m}+h_{m+1} D^{-m-1}+\ldots$ has coefficient $h_{m}, m \leq n$, which is not divisible by $p$. Then there exist $\alpha, \beta \in \mathbb{Z}$ such that $\alpha h_{m}+\beta p=1$. This implies that

$$
\begin{aligned}
\alpha r(D) & =\alpha\left(h_{m} D^{-m}+h_{m+1} D^{-m-1}+\ldots\right)+p \alpha g(D)= \\
& =\left(D^{-m}+\alpha h_{m+1} D^{-m-1}+\ldots\right)+p\left(\alpha g(D)-\beta D^{-m}\right)
\end{aligned}
$$

The first term of the previous sum is invertible in $\mathbb{Z}\left[\left[D^{-1}\right]\right]$. Taking into account that $m \leq n$, this implies that $D^{-n}+p q(D) \in \mathcal{A}$ for some $q(D) \in$ $\mathbb{Z}\left[\left[D^{-1}\right]\right]$. Notice now that for any $x \in X$ we have that $\left(D^{-n}+p q(D)\right) x=0$ and so we have that $D^{-n} x=p y$ for some $y \in X$ depending on $p$. Since this is true for any prime number $p$, this implies that $D^{-n} x=0$ and so $D^{-n} X=0$.

Proposition 5.3. Let $W$ and $V$ be finite Abelian groups and let $\psi: W((D)) \rightarrow V((D))$ be a time invariant homomorphism. The following conditions are equivalent.

1. $\psi$ is a polynomial convolution operator.
2. $\psi$ can be extended to a time invariant homomorphism $\tilde{\psi}: W^{\mathbb{Z}} \rightarrow$ $V^{\mathbb{Z}}$ admitting a linear state space realization with a finite Abelian group as state space.
Proof. ( $1 . \Rightarrow 2$.) It is clear that a polynomial convolution operator $\psi$ can be extended to a time invariant homomorphism $\tilde{\psi}: W^{\mathbb{Z}} \rightarrow V^{\mathbb{Z}}$. This operator admits a canonical state space realization with state space

$$
\begin{equation*}
X(\tilde{\psi}):=\frac{D^{-1} W\left[\left[D^{-1}\right]\right]}{D^{-1} W\left[\left[D^{-1}\right]\right] \cap \tilde{\psi}^{-1}\left(D^{-1} V\left[\left[D^{-1}\right]\right]\right)} \tag{15}
\end{equation*}
$$

The fact that this Abelian group is finite can be shown using the same arguments used in the proof of the implication (1. $\Rightarrow 2$.) of the previous proposition.
$(2 . \Rightarrow 1$.) Since the state realization of $\tilde{\psi}$ is a state realization also of $\psi$, by Proposition 5.2 we have that $\psi$ is a rational convolution operator. The fact that it is a convolution operator allows us to assume without loss of generality that $\psi$ is causal. Consider the canonical state space $X(\tilde{\psi})$ of $\tilde{\psi}$. By the same arguments used above it can be shown that the state space $X(\tilde{\psi})$ of the canonical state space realization has smaller cardinality than every other state space realization of $\tilde{\psi}$. This shows that $X(\tilde{\psi})$ has finite cardinality. To prove the assertion we need to prove the following intermediate fact.

Fact: $X(\tilde{\psi})$ is a $\mathbb{Z}\left[\left[D^{-1}\right]\right]$-module.
Since $D^{-1} W\left[\left[D^{-1}\right]\right]$ is clearly a $\mathbb{Z}\left[\left[D^{-1}\right]\right]$-module, it is enough to prove that $\mathcal{W}:=D^{-1} W\left[\left[D^{-1}\right]\right] \cap \tilde{\psi}^{-1}\left(D^{-1} V\left[\left[D^{-1}\right]\right]\right)$ is a $\mathbb{Z}\left[\left[D^{-1}\right]\right]$-module. Let $s(D) \in \mathbb{Z}\left[\left[D^{-1}\right]\right]$ and $w(D) \in \mathcal{W}$. We have to show that $s(D) w(D) \in \mathcal{W}$. Let $\underset{\sim}{v}(D):=\tilde{\psi}(w(D))$. Notice that the canonical state space realization $\left(X(\tilde{\psi}), f_{\tilde{\psi}}, g_{\tilde{\psi}}, 0\right)$ of $\psi$ can be introduced as done in the proof of the implication (1. $\Rightarrow 2$.) of Proposition 5.1. The following sequence of states in the canonical state space $X(\tilde{\psi})$

$$
x_{k}:=\left.D^{k} w(D)\right|_{(-\infty, k-1]}+\mathcal{W}
$$

verify the state space equations

$$
\left\{\begin{align*}
x_{k+1} & =f_{\tilde{\psi}}\left(x_{k}, w_{k}\right)  \tag{16}\\
v_{k} & =g_{\tilde{\psi}}\left(x_{k}, w_{k}\right)
\end{align*} \quad \forall k \in \mathbb{Z}\right.
$$

Notice that $x(D):=\sum x_{k} D^{k} \in D^{-1} X(\tilde{\psi})\left[\left[D^{-1}\right]\right]$. Define

$$
\begin{aligned}
\bar{x}(D) & :=s(D) x(D) \in D^{-1} X(\tilde{\psi})\left[\left[D^{-1}\right]\right] \\
\bar{w}(D) & :=s(D) w(D) \in D^{-1} W(\tilde{\psi})\left[\left[D^{-1}\right]\right] \\
\bar{v}(D) & :=s(D) v(D) \in D^{-1} V\left[\left[D^{-1}\right]\right]
\end{aligned}
$$

It is easy to verify that the sequences $\left(\bar{x}_{k}\right) \in X(\tilde{\psi})^{\mathbb{Z}},\left(\bar{w}_{k}\right) \in W^{\mathbb{Z}},\left(\bar{v}_{k}\right) \in V^{\mathbb{Z}}$ still satisfy the state space equations (16) and so we have that $\bar{v}(D)=$ $\tilde{\psi}(\bar{w}(D))$. Since $\bar{v}(D) \in V\left[\left[D^{-1}\right]\right]$, then $w(D) \in \mathcal{W}$.

We want to show finally that $\psi$ is a polynomial convolutional operator. For this it is enough to prove that, if $w(D) \in W((D))$ is such that $\left.w(D)\right|_{[-n, 0]}=0$, then $\psi(w(D))=\tilde{\psi}(w(D))$ is zero at zero. Decompose $w(D)=w_{1}(D)+w_{2}(D)$ such that $w_{1}(D) \in D^{-n-1} W\left[\left[D^{-1}\right]\right]$, $w_{2}(D) \in D W[[D]]$. Observe that from the fact proved above and by Lemma 5.1 we have that $D^{n} w_{1}(D) \in D^{-1} W\left[\left[D^{-1}\right]\right]$. Since $D^{-n} X(\tilde{\psi})=0$, we can argue that $\tilde{\psi}\left(w_{2}(D)\right)=D^{-n} \tilde{\psi}\left(D^{n} w_{2}(D)\right) \in D^{-1} V\left[\left[D^{-1}\right]\right]$. On the other hand, by causality of $\tilde{\psi}$, we have that $\tilde{\psi}\left(w_{1}(D)\right) \in D V[[D]]$. These two facts imply that $\bar{\psi}(w(D))=\tilde{\psi}\left(w_{1}(D)\right)+\widetilde{\psi}\left(w_{2}(D)\right)$ is zero at zero.
6. Conclusion. In this paper the class of convolutional codes over finite Abelian groups are analyzed. Using the structure theorem we could reduce to investigating convolutional codes over the ring $\mathbb{Z}_{p^{s}}$. Since rational functions over $\mathbb{Z}_{p^{s}}$ form a principal ideal ring, using the Smith canonical form, for any convolutional code we could define a rational encoder which is defined over an Abelian group, called the encoding group of the convolutional code. We compared this group with the more classical input group, introduced in [6]. We provided also a system theoretic characterization of the class of convolutional codes in terms of completeness. We introduced moreover the concept of generalized convolutional code which is a code
generated by a non-rational encoder and we provided also a system theoretic characterization of this class of codes in terms of past-completeness. We showed that convolutional codes are exactly the generalized convolutional codes having finite canonical state space [6]. Finally we considered the problem of state realization of polynomial, rational and non-rational encoders.

The analysis of more specific classes of convolutional codes and encoders, such as systematic, minimal and basic convolutional codes or encoders, is the subject of our present investigation.
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## SYMBOLIC DYNAMICS AND CONVOLUTIONAL CODES

BRUCE KITCHENS*


#### Abstract

Convolutional codes and their encoders are examined in a symbolic dynamics setting. Two previously unrelated areas of dynamics are used. The first is the Adler-Coppersmith-Hassner formulation of the finite memory channel coding problem. The second is the Kitchens-Schmidt use of algebraic duality to define and examine algebraic dynamical systems. Convolutional codes and their encoders are seen as lying in the intersection of these two areas. Codes, encoders, memory, distances and other invariants are examined in this framework.


1. Symbolic dynamics. In this section we will very briefly discuss subshifts of finite type, continuous maps between them and two equivalence relations. The results we will use are stated but not proved. For a thorough discussion of these ideas see [Kit98] or [LM95].

Begin with a finite symbol set $\{1, \ldots, n\}$ and form the two-sided sequence space $\{1, \ldots, n\}^{\mathbb{Z}}$. Define a metric on the space by $d(x, y)=0$ if $x=y$ and $d(x, y)=1 / 2^{N}$ with $N$ the integer where $x_{i}=y_{i}$ for $|i|<N$ and $x_{N} \neq y_{N}$ or $x_{-N} \neq y_{N}$. When $n>1$ the space with this metric topology is compact, totally disconnected and homeomorphic to the usual middle thirds Cantor set. Define the shift homeomorphism, $\sigma$, from the space to itself by $\sigma(x)_{i}=x_{i+1}$. The space $\{1, \ldots, n\}^{\mathbb{Z}}$ together with the map $\sigma$ is a dynamical system and is called the full shift on $n$ symbols or just the full $n$-shift.

A subshift of finite type or topological Markov shift is a closed, shiftinvariant subset of a full shift which is defined by a finite set of admissible blocks. Let $L \subseteq\{1, \ldots, n\}^{k}$, for some $k$, be a list of admissible blocks. The list $L$ defines a space which is

$$
\Sigma=\left\{x \in\{1, \ldots, n\}^{\mathbb{Z}}:\left[x_{i}, x_{i+1}, \ldots, x_{i+k-1}\right] \in L \text { for all } i \in \mathbb{Z}\right\} .
$$

Let $\Sigma$ have the topology defined by the metric on $\{1, \ldots, n\}^{\mathbb{Z}}$, then the space $\Sigma$ together with the shift map is a dynamical system and is called the subshift of finite type defined by $L$. A subshift of finite type that contains a point whose orbit under $\sigma$ is dense in the entire space is said to be transitive or irreducible.

Let $\Sigma \subseteq\{1, \ldots, n\}^{\mathbb{Z}}$ be a subshift of finite type and let

$$
\mathcal{W}(\Sigma, \ell)=\left\{\left[x_{0}, \ldots, x_{\ell-1}\right]: x \in \Sigma\right\}
$$

These are words of length $\ell$ of $\Sigma$. A word $\left[x_{0}, \ldots, x_{\ell-1}\right] \in \mathcal{W}(\Sigma, \ell)$ has a follower and a predecessor set. The follower set is

$$
f\left(\left[x_{0}, \ldots, x_{\ell-1}\right]\right)=\left\{j \in\{1, \ldots, n\}:\left[x_{0}, \ldots, x_{\ell-1}, j\right] \in \mathcal{W}(\Sigma, \ell+1)\right\}
$$

[^47]Correspondingly, the predecessor set is

$$
p\left(\left[x_{0}, \ldots, x_{\ell-1}\right]\right)=\left\{j \in\{1, \ldots, n\}:\left[j, x_{0}, \ldots, x_{\ell-1}\right] \in \mathcal{W}(\Sigma, \ell+1)\right\}
$$

Suppose $\Sigma$ is a subshift of finite type. There will exist an $\ell$ so that for any $k \geq 0$ and any word $\left[x_{-k}, \ldots, x_{-1}, x_{0}, \ldots, x_{\ell-1}\right]$ in $\mathcal{W}(\Sigma, \ell+k)$

$$
f\left(\left[x_{0}, \ldots, x_{\ell-1}\right]\right)=f\left(\left[x_{-k}, \ldots, x_{-1}, x_{0}, \ldots, x_{\ell-1}\right]\right)
$$

Note that the corresponding statement will necessarily hold for the same $\ell$ and the predecessor sets. If $\ell$ is the minimal integer for which these conditions hold we say that $\Sigma$ is an $\ell$ - step subshift of finite type. This means that the subshift of finite type has a memory of only $\ell$ steps and the symbols preceding those $\ell$ symbols do not affect which symbols can occur next. A one-step subshift of finite type is defined by a transition matrix. For a one-step subshift of finite type $\Sigma \subseteq\{1, \ldots, n\}^{\mathbb{Z}}$ define an $n \times n,\{0,1\}$ matrix $A$ by

$$
A_{i j}= \begin{cases}1 & \text { if } j \in f(i) \\ 0 & \text { if } j \notin f(i)\end{cases}
$$

Then

$$
\Sigma=\left\{x: A_{x_{i} x_{i+1}}=1 \text { for all } i \in \mathbb{Z}\right\}
$$

We denote the one-step subshift of finite type defined by the transition ma$\operatorname{trix} A$ by $\Sigma_{A}$. A one-step subshift of finite type is transitive or irreducible (as defined above) if and only if its transition matrix is irreducible (in the matrix theoretic sense).

Let $\Sigma$ be a subshift of finite type. The topological entropy of $\Sigma$ is defined to be

$$
h(\Sigma)=\lim _{\ell \rightarrow \infty} \frac{1}{\ell} \log |\mathcal{W}(\Sigma, \ell)|
$$

where $|\cdot|$ denotes the cardinality of the set. This limit always exists. Topological entropy was originally called capacity by C. Shannon. If $A$ is an irreducible transition matrix then it has a unique eigenvalue of largest modulus. It is a nonnegative real number and is called the Perron value of $A$. For an irreducible transition matrix $A$ it can be seen that $h\left(\Sigma_{A}\right)=\log \lambda$, where $\lambda$ is the Perron value of the matrix $A$.

Let $\Sigma$ and $\Sigma^{\prime}$ be two subshifts of finite type. A map $\varphi$ from $\Sigma$ to $\Sigma^{\prime}$ is a block map if it is defined by a rule $\varphi^{\prime}$ from some $\mathcal{W}(\Sigma, 2 \ell+1)$ to $\mathcal{W}\left(\Sigma^{\prime}, 1\right)$ where $\varphi(x)_{i}=\varphi^{\prime}\left(\left[x_{i-\ell}, \ldots, x_{i+\ell}\right]\right)$ for all $x \in \Sigma$ and all $i \in \mathbb{Z}$. Such a map is said to be a $(2 \ell+1)$-block map. A block map is a continuous map and it commutes with the shifts on the domain and range. The converse of this statement is also true and the two statements together are the Curtis-Hedlund-Lyndon Theorem: A map between two subshifts of finite type is continuous and commutes with the shifts if and only if it is a block map.

A continuous, onto, shift-commuting map from one subshift of finite type to another is called a factor map and a shift-commuting homeomorphism between two subshifts of finite type is called a topological conjugacy. In the case of a factor map the image subshift of finite type is said to be a factor of the domain subshift of finite type and in the case of a conjugacy the two subshifts of finite type are said to be topologically conjugate. It is easy to see that an $\ell$-step subshift of finite type is topologically conjugate to a one-step subshift of finite type with symbols $\mathcal{W}(\Sigma, \ell)$. There are a number of important properties of factor maps between irreducible subshifts of finite type. Here we briefly mention some of them. A discussion of these properties and proofs of the results can be found in Chapter 4 of [Kit98]. Factor maps between irreducible subshifts of finite type fall into two classes. A factor map is said to be finite-to-one if it is uniformly bounded to one. When this happens there will be a $d$ so that each point in the image subshift of finite type with a dense forward and backward $\sigma$ orbit has exactly $d$ preimages under the factor map. The integer $d$ is the degree of the map. A factor map which is not finite-to-one is said to be infinite-to-one and in this case each point in the image subshift of finite type with a dense forward and backward $\sigma$ orbit has uncountably many preimages under the factor map. If there is a factor map between two irreducible subshifts of finite type then the factor map is finite-to-one if the two subshifts of finite type have the same topological entropy and infinite-to-one if the topological entropy of the domain is greater than the topological entropy of the range.

There is a particular type of factor map which is especially useful for coding purposes. These are the resolving maps. Suppose $\varphi$ is a one-block factor map between the one-step subshifts of finite type $\Sigma_{A}$ and $\Sigma_{B}$. Then $\varphi$ is said to be right resolving if for each symbol $i \in \mathcal{W}\left(\Sigma_{A}, 1\right)$ the map $\varphi$ defines a bijection between $f(i) \subseteq \mathcal{W}\left(\Sigma_{A}, 1\right)$ and $f(\varphi(i)) \subseteq \mathcal{W}\left(\Sigma_{B}, 1\right)$, where we consider $\varphi$ both as a map on symbols and on points. We say a factor map is left resolving if the analogous statement holds between predecessor sets. A resolving map is always a finite-to-one factor map.

We have said that two subshifts of finite type are topologically conjugate if there is a shift commuting homeomorphism between them and we have seen that any subshift of finite type is topologically conjugate to a one-step subshift of finite type. But, it is not known how to determine whether or not two subshifts of finite type are topologically conjugate from their transition matrices. In fact, it is not known whether or not this is algorithmically decidable. However, there is another important equivalence relation which is easily decidable. We say two subshifts of finite type, $\Sigma_{A}$ and $\Sigma_{B}$, are finitely equivalent if there is a third subshift of finite type, $\Sigma_{C}$, and finite-to-one factor maps from $\Sigma_{C}$ to $\Sigma_{A}$ and to $\Sigma_{B}$. Then, there is the following result by W. Parry [Par77]: Two irreducible subshifts of finite type are finitely equivalent if and only if they have the same topological entropy. The proof actually produces a stronger result, it shows $\Sigma_{C}$ can be
made irreducible, that one of the factor maps can be made left resolving and the other right resolving.
2. Channel coding. In this section we very briefly discuss an application of symbolic dynamics to channel coding. The application is due to R. Adler, D. Coppersmith and M. Hassner [ACH83]. The proof of the crucial theorem (Theorem 2.1) is not included here but can be found in [ACH83] and in either [Kit98] or [LM95]. The problem is to code a stream of unconstrained data into a sequence of channel constrained symbols in such a way that the original data can be recovered in an efficient manner. The unconstrained data is modeled by a full $n$-shift and the channel constrained data by a subshift of finite type $\Sigma$. The topological entropy of the full $n$-shift is $\log n$ and let the topological entropy of $\Sigma$ be $\log \lambda$. The value $\lambda$ is the Perron value of a transition matrix for $\Sigma$. Let $p / q$ be any rational number so that $p \log n \leq q \log \lambda$. We will see that it is possible to construct an encoder, embodied by a finite state machine, which takes blocks of length $p$ of the unconstrained data to blocks of length $q$ of the channel constrained symbols. The encoder is constructed in such a way that the decoder is a block map. The block map condition means that an error in the encoded channel sequence will only propagate to a uniformly bounded number of decoded data symbols. The construction is based on the proof of the following theorem.

Theorem 2.1. Suppose $\Sigma$ is an irreducible subshift of finite type with topological entropy $\log \lambda \geq \log n$. Then there is an irreducible subshift of finite type $\Sigma^{\prime} \subseteq \Sigma$ and a right resolving factor map $\varphi$ from a one-step representation of $\Sigma^{\prime}$ to $\{1, \ldots, n\}^{\mathbb{Z}}$.

The proof of this theorem is constructive and it solves the channel coding problem. A right resolving map can be "locally inverted" by a finite state machine. This follows because for each symbol $i \in \mathcal{W}\left(\Sigma^{\prime}, 1\right)$ the one-block map $\varphi$ defines a bijection between $f(i)$ and $f(\varphi(i))$. The finite state machine has the symbols of $\Sigma^{\prime}$ as internal states and outputs. The inputs to the finite state machine are the symbols $\{1, \ldots, n\}$. Fix any symbol $i_{0}$ as the initial state, then a sequence $x_{0} x_{1} \ldots$ of data is encoded by starting at the initial state $i_{0}$ and using the bijection between $f\left(i_{0}\right)$ and $f\left(\varphi\left(i_{0}\right)\right)$ to encode $x_{0} \in f\left(\varphi\left(i_{0}\right)\right)$ to the corresponding symbol $z_{0} \in f\left(i_{0}\right)$. Then continue to $x_{1} \in f\left(x_{0}\right)$ and $z_{1} \in f\left(z_{0}\right)$ and so forth. This encoding is then decoded by the block map $\varphi$.

Suppose we have our original channel coding problem with $\{1, \ldots, n\}^{\mathbb{Z}}$, $\Sigma$ and $p / q$. Then $\{1, \ldots, n\}^{\mathbb{Z}}$ acted on by $\sigma^{p}$ is the full shift on the blocks $\{1, \ldots, n\}^{p}$ and $\Sigma$ acted on by $\sigma^{q}$ is a subshift of finite type on the symbols $\mathcal{W}(\Sigma, q)$ and has topological entropy $q \log \lambda$. Now apply the previous observation to produce the desired encoder and decoder.
3. Algebraic shifts. In this section we present results about shift spaces which have a group structure. These results can be found in [Kit87]. Let $G$ be a finite group and form the sequence space $G^{\mathbb{Z}}$. Then it is a com-
pact zero-dimensional group where the group operation is defined coordinate by coordinate and the shift map is a continuous group automorphism. The space $G^{\mathbb{Z}}$ together with the shift automorphism is called a full group shift. Suppose $\Sigma \subseteq G^{\mathbb{Z}}$ is a closed shift invariant subgroup. Then $\Sigma$ must be a subshift of finite type. Such a subgroup together with the shift automorphism is a group shift or a Markov subgroup. The fundamental result is the following theorem [Kit87].

Theorem 3.1. If $\Sigma$ is a group shift then it is topologically conjugate to a full shift cross a finite group with an automorphism and if $\Sigma$ is irreducible then it is topologically conjugate to a full shift.

In the proof of the theorem the topological conjugacy is constructed in a concrete manner. If a factor map between two group shifts is also a group homomorphism then it is said to be an algebraic factor map and if a topological conjugacy is also a group isomorphism then it is said to be an algebraic conjugacy and the two groups shifts are said to be algebraically conjugate. Note that Theorem 3.1 says that any group shift is topologically conjugate to a full shift cross a finite group with an automorphism. It does not say that is algebraically conjugate to the direct sum of a full group shift and a finite group with an automorphism. In [Kit87] there is an example of a group shift that is topologically conjugate to a full shift but is not algebraically conjugate to a full group shift.

We also have the following useful proposition.
Proposition 3.1. A finite-to-one algebraic factor map between irreducible group shifts must be exactly d-to-one on every point for some d. The group shifts can be recoded so the factor map is both left and right resolving.

Suppose $G$ is a finite group and we form $G^{\mathbb{Z}^{d}}$, the space of $d$-dimensional arrays with entries in $G$. It is a compact zero-dimensional group when the group operation is defined coordinate by coordinate. There are $d$ commuting automorphisms $\sigma_{1}, \ldots, \sigma_{d}$, where $\sigma_{i}$ is the shift along the $i^{t h}$ coordinate axis. This space with the shifts is the full d-dimensional group shift. If $\Lambda \subseteq G^{\mathbb{Z}^{d}}$ is a closed, shift invariant subgroup then it is a $d$-dimensional subshift of finite type. Such subshifts are $d$-dimensional group shifts or d-dimensional Markov subgroups. When $d>1$ a group shift need not be topologically conjugate to a full shift cross a finite group with automorphisms. Suppose $X$ is a compact abelian group. A group character for $X$ is a group homomorphism $\chi$ from $X$ into the unit circle in the complex plane. The set of a group characters for $X$ is itself a group using pointwise multiplication as an operation. It is the character group of $X$. A good reference for the theory of character groups is [HR63]. To each group shift is associated its character group which is a quotient of a Laurent polynomial ring and there is a developing theory of relating the dynamics of the group shift to the algebra of the character group. A description of these ideas, results, and problems can be found in [Sch95].
4. Algebra. The main results that follow about convolutional codes rely on the Structure Theorem for Finitely Generated Modules over a Principal Ideal Domain. An excellent treatment and the relationship to polynomial matrices can be found in [Jac85]. Let $\mathcal{R}$ be a principal ideal domain and $\mathcal{M}$ a module over $\mathcal{R}$. A cyclic module is one with a single generator. If $x \in \mathcal{M}$ we denote by $\mathcal{R} x$ the cyclic module generated by $x$. Let $x \in \mathcal{M}$ and define the ring annihilator of $x$ to be ann $x=\{a \in \mathcal{R}: a x=0\}$. Note that any two generators for a cyclic module have the same ring annihilator. The torsion submodule of $\mathcal{M}$ is tor $M=\{x \in \mathcal{M}$ : $a x=0$ for some $a \neq 0\}$. A module with no torsion elements is said to be torsion free. A module $\mathcal{M}$ is a free module if it has a linearly independent generating set. If $\mathcal{M}$ is a free module over a commutative ring then the cardinality of any two linearly independent generating sets is the same. This cardinality is the rank of $\mathcal{M}$.

Now we state the Structure Theorem for Finitely Generated Modules over a Principal Ideal Domain.

Theorem 4.1. If $\mathcal{R}$ is a principal ideal domain and $\mathcal{M}$ a finitely generated module over $\mathcal{R}$ then $\mathcal{M}$ is a direct sum of cyclic modules

$$
M=\mathcal{R} x^{1} \oplus \mathcal{R} x^{2} \oplus \cdots \oplus \mathcal{R} x^{s}
$$

satisfying

$$
a n n x^{1} \subseteq a n n x^{2} \subseteq \cdots \subseteq a n n x^{s}
$$

Moreover, the set of ring annihilators is unique for any such decomposition.
This is a generalization of the familiar Structure Theorem for finitely generated abelian groups.

A consequence of this decomposition is that there is an $r$ such that ann $x^{i}=\{0\}$ for $i \leq r$ and ann $x^{i} \neq\{0\}$ for $i>r$. Then $\bigoplus \mathcal{R} x^{i}, i \leq r$ is a free module and tor $M=\bigoplus \mathcal{R} x^{i}, i>r$. We will call such a set of generators $\left\{x^{1}, \ldots x^{s}\right\}$ a base for $\mathcal{M}$. Note also that if $\mathcal{M}$ is a finitely generated module over a principal ideal domain then it is a free module if and only if it is torsion free. The relevant point is that a polynomial or Laurent polynomial ring in one variable with coefficients in a field is a principal ideal domain.

Now we will see how the above applies. Let $\mathbb{F}$ be a finite field, then the full group shift $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is an infinite dimensional vector space over $\mathbb{F}$ and $\sigma$ is a vector space automorphism. Rather than focusing on the character group of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ we will focus on its dual vector space. A linear functional on a vector space $X$ over a field $\mathbb{F}$ is a vector space homomorphism from $X$ into $\mathbb{F}$. The set of all linear functionals forms the dual space. We denote the dual space of a vector space $X$ by $\widehat{X}$. The dual space has more structure than the character group and we will take advantage of it. The dual space of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is isomorphic to $\mathbb{F}\left[u^{ \pm 1}\right]^{n}$ and multiplication by $u$ is the
dual automorphism to the shift. If $X$ is a vector space and $Y \subseteq X$ is a closed vector subspace then the annihilator of $Y$ in $\widehat{X}$ is

$$
Y^{\perp}=\{f \in \widehat{X}: f(y)=0 \text { for all } y \in Y\}
$$

In what follows it will be more useful to consider the sequence space $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ as module over $\mathbb{F}\left[\sigma^{ \pm 1}\right]$ where the shift $\sigma$ acts as expected. This module has torsion elements and is not finitely generated. However, the set

$$
\begin{aligned}
W^{s}(\overline{0}) \cap W^{u}(\overline{0}) & =\left\{x: d\left(\sigma^{i}(x), \overline{0}\right) \rightarrow 0 \text { as } i \rightarrow \pm \infty\right\} \\
& =\left\{x: x_{i}=0,|i| \geq r \text { for some } r\right\}
\end{aligned}
$$

where $\overline{0}$ denotes the sequence of all 0 's, is a free, rank $n$ submodule which is topologically dense in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$. This is the submodule of sequences with finite support which we denote by $\mathcal{F}\left(\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}\right)$. In this setting the dual vector space of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is $\mathbb{F}\left[u^{ \pm 1}\right]^{n}$ and it is considered as a free, rank $n$, module over the Laurent polynomial ring $\mathbb{F}\left[u^{ \pm 1}\right]$.

The next propositions are stated but proofs are not included since they are formulations of standard theorems about character groups in the setting of dual spaces.

Proposition 4.1. Let $\Sigma \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be a closed $\mathbb{F}\left[\sigma^{ \pm 1}\right]$ submodule. Then:

1. $\Sigma$ 's annihilator submodule $\Sigma^{\perp} \subseteq \mathbb{F}\left[u^{ \pm 1}\right]^{n}$ is free with rank $(n-k)$, for some $k \leq n$ and so is isomorphic to $\mathbb{F}\left[u^{ \pm 1}\right]^{n-k}$;
2. $\Sigma$ 's dual module $\widehat{\Sigma} \simeq \mathbb{F}\left[u^{ \pm 1}\right]^{n} / \Sigma^{\perp}$ has rank $k$ over $\mathbb{F}\left[u^{ \pm 1}\right]$.

PROPOSITION 4.2. Let $\Sigma \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be a closed submodule whose annihilator submodule has rank $(n-k)$ and suppose its dual module $\widehat{\Sigma} \simeq$ $\mathbb{F}\left[u^{ \pm 1}\right]^{n} / \Sigma^{\perp}$ is free. Then:

1. the dual module $\widehat{\Sigma} \simeq \mathbb{F}\left[u^{ \pm 1}\right]^{n} / \Sigma^{\perp} \simeq \mathbb{F}\left[u^{ \pm 1}\right]^{k}$;
2. the module $\mathbb{F}\left[u^{ \pm 1}\right]^{n} \simeq \Sigma^{\perp} \oplus \widehat{\Sigma} \simeq \Sigma^{\perp} \oplus \mathbb{F}\left[u^{ \pm 1}\right]^{n} / \Sigma^{\perp}$;
3. the dual module $\widehat{\left(\Sigma^{\perp}\right)}$ is isomorphic to a closed submodule of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ whose dual module is isomorphic to the free module $\Sigma^{\perp}$;
4. the full group shift $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}} \simeq \Sigma \oplus \widehat{\left(\Sigma^{\perp}\right)}$;

Proposition 4.3. Let $\Sigma \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be a closed submodule whose annihilator submodule has rank $(n-k)$ and suppose its dual module $\widehat{\Sigma} \simeq$ $\mathbb{F}\left[u^{ \pm 1}\right]^{n} / \Sigma^{\perp}$ is free. If $\left\{f_{1}, \ldots, f_{k}\right\}$ is a base for $\widehat{\Sigma} \simeq \mathbb{F}\left[u^{ \pm 1}\right]^{n} / \Sigma^{\perp}$ then the map

$$
f: \Sigma \rightarrow\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}
$$

defined by

$$
f(x)_{i}=\left(f_{1}\left(\sigma^{i}(x)\right), \ldots, f_{k}\left(\sigma^{i}(x)\right)\right)
$$

is a module isomorphism.
An interesting point to consider is the formulation of Proposition 4.3 when the dual module of $\Sigma$ is not free.

## 5. Convolutional codes.

Definition. An irreducible subshift $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ which is a vector space over $\mathbb{F}$ is a convolutional code.
Definition. The free distance $d_{\text {free }}$ of a convolutional code is the minimal number of nonzero symbols appearing in a nonzero element of the code.

Example 1. Let $\mathbb{F}_{2}$ be the finite field with two elements and $\mathcal{C} \subseteq\left(\mathbb{F}_{2}^{2}\right)^{\mathbb{Z}}$ be defined by the labeled graph in Figure 1. Then $\mathcal{C}$ is a convolutional code with free distance 5 .


Fig. 1. Transitions for convolutional code.
A convolutional code $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is a vector space over $\mathbb{F}$ and so it is also a closed submodule of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ over the principal ideal domain $\mathbb{F}\left[\sigma^{ \pm 1}\right]$. We will think of a convolutional code as a module and apply the results from Section 4. By Proposition 4.1 we know that there is a one-to-one correspondence between closed submodules of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ and their annihilator submodules in $\mathbb{F}\left[u^{ \pm 1}\right]^{n}$. Next we see how the irreducibility of a submodule in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ relates to the algebra of its corresponding submodule in $\mathbb{F}\left[u^{ \pm 1}\right]^{n}$.

Proposition 5.1. A convolutional code is a closed submodule of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ whose dual module is free.
Proof. This follows immediately from 3.1 or by applying the reasoning used to prove Proposition 4.3.

This sets up a one-to-one correspondence between convolutional codes contained in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ and submodules $\mathcal{M} \subseteq \mathbb{F}\left[u^{ \pm 1}\right]^{n}$ whose quotient modules $\mathbb{F}\left[u^{ \pm 1}\right]^{n} / \mathcal{M}^{\perp}$ are free.

From Propositions 4.1 we also know that the dual module of every convolutional code $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ has rank $k \leq n$.
Definition. A convolutional code $\mathcal{C} \subseteq\left(\mathbb{F}^{\bar{n}}\right)^{\mathbb{Z}}$ whose dual module has rank $k$ is an ( $n, k$ ) convolutional code.

Let $\mathcal{C}$ be an $(n, k)$ convolutional code then $(\mathcal{C}, \sigma)$ is a dynamical system and we define the finite support submodule of $\mathcal{C}$ to be

$$
\begin{aligned}
\mathcal{F}(\mathcal{C}) & =\left\{x \in \mathcal{C}: d\left(\sigma^{i}(x), \overline{0}\right) \rightarrow 0 \text { as } i \rightarrow \pm \infty\right\} \\
& =\left\{x \in \mathcal{C}: x_{i}=0,|i| \geq r \text { for some } r\right\}
\end{aligned}
$$

The next two propositions follow immediately.

Proposition 5.2. The module $\mathcal{F}(\mathcal{C})$ is a free, rank $k$ submodule of $\mathcal{C}$ and is topologically dense in $\mathcal{C}$.

Proposition 5.3. The topological entropy of an $(n, k)$ convolutional code $\mathcal{C}$ is $h(\mathcal{C})=k \log |\mathbb{F}|$.

Example 2. The code described in Example 1 is a $(2,1)$ convolutional code with free distance 5 .

From Proposition 5.1 and Proposition 4.3 we obtain the next result.
Proposition 5.4. If $\mathcal{C}$ is an $(n, k)$ convolutional code then it is isomorphic to $\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}$ and consequently $\mathcal{C}$ is an $\ell$-step subshift of finite type for some $\ell$.
Definition. If a convolutional code is an $\ell$-step subshift of finite type then it is said to have memory $\ell$.

In Proposition 5.11 we see that this definition of the memory of a convolutional code agrees with the definition in [McE98] formulated with polynomial generator matrices.

Example 3. The code described in Examples 1 and 2 has memory two.

If $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is an $(n, k)$ convolutional code then its annihilator submodule $\mathcal{C}^{\perp} \subseteq \mathbb{F}\left[u^{ \pm 1}\right]^{n}$ is a free module of $\operatorname{rank}(n-k)$. Let $\left\{p_{1}, \ldots, p_{n-k}\right\} \subseteq$ $\mathbb{F}\left[u^{ \pm 1}\right]^{n}$ be a base for $\mathcal{C}^{\perp}$. Then $\left(p_{1}, \ldots, p_{n-k}\right)$ defines a map from $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ to $\mathbb{F}^{n-k}$ and

$$
\mathcal{C}=\left\{x \in\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}:\left(p_{1}\left(\sigma^{i}(x)\right), \ldots, p_{n-k}\left(\sigma^{i}(x)\right)\right)=(0, \ldots, 0), \forall i \in \mathbb{Z}\right\}
$$

The map $\left(p_{1}, \ldots, p_{n-k}\right)$ is a parity check map and the matrix with polynomial entries that represents the map is a parity check matrix.
Definition. Let $\mathcal{C}$ be an $(n, k)$ convolutional code and $\left\{x^{1}, \ldots, x^{r}\right\} \subseteq$ $\mathcal{C}$. Define $\left\langle x^{1}, \ldots, x^{r}\right\rangle$ to be the topological closure in $\mathcal{C}$ of the module $\left(\mathbb{F}\left[u^{ \pm 1}\right]\right) x^{1}+\cdots+\left(\mathbb{F}\left[u^{ \pm 1}\right]\right) x^{r}$.

Proposition 5.5. Let $\mathcal{C}$ be an $(n, k)$ convolutional code, $x \in \mathcal{F}(\mathcal{C})$ and $\alpha \in \mathbb{F}\left[\sigma^{ \pm 1}\right]$. Then $\left(\mathbb{F}\left[u^{ \pm 1}\right]\right)(\alpha x) \subseteq\left(\mathbb{F}\left[u^{ \pm 1}\right]\right) x$ with equality if and only if $\alpha$ is invertible in $\left(\mathbb{F}\left[u^{ \pm 1}\right]\right)$. However, when $\alpha \neq 0$ we have $\langle\alpha x\rangle=\langle x\rangle$.
Proof. The first statement is clear. The final statement follows because $\mathbb{F}$ has characteristic $p$ for some $p$. This means a shift of $\alpha^{p^{t}}(x)$ approaches $x \in \mathcal{C}$ and so $x \in\langle\alpha x\rangle$.

Proposition 5.6. Let $\mathcal{C}$ be an $(n, k)$ convolutional code and $x \in \mathcal{F}(\mathcal{C})$ then $\langle x\rangle$ is an $(n, 1)$ convolutional code.
Proof. By definition $\langle x\rangle$ is a topologically closed $\mathbb{F}\left[\sigma^{ \pm 1}\right]$ submodule of $\mathcal{C}$. The only question is whether it has a dense $\sigma$ orbit. When $x \in \mathcal{F}(\mathcal{C})$ a point in $\langle x\rangle$ with a dense orbit is easily constructed.
Note If $x \in \mathcal{C}$ but $x \notin \mathcal{F}(\mathcal{C})$ then $\langle x\rangle$ may not be a convolutional code. For example let $x$ be the point of $\sigma$ period three defined by the block 110 in $\left(\mathbb{F}_{2}\right)^{\mathbb{Z}}$. Then $\langle x\rangle$ is a four point space and is not irreducible.

Suppose $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are convolutional codes contained in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$. Then $\mathcal{C}+\mathcal{C}^{\prime}$ is a topologically closed submodule of $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$. It can be seen to be
closed by observing that $\mathcal{C}+\mathcal{C}^{\prime}$ contains the limit point of a convergent sequence which lies in the set. If $\mathcal{C} \cap \mathcal{C}^{\prime}=\{\overline{0}\}$ we denote the sum by $\mathcal{C} \oplus \mathcal{C}^{\prime}$.

Proposition 5.7. Let $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be an $(n, k)$ convolutional code and $\mathcal{C}^{\prime}$ be an $\left(n, k^{\prime}\right)$ convolutional code also contained in $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$. Suppose $\mathcal{C} \cap \mathcal{C}^{\prime}=\{\overline{0}\}$. Then $\mathcal{C} \oplus \mathcal{C}^{\prime} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is an $\left(n, k+k^{\prime}\right)$ convolutional code with memory equal to the larger of the memories of $\mathcal{C}$ and $\mathcal{C}^{\prime}$.
Proof. Clearly, $\mathcal{C} \oplus \mathcal{C}^{\prime}$ is a topologically closed submodule of $\mathcal{C}$. It is also easily seen to be irreducible. It is an ( $n, k+k^{\prime}$ ) code because it is a direct sum. The memory of $\mathcal{C} \oplus \mathcal{C}^{\prime}$ cannot be any greater than the larger of the memories and it is seen to be no less by thinking of $\mathcal{W}(\mathcal{C}, \ell)$ and $\mathcal{W}\left(\mathcal{C}^{\prime}, \ell\right)$ as subsets of $\mathcal{W}\left(\mathcal{C} \oplus \mathcal{C}^{\prime}, \ell\right)$ and considering their follower sets.
Definition. Let $\mathcal{C}$ be an $(n, k)$ convolutional code and let $\left\{x^{1}, \ldots, x^{r}\right\} \subseteq$ $\mathcal{F}(\mathcal{C})$. The set $\left\{x^{1}, \ldots, x^{r}\right\}$ is a generating set for $\mathcal{C}$ if $\left\langle x^{1}, \ldots, x^{r}\right\rangle=\mathcal{C}$.

If $\mathcal{C}$ is an $(n, k)$ convolutional code and $\left\{x^{1}, \ldots, x^{k}\right\}$ is a base for $\mathcal{F}(\mathcal{C})$ then it is a generating set for $\mathcal{C}$. Conversely, any generating set for $\mathcal{C}$ must have at least $k$ elements.

Proposition 5.8. Let $\mathcal{C}$ be an $(n, k)$ convolutional code and let $\left\{x^{1}, \ldots, x^{k}\right\}$ be a generating set for $\mathcal{C}$. Then

$$
\mathcal{C}=\left\langle x^{1}\right\rangle \oplus \cdots \oplus\left\langle x^{k}\right\rangle
$$

Proof. This is a consequence of Propositions 5.6 and 5.7.
Definition. Let $\mathcal{C}$ be an $(n, k)$ convolutional code and $\left\{x^{1}, \ldots, x^{k}\right\}$ a generating set for $\mathcal{C}$. Each $\left\langle x^{j}\right\rangle$ is an $(n, 1)$ convolutional code and so has a memory which we denote by $m\left(x^{j}\right)$. The set has combined memory $m\left(\left\{x^{1}, \ldots, x^{k}\right\}\right)=m\left(x^{1}\right)+\cdots+m\left(x^{k}\right)$. For convenience we order any generating set for $\mathcal{C}$ with $k$ elements so that $m\left(x^{1}\right) \leq m\left(x^{2}\right) \leq \cdots \leq m\left(x^{k}\right)$ and we say $\left(m\left(x^{1}\right), \ldots, m\left(x^{k}\right)\right)$ are the indices of the generating set.

Proposition 5.9. Let $\mathcal{C}$ be an $(n, k)$ convolutional code and let $\left\{x^{1}, \ldots, x^{k}\right\}$ be a generating set for $\mathcal{C}$. Then the memory of the code $\mathcal{C}$ is $m(k)$.
Proof. This is also a consequence of Proposition 5.7.
Proposition 5.10. Let $\mathcal{C}$ be an $(n, k)$ convolutional code. Also, let $\left\{x^{1}, \ldots, x^{k}\right\}$ and $\left\{y^{1}, \ldots, y^{k}\right\}$ be two generating sets for $\mathcal{C}$ whose combined memories are minimal over all generating sets for $\mathcal{C}$. Then the indices for the sets are the same.
Proof. Let $\left\{x^{1}, \ldots, x^{k}\right\}$ and $\left\{y^{1}, \ldots, y^{k}\right\}$ be generating sets for $\mathcal{C}$ with minimal combined memories. Suppose $m\left(x^{r}\right)<m\left(y^{r}\right)$ and $m\left(x^{i}\right)=m\left(y^{i}\right)$ for $i<r$. Consider the convolutional codes $\left\langle x^{1}, \ldots, x^{r}\right\rangle$ and $\left\langle y^{r+1}, \ldots y^{k}\right\rangle$. Since the memory of $\left\langle x^{1}, \ldots, x^{r}\right\rangle$ is less than the memory of $\left\langle y^{j}\right\rangle$ for each $j=r+1, \ldots k$ we use Proposition 5.7 to see that

$$
\left\langle x^{1}, \ldots, x^{r}\right\rangle \cap\left\langle y^{r+1}, \ldots y^{k}\right\rangle=\{0\}
$$

Applying Proposition 5.7 again shows

$$
\left\langle x^{1}, \ldots, x^{r}\right\rangle \oplus\left\langle y^{r+1}, \ldots y^{k}\right\rangle=\left\langle x^{1}, \ldots, x^{r}, y^{r+1}, \ldots y^{k}\right\rangle
$$

is an $(n, k)$ convolutional code. By Proposition 5.3 we see that its topological entropy is $k \log |\mathbb{F}|$ and so it is equal to $\mathcal{C}$. Then

$$
\left\{x^{1}, \ldots, x^{r}, y^{r+1}, \ldots y^{k}\right\}
$$

is also a generating set for $\mathcal{C}$ with

$$
m\left(\left\{x^{1}, \ldots, x^{r}, y^{r+1}, \ldots y^{k}\right\}\right)<m\left(\left\{y^{1}, \ldots, y^{k}\right\}\right)
$$

This contradicts the supposition $\left\{y^{1}, \ldots, y^{k}\right\}$ has the minimal combined memory.
Definition. The Forney indices are the indices of any base with minimal combined memory and are denoted by $\left(f_{1}, \ldots, f_{k}\right)$. The degree of a convolutional code $\mathcal{C}$ is $\operatorname{deg} \mathcal{C}=f_{1}+\cdots f_{k}$ or the minimal combined memory of the code.
Definition. An $(n, k)$ convolutional code with degree $m$ and free distance $d$ is said to be an ( $n, k, m, d$ ) code.

Example 4. The convolutional code in Examples 1, 2 and 3 has a single Forney index which is two. This makes it a $(2,1,2,5)$ convolutional code.

Proposition 5.11. The definition of the Forney indices agrees with the definition given in [McE98] using polynomial generator matrices. This means the memory as previously defined is equal to the $k^{\text {th }}$ Forney index and so also agrees with the definition of memory given there.
6. Encoders and decoders. In coding theory an $(n, k)$ convolutional encoder is defined by four matrices $A, B, C$, and $D$ with entries in $\mathbb{F}$ and dimensions

$$
\begin{aligned}
& A \text { is } \ell \times \ell, \\
& B \text { is } k \times \ell, \\
& C \text { is } \ell \times n, \\
& B \text { is } k \times n .
\end{aligned}
$$

The convolutional encoder may have up to $|\mathbb{F}|^{\ell}$ internal states. It converts an input sequence $u \in\left(\mathbb{F}^{k}\right)^{\mathbb{N}}$ into an encoded sequence $x \in\left(\mathbb{F}^{n}\right)^{\mathbb{N}}$. It works by specifying that the internal state at time zero is $s(0)=0$ and for $i \geq 0$,

$$
\begin{aligned}
s(i+1) & =s(i) A+u(i) B \\
x(i) & =s(i) C+u(i) D .
\end{aligned}
$$

This means both the output and the next internal state are linear functions of both the input and the current internal state. The set of all possible outputs defines the convolutional code $\mathcal{C}$.

Example 5. The following matrices describe an encoder for the $(2,1,2,5)$ code of Section 5

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \quad B=\left[\begin{array}{ll}
1 & 0
\end{array}\right] \quad C=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right] \quad D=\left[\begin{array}{ll}
1 & 1
\end{array}\right]
$$

If $\mathcal{C}$ and $\mathcal{C}^{\prime}$ are two convolutional codes with a finite equivalence between them given by $\varphi: \Sigma \rightarrow \mathcal{C}$ and $\psi: \Sigma \rightarrow \mathcal{C}^{\prime}$ where $\Sigma$ is a convolutional code and $\varphi$ and $\psi$ are module homomorphisms then we say that there is an algebraic finite equivalence between them. This leads to the next observation.

Proposition 6.1. A convolutional encoder is an algebraic finite equivalence between $\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}$ and an $(n, k)$ convolutional code $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$.
Proof. First we see that an encoder defines an algebraic finite equivalence. Suppose we have a convolutional encoder defined by the matrices $A, B, C$ and $D$. Define a new convolutional code $\Sigma$ whose alphabet consists of the internal states of the encoder. There is one transition from state $s$ to $s^{\prime}$ for each input $u$ with $s^{\prime}=s A+u B$. The homomorphisms $\varphi: \Sigma \rightarrow \mathcal{C}$ and $\psi: \Sigma \rightarrow\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}$ are two block maps with $\psi$ defined by mapping the transition from a state $s$ to state $s^{\prime}$ to the input $u$ which gave rise to the transition in the equation $s^{\prime}=s A+u B$. The map $\varphi$ is then defined by mapping the transition to the output $x$ defined by the equation $x=s C+u D$.

Next suppose $\Sigma \subseteq\left(\mathbb{F}^{\ell}\right)^{\mathbb{Z}}$ is an $(\ell, k)$ convolutional code and $\varphi: \Sigma \rightarrow \mathcal{C}$ and $\psi: \Sigma \rightarrow\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}$ are algebraic factor maps. By Proposition 3.1 we can recode so that $\psi$ is right resolving. Then we apply the discussion about channel encoders in section 2. The encoder takes input sequences from $\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}$, uses $\psi$ to lift them to sequences in $\Sigma$ just as in Section 2, and then uses $\varphi$ to convert the sequences in $\Sigma$ to output sequences in $\mathcal{C}$. The sequence in $\Sigma$ is the sequence of internal states.

Example 6. The encoder of Example 5 describes an algebraic finite equivalence where $\Sigma \subseteq\left(\mathbb{F}_{2}^{2}\right)^{\mathbb{Z}}$ and the two-block algebraic factor maps $\varphi$ : $\Sigma \rightarrow \mathcal{C}$ and $\psi: \Sigma \rightarrow\left(\mathbb{F}_{2}\right)^{\mathbb{Z}}$ are defined by the diagram in Figure 2. The code $\Sigma$ is defined by the graph and the maps are defined by the labelings on the edges with the pair representing $\psi / \varphi$.

A crucial point is that if the $\operatorname{map} \varphi$ is an isomorphism then the decoder is the block map defined by $\psi \circ \varphi^{-1}$ just as for the codes described in Section 2. If the map $\varphi$ is not an isomorphism then the encoding may or may not be inverted by a block map. If it is not inverted by a block map then a single error may be propagated forever. When $\psi \circ \varphi^{-1}$ is not a block map the encoder is said to be catastrophic. By Proposition 5.4 we see the following.

Proposition 6.2. If $\mathcal{C}$ is any convolutional code then there exists a noncatastrophic encoder for $\mathcal{C}$.


Fig. 2. Transitions for $\Sigma$ and the two-block maps.
7. Dual codes. Let $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be an $(n, k)$ convolutional code with memory $\ell$. Then $\mathcal{W}(\mathcal{C}, \ell+1)$ is a vector subspace of $\left(\mathbb{F}^{n}\right)^{\ell+1}$ and

$$
\mathcal{C}=\left\{x \in\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}:\left[x_{i}, \ldots, x_{i+\ell}\right] \in \mathcal{W}(\mathcal{C}, \ell+1) \text { for all } i \in \mathbb{Z}\right\}
$$

Let $\mathcal{W}(\mathcal{C}, \ell+1)^{\perp}$ be the annihilator vector space of $\mathcal{W}(\mathcal{C}, \ell+1)$ in $\left(\mathbb{F}^{n}\right)^{\ell+1}$ and

$$
\mathcal{A}=\left\{x \in\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}:\left[x_{i}, \ldots, x_{i+\ell}\right] \in \mathcal{W}(\mathcal{C}, \ell+1)^{\perp} \text { for all } i \in \mathbb{Z}\right\}
$$

be the subshift of finite type defined by $\mathcal{W}(\mathcal{C}, \ell+1)^{\perp}$.
Proposition 7.1. The subshift of finite type $\mathcal{A} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ defined above is an ( $n, n-k$ ) convolutional code.
Proof. The character submodule of $\mathcal{A}$ is isomorphic to $\mathcal{C}^{\perp}$ which is a free rank ( $n-k$ ) module over $\mathbb{F}\left[u^{ \pm 1}\right]$.

Proposition 7.2. Let $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be an $(n, k)$ convolutional code and $\mathcal{A} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be the $(n, n-k)$ convolutional code defined as above from $\mathcal{C}$. Then:

1. $\left(\mathbb{F}^{n}\right)^{\mathbb{Z}} \simeq \mathcal{C} \oplus \mathcal{A}$;
2. $\mathbb{F}\left[u^{ \pm 1}\right]^{n} \simeq \mathcal{C}^{\perp} \oplus \mathcal{A}^{\perp}$;
3. $\widehat{\mathcal{C}} \simeq \mathcal{A}^{\perp}$;
4. $\widehat{\mathcal{A}} \simeq \mathcal{C}^{\perp}$.

Definition. The $(n, n-k)$ convolutional code $\mathcal{A}$ defined from $\mathcal{C}$ is the Wyner-Ash dual code of $\mathcal{C}$.

Proposition 7.3. If $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ is an $(n, k)$ convolutional code with memory $\ell$ then the Wyner-Ash dual code also has memory $\ell$.
Proof. This follows by the symmetry of the duality.
8. Descriptions. There are three standard ways to describe a convolutional code and they have their analogues in the description of algebraic symbolic systems. This is summarized below.

Proposition 8.1. Let $\mathcal{C} \subseteq\left(\mathbb{F}^{n}\right)^{\mathbb{Z}}$ be an $(n, k)$ convolutional code. It may be described in any of the following ways.

1. A polynomial generator matrix which corresponds to a set of generators $\left\{x^{1}, \ldots, x^{k}\right\} \subseteq \mathcal{F}(\mathcal{C})$ with $\left\langle x^{1}, \ldots, x^{k}\right\rangle=\mathcal{C}$.
2. A parity check matrix which corresponds to a set of generators $\left\{p_{1}, \ldots, p_{n-k}\right\} \subseteq \mathbb{F}\left[u^{ \pm 1}\right]^{n}$ for the annihilator submodule $\mathcal{C}^{\perp}$.
3. A convolutional encoder which corresponds to an algebraic finite equivalence between $\mathcal{C}$ and $\left(\mathbb{F}^{k}\right)^{\mathbb{Z}}$.
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# LINEAR CODES AND THEIR DUALS OVER ARTINIAN RINGS 

THOMAS MITTELHOLZER*


#### Abstract

Linear codes over commutative artinian rings $R$ are considered. For a linear functional-based definition of duality, it is shown that the class of length- $n$ linear block codes over $R$ should consist of projective submodules of the free module $R^{n}$. For this class, the familiar duality properties from the field case can be generalized to the ring case. In particular, the MacWilliams identity is derived for linear codes over any finite commutative ring. Duals of convolutional codes are also considered, and it is shown that for convolutional codes over commutative artinian rings, the duality property holds for a code and its dual as well as for the local description of the code by its canonical trellis section and its dual trellis section.


1. Introduction. Extensive work has been done on duality properties of linear codes in the framework of character-based (or Pontryagin) duality [1-4]. Recently duality of modules over a finite ring $R$ was studied in [5], where it was shown that if $R$ is a quasi-Frobenius ring (i.e., if $R$ is injective as an $R$-module) then the duality concept based on Pontryagin duality via characters is equivalent to the duality concept based on linear functionals. In that study, the underlying category of codes consisted of all finitely generated $R$-modules.

In this paper, we restrict the category of codes to projective modules that are submodules of $R^{n}$. As a consequence of this reduction, one can extend the class of rings for which the usual duality properties hold. In particular, this approach provides duality relations for linear codes over commutative artinian rings.

The linear functional-based dual (or orthogonal) of an $R$-submodule $M \subset R^{n}$ is defined via orthogonality in $R^{n}$, i.e., $M^{\perp}=\left\{f \in \operatorname{Hom}\left(R^{n}, R\right):\right.$ $f(\mathbf{m})=0$ all $\mathbf{m} \in M\},{ }^{1}$ which is equivalent to

$$
\begin{equation*}
M^{\perp}=\left\{\mathbf{x} \in R^{n}: \mathbf{x} \cdot \mathbf{m}^{T}=0, \text { all } \mathbf{m} \in M\right\} .^{2} \tag{1}
\end{equation*}
$$

The motivation to study linear functional-based duality is twofold. First, it allows one to obtain the desired duality properties for codes over some infinite rings, for which character-based duality is not suitable. Second, in the case of finite rings, both duality concepts apply, however, they do not agree, in general, i.e., different duality properties may hold, which is illustrated by the following example.

Example 1. The commutative ring $R=G F(2)[x, y] /\left(x^{2}, y^{2}, x y\right)$ is artinian but not quasi-Frobenius (i.e., is not injective as an $R$-module).

[^48]Let $C \subset R^{2}$ be the free rank-1 module generated by the systematic encoding matrix

$$
G=\left[\begin{array}{ll}
1 & 1+x+y
\end{array}\right]
$$

i.e, the code $C$ equals
$\left\{[00],\left[\begin{array}{ll}1 & 1+x+y],[1+x+y 1],[x\end{array}\right],[y y],[1+x 1+y],[1+y 1+x],[x+y x+y]\right\}$.
The parity check matrix for this code is equal to the generator matrix, $H=G$; that is, the code is self-dual, $C^{\perp}=C$, when using the linear functional duality concept.

Pontryagin duality is based on the notion of a continuous character, that is of a continuous group-homomorphism from the additive group of $R$ to the multiplicative group of the complex number field $\mathbf{C}$. Let $\hat{R}$ denote the set of all such homomorphisms.

Regarded as an additive group, $R$ is isomorphic to $\mathbf{Z}_{2}^{3}$ and, therefore, $\hat{R} \cong \mathbf{Z}_{2}^{3}$ as groups. An explicit description of the character group of $R$ is obtained by fixing some isomorphism, for instance,

$$
\phi: \mathbf{Z}_{2} \cdot 1 \oplus \mathbf{Z}_{2} \cdot x \oplus \mathbf{Z}_{2} \cdot y \rightarrow R
$$

given by $\phi\left(r_{1}, r_{x}, r_{y}\right)=r_{1}+r_{x} x+r_{y} y$. Every $a=a_{1}+a_{x} x+a_{y} y$ then defines a character $\chi_{a}$, which operates on an element $r=r_{1}+r_{x} x+r_{y} y$, by

$$
\chi_{a}(r)=(-1)^{a_{1} \cdot r_{1}+a_{x} \cdot r_{x}+a_{y} \cdot r_{y}}
$$

Thus, the group-isomorphism $\phi$ induces a group-isomorphism $\alpha: R \rightarrow \hat{R}$. Note that $\alpha$ is not a natural isomorphism; actually, there is no natural isomorphism between $R$ and $\hat{R}$, which is in contrast to the fact that $R$ and $\hat{\hat{R}}$ are naturally isomorphic (see Chap. 1.7 in [6]).

The character-based (or Pontryagin) dual of the code $C$ is defined by orthogonality

$$
\begin{equation*}
C^{\vdash}=\left\{\left[\chi^{(1)}, \chi^{(2)}\right] \in \hat{R}^{2}: \chi^{(1)}\left(c_{1}\right) \cdot \chi^{(2)}\left(c_{2}\right)=1, \text { all }\left[c_{1} c_{2}\right] \in C\right\} \tag{2}
\end{equation*}
$$

When regarded as a subgroup of $R^{2}$, the Pontryagin dual $\alpha^{-1}\left(C^{\vdash}\right)$ equals
$\left\{\left[\begin{array}{ll}0 & 0\end{array}\right],\left[\begin{array}{ll}1 & 1\end{array}\right],\left[\begin{array}{ll}x & 1+x\end{array}\right],\left[\begin{array}{ll}{[1+y],[1+x} & x\end{array}\right],[1+y y],[1+x+y 1+x+y],[x+y x+y]\right\}$.
Note that $\alpha^{-1}\left(C^{\vdash}\right)$ is not an $R$-module and $C^{\perp} \neq \alpha^{-1}\left(C^{\vdash}\right)$. Moreover, the complete weight enumerators for the code $C$ and the dual $\alpha^{-1}\left(C^{+}\right)$are different; they are given by the following two polynomials in the 8 indeterminates $Z_{0}, Z_{1}, Z_{x}, Z_{y}, Z_{1+x}, Z_{1+y}, Z_{x+y}, Z_{1+x+y}$

$$
\begin{aligned}
& A(\mathbf{Z})=Z_{0}^{2}+2 Z_{1} Z_{1+x+y}+Z_{x}^{2}+Z_{y}^{2}+2 Z_{1+x} Z_{1+y}+Z_{x+y}^{2} \\
& B(\mathbf{Z})=Z_{0}^{2}+Z_{1}^{2}+2 Z_{x} Z_{1+x}+2 Z_{y} Z_{1+y}+Z_{1+x+y}^{2}+Z_{x+y}^{2}
\end{aligned}
$$

respectively. It is interesting that although $A(\mathbf{Z}) \neq B(\mathbf{Z})$, the corresponding weight enumerator polynomials with respect to Hamming weight (which are obtained by setting $Z_{0}=1$ and the 7 other indeterminates to $Z$ ) are equal, i.e., $A_{H}(Z)=1+7 Z^{2}=B_{H}(Z)$.

The MacWilliams identities always hold for the character-based definition of duals for 'linear' codes defined over finite abelian groups [3]; in particular, they hold for the polynomials $A(\mathbf{Z})$ and $B(\mathbf{Z})$ as well as for $A_{H}(Z)$ and $B_{H}(Z)$, when considering the dual pair $C$ and $C^{\vdash}$. For the dual pair $C$ and $C^{\perp}$ of codes based on linear functionals, the generalized MacWilliams identities do not hold because $C=C^{\perp} \neq \alpha^{-1}\left(C^{\vdash}\right)$ but $A(\mathbf{Z}) \neq B(\mathbf{Z})$. However, in the special case of the weight enumerator polynomials $A_{H}(Z)$, $B_{H}(Z)$ with respect to Hamming weight, the identity (6) as given below holds.

Whether $C^{\perp}$ and $\alpha^{-1}\left(C^{\perp}\right)$ are isomorphic as $R$-modules depends on the choice of the isomorphism $\phi$. By choosing instead of $\phi$ another (suitable) isomorphism $\phi^{\prime}$, one can obtain an induced isomorphism $\alpha^{\prime}$ for which $C^{\perp}=\alpha^{\prime-1}\left(C^{\vdash}\right)$. To obtain this equality, one needs to choose the isomorphism $\phi^{\prime}$ as a function of the code $C$ and there is no (fixed) canonical map $\phi$, which induces a natural $R$-isomorphism between a code and its Pontryagin dual. In particular, one can show that if one chooses as a second code $\tilde{C}$ with generator matrix $\bar{G}=\left[\begin{array}{ll}1 & x\end{array}\right]$ then there is no isomorphism $\phi$ for which one obtains simultanous $R$-isomorphisms $C^{\perp} \cong \alpha^{-1}\left(C^{\vdash}\right)$ and $\tilde{C}^{\perp} \cong \alpha^{-1}\left(\tilde{C}^{\vdash}\right)$. Thus, for finite commutative rings, duality based on linear functionals and character-based duality are not equivalent, in general.

After setting a suitable framework for duals over commutative artinian rings in the next section, a generalization of the MacWilliams identities from the field to the ring case will be formulated and proved in Section 3 for weight enumerators with respect to Hamming distance. In Section 4, the duality results are extended from linear block codes to convolutional codes.
2. Duality properties of codes over artinian rings. Let $R$ be an abelian ${ }^{3}$ artinian ring. According to the structure theorem for such rings [7], $R$ can be written as a finite direct sum of local rings $R_{i}$, i.e.,

$$
\begin{equation*}
R=R_{1} \oplus R_{2} \oplus \ldots \oplus R_{e} \tag{3}
\end{equation*}
$$

Proposition 2.1. Let $R$ be a commutative artinian ring with a decomposition (3). Then,
(i) $R$ has e maximal ideals, which are of the form

$$
m_{i}=R_{1} \oplus \ldots \oplus R_{i-1} \oplus m_{i}^{\prime} \oplus R_{i+1} \oplus \ldots \oplus R_{e}
$$

where $m_{i}^{\prime}$ denotes the maximal ideal of $R_{i}$;

[^49](ii) the localization of $R$ at the maximal ideal $m_{i}$ is isomorphic to $R_{i}$, i.e., $R_{i} \cong R_{m_{i}}$.

Proof. (i) is clear because $m_{i}^{\prime}$ is maximal in $R_{i}$.
To prove (ii), we consider the homomorphism $i: R_{i} \rightarrow R_{m_{i}}$ given by sending an element $r^{(i)} \in R_{i}$ to $r^{(i)} / 1$ in $R_{m_{i}} \triangleq\left\{r / s: r \in R, s \in R \backslash m_{i}\right\}$ and show that it is an isomorphism. The homomorphism $i$ is injective because the annihilator of an element $r^{(i)} \neq 0$ is an ideal that is contained in the maximal ideal $m_{i}$ and, hence, there is no $s \in R \backslash m_{i}$ such that $s \cdot r^{(i)}=0$. To show surjectivity, consider an arbitrary element $r / s \in R_{m_{i}}$. Using (3), one has $r=\left(r_{1}, \ldots, r_{i}, \ldots, r_{e}\right)$ and $s=\left(s_{1}, \ldots, s_{i}, \ldots, s_{e}\right)$, where $s_{i} \in R_{i} \backslash m_{i}^{\prime}$. As $m_{i}^{\prime}$ is a maximal ideal, $s_{i}$ is invertible in $R_{i}$ with inverse $s_{i}^{\prime}$. The element $s_{i}^{\prime} r_{i}$ is mapped onto $r / s$, i.e., there is an element $t \in R \backslash m_{i}$ such that $t\left(r-s s_{i}^{\prime} r_{i}\right)=0$, viz., $t=(0, \ldots, 1, \ldots, 0)$ with a single component 1 at position $i$.

For arbitrary $R$-modules there is no duality relation, in general. A suitable subcategory, for which duality holds, is the class of all finitely generated projective $R$-modules. A projective $R$-module is a direct summand in a free $R$-module (see Chap. 3.10 in [7]) and, thus, it can be regarded as a generalization of a free module. In the following, we recall some results on projective modules and show that they satisfy the desired duality relations. Using (3), every $R$-module $M$ can be decomposed as

$$
M=R \otimes_{R} M=M_{1} \oplus M_{2} \oplus \ldots \oplus M_{e}
$$

where $M_{i}=R_{i} \otimes_{R} M$ is the tensor product of the $R$-modules $R_{i}$ and $M$. The following proposition results by applying a well-known local-global result in commutative algebra (see [8] Chap. I.3, Corollary 3.4) to the special case of artinian rings and by using $R_{i} \cong R_{m_{i}}$ (cf. Proposition 2.1 (ii)).

Proposition 2.2. Let $M$ be a finitely generated module over $R$. Then, $M$ is $R$-projective if and only if $M_{i}$ is $R_{i}$-projective for all $i=1,2, \ldots, e$.
Remark. The $R_{i}$-modules $M_{i}$ are actually free because the rings $R_{i}$ are local, i.e., $R_{i}$ contains exactly one maximal ideal [7].
The following lemma for projective modules over commutative artinian rings is crucial for the orthogonality (or duality) property of linear functional-based duals.

Lemma 2.1. Suppose $M \subset R^{n}$ is projective. Then there exists a projective submodule $Q$ of $R^{n}$ such that

$$
\begin{equation*}
R^{n}=M \oplus Q \tag{4}
\end{equation*}
$$

Proof. Using the results above, one can assume without loss of essential generality that $R$ is local artinian and, hence, consider $M$ to be free over $R$. For this case, (4) was proved in Appendix II of [9].

It is well known in commutative algebra that when localizing a finitely generated projective module $U$ at a prime ideal $\wp$, one obtains an $R_{\wp}$ module $U_{\wp}$ that is free (see e.g. Chap. 7.7 in [7]). This allows one to define the $\wp$-rank $r k_{\wp}(U)$ of a finitely generated projective module $U$, which is given by the cardinality of a basis of the localization $U_{\wp}$.

Proposition 2.3. Let $R$ be commutative artinian and suppose that $U$ and $V$ are submodules of $R^{n}$, which are projective. Then
(i) $U^{\perp}$ is projective and $\left(U^{\perp}\right)^{\perp}=U$; moreover, $r k_{\wp}\left(U^{\perp}\right)=n-r k_{\wp}(U)$ for any prime ideal $\wp$.
(ii) $(U+V)^{\perp}=U^{\perp} \cap V^{\perp}$.
(iii) $U+V$ and $U \cap V$ are projective and for any prime ideal $\wp$, the following rank formula holds

$$
r k_{\wp}(U \cap V)+r k_{\wp}(U+V)=r k_{\wp}(U)+r k_{\wp}(V)
$$

Remark. If $R$ is artinian but not local then even if $U$ and $V$ are free the intersection $U \cap V$ need not be free. A simple example of this fact is obtained by letting $R$ be the ring $\mathbf{Z}_{6}$ of integers modulo 6 and by considering the rank- $1 \mathbf{Z}_{6}$-submodules $U$ and $V$ of $R^{2}$ generated by [2 3 ] and [10], respectively. Then, $U \cap V=\{[00],[20],[40]\}$ is projective but not free. Thus, when $R$ is commutative artinian, the class of free modules need not be closed under the intersection operation, but the class of projective modules is.

Proof. Using Proposition 2.2, one can assume that $R$ is local and, hence, that the projective modules $U$ and $V$ are free with $r k(U)=k$.
Proof of (i): Choose a basis $\mathbf{g}_{1}, \ldots, \mathbf{g}_{k}$ for $U$. Let $G$ be the corresponding generator matrix. By the above Lemma, there is a complementary free module $U^{\prime}$ such that

$$
\begin{equation*}
R^{n}=U \oplus U^{\prime} \tag{5}
\end{equation*}
$$

In other words, the basis of $U$ can be extended by $n-k n$-tuples $\mathbf{q}_{k+1}, \ldots$, $\mathbf{q}_{n}$ to form a basis of $R^{n}$. Let $Q$ be the $(n-k) \times n$ matrix with $\mathbf{q}_{k+1}, \ldots, \mathbf{q}_{n}$ as rows. The $n \times n$ matrix consisting of the submatrices $G$ and $Q$ is invertible, i.e.,

$$
\left[\begin{array}{c}
G \\
Q
\end{array}\right] \cdot\left[\begin{array}{ll}
K^{T} & H^{T}
\end{array}\right]=\left[\begin{array}{cc}
I_{k} & 0 \\
0 & I_{n-k}
\end{array}\right]=\left[\begin{array}{c}
K \\
H
\end{array}\right] \cdot\left[\begin{array}{ll}
G^{T} & Q^{T}
\end{array}\right]
$$

where $I_{k}$ denotes the $k \times k$ identity matrix and $H$ and $K$ are $(n-k) \times n$ and $k \times n$ matrices, respectively. It follows that the rows of $H$ form a basis for $U^{\perp}$, hence $U^{\perp}$ is free of rank $n-k$ and, therefore, $r k_{\wp}\left(U^{\perp}\right)=n-r k_{\wp}(U)$. Similarly, the rows of $G$ form a basis for $\left(U^{\perp}\right)^{\perp}$ and, therefore, $\left(U^{\perp}\right)^{\perp}=U$. Proof of (ii):

$$
\begin{aligned}
(U+V)^{\perp} & =\left\{\mathbf{x} \in R^{n}: \mathbf{x} \cdot \mathbf{y}^{T}=0, \text { for all } \mathbf{y} \in U \text { or } \mathbf{y} \in V\right\} \\
& =\left\{\mathbf{x}: \mathbf{x} \cdot \mathbf{u}^{T}=0, \text { for all } \mathbf{u} \in U\right\} \cap\left\{\mathbf{x}: \mathbf{x} \cdot \mathbf{v}^{T}=0, \text { for all } \mathbf{v} \in V\right\} \\
& =U^{\perp} \cap V^{\perp}
\end{aligned}
$$

Proof of (iii): (5) implies $V \cap U \oplus V \cap U^{\prime}=V$. Thus, $V \cap U$ is a direct summand in the free module $V$ and, hence, projective. Using (i), it follows similarly that $V^{\perp} \cap U^{\perp}$ is projective. Now (ii) and (i) imply that $U+V$ is projective.

To show the rank formula, we make use again of the above Lemma to conclude that there is a free $R$-module $V^{\prime}$ such that $R^{n}=V \oplus V^{\prime}$. One easily verifies that $U+V=U \cap V+U \cap V^{\prime}+V \cap U^{\prime}$ and that the right-hand side is actually a direct sum. Thus,

$$
(U \cap V) \oplus(U+V) \cong U \cap V \oplus U \cap V^{\prime} \oplus U \cap V \oplus V \cap U^{\prime} \cong U \oplus V
$$

and this implies the rank formula

$$
r k(U \cap V)+r k(U+V)=r k(U \oplus V)=r k(U)+r k(V),
$$

which also holds after further localization at a prime ideal $\wp$.
In terms of category theory [7], the result of Proposition 2.3 can be expressed by saying that ${ }^{\perp}$ is a (contravariant) duality functor from the category of projective submodules $U \subset R^{n}$ onto itself. Here, the morphisms considered must be defined for the entire space $R^{n}$. Duality means that the functor that results from applying ${ }^{\perp}$ twice is naturally equivalent to the identity functor.

Example 2. The commutative ring $R=G F(2)[x, y] /\left(x^{2}, y^{2}, x y\right)$ is artinian but not quasi-Frobenius. The non-projective $R$-module $U=\{0, x\}$ has as dual $U^{\perp}=\{0, x, y, x+y\}$. But $U \neq\left(U^{\perp}\right)^{\perp}=U^{\perp}$ and, therefore, $\perp$ is not a duality functor on the category of finitely generated $R$-modules. This shows that the restriction to projective modules is essential.

The two notions of duality (1) and (2), which are based on linear functionals and on characters, coincide for finite commutative quasi-Frobenius rings [5]. In the case of other rings, the two duality notions can be considered complementary. For example, the ring of integers $\mathbf{Z}$ is not quasiFrobenius (not injective) and not artinian. The linear functional based functor does not give the desired duality properties but Pontryagin duality does.

A complementary example is given by the field of rational numbers Q. The rationals are not locally compact. Another example is the ring of rational functions $\mathbf{Z}_{4}(t)$ over the integers modulo 4 (cf. Section 4.1). This ring is a subgroup in the bi-infinite direct product group $\mathbf{Z}_{4}^{\mathbf{Z}}$. Putting the discrete topology on the component groups $\mathbf{Z}_{4}$, the infinite product $\mathbf{Z}_{4}^{\mathbf{Z}}$ is a compact group with respect to the product topology; the subgroup $\mathbf{Z}_{4}(t)$ is neither open nor closed and, hence, not locally compact. Similarly, one can show that if $R(D)$ is regarded as a subgroup of the Laurent sequence space $R((D))$, it is not locally compact. For these two examples, Pontryagin duality does not provide the desired duality property but duality based on linear functionals does.
3. MacWilliams identities. In the following discussion it is assumed that the ring is finite and commutative; in particular, $R$ is artinian and the results of the preceding section apply. The class of codes considered are projective modules $U \subset R^{n}$. The spectrum of a code $U$ and its dual $U^{\perp}$ is given by

$$
\begin{aligned}
& A_{i}=\left|\left\{\mathbf{u} \in U: w_{H}(\mathbf{u})=i\right\}\right| \\
& B_{i}=\left|\left\{\mathbf{v} \in U^{\perp}: w_{H}(\mathbf{v})=i\right\}\right|
\end{aligned}
$$

where $w_{H}(\mathbf{u})$ denotes the Hamming weight of a codeword $\mathbf{u}$ and $|V|$ denotes the cardinality of a set $V$.

The MacWilliams identities give a relation between the weight coefficients $A_{i}$ and $B_{i}$.

Theorem 3.1. (MacWilliams identity) Let $R$ be a finite commutative ring and let $A_{i}$ and $B_{i}$ be the weight coefficients of an $R$-linear code $U$ and its dual $U^{\perp}$, respectively. Then, the following polynomial identity holds:

$$
\begin{equation*}
\sum_{i=0}^{n} B_{i} X^{i}=\frac{1}{|U|} \sum_{j=0}^{n} A_{j}(1-X)^{j}\{1+(|R|-1) X\}^{n-j} \tag{6}
\end{equation*}
$$

Remark. From Example 1 it is clear that the generalized MacWilliams identity does not hold for generalized distance measures.

Proof. The proof goes along the lines of the original proof No. 1 in [10]. Setting $X=1 /(1+Y)$ in (6), one obtains

$$
\sum_{i=0}^{n} B_{i}(1+Y)^{n-i}=\frac{1}{|U|} \sum_{j=0}^{n} A_{j} Y^{j}(Y+|R|)^{n-j}
$$

Expanding and comparing coefficients of $Y^{\ell}$ yields

$$
\begin{equation*}
\sum_{i=0}^{n-\ell} B_{i}\binom{n-i}{\ell}=\frac{|R|^{n-\ell}}{|U|} \sum_{j=0}^{\ell} A_{j}\binom{n-j}{n-\ell} \tag{7}
\end{equation*}
$$

It is sufficient to show (7) for all $\ell=0,1, \ldots, n$.
For each subset $s=\left\{s_{1}, \ldots, s_{\ell}\right\} \subset\{1, \ldots, n\}$ of cardinality $\ell$, we define a free rank- $\ell$ submodule $F_{s} \subset R^{n}$ with support in $s$ :

$$
F_{s}=\left\{\mathbf{x} \in R^{n}: \operatorname{supp}(\mathbf{x}) \subseteq s\right\}=R \mathbf{e}_{s_{1}} \oplus \ldots \oplus R \mathbf{e}_{s_{\ell}}
$$

where $\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}$ is the standard basis for $R^{n}$ and $\operatorname{supp}(\mathbf{x})$ denotes the support, i.e., the indices with non-zero components, of $\mathbf{x}$. Let $t=\{1, \ldots, n\} \backslash s$ be the complementary set of $s$. Then, clearly $F_{s}^{\perp}=F_{t}$. Using Proposition 2.3, one obtains

$$
\begin{aligned}
\left(U+F_{s}\right)^{\perp} & =U^{\perp} \cap F_{t} \\
r k_{m}\left(U+F_{s}\right) & =r k_{m}\left(U^{\perp} \cap F_{t}\right)^{\perp}=n-r k_{m}\left(U^{\perp} \cap F_{t}\right) \\
r k_{m}(U)+r k_{m}\left(F_{s}\right) & =r k_{m}\left(U \cap F_{s}\right)+r k_{m}\left(U+F_{s}\right),
\end{aligned}
$$

where $m$ is one of the $e$ maximal ideals of $R$. As $r k_{m}\left(F_{s}\right)=\ell$, the latter two equations imply

$$
\begin{equation*}
n-\ell+r k_{m}\left(U \cap F_{s}\right)-r k_{m}(U)=r k_{m}\left(U^{\perp} \cap F_{t}\right) \tag{8}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\left|R_{m}\right|^{n-\ell+r k_{m}\left(U \cap F_{s}\right)-r k_{m}(U)}=\left|R_{m}\right|^{r k_{m}\left(U^{\perp} \cap F_{t}\right)} \tag{9}
\end{equation*}
$$

where $R_{m}$ denotes the localization at the maximal ideal $m$.
For fixed cardinality $\ell$, consider pairs $(s, \mathbf{u})$, where $\mathbf{u} \in U \cap F_{s}$. For each choice of $s$, there are $\left|U \cap F_{s}\right|=\prod_{m}\left|R_{m}\right|^{r k_{m}\left(U \cap F_{s}\right)}$ such pairs, where the product is over all the $e$ maximal ideals $m$ of $R$. Considering all possible choices for $s$, the total number of such pairs is

$$
\sum_{s \subset\{1, \ldots, n\}} \prod_{\substack{|s|=\ell}}\left|R_{m}\right|^{\mid k_{m}\left(U \cap F_{s}\right)} .
$$

A second way of counting these pairs is as follows. For each $\mathbf{u} \in U$ of weight $j$, there are $n-j$ zero components. Thus, any subset $t=$ $\left\{t_{1}, \ldots, t_{n-\ell}\right\} \subset\{1, \ldots, n\} \backslash \operatorname{supp}(\mathbf{u})$ of cardinality $n-\ell$ defines a complementary set $s$, which can be paired with $\mathbf{u}$. There are $\binom{n-j}{n-\ell}$ choices for $t$ or $s$, respectively. There are $A_{j}$ codewords of weight $j$ in $U$, hence

$$
\sum_{\substack{s \subset\{1, \ldots, n\} \\|s|=\ell}} \prod_{m}\left|R_{m}\right|^{r k_{m}\left(U \cap F_{s}\right)}=\sum_{j=0}^{\ell} A_{j}\binom{n-j}{n-\ell} .
$$

Applying the same argument to $U^{\perp}$, one obtains

$$
\sum_{\substack{t \subset\{1, \ldots, n\} \\|t|=n-\ell}} \prod_{m}\left|R_{m}\right|^{r k_{m}\left(U^{\perp} \cap F_{t}\right)}=\sum_{i=0}^{n-\ell} B_{i}\binom{n-i}{\ell}
$$

Using (9) and the fact that the complementary sets $s$ and $t$ are in one-to-one correspondence yields

$$
\sum_{i=0}^{n-\ell} B_{i}\binom{n-i}{\ell}=\sum_{\substack{t \subset\{1, \ldots, n\} \\|t|=n-\ell}} \prod_{m}\left|R_{m}\right|^{r k_{m}\left(U^{\perp} \cap F_{t}\right)}
$$

$$
\begin{aligned}
&= \sum_{t \subset\{1, \ldots, n\}} \prod_{m}\left|R_{m}\right|^{n-\ell+r k_{m}\left(U \cap F_{s}\right)-r k_{m}(U)} \\
&|t|=n-\ell \\
&= \prod_{m}\left|R_{m}\right|^{n-\ell-r k_{m}(U)} \sum_{j=0}^{\ell} A_{j}\binom{n-j}{n-\ell} \\
&= \frac{|R|^{n-\ell}}{|U|} \sum_{j=0}^{\ell} A_{j}\binom{n-j}{n-\ell} .
\end{aligned}
$$

Example 3. [2 2 2] generates a $\mathbf{Z}_{6}$-module $U=\left\{\left[\begin{array}{ll}0 & 0\end{array}\right],\left[\begin{array}{ll}2 & 2\end{array}\right],\left[\begin{array}{ll}4 & 4\end{array}\right]\right\}$, which is projective but not free. The dual code is

$$
U^{\perp}=\left\{\left[\begin{array}{ll}
0 & 0
\end{array}\right],\left[\begin{array}{ll}
3 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 3
\end{array}\right],\left[\begin{array}{ll}
3 & 3
\end{array}\right],\left[\begin{array}{ll}
2 & 4
\end{array}\right],\left[\begin{array}{ll}
4 & 2
\end{array}\right],\left[\begin{array}{ll}
15],\left[\begin{array}{ll}
5
\end{array}\right],[1 & \left.2],\left[\begin{array}{ll}
2
\end{array}\right],\left[\begin{array}{ll}
4 & 5
\end{array}\right],\left[\begin{array}{ll}
5
\end{array}\right]\right\} .
\end{array}\right.\right.
$$

The weight enumerator polynomials of $U$ and $U^{\perp}$ are $A(X)=1+2 X^{2}$ and $B(X)=1+2 X+9 X^{2}$, respectively. The MacWilliams identities are readily verified:

$$
B(X)=\frac{1}{3} \sum_{j=0}^{2} A_{j}(1-X)^{j}(1+5 X)^{2-j}
$$

## 4. Duality of convolutional codes over rings.

4.1. Dual and convolutional dual. An $(n, k)$ convolutional code over a field $F$ can be regarded as a block code over the field of rational functions $F(D)$ [11]. For a commutative ring $R$, we can define the ring of rational functions similarly as in the field case by

$$
R(D)=\left\{\frac{f(D)}{D^{m} s(D)}: f(D), s(D) \in R[D], s(0)=1, m \in \mathbf{Z}\right\}
$$

A convolutional code over $R$ is a projective $R(D)$-submodule of $R(D)^{n}$. For coding purposes, one considers the standard embedding of $R(D)$ in the ring of formal Laurent series $R((D))$, which allows one to view a codeword of an ( $n, k$ ) code over $R(D)$ as a code sequence with components in $R^{n}$. The following proposition is crucial to extend the duality results from linear block codes to convolutional codes.

Proposition 4.1. If $R$ is commutative artinian, then so is $R(D)$.
Proof. Owing to the structure theorem for commutative artinian rings (3), the ring of rational functions decomposes as

$$
R(D)=R_{1}(D) \oplus R_{2}(D) \oplus \ldots \oplus R_{e}(D)
$$

Thus, one can assume that $R$ is local, artinian with a nilpotent maximal ideal $\wp$, say $\wp^{t}=0$ but $\wp^{(t-1)} \neq 0$. We will show that $R(D)$ is local and has
the nilpotent maximal ideal $\wp R(D)$. By the structure theorem mentioned above, this implies that $R(D)$ is artinian.

As $\wp$ is nilpotent, it is clear that $\wp R(D)$ is also nilpotent. Thus, it remains to show that $R(D)$ is local, which will be proved by showing that $R(D) \backslash \wp R(D)$ consists of invertible elements.

Let $r(D)=\frac{f(D)}{s(D)} \in R(D) \backslash \wp R(D)$. As $s(D)$ is invertible it is sufficient to show that $f(D) \in R[D] \backslash \wp R[D]$ is also invertible. Write

$$
f(D)=a(D)+b(D),
$$

where $a(D) \in(R \backslash \wp)[D]$ and $b(D) \in \wp R[D]$. By successive multiplication of $a(D)+b(D)$ by complementary binomial-like terms, one obtains

$$
\begin{aligned}
& f(D) \cdot(a(D)-b(D))=a^{2}(D)-b^{2}(D) \\
& f(D) \cdot(a(D)-b(D))\left(a^{2}(D)+b^{2}(D)\right)=a^{4}(D)-b^{4}(D) \\
& \text { etc. }
\end{aligned}
$$

Continuing in this way, one finds a polynomial $h(D)$ such that $f(D) \cdot h(D)=$ $a^{2^{\ell}}(D)-b^{2^{\ell}}(D)$ for some $\ell$, such that $t \leq 2^{\ell}$. As $\wp^{t}=0$, it follows that $b^{2^{\ell}}(D)$ vanishes and, therefore, $f(D) \cdot h(D)=a^{2^{\ell}}(D)$. By construction, the trailing coefficient $a_{T}$ of $a(D)$, i.e., the first non-zero coefficient of lowest order, is a unit of $R$ because it lies in $R \backslash \wp$. Therefore, the trailing coefficient of $a^{2^{\ell}}(D)$, which equals $a_{T}^{\ell}$, is also a unit. Thus, $f(D) \cdot h(D)=a^{2^{\ell}}(D)$ and, a fortiori, $f(D)$ is invertible in $R(D)$.
Remark. For a commutative artinian ring, the structure theorem implies that $R$ contains only a finite number of maximal ideals $m_{1}, m_{2}, \ldots, m_{e}$. Let $Y=m_{1} \cup m_{2} \cup \ldots \cup m_{e}$ and note that $R \backslash Y$ is a multiplicatively closed set. The above proof shows that for any polynomial $f(D) \in R[D] \backslash Y[D]$, there exists a polynomial $h(D)$ such that the trailing coefficient of $f(D) h(D)$ is 1. This implies that one can use the multiplicatively closed set $R[D] \backslash Y[D]$ as denominators and the ring of rational functions can be characterized as

$$
\begin{equation*}
R(D)=\left\{\frac{f(D)}{s(D)}: f(D) \in R[D], s(D) \in R[D] \backslash Y[D]\right\} \tag{10}
\end{equation*}
$$

Following [12], we define the convolutional dual of a convolutional code $C \subset R(D)^{n}$ as in the block code case:

$$
C^{\perp_{c}}=\left\{\mathbf{x}(D) \in R^{n}(D): \mathbf{c}(D) \cdot \mathbf{x}(D)^{T}=0, \text { all } \mathbf{c}(D) \in C\right\}
$$

Corollary 4.1. Let $R$ be a commutative, artinian ring. Then, every convolutional code $C$ over $R$ has a convolutional dual $C^{\perp_{c}}$, which satisfies $\left(C^{\perp_{c}}\right)^{\perp_{c}}=C$. Moreover, if $C \subset R(D)^{n}$ is free of rank $k$, then $C^{\perp_{c}}$ has rank $n-k$.

Example 4. Consider the ring of integers $\mathbf{Z}$, which is not an artinian ring, and let $C$ be the convolutional code over $\mathbf{Z}$ that is generated by the $1 \times 1$ generator matrix

$$
G(D)=[2+D] .
$$

One can show that 1 is not a codeword and, thus, $C \neq \mathbf{Z}(D)$. As $\mathbf{Z}$ has no zero divisors, $x(D) G(D)=0$ implies $x(D)=0$ and, therefore, the convolutional dual equals $C^{\perp_{c}}=0$. Now, the twofold dual is $\left(C^{\perp_{c}}\right)^{\perp_{c}}=$ $\mathbf{Z}(D)$ and, hence, the duality property does not hold.

In the field case, duality for convolutional codes is based on the nondegenerate pairing (cf. [4] and Appendix in [13]) of formal Laurent series $R((D))$ and formal anti-Laurent series $R\left(\left(D^{-1}\right)\right)$

$$
\begin{equation*}
\pi: R((D)) \times R\left(\left(D^{-1}\right)\right) \rightarrow R \tag{11}
\end{equation*}
$$

defined by $\pi\left(D^{-a}\left(s_{0}+s_{1} D+s_{2} D^{2}+\ldots\right), D^{b}\left(t_{0}+t_{-1} D^{-1}+t_{-2} D^{-2}+\ldots\right)\right)=$ $\sum_{i} s_{i+a} t_{-i-b}$. The rational functions $R(D)$ or $R\left(D^{-1}\right)$ can be expanded around zero or around infinity to yield a formal Laurent series or antiLaurent series, respectively. By restricting the pairing $\pi$ to the rational functions, one obtains a pairing for $R(D) \times R\left(D^{-1}\right)$.

We can now define the dual of a convolutional code using the above pairing, which can be extended from the scalar case to the case of $n$ codeword components in the usual way. Let $C \subset R^{n}(D) \subset R^{n}((D))$ be a convolutional code, then the dual code lies in $R^{n}\left(D^{-1}\right) \subset R^{n}\left(\left(D^{-1}\right)\right)$ and is defined by

$$
\begin{equation*}
C^{\perp}=\left\{\mathbf{x}\left(D^{-1}\right) \in R^{n}\left(D^{-1}\right): \pi\left(\mathbf{c}(D), \mathbf{x}\left(D^{-1}\right)\right)=0, \text { all } \mathbf{c}(D) \in C\right\} \tag{12}
\end{equation*}
$$

Note that in contrast to the field case, $R(D)=R\left(D^{-1}\right)$ does not hold, in general (cf. the above example). However, for commutative artinian rings, this equality holds.

Proposition 4.2. Let $C$ be a convolutional code over a commutative artinian ring $R$. Then,
(i) $R(D)=R\left(D^{-1}\right)$;
(ii) $C_{\text {rev }}^{\perp}=C^{\perp_{c}}$,
where $C_{\text {rev }}^{\perp}$ denotes the time reversal of the dual $C^{\perp}$.
Proof. (i) follows from (10) and the fact the a polynomial $s(D)=$ $s_{0}+s_{1} D+\ldots+s_{\ell} D^{\ell}$ is contained in $R[D] \backslash Y[D]$ if and only if $D^{-\ell} s(D)=$ $s_{0} D^{-\ell}+s_{1} D^{-\ell+1}+\ldots+s_{\ell}$ is contained in $R\left[D^{-1}\right] \backslash Y\left[D^{-1}\right]$.

To show (ii), one can assume without loss of essential generality that $R$ is local. The proof of proposition 4.1 implies that $R(D)$ is also local. It is well known [7] that a projective module over a local ring is free and, therefore, $C$ is a free $R(D)$-module. Thus, $C$ has some generator matrix $G(D)$.

Consider a codeword $\mathbf{x}(D)$ of the convolutional dual, which by definition satisfies $G(D) \mathbf{x}(D)^{T}=0$ or, equivalently, $\mathbf{g}_{i}(D) \mathbf{x}(D)^{T}=0$ for all the
rows $\mathbf{g}_{i}(D)$ of the generator matrix. The dual codeword can be expanded into a formal Laurent series $\mathbf{x}(D)=D^{-a}\left(\mathbf{x}_{0}+\mathbf{x}_{1} D+\mathbf{x}_{2} D^{2}+\ldots\right)$. Let $x\left(D^{-1}\right)_{\text {rev }}=D^{a}\left(\mathbf{x}_{0}+\mathbf{x}_{1} D^{-1}+\mathbf{x}_{2} D^{-2}+\ldots\right)$ be the time reversal of $\mathbf{x}(D)$.

One then checks that the condition $\mathbf{g}_{i}(D) \mathbf{x}(D)^{T}=0$ is equivalent to the condition $\pi\left(D^{\ell} \cdot \mathbf{g}_{i}(D), \mathbf{x}\left(D^{-1}\right)_{\text {rev }}\right)=0$, for all integer shifts $\ell$. Thus, any codeword $\mathbf{x}(D)$ of the convolutional dual $C^{\perp_{c}}$ gives rise to a codeword $\mathbf{x}\left(D^{-1}\right)_{\mathrm{rev}}$ in $C^{\perp}$ and, conversely, every codeword $\mathbf{x}\left(D^{-1}\right)_{\mathrm{rev}} \in C^{\perp}$ determines a time-reversed codeword $\mathbf{x}(D) \in C^{\perp_{c}}$. This proves claim (ii). ■

Remark. By part (i) of Proposition 4.2, the rational functions $R(D)$ have both a formal Laurent series expansions around zero as well as around infinity. Thus, the codewords of $C^{\perp} \subset R^{n}\left(D^{-1}\right) \subset R^{n}\left(\left(D^{-1}\right)\right)$ can also be considered elements of $R^{n}(D) \subset R^{n}((D))$; but note that a codeword will have different expansions around zero or infinity, in general.
4.2. Locally defined duals. In the framework of character-based duality, one can define a convolutional code and its dual locally by the canonical trellis section and the dual trellis section [14]. This local description of the dual is of particular interest because it can be generalized to codes defined over graphs [4]. In this section, we will consider this local duality description in the context of linear functional-based duals. To motivate these duality results, we start with an example. We assume that the reader is familiar with the notion of a trellis as defined, for instance, in [9] or [15].

Example 5. Consider the ring $R=G F(2)[x, y] /\left(x^{2}, y^{2}, x y\right)$, which is not a quasi-Frobenius ring. Let $C$ be the convolutional (2,1) code generated by the generator matrix

$$
G(D)=\left[\begin{array}{ll}
1 & 1+x D
\end{array}\right]
$$



Fig. 1. 2-state realization of the generator matrix $G(D)$.
This generator matrix has a minimal 2-state realization as shown in Fig. 1. The scalar multiplication by the ring element $x$ as well as the addition is with respect to the arithmetic of the ring $R$. Note that the delay cell will contain only the values 0 and $x$, thus, this is indeed a 2 -state realization with state space $S=\{0, x\}$. A branch of the trellis corresponding to this realization is a triple $b=\left(s, v_{1} v_{2}, s^{\prime}\right)$, where $s \in S$ is the current
state, $s^{\prime} \in S$ is the next state, and $v_{1} v_{2}$ are the two outputs produced by the given realization, where $v_{i} \in R$. The set of all branches $B$ at a fixed time instant of this time-invariant trellis consists of all the triples

| $(0,00,0)$ | $(0, x x, 0)$ | $(0, y y, 0)$ | $(0, x+y x+y, 0)$ |
| :--- | :--- | :--- | :--- |
| $(0,11, x)$ | $(0,1+x 1+x, x)$ | $(0,1+y 1+y, x)$ | $(0,1+x+y 1+x+y, x)$ |
| $(x, 0 x, 0)$ | $(x, x 0,0)$ | $(x, y x+y, 0)$ | $(x, x+y y, 0)$ |
| $(x, 11+x, x)$ | $(x, 1+x 1, x)$ | $(x, 1+y 1+x+y, x)$ | $(x, 1+x+y 1+y, x)$. |

Note that $B$ forms a group under componentwise composition of the triples $b=\left(s, v_{1} v_{2}, s^{\prime}\right)$.

As $G(D) G(D)^{T}=0$, the code $C$ is self-dual, i.e., $C=C^{\perp_{c}}$. The dual code $C^{\perp}$, which is the time reversal of $C^{\perp_{c}}$, has a 2 -state minimal trellis that is the time reversal of the trellis for $C$. The state space $\tilde{S}$ of the dual code can be endowed with an algebraic structure as follows. Let $f_{x}:\{0, x\} \rightarrow R$ be the inclusion map, i.e., $f_{x}(0)=0$ and $f_{x}(x)=x$, and set $\tilde{S}=\left\{0, f_{x}\right\}$. If we define $\left(f_{x}+f_{x}\right)(s)=f_{x}(s)+f_{x}(s)$, then $\tilde{S}$ is isomorphic to the cyclic group of order 2, hence, isomorphic to $S$. The branch group $B^{\perp}$ for the time-reverse trellis with state space $\tilde{S}$ consists of triples $b^{\perp}=\left(f, w_{1} w_{2}, f^{\prime}\right)$, where $f, f^{\prime} \in \tilde{S}$ and $w_{i} \in R$. The set of all branches in $B^{\perp}$ is given by

| $(0,00,0)$ | $(0, x x, 0)$ | $(0, y y, 0)$ | $(0, x+y x+y, 0)$ |
| :--- | :--- | :--- | :--- |
| $\left(f_{x}, 11,0\right)$ | $\left(f_{x}, 1+x 1+x, 0\right)$ | $\left(f_{x}, 1+y 1+y, 0\right)$ | $\left(f_{x}, 1+x+y 1+x+y, 0\right)$ |
| $\left(0,0 x, f_{x}\right)$ | $\left(0, x 0, f_{x}\right)$ | $\left(0, y x+y, f_{x}\right)$ | $\left(0, x+y y, f_{x}\right)$ |
| $\left(f_{x}, 11+x, f_{x}\right)$ | $\left(f_{x}, 1+x 1, f_{x}\right)$ | $\left(f_{x}, 1+y 1+x+y, f_{x}\right)$ | $\left(f_{x}, 1+x+y 1+y, f_{x}\right)$. |

We now define a pairing $\langle.,$.$\rangle on \left(S \times R^{2} \times S\right) \times\left(\tilde{S} \times R^{2} \times \tilde{S}\right)$ with values in $R$ by

$$
\left\langle\left(s, v_{1} v_{2}, s^{\prime}\right),\left(f, w_{1} w_{2}, f^{\prime}\right)\right\rangle=f(s)+v_{1} \cdot w_{1}+v_{2} \cdot w_{2}-f^{\prime}\left(s^{\prime}\right)
$$

This pairing gives the following orthogonality characterization of the dual branch group

$$
B^{\perp}=\left\{b^{\perp} \in \tilde{S} \times R^{2} \times \tilde{S}:\left\langle b, b^{\perp}\right\rangle=0 \text { for all } b \in B\right\}
$$

To formulate duality locally, we need the notion of the canonical trellis of a convolutional code. We briefly review the relevant concepts, as presented e.g. in [9]. The canonical state space of a convolutional code $C \subset R^{n}(D) \subset R^{n}\left((D) \text { ) (or } C \subset R^{n}\left(D^{-1}\right) \subset R^{n}\left(\left(D^{-1}\right)\right)\right)^{4}$ is given by the $R$ quotient module

$$
S(C)=C /\left(C_{-}+C_{+}\right)
$$

[^50]where $C_{+}=C \cap R[[D]]$ consists of all causal codewords and $C_{-}=C \cap$ $D^{-1} R\left[\left[D^{-1}\right]\right]$ consists of all anti-causal codewords. ${ }^{5}$ Every codeword $\mathbf{x}(D)$ determines an equivalence class, i.e., an element in the quotient module $S(C)$; this equivalence class will be denoted by $[\mathbf{x}(D)]$. A trellis section of the canonical (time-invariant) trellis is determined by the canonical branch set of $C$, which is a subgroup of $S(C) \times R^{n} \times S(C)$ characterized by
$$
B(C)=\left\{\left([\mathbf{x}(D)], \mathbf{x}_{0},\left(\left[D^{-1} \mathbf{x}(D)\right]\right): \mathbf{x}(D) \in C\right\}\right.
$$
where $\mathbf{x}_{0}$ is the time- 0 component of the codeword $\mathbf{x}(D)$. The dual code $C^{\perp} \subset R^{n}\left(D^{-1}\right)$ has a canonical branch group lying in the ambient space $S\left(C^{\perp}\right) \times R^{n} \times S\left(C^{\perp}\right)$, which is determined by
$$
B\left(C^{\perp}\right)=\left\{\left(\left[\mathbf{y}\left(D^{-1}\right)\right], \mathbf{y}_{0},\left(\left[D^{-1} \mathbf{y}\left(D^{-1}\right)\right]\right): \mathbf{y}\left(D^{-1}\right) \in C^{\perp}\right\}\right.
$$

The key to obtain a duality relation for the above branch groups is based on a pairing of the canonical state spaces. This pairing is defined as follows:

$$
\begin{array}{cccc}
\rho: & S(C) \times S\left(C^{\perp}\right) & \longrightarrow & R  \tag{13}\\
\left([\mathbf{x}(D)],\left[\mathbf{y}\left(D^{-1}\right)\right]\right) & \mapsto & \sum_{i=-\infty}^{-1} \mathbf{x}_{i} \cdot \mathbf{y}_{i}^{T}
\end{array}
$$

where $\mathbf{x}_{i}$ and $\mathbf{y}_{i}$ denote the time- $i$ components of the codewords.
Lemma 4.1. The pairing $\rho$ is well defined.
Proof. Note that the sum in (13) contains only finitely many non-zero terms because the codewords of $C$ are regarded as formal Laurent series and the codewords of the dual $C^{\perp}$ are formal anti-Laurent series.

It remains to be shown that the sum does not depend on the choice of representatives for the states. We will show that the sum does not depend on the choice of $\mathbf{x}(D)$ to represent the state $[\mathbf{x}(D)]$. The independence of the sum from the representative for the dual state can be proved in a similar manner and is left to the reader.

As $\rho$ is an $R$-homomorphism with respect to the first argument, it is sufficient to check that $\rho\left([\mathbf{x}(D)],\left[\mathbf{y}\left(D^{-1}\right)\right]\right)=0$ holds for any codeword $[\mathbf{x}(D)]$ that goes through the zero-state at time zero, which is equivalent to the condition $\mathbf{x}(D) \in C_{-}+C_{+}$. Let $\mathbf{x}_{-}(D)$ and $\mathbf{x}_{+}(D)$ be the anticausal and causal part, respectively, of the codeword $\mathbf{x}(D)$. It is clear that $\rho\left(\left[\mathbf{x}_{-}(D)+\mathbf{x}_{+}(D)\right],\left[\mathbf{y}\left(D^{-1}\right)\right]\right)=\rho\left(\left[\mathbf{x}_{-}(D)\right],\left[\mathbf{y}\left(D^{-1}\right)\right]\right)$ because the sum in (13) runs only through the negative time components. As $\mathbf{x}_{-}(D)$ and $\mathbf{y}\left(D^{-1}\right)$ are dual codewords, they are orthogonal and the desired result follows from

$$
0=\sum_{i=-\infty}^{\infty} \mathbf{x}_{i}^{(-)} \cdot \mathbf{y}_{i}^{T}=\sum_{i=-\infty}^{-1} \mathbf{x}_{i}^{(-)} \cdot \mathbf{y}_{i}^{T}=\rho\left(\left[\mathbf{x}_{-}(D)\right],\left[\mathbf{y}\left(D^{-1}\right)\right]\right)
$$

[^51]where $\mathbf{x}_{i}^{(-)}$denote the components of the anti-causal codeword $\mathbf{x}_{-}(D)$. $\quad$
We can now define a pairing $\langle., .\rangle_{\rho}$ for the ambient spaces $S(C) \times R^{n} \times$ $S(C)$ and $S\left(C^{\perp}\right) \times R^{n} \times S\left(C^{\perp}\right)$ of the canonical branch groups $B(C)$ and $B\left(C^{\perp}\right)$ of the code and its dual, respectively. This pairing takes values in $R$ and is given by
$$
\left\langle\left(s, \mathbf{x}, s^{\prime}\right),\left(f, \mathbf{y}, f^{\prime}\right)\right\rangle_{\rho}=\rho(s, f)+\mathbf{x} \cdot \mathbf{y}^{T}-\rho\left(s^{\prime}, f^{\prime}\right)
$$

Theorem 4.1. Let $C$ be a convolutional code over a commutative artinian ring $R$. The pairing $\langle., .\rangle_{\rho}$ provides a duality relation between the canonical branch group $B(C)$ of the code $C$ and the canonical branch group $B\left(C^{\perp}\right)$ of the dual code $C^{\perp}$. In particular,
(i) $B\left(C^{\perp}\right)=\left\{\left(f, \mathbf{y}, f^{\prime}\right):<\left(s, \mathbf{x}, s^{\prime}\right),\left(f, \mathbf{y}, f^{\prime}\right)>_{\rho}=0\right.$, for all $\left(s, \mathbf{x}, s^{\prime}\right) \in$ $B(C)\}$;
(ii) $B(C)=\left\{\left(s, \mathbf{x}, s^{\prime}\right):<\left(s, \mathbf{x}, s^{\prime}\right),\left(f, \mathbf{y}, f^{\prime}\right)>_{\rho}=0\right.$, for all $\left(f, \mathbf{y}, f^{\prime}\right) \in$ $\left.B\left(C^{\perp}\right)\right\}$.
Proof. (i) We write $B^{\perp}$ for the right-hand side of statement (i). Every branch in the branch group $b^{\perp} \in B\left(C^{\perp}\right)$ is determined by a code sequence $\mathbf{y}\left(D^{-1}\right)$ in the dual code $C^{\perp}$, viz., $b^{\perp}=\left(\left[\mathbf{y}\left(D^{-1}\right)\right], \mathbf{y}_{0},\left[D^{-1} \mathbf{y}\left(D^{-1}\right)\right]\right)$. Let $b=\left([\mathbf{x}(D)], \mathbf{x}_{0},\left[D^{-1} \mathbf{x}(D)\right]\right)$ be an arbitrary branch of $B(C)$. The definition of $\rho$ implies

$$
\rho\left([\mathbf{x}(D)],\left[\mathbf{y}\left(D^{-1}\right)\right]\right)+\mathbf{x}_{0} \cdot \mathbf{y}_{0}^{T}=\rho\left(\left[D^{-1} \mathbf{x}(D)\right],\left[D^{-1} \mathbf{y}\left(D^{-1}\right)\right]\right)
$$

This shows that $B\left(C^{\perp}\right)$ is contained in $B^{\perp}$.
To prove the equality $B\left(C^{\perp}\right)=B^{\perp}$, consider a sequence $\mathbf{y}\left(D^{-1}\right) \in$ $R^{n}\left(\left(D^{-1}\right)\right)$ that is generated by the trellis with branch group $B^{\perp}$. By definition of $B^{\perp}$, this sequence is orthogonal to $C$. Hence, all such sequences $\mathbf{y}\left(D^{-1}\right)$ that come from rational functions lie in $C^{\perp}$. Therefore, the code $C_{B^{\perp}}$ in $R^{n}\left(D^{-1}\right)$ that is generated by $B^{\perp}$ is contained in $C^{\perp}$ and the first part of the proof implies $C_{B^{\perp}}=C^{\perp}$. Now, as $B\left(C^{\perp}\right) \subset B^{\perp}$, and $B\left(C^{\perp}\right)$ and $B^{\perp}$ generate the same code and have the same state space $S\left(C^{\perp}\right)$, it follows that $B\left(C^{\perp}\right)=B^{\perp}$.
(ii) We write $B$ for the right-hand side of statement (ii). A similar argument as in part (i) of the proof shows that $B(C) \subset B$ and that the code $C_{B}$, which is generated by $B$, is contained in $\left(C^{\perp}\right)^{\perp}$. Now, the fact that $R$ is artinian implies $\left(C^{\perp}\right)^{\perp}=C$ by Corollary 1 and Proposition 5. The same arguments as in part (i) show that $B(C)=B$.

If $R$ is artinian, then $S(C)$ and $S\left(C^{\perp}\right)$ are also artinian. Hence, $B(C)=B$ and $B\left(C^{\perp}\right)=B^{\perp}$ generate minimal trellises (cf. [9]). The minimality criterion (Theorem 5.2 in [9]) implies that $B$ and $B^{\perp}$ have no nontrivial branches of the form $(s, 0,0)$. We now show that $\rho$ is nondegenerate. Suppose that there is a state $s \in S(C)$ such that $\rho(s, f)=0$ for all $f \in S\left(C^{\perp}\right)$. This is equivalent to having a branch $(s, 0,0) \in B$. But $B$ is minimal and, hence, one must have $s=0$. Similarly, $\rho(s, f)=0$ for all $s \in S(C)$ implies $f=0$. This proves the following proposition.

Proposition 4.3. If $R$ is commutative and artinian, then the pairing $\rho$ is non-degenerate. In particular, $\rho$ induces the following two $R$ homomorphisms, ${ }^{6}$ which are one-to-one:

$$
\begin{array}{cccc}
\nu: \begin{array}{ccc}
S\left(C^{\perp}\right) & \longrightarrow & S(C)^{*} \\
f & \mapsto & \rho(., f)
\end{array} \\
& &  \tag{15}\\
\mu: \quad S(C) & \longrightarrow & S\left(C^{\perp}\right)^{*} . \\
s & \mapsto & \rho(s, .)
\end{array}
$$

Corollary 4.2. For a convolutional code $C$ over a commutative, artinian ring $R$ one has
(i) the dual $C^{\perp}$ is generated by the branch group

$$
\begin{aligned}
B^{*}=\left\{\left(f, \mathbf{y}, f^{\prime}\right) \in S(C)^{*} \times R^{n} \times S(C)^{*}:\right. & f(s)+\mathbf{x} \cdot \mathbf{y}^{T}-f^{\prime}\left(s^{\prime}\right)=0 \\
& \text { for all } \left.\left(s, \mathbf{x}, s^{\prime}\right) \in B(C)\right\}
\end{aligned}
$$

Moreover, $B^{*} \cong B\left(C^{\perp}\right)$.
(ii)

$$
\begin{aligned}
B(C)=\left\{\left(s, \mathbf{x}, s^{\prime}\right) \in S(C) \times R^{n} \times S(C):\right. & f(s)+\mathbf{x} \cdot \mathbf{y}^{T}-f^{\prime}\left(s^{\prime}\right)=0 \\
& \text { for all } \left.\left(f, \mathbf{y}, f^{\prime}\right) \in B^{*}\right\}
\end{aligned}
$$

Proof. (i) As the map $\nu$ in (14) is one-to-one, an isomorphic image of $S\left(C^{\perp}\right)$ is contained in $S(C)^{*}$ and, therefore, $B^{*}$ generates $C^{\perp}$ or a larger code. This code must be $C^{\perp}$ because there is no larger code in $R\left(D^{-1}\right)^{n}$ that is orthogonal to $C$.

To prove $B^{*} \cong B\left(C^{\perp}\right)$, we will show that $B^{*}$ is a minimal branch group, i.e., it generates a minimal time-invariant trellis for the dual $C^{\perp}$. To apply the minimality criterion in [9], we make the trellis state-trim by omitting unused states, i.e., states that are not connected by any branch.

If $B^{*}$ were not minimal, then by Theorem 5.1 (i) in [9], either there exists a negative-time, nontrivial, semi-infinite, zero-label path

$$
\begin{equation*}
\ldots,\left(f_{-3}, \mathbf{0}, f_{-2}\right),\left(f_{-2}, \mathbf{0}, f_{-1}\right),\left(f_{-1}, \mathbf{0}, f_{0}\right) \tag{16}
\end{equation*}
$$

or a positive-time, nontrivial, semi-infinite, zero-label path

$$
\begin{equation*}
\left(f_{0}, \mathbf{0}, f_{1},\right),\left(f_{1}, \mathbf{0}, f_{2},\right),\left(f_{2}, \mathbf{0}, f_{3},\right), \ldots \tag{17}
\end{equation*}
$$

through the trellis generated by $B^{*}$ with $f_{0} \neq 0$. We will show that $f_{0} \neq 0$ is not possible by assuming the first case (16); the proof for the other case (17) is similar.

As $R$ is commutative artinian, the code $C$ and the trellis generated by $B(C)$ are strongly controllable and, therefore, any state $s_{0}=s \in S(C)$ at

[^52]time 0 can be reached from the zero state, say $s_{-\ell}=0$, by some length $\ell$ path
$$
\left(s_{-\ell}, \mathbf{x}_{-\ell}, s_{-\ell+1}\right),\left(s_{-\ell+1}, \mathbf{x}_{-\ell+1}, s_{-\ell+2}\right), \ldots,\left(s_{-1}, \mathbf{x}_{-1}, s_{0}=s\right)
$$
through this trellis. From the definition of $B^{*}$ it follows that
$$
f_{0}(s)=f_{0}\left(s_{0}\right)=f_{-1}\left(s_{-1}\right)=\ldots=f_{-\ell}\left(s_{-\ell}\right)=f_{-\ell}(0)=0
$$

Thus, $f_{0}$ maps every element of $S(C)$ to zero and, therefore, $f_{0}=0$, which concludes the proof of (i).
(ii) Let $\left(B^{*}\right)^{\perp}$ denote the right-hand side of the equation in statement (ii). Clearly, every branch $\left(s, \mathbf{x}, s^{\prime}\right) \in B(C)$ satisfies the orthogonality condition $f(s)+\mathbf{x y}^{T}-f^{\prime}\left(s^{\prime}\right)=0$ for all $\left(f, \mathbf{y}, f^{\prime}\right) \in B^{*}$, hence, $B(C) \subset\left(B^{*}\right)^{\perp}$.

Conversely, as the map $\nu$ in (14) is one-to-one, an isomorphic image of $B\left(C^{\perp}\right)$ is contained in $B^{*}$ and, thus, $\left(B^{*}\right)^{\perp} \subset B(C)$, by Theorem 4.1(ii).

Corollary 4.2 is the linear functional-based duality counterpart of Theorem 2 in [14]. Note that $S\left(C^{\perp}\right) \not \equiv S(C)^{*}$, in general, which is illustrated in the example below. However, in the case of finite quasi-Frobenius rings, linear functional-based and character-based duality are equivalent and $S\left(C^{\perp}\right) \cong S(C) \cong S(C)^{*}$ (cf. [5]).

Example 5. (continued) The state space $S=\{0, x\}$ is an $R$-module and has as dual $R$-module

$$
S^{*}=\left\{f_{0}, f_{x}, f_{y}, f_{x+y}\right\}
$$

where $f_{a}(x)=a$, for $a=0, x, y, x+y$. The branch group $B^{*}$ as given in Corollary 4.2 coincides with the previously defined dual branch group $B^{\perp}$. Hence, $B^{*}$ is not state-trim, i.e., there are no branches that start or end in the states $f_{y}$ or $f_{x+y}$ of $S^{*}$.

One can show that $S^{*} \cong \mathbf{Z}_{2} \times \mathbf{Z}_{2}$ as additive groups and, moreover, that $\left(S^{*}\right)^{*}$ contains 16 elements. Thus, the duality property $\left(S^{*}\right)^{*} \cong S$ does not hold but $B$ and $B^{*}$ are nevertheless dual to each other by Corollary 4.2.
5. Conclusions. A framework for studying duality properties of linear codes over commutative artinian rings was developed. As in the field case, duality can be based on linear functionals rather than on characters if the class of 'linear' codes is chosen appropriately. In the block code case, this class of 'linear' length- $n$ block codes over $R$ consists of all projective submodules of $R^{n}$, and for convolutional codes the rational functions trick [11] was used, i.e., convolutional codes are regarded as block codes over the ring of rational functions $R(D)$. This class of 'linear' block and convolutional codes is closed under the operations of taking the dual (or orthogonal) of a code, the intersection, and the sum of two codes, provided $R$ is commutative artinian.

Linear functional-based duality is equivalent to character-based duality for linear codes over finite quasi-Frobenius rings [5] but, in general, the two duality concepts are shown to be complementary in the sense that for certain infinite rings there are instances where only one of the two duality concepts provides the desired duality properties. An example was given to illustrate that even for some finite ring, the two duality concepts are not equivalent. Despite this fact, it was shown that for a finite commutative ring the MacWilliams identity holds for linear block codes and their linear functional-based duals (the corresponding result for character-based duality is well known [3]).

Two notions of linear functional-based duals of convolutional codes were considered, the dual and the convolutional dual [12], which were shown to be time reversals of each other in the case that the underlying ring is commutative artinian. In the framework of character-based duality, the local (trellis-based) characterization of a dual convolutional code [14] has proved to be suitable to define duality of linear codes over graphs [4]. It is shown that a trellis-section-based characterization of the dual also applies to linear functional-based duality, which can be generalized to codes over graphs. The main result concerning local duality is the orthogonality (duality) relation between the canonical branch group of a code $C$ and its dual branch group as given in Corollary 4.2. This orthogonality relation is remarkable in view of the fact that the state spaces $S(C)$ and $S(C)^{*}$ of these branch groups do not satisfy the duality property $S(C)^{* *} \cong S(C)$, in general.
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## Part 4. Convolutional codes and codes over rings

# UNIT MEMORY CONVOLUTIONAL CODES WITH MAXIMUM DISTANCE 

ROXANA SMARANDACHE*


#### Abstract

Unit memory codes and in particular, partial unit memory codes are reviewed. Conditions for the optimality of partial unit memory codes with degree $k-1$ are given, where optimal codes are the codes having the maximum free distance among all codes of the same parameters $k, n$ and degree $\mu$. A binary construction of unit memory codes with $\mu=k-1$ is discussed for the cases that satisfy the optimality conditions. This construction is generalized for codes over fields of characteristic $p>2$.


Key words. Unit memory convolutional codes, MDS-convolutional codes.

1. Introduction. Maximum distance separable (MDS) convolutional codes, introduced first in [10], are convolutional codes characterized through the property that their free distance is maximum among all codes of the same parameters $n, k$ and degree $\mu$. The free distance of an MDS code represents a bound for the free distance of all the other codes with the same parameters. We call this bound the generalized Singleton bound, since in the case of block codes it obviously reduces to the Singleton bound. The existence of MDS convolutional codes was established in [10] by using elements of algebraic geometry and an input-state-output representation of convolutional codes. The proof was existential and could not provide a method of construction. A constructive proof was given later in [12]. The construction starts from a large Reed Solomon block code and therefore needs a fairly large finite field.

The question of finding a lower bound for the field size and MDS codes attaining this bound was now raised. Since unit memory codes have the simplest representation among the codes of nonzero memory we started our study by analyzing the conditions these codes need to satisfy in order to be maximum. We also took a new approach. We started with the binary field and came to study the binary partial unit memory codes with degree $\mu=k-1$, this being the only nontrivial case where binary MDS codes exist.

Binary partial unit memory codes were studied in the literature by Lauer [4] and Justesen [3] who showed that in some situations a unit memory code performs better than the codes having the same rate and degree but memory larger than 1 . Some constructions given in [4] are the inspi-

[^53]ration for the idea of this paper. In [3] quasi-cyclic unit memory codes are studied and some constructions and computer search results are presented. Furthermore some of the basic structural properties are discussed, such as noncatastrophicity, minimality conditions, distance measures, properties that we will use in this paper. Therefore we chose to use the same language as in these papers, only mentioning what this means in terms of the language of the MDS papers [10, 12]. For the development of this paper this is quite enough.

The paper consists of 6 sections, the first two being introductory and the last one an appendix section containing material that we will heavily use. In Section 3 we state some equivalent conditions for binary PUM codes to be optimal and in Section 4 we give a method of construction for this type of codes. Section 5 generalizes the binary construction to the case where the field has characteristic larger than 2 . We add examples of both methods in Section 6.
2. Unit memory codes. Let $\mathbb{F}$ denote a finite field. A unit memory encoder is defined through the following encoding scheme:

$$
\begin{equation*}
v_{t}=u_{t} G_{0}+u_{t-1} G_{1} \tag{2.1}
\end{equation*}
$$

where $u_{t} \in \mathbb{F}^{k}$ is the $k$ information tuple at time $t, t=0,1, \ldots$ and $v_{t} \in \mathbb{F}^{n}$ is the $n$-tuple denoting the encoded vector at time $t$. By convention $u_{t}=0$ for $t<0$. The matrices $G_{0}$ and $G_{1}$ are defined over the field $\mathbb{F}$ and have size $k \times n$. We assume that $G_{0}$ has rank $k$.

Then a rate $k / n$ unit memory code (UMC) is the set of all sequences generated by an encoder $\left(G_{0}, G_{1}\right)$, with $G_{0}$ of rank $k$, satisfying the above encoding rule.

The code can also be defined through the compressed $k \times n$ matrix

$$
G_{0}+D G_{1}
$$

where $D$ defines the time delay operator.
Following [4] we will say that two unit memory encoders: $\left(G_{0}, G_{1}\right)$ and $\left(G_{0}^{\prime}, G_{1}^{\prime}\right)$ are equivalent if there exists a nonsingular matrix $T$ such that $G_{0}^{\prime}=T G_{0}$ and $G_{1}^{\prime}=T G_{1}$. Two equivalent encoders generate the same code. An encoder is called catastrophic if an information sequence with infinitely many nonzero information vectors produces an encoded sequence with finitely many nonzero encoded vectors. Thus two equivalent encoders are either both catastrophic or both noncatastrophic. We have the following criteria from [3]:

Theorem 2.1. [3] A UM encoder $\left(G_{0}, G_{1}\right)$ is catastrophic if and only if there exists an $s \times k$ matrix $P$ of rank $s, s>0$ and a nonsingular $s \times s$ matrix $Q$ such that

$$
Q P G_{0}=P G_{1}
$$

Following the lines of [4] and [3] we define the degree $\mu$ of the encoder to be the rank of $G_{1}$. We consider the degree to be the third important parameter of a convolutional code $\mathcal{C}$ and in [10, 12] we define it in the general case of the convolutional codes of memory greater or equal to 1 , as the maximal degree of the $k \times k$ full size minors of $G(D)$. (See [9] for details). If $G_{\infty}$ denotes the high order coefficient matrix of a polynomial matrix $G(D)$, then we have that every code $\mathcal{C}$ of rate $k / n$ has a $k \times n$ generator matrix $G(D)$ whose matrix $G_{\infty}$ has rank $k$ and whose row degrees are non-increasing or non-decreasing. The degree $\mu$ is in this case equal to the sum of the row degrees of the encoder $G(D)$ and we say that $G(D)$ is in column proper form. In the literature the degree $\mu$ is sometimes called the total memory of the code (see [5]) or state-complexity.

We therefore have that for any PUM code generated by $\left(G_{0}, G_{1}\right)$ there exists an encoder $\left(T G_{0}, T G_{1}\right)$ with $T$ nonsingular such that the first $k-\mu$ rows of $T G_{1}$ are zero. We say that this encoder is in standard form. We say that a standard form encoder $\left(G_{0}, G_{1}\right)$ is minimal if among all encoders, $G_{1}$ has the smallest number of nonzero rows. We have from [3]:

Theorem 2.2. [3] A noncatastrophic $U M$ encoder $\left(G_{0}, G_{1}\right)$ of the form:

$$
\left[\begin{array}{ll}
G_{0} & G_{1}
\end{array}\right]=\left[\begin{array}{cc}
G_{0}^{\prime} & 0 \\
G_{0}^{\prime \prime} & G_{1}^{\prime \prime}
\end{array}\right]
$$

where $G_{0}^{\prime \prime}, G_{1}^{\prime \prime}$ have $\mu$ rows, is minimal if and only if:

$$
\operatorname{rank}\left[\begin{array}{l}
G_{1}^{\prime \prime} \\
G_{0}^{\prime}
\end{array}\right]=k
$$

Unit memory codes having $\mu<k$ are called partial unit memory codes (PUM) since the encoder requires only $\mu$ memory cells for storage.

There are several distance functions that are important when deciding on the decoding properties of a convolutional code. The free distance $d_{\text {free }}$ of the code, defined as the minimum Hamming weight of the nonzero encoded sequences having minimum weight, seems to be the most important. We will define also the $j$ th column distances $d_{j}^{c}$ and the $j$ th row distances $d_{j}^{r}$. We follow the approach of $[1,2]$.

The $j$ th order column distance $d_{j}^{c}$ is defined as the minimum of the weights of the truncated codewords $v_{[0, j]}:=\left(v_{0}, v_{1}, \ldots, v_{j}\right)$ resulting from an information sequence $u_{[0, j]}:=\left(u_{0}, u_{1}, \ldots, u_{j}\right)$ with $u_{0} \neq 0$. The tuple $d^{\mathbf{P}}=\left[d_{0}^{c}, d_{1}^{c}\right]$ is called the distance profile. The limit $d_{\infty}^{c}=\lim _{j \rightarrow \infty} d_{j}^{c}$ exists and we have $d_{0}^{c} \leq d_{1}^{c} \leq \ldots \leq d_{\infty}^{c}$.

The $j$ th row distance $d_{j}^{r}$ is defined as the minimum of the weights of all the finite codewords $v_{[0, j+1]}:=\left(v_{0}, v_{1}, \ldots, v_{j+1}\right)$ resulting from an
information sequence
$u_{[0, j]}:=\left(u_{0}, u_{1}, \ldots, u_{j}\right) \neq 0$. The limit $d_{\infty}^{r}=\lim _{j \rightarrow \infty} d_{j}^{r}$ exists and, if the encoder is noncatastrophic, we have (see [11, 2] for details):

$$
\begin{equation*}
d_{0}^{c} \leq d_{1}^{c} \leq \ldots \leq d_{\infty}^{c}=d_{f r e e}=d_{\infty}^{r} \leq \ldots \leq d_{1}^{r} \leq d_{0}^{r} \tag{2.2}
\end{equation*}
$$

In terms of state space descriptions $d_{\infty}^{r}$ is equal to the minimal weight of a nonzero trajectory which starts from and returns to the all zero state. $d_{\infty}^{c}$ is equal to the minimal weight of a nonzero trajectory which starts from and not necessarily returns to the all zero state. Also it follows that for a non-catastrophic encoder the minimal weight codewords are generated by finite information sequences, so the free distance can be computed from the weights of finite encoded sequences.

We will discuss now the PUM codes with degree $\mu=k-1$ and we will search for conditions they need to satisfy in order that they are optimal among the codes with the same parameters, in the sense that they attain the maximum distance possible. We will work first over the binary field and then over larger finite fields.

We have the following obvious bound on the free distance of an PUM code with degree $\mu=k-1$ :

Theorem 2.3. Let $\mathcal{C}$ be a rate $k / n$ PUM convolutional code of degree $\mu<k$ generated by a minimal encoder $\left(G_{0}, G_{1}\right)$ over $\mathbb{F}$ :

$$
\left[\begin{array}{ll}
G_{0} & G_{1}
\end{array}\right]=\left[\begin{array}{cccccc}
g_{1} & \ldots & g_{n} & & 0 & \ldots  \tag{2.3}\\
& G_{0}^{\prime} & & & G_{1}^{\prime} &
\end{array}\right]
$$

Then the free distance

$$
d_{\text {free }} \leq n-k+\mu+1
$$

This bound is a particular case of the more general bound studied in [10] and [12]:

Lemma 2.1. Let $\mathcal{C}$ be a convolutional code of rate $k / n$ and degree $\mu$ and let $G(D)$ be a polymnomial encoder in row proper form.

Let $\nu$ denote the smallest value of the row degrees of $G(D)$. Let $l$ be the number of row degrees having the value equal to $\nu$. Then the free distance must satisfy:

$$
\begin{equation*}
d_{f r e e} \leq n(\nu+1)-l+1 \tag{2.4}
\end{equation*}
$$

We called this bound the generalized Singleton Bound and we showed in [10] that there are codes attaining this bound, over sufficiently large
finite fields. We called them MDS convolutional codes. In [12] we were able to give a concrete construction of MDS codes, starting from some Reed Solomon block codes.

Therefore we know that there are PUM codes of degree $k-1$ attaining the maximum bound, there is $n$, over some finite field with enough elements. We will call them PUM-MDS codes with $\mu=k-1$. We will take a different approach from [12] in the construction of such codes. We will start with the field $\mathbb{F}_{2}$ and discuss the cases when maximum distance codes exist, and also we will give a construction in these specific cases. Then we will generalize the construction for fields $\mathbb{F}_{p}, p>2$ obtaining constructions in some other cases not covered yet.

We conclude the section with a simple theorem that tells us how to obtain $k^{\prime} / n$ rate PUM codes of degree $\mu=k^{\prime}-1$ and maximum distance $d_{\text {free }}=n$ from $k / n$ rate PUM-codes of degree $\mu=k-1$ and $d_{\text {free }}=n$ maximum, where $k^{\prime}<k$.

TheOrem 2.4. Let $\mathcal{C}$ be a PUM code of rate $k / n$ generated by the minimal encoder $\left(G_{0}, G_{1}\right)$ with $\mu=k-1$. Let $\left(\bar{G}_{0}, \bar{G}_{1}\right) \in \mathbb{F}^{(k-1) \times 2 n}$ be the matrix obtained from $\left(G_{0}, G_{1}\right)$ by omitting any of the last $k-1$ rows of $\left(G_{0}, G_{1}\right)$. If $\mathcal{C}$ has free distance $n$, then the same is true for the code $\overline{\mathcal{C}}$ generated by the encoder $\left(\bar{G}_{0}, \bar{G}_{1}\right)$.

Proof. The theorem follows from the inclusion $\overline{\mathcal{C}} \subseteq \mathcal{C}$. $\square$
3. Partial unit memory codes over $\mathbb{F}_{2}$. If $G_{0}, G_{1}$ generate a $k / n$ PUM code of degree $\mu=k-1$ with maximum distance $n$ over $\mathbb{F}_{2}$, then the matrices need to have the following form:

$$
\left[\begin{array}{ll}
G_{0} & G_{1}
\end{array}\right]=\left[\begin{array}{ccccccc}
1 & \ldots & 1 & 0 & \ldots & 0  \tag{3.1}\\
& G_{0}^{\prime} & & & G_{1}^{\prime} &
\end{array}\right], \text { with } \operatorname{rank}\left(G_{1}^{\prime}\right)=k-1
$$

where $G_{0}^{\prime}, G_{1}^{\prime}$ need to satisfy some conditions that make the encoder $G_{0}, G_{1}$ noncatastrophic and minimal and the code generated by it through (2.1) optimal, i.e. MDS.

REmark 3.1. It can be easily shown that if $2 k-1 \leq n$, the code is noncatastrophic provided that the matrix:

$$
\left[\begin{array}{ccc} 
& G_{1}^{\prime} &  \tag{3.2}\\
& 1 & \ldots \\
& G_{0}^{\prime} & 1
\end{array}\right] \text { has full rank } 2 k-1
$$

That assures the minimality as well.
For the next theorem we will need the following definition:
Definition 3.1. A block code $(k, n)$ is called equidistant if all nonzero codewords have the same weight $d_{\text {min }}$.

If a code is equidistant and $G$ an arbitrary $k \times n$ encoder, then the entries of $G$ have the property that all $\mathbb{F}$-linear combinations of its rows
have the same weight $d_{\text {min }}$. Such a matrix will be called an equidistant matrix.

Then we have the following theorem:
Theorem 3.1. Let $\left(G_{0}, G_{1}\right)$ of the form (3.1) generate an UM-MDS code over $\mathbb{F}_{2}$. Then:

1. $n$ is even
2. $G_{0}^{\prime}, G_{1}^{\prime}$ generate equidistant $(k-1, n)$ block codes.

Proof. Let $u \in \mathbb{F}_{2}^{k-1}, u \neq 0$ arbitrarily chosen. Let $x=\mathrm{wt}\left[u G_{0}^{\prime}\right], y=$ $\mathrm{wt}\left[u G_{1}^{\prime}\right]$. We need to prove that $x=y=n / 2$. Let $u_{1}, u_{k+1} \in \mathbb{F}_{2}$.

Since $d_{1}^{r}=n$ we have that the weight of

$$
\left(u_{1}, u, u_{k+1}\right)\left[\begin{array}{cccccc}
1 & \ldots & 1 & 0 & \ldots & 0 \\
& G_{0}^{\prime} & & & G_{1}^{\prime} & \\
& & & 1 & \ldots & 1
\end{array}\right]
$$

is greater or equal to $n$. By giving different values to $u_{1}, u_{k+1}$ we have:
$x+y \geq n, \quad n-x+y \geq n, \quad x+n-y \geq n, \quad n-x+n-y \geq n$
$\Rightarrow x=y, \quad x+y=n$. Hence, we obtain that $n$ is even and that

$$
x=y=n / 2,
$$

which means that $G_{0}^{\prime}, G_{1}^{\prime}$ generate equidistant $(k-1, n)$ block codes. $\square$
In the same way we proved that $n$ is even we can prove that $2^{k-1} \mid n$. Hence $n=2^{k-1} j$.

Actually we have the following straight forward lemma:
Lemma 3.1. The matrices $G_{0}^{\prime}$ and $G_{1}^{\prime}$ generate equidistant $\left(k, 2^{k-1}\right)$ block codes if and only if the matrix

$$
\left[\begin{array}{ll}
G_{0} & G_{1}
\end{array}\right]
$$

given through (3.1) is a generator matrix for a $\left(k+1,2^{k}\right)$ equidistant block code.

Proof. Suppose $G_{0}^{\prime}, G^{\prime}$ are equidistant. If $u=\left(u_{1}, \ldots, u_{k}\right) \in \mathbb{F}_{2}^{k}$ then $u G_{0}$ and $u G_{1}$ have the weight either $n$ and respectively 0 , if $\left(u_{2}, \ldots, u_{k}\right)=$ 0 , or $n / 2$, if not. Hence [ $\left.\begin{array}{ll}G_{0} & G_{1}\end{array}\right]$ is equidistant as well.

The other implication was just proved by the previous theorem 3.1.
We therefore have a stronger statement:
Theorem 3.2. Suppose $\left(G_{0}, G_{1}\right)$ of the form (3.1) generate a PUM code over $\mathbb{F}_{2}$. Suppose $2 k-1 \leq n$ and that condition (3.2) is satisfied (therefore the code is noncatastrophic). Then $\mathcal{C}$ is a noncatastrophic PUMMDS convolutional code over $\mathbb{F}_{2}$ if and only if

1. $n=2^{k-1} j$.
2. $G_{0}^{\prime}$ and $G_{1}^{\prime}$ generate equidistant $(k-1, n)$ block codes.

In other words this statement gives us all the $k / n$ MDS-PUM codes for $k \geq 4$ (so that $2 k-1 \leq 2^{k-1}$ ).

Proof. Theorem 3.1 gives us the necessity implication. We still need to prove the sufficiency of the two conditions. From 2. we have that $d_{0}^{r}=n$. Let $u_{1}, u_{k+1} \in \mathbb{F}_{2}$ and $u, v \in \mathbb{F}_{2}^{k-1}$, so that $\left(u_{1}, u\right) \neq 0$. The weight

$$
\begin{aligned}
& \text { wt }\left(u_{1}, u, u_{k+1}, v\right)\left[\begin{array}{cccccccc}
1 & \ldots & 1 & 0 & \ldots & 0 & \\
& G_{0}^{\prime} & & & G_{1}^{\prime} & & & \\
& & & 1 & \ldots & 1 & 0 & \ldots \\
\\
& & & & G_{0}^{\prime} & & & G_{1}^{\prime}
\end{array}\right] \geq \\
& \quad \geq\left\{\begin{array}{l}
\mathrm{wt}\left(u_{1}, u\right) G_{0}+\mathrm{wt}\left(v \cdot G_{1}^{\prime}\right) \geq n, \text { if } v \neq 0 \\
\operatorname{wt}\left(u_{1}, u\right) G_{0}+\mathrm{wt}\left(u, u_{k+1}\right)\left[\begin{array}{llll} 
\\
& & G_{1}^{\prime} & \\
1 & \ldots & 1
\end{array}\right] \geq n, \text { if } v=0
\end{array}\right.
\end{aligned}
$$

because of condition (3.2). Hence $d_{r}^{1}=n$. In the same way we show $d_{i}^{r}=n$. Also because of (3.2) we have:

$$
\begin{aligned}
d_{0}^{c} \geq n / 2, d_{1}^{c} \geq n / 2+1, d_{2}^{c} & \geq n / 2+2, \ldots, d_{n / 2}^{c} \geq n / 2+n / 2=n \Rightarrow \\
& \Rightarrow d_{f r e e}=n .
\end{aligned}
$$

Hence the code is MDS.
The noncatastrophicity is implied by the full rank condition on the $(2 k-1, n)$ matrix. Due to this condition an infinite weight input can not produce a finite output.

Therefore in order to construct rate $\frac{k}{2^{k-1} j}$ UPM codes with degree $\mu=k-1$ and maximum distance over $\mathbb{F}_{2}$, it is enough to construct rate $\frac{k}{2^{k-1}}, \mu=k-1, d_{\text {free }}=n$, MDS codes and concatenate them $j$ times. From this, using the Theorem 2.4 we get PUM-MDS codes of rate $\frac{i}{2^{k-1 j}}$, $1 \leq i \leq k$.
4. A binary construction of partial unit memory codes with maximum free distance. For the construction of PUM codes having maximal distance $n$ over $\mathbb{F}_{2}$ we use an idea found in [4] but we will have a slightly different approach.

For that we need to introduce the following natural association:
REMARK 4.1. Through the following isomorphism of vector spaces:

$$
\begin{array}{ccc}
\mathbb{F}_{2}[X] /\left(X^{2^{k}}-1\right) & \longrightarrow & \mathbb{F}_{2}^{2^{k}}  \tag{4.1}\\
a_{0}+a_{1} X+\ldots+a_{2^{k}-1} X^{2^{k}-1} & \longmapsto & \left(a_{0}, a_{1}, \ldots, a_{2^{k}-1}\right),
\end{array}
$$

any scalar encoded sequence in a PUM code ( $v_{0}, v_{1}, v_{2}, \ldots$ ), given through (2.1), where $v_{i} \in \mathbb{R}_{2}^{2^{k}}$ can be viewed as a polynomial encoded sequence:
$\left(v_{0}(X), v_{1}(X), v_{2}(X), \ldots\right)$, where all $v_{i}(X)$ are polynomials of degree at most $2^{k}-1$.

Using the above isomorphism (4.1) we can also define an association between polynomial matrices $k \times 1$ and their coefficient matrices $k \times 2^{k}$ :

$$
\begin{align*}
A= & {\left[\begin{array}{cccc}
a_{1,0} & a_{1,1} & \ldots & a_{1,2^{k}-1} \\
a_{2,0} & a_{2,1} & \ldots & a_{2,2^{k}-1} \\
\ldots & \ldots & \ldots & \ldots \\
a_{k, 0} & a_{k, 1} & \ldots & a_{k, 2^{k}-1}
\end{array}\right] \mapsto } \\
& \mapsto A(X):=\left[\begin{array}{c}
a_{1,0}+a_{1,1} X+\ldots+a_{1,2^{k}-1} X^{2^{k}-1} \\
a_{2,0}+a_{2,1} X+\ldots+a_{2,2^{k}-1} X^{2^{k}-1} \\
\ldots \\
a_{k, 0}+a_{k, 1} X+\ldots+a_{k, 2^{k}-1} X^{2^{k}-1}
\end{array}\right] . \tag{4.2}
\end{align*}
$$

With this association we have that

$$
\mathrm{wt}\left[\left(u_{1}, \ldots, u_{k}\right) A\right]=\operatorname{wt}\left[\left(u_{1}, \ldots, u_{k}\right) A(X)\right], \forall\left(u_{1}, \ldots, u_{k}\right) \in \mathbb{F}^{k}
$$

It follows from Definition 3.1 and the above associations that an equidistant scalar matrix has the property that the associated polynomial matrix through (4.2) has all the polynomial entries of weight $2^{k-1}$ and any $\mathbb{F}_{2}$ linear combination of those polynomials gives another polynomial of the same weight. The weight of a polynomial is defined as the sum of the Hamming weights of all the coefficients.

Therefore instead of looking for $(k-1) \times\left(2^{k-1}-1\right), k \geq 2$ equidistant scalar matrices $G_{0}^{\prime}, G_{1}^{\prime}$ we could instead look for $(k-1) \times 1$ polynomial matrices with the equivalent property. For this we will heavily use Lemmas 7.1 and 7.2 in the appendix. These lemmas will provide us such polynomial matrices. We have the following theorem:

THEOREM 4.1. Let $G_{0}^{\prime}, G_{1}^{\prime}$ be $(k-1) \times\left(2^{k-1}-1\right), k \geq 4$, scalar matrices associated to

$$
G_{0}^{\prime}(X):=\left[\begin{array}{c}
P_{1}(X)  \tag{4.3}\\
P_{2}(X) \\
\ldots \\
P_{k-1}(X)
\end{array}\right], \quad G_{1}^{\prime}(X):=\left[\begin{array}{c}
Q_{1}(X) \\
Q_{2}(X) \\
\ldots \\
Q_{k-1}(X)
\end{array}\right]
$$

where all polynomials $P_{i}(X), Q_{j}(X), i, j=\overline{1, k-1}$, have degree less or equal to $2^{k-1}-2$. Then the rate $\frac{k}{2^{k-1}} P U M$ convolutional code generated by $G_{0}, G_{1}$ of the form in (3.1) is a noncatastrophic MDS code over $\mathbb{F}_{2}$ (i.e. it has maximal distance $n$ ) if and only if:

1. Any $\mathbb{F}_{2}$-linear combination of polynomials $P_{1}(X), \ldots, P_{k-1}(X)$ and any $\mathbb{F}_{2}$-linear combination of polynomials $Q_{1}(X), \ldots, Q_{k-1}(X)$ have weight $2^{k-1}$.
2. The polynomials $P_{1}(X), \ldots, P_{k-1}(X), Q_{1}(X), \ldots, Q_{k-1}(X)$ are linearly independent.

Proof. The linear independence of the polynomials is equivalent to the noncatastrophicity of the code, condition given by 3.2 and the fact that all polynomials have degree strictly less than $2^{k-1}-1$. $\square$

The following lemma will give an inductive construction of PUM codes with maximal distance $n$ over $\mathbb{F}_{2}$ :

Theorem 4.2. Let $P_{1}(X), \ldots, P_{k-1}(X)$ be polynomials of degree less or equal to $2^{k-1}-2$ and weight $2^{k-2}$. Moreover, suppose that any linear combination of the $k-1$ polynomials has also weight $2^{k-2}$. Then the following polynomials:

$$
\begin{equation*}
P_{1}(X)\left(X^{2^{k-1}}+1\right), \quad \ldots, \quad P_{k-1}(X)\left(X^{2^{k-1}}+1\right), \quad(X+1)^{2^{k-1}-1} \tag{4.4}
\end{equation*}
$$

form a set of $k$ polynomials with the property that any linear combination of the polynomials has degree less than $2^{k}$ and weight $2^{k-1}$.

The same weight property holds for the set of $k$ polynomials :

$$
\begin{equation*}
P_{1}(X)\left(X^{2^{k-1}}+1\right), \quad \ldots, \quad P_{k-1}(X)\left(X^{2^{k-1}}+1\right), \quad[X(X+1)]^{2^{k-1}-1} \tag{4.5}
\end{equation*}
$$

Moreover if $Q_{1}(X), \ldots, Q_{k-1}(X)$ form also a set of $k-1$ polynomials of degree less or equal to $2^{k-1}-2$ with the same property that any linear combination of the polynomials has weight $2^{k-2}$ and if the polynomials

$$
\begin{gather*}
P_{1}(X), \quad \ldots, \quad P_{k-1}(X), \quad Q_{1}(X), \quad Q_{2}(X), \quad \ldots, \quad Q_{k-1}(X)  \tag{4.6}\\
\text { and } 1+X+X^{2}+\ldots+X^{2^{k-1}-2}
\end{gather*}
$$

are $\mathbb{F}_{2}$-linearly independent, then the polynomials:

$$
\begin{equation*}
P_{1}(X)\left(X^{2^{k-1}}+1\right), \ldots, P_{k-1}(X)\left(X^{2^{k-1}}+1\right),(X+1)^{2^{k-1}-1} \tag{4.7}
\end{equation*}
$$

$Q_{1}(X)\left(X^{2^{k-1}}+1\right), \ldots, Q_{k-1}(X)\left(X^{2^{k-1}}+1\right),[X(X+1)]^{2^{k-1}-1}$ are $\mathbb{F}_{2}$-linearly independent.

Proof. Let $P(X)=u_{1} P_{1}(X)+u_{2} P_{2}(X)+\ldots+u_{k-1} P_{k-1}(X), u_{i} \in$ $\mathbb{F}_{2}, \forall i=\overline{1, k-1}$ be a linear combination of $P_{1}(X), P_{2}(X), \ldots, P_{k-1}(X) . \mathrm{A}$ linear combination of the new $k$ polynomials has the form:
$u(X+1)^{2^{k-1}-1}+P(X)\left(X^{2^{k-1}}+1\right)=u(X+1)^{2^{k-1}-1}+P(X)(X+1)^{2^{k-1}}=$ $=(X+1)^{2^{k-1}-1}(u+P(X)(X+1))$, with $u \in \mathbb{F}_{2}$, or, in the second situation:

$$
\begin{aligned}
& u[X(X+1)]^{k^{k-1}-1}+P(X)\left(X^{2^{k-1}}+1\right)= \\
& \quad=(X+1)^{2^{k-1}-1}\left(u X^{2^{k-1}-1}+P(X)(X+1)\right)
\end{aligned}
$$

If $u=0$ we obtain $P(X)(X+1)^{2^{k-1}}$ that has weight twice the weight of $P(X)$ as we stated before in the lemma 7.4. If $u=1$ we use the weight retaining property (7.3):

$$
\begin{gathered}
\mathrm{wt}\left[(X+1)^{2^{k-1}-1}(u+P(X)(X+1))\right] \geq \\
\geq \mathrm{wt}\left[(X+1)^{2^{k-1}-1}\right] \cdot \mathrm{wt}[(u+P(X)(X+1)) \bmod (X+1)]=2^{k-1}
\end{gathered}
$$

The second case goes the same way.
For the second part let $Q(X)=v_{1} Q_{1}(X)+\ldots+v_{k-1} Q_{k-1}(X), v_{i} \in \mathbb{F}_{2}$, $\forall i=\overline{1, k-1}$ be a linear combination of $Q_{1}(X), Q_{2}(X), \ldots, Q_{k-1}(X)$. Let

$$
\begin{aligned}
& (X+1)^{2^{k-1}-1}(u+P(X)(X+1))+(X+1)^{2^{k-1}-1}\left(v X^{2^{k-1}-1}+Q(X)(X+1)\right)= \\
& =(X+1)^{2^{k-1}-1}\left(u+v X^{2^{k-1}-1}+(Q(X)+P(X))(X+1)\right)=0, u, v \in \mathbb{F}_{2}
\end{aligned}
$$

be a linear combination of the new polynomials that is equal to zero. It implies $u=v$ and we obtain:

$$
\begin{gathered}
u\left(1+X^{2^{k-1}-1}\right)+(Q(X)+P(X))(X+1)=0 \Leftrightarrow \\
u\left(1+X+X^{2}+\ldots+X^{2^{k-1}-2}\right)+Q(X)+P(X)=0
\end{gathered}
$$

which leads to $u=u_{1}=\ldots=u_{k-1}=v_{1}=\ldots=v_{k-1}=0$ because of (4.7). That gives the linear independence of the new polynomials.

Basically, Theorem 4.2 says that if we have two equidistant matrices $G_{0}^{\prime}$ and $G_{1}^{\prime}$ of sizes $(k-1) \times\left(2^{k-1}-1\right), k \geq 4$ associated to the polynomial matrices $G_{0}^{\prime}(X), G_{1}^{\prime}(X)$ through (4.3), where the sets of polynomials $P_{1}(X), \ldots, P_{k-1}(X)$ and $Q_{1}(X), \ldots, Q_{k-1}(X)$ satisfy the conditions in Theorem 4.2, we can inductively construct equidistant matrices of size $j \times\left(2^{j}-1\right), j \geq k$.

For example, if we take $1(k=2)$, multiply it with $\left(X^{2}+1\right)$ and add the extra polynomial $1+X$, respectively $X(1+X)$ we obtain the $2 \times 4$ matrices:

$$
G_{0}^{\prime}(X)=\left[\begin{array}{c}
1+X \\
1+X^{2}
\end{array}\right], G_{1}^{\prime}(X)=\left[\begin{array}{c}
(1+X) X \\
\left(1+X^{2}\right)
\end{array}\right]
$$

and the $3 \times 8$ matrices, after the next step:

$$
G_{0}^{\prime}(X)=\left[\begin{array}{c}
(1+X)^{3} \\
(1+X)^{5} \\
(1+X)^{6}
\end{array}\right], G_{1}^{\prime}(X)=\left[\begin{array}{c}
(1+X)^{3} X^{3} \\
(1+X)^{5} X \\
(1+X)^{6}
\end{array}\right]
$$

Of course this is not a good choice, since the polynomials obtained are not linearly independent, the code generated in this way being catastrophic. Therefore we have to change somehow these matrices in order to have the properties of Theorem 4.2. We will keep the matrix $G_{0}^{\prime}(X)$ and change the matrix $G_{1}^{\prime}(X)$ by multiplying the entries with different powers of $X$ modulo $X^{7}+1$. The following choice for $G_{1}^{\prime}(X)$ :

$$
G_{1}^{\prime}(X)=\left[\begin{array}{c}
(1+X)^{3} \cdot X^{4} \bmod \left(X^{7}-1\right) \\
(1+X)^{5} \cdot X^{3} \bmod \left(X^{7}-1\right) \\
(1+X)^{6} \cdot X^{3} \bmod \left(X^{7}-1\right)
\end{array}\right]
$$

together with the $G_{0}^{\prime}(X)$ constructed above will satisfy the condition of the theorem. Hence we could use the polynomial entries of $G_{0}^{\prime}(X), G_{1}^{\prime}(X)$ for the inductive construction of Theorem 4.2. We have the following construction theorem:

Theorem 4.3. Let $P_{1}=(1+X)^{3}, P_{2}=(1+X)^{5}, P_{3}=(1+X)^{6}$ and $Q_{1}=(1+X)^{3} \cdot X^{4} \bmod \left(X^{7}-1\right), Q_{2}=(1+X)^{5} \cdot X^{3} \bmod \left(X^{7}-1\right), Q_{3}=$ $(1+X)^{6} \cdot X^{3} \bmod \left(X^{7}-1\right)$.

Applying Theorem 4.2 inductively we obtain rate $\frac{k}{2^{k-1}}$ noncatastrophic convolutional codes that have maximal free distance $2^{k-1}$ over $\mathbb{F}_{2}$, for all $k \geq 4$.

REmark 4.2. The rate $\frac{k}{2^{k-1}}$ code constructed above has the matrix $G_{0}^{\prime}$ associated to the following polynomial matrix:

$$
G_{0}^{\prime}(X)=\left[\begin{array}{c}
(X+1)^{i_{1}} \\
(X+1)^{i_{2}} \\
\cdots \\
(X+1)^{i_{k-1}}
\end{array}\right]
$$

with $i_{1}, i_{2}, \ldots, i_{k-1}$ nonnegative integer strictly less than $2^{k-1}$ of weight $k-$ 2, where we defined the weight of an integer in (7.1). We could apply (7.2) to show directly that the matrix $G_{0}^{\prime}$ generates an equidistant ( $k-1,2^{k-1}$ ) block code. We will use this direct approach rather than the inductive one, in the following section, for constructing MDS convolutional codes of rate $k / n$ where $n$ is odd. Of course we will have to use a larger field.
5. Constructions of partial unit memory codes with maximum free distance over $\mathbb{F}_{p}$. Let $\mathbb{F}_{p}$ be the field with $p$ elements. Let $k \geq 1, n=$ $p^{k-1}$.

Theorem 5.1. Let $G_{0}, G_{1}$ be the $k \times n$ scalar matrices associated to the following polynomial matrices:

$$
G_{0}(X)=\left[\begin{array}{c}
(X+1)^{i_{0}} \\
(X+1)^{i_{1}} \\
\cdots \\
(X+1)^{i_{k-1}}
\end{array}\right], G_{1}(X)=\left[\begin{array}{c}
0 \\
(X+1)^{j_{1}} \\
\cdots \\
(X+1)^{j_{k-1}}
\end{array}\right]
$$

with $i_{0}=(p-1)+(p-1) p+\ldots+(p-1) p^{k-2}=p^{k-1}-1=n-1$, $I:=\left\{i_{1}, \ldots i_{k-1}\right\}$ the set of all nonnegative integers with radix- $p$ form (see Lemma 7.1) having one component equal to $p-2$ and the other $k-2$ components equal to $p-1$, and $J:=\left\{j_{1}, \ldots, j_{k-1}\right\}$, the set of all nonnegative integers having one component equal to 0 and the other $k-2$ components equal to $p-1$. Both sets have $\binom{k-1}{k-2}=k-1$ elements. Then the convolutional code generated by $G_{0}, G_{1}$ over $\mathbb{F}_{p}$ is noncatastrophic and MDS.

Proof. We compute $d_{0}^{c}$ and $d_{1}^{c}$.
By (7.1) we have: $\operatorname{wt}\left[(X+1)^{i_{l}}\right]=\left\{\begin{array}{cc}(p-1) p^{k-2}, & l \neq 0 \\ p^{k-1}, & l=0\end{array}\right.$ and $w \mathrm{t}[(X+$ $\left.1)^{j_{l}}\right]=p^{k-2}$.

Let $u=\left(u_{0}, \ldots, u_{k-1}\right) \in \mathbb{F}_{p}^{k}, u \neq 0$. Then:

$$
\begin{array}{r}
\mathrm{wt}\left[u G_{0}\right]=\mathrm{wt}\left[u G_{0}(X)\right]=\mathrm{wt}\left[\sum_{l=0}^{k-1} u_{l}(X+1)^{i_{l}}\right] \geq \\
\geq \mathrm{wt}\left[(X+1)^{i_{\min }}\right] \geq(p-1) p^{k-2}
\end{array}
$$

by (7.2). We denoted by $i_{\text {min }}$ the smallest of all integers $i_{l}, l \in\{0, \ldots, k-1\}$ with, $u_{l} \neq 0$. Therefore $d_{0}^{c} \geq(p-1) p^{k-2}$ and since there is a row of this weight we have:

$$
d_{0}^{c}=(p-1) p^{k-2}
$$

For $d_{1}^{c}$ we do the same. Let $u=\left(u_{0}, \ldots, u_{2 k-1}\right), \in \mathbb{F}_{p}^{2 k-1}, u \neq 0$. If $\left(u_{1}, \ldots, u_{2 k-1}\right)=0$, we obtain the codeword associated to $u_{0}(X+1)^{i_{0}}$ which has weight $p^{k-1}$ by the choice of $i_{0}$. If $\left(u_{1}, \ldots, u_{2 k-1}\right) \neq 0$ then the weight
wt $u\left[\begin{array}{l}G_{1} \\ G_{0}\end{array}\right]=$ wt $u\left[\begin{array}{l}G_{1}(X) \\ G_{0}(X)\end{array}\right]=$

$$
\mathrm{wt}\left[\sum_{s=1}^{k-1} u_{l}(X+1)^{j_{s}}+\sum_{l=1}^{k-1} u_{l+k-1}(X+1)^{i_{l}}\right] \geq p^{k-2}
$$

by (7.2), since all the powers $i_{l}, l=\overline{0, k-1}$ differ from $j_{s}, s==\overline{1, k-1}$. Then

$$
d_{1}^{c} \geq(p-1) p^{k-2}+p^{k-2}=p^{k-1}=n
$$

Therefore $d_{1}^{c}=d_{f r e e}=n$ and the code is noncatastrophic and MDS. $\square$
Remark 5.1. Since the main fact we used was that the sum

$$
\mathrm{wt}\left[(X+1)^{i_{l}}\right]+\mathrm{wt}\left[(X+1)^{j_{s}}\right] \geq p^{k-1}
$$

for any $l=\overline{0, k-1}, s=\overline{1, k-1}$, we could use instead in the construction the sets $I$ and $J$, with $I$ and $J$ formed by all nonnegative integers having the radix-p form with one component equal to $p-i$, respectively $i-2$, and the rest $k-2$ components equal to $p-1$, for all $i$ such that $p-i>i-2$, i.e. for all $i=\overline{2,\left\lfloor\frac{p+2}{2}\right\rfloor}$. The weights $\mathrm{wt}\left[(X+1)^{i_{l}}\right]=\left\{\begin{array}{cc}(p-i+1) p^{k-2}, & l \neq 0 \\ p^{k-1}, & l=0\end{array}\right.$ and $\operatorname{wt}\left[(X+1)^{j_{l}}\right]=(i-1) p^{k-2}$ have also the sum greater than $p^{k-1}$. Also the sets $I$ and $J$ formed like this have both $k-1$ elements as it is needed.
6. Examples. We will give here two concrete examples to show how Theorems 4.3 and 5.1 are applied, the rate $4 / 8$ and $3 / 9$. After that we will discuss also the cases $k=2, k=3$ that have not been covered by the binary theorem. We will use here the polynomial matrix representation $G(D)=G_{0}+D G_{1}$.

Example 1. We already showed in the previous section how to choose the matrices $G_{0}, G_{1}$ of sizes $4 \times 8$ over $\mathbb{F}_{2}$. In conformity with Theorem reffinal we have that the polynomial matrix $G(D)=G_{0}+D G_{1}$, given by:

$$
\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1+D & 1 & 1 & 1 & D & D & D & 0 \\
1+D & 1+D & 0 & D & 1+D & 1 & 0 & 0 \\
1+D & 0 & 1+D & D & 1 & D & 1 & 0
\end{array}\right]
$$

generates a rate 4/8 PUM convolutional code of degree $\mu=3$ and maximum distance 8.

Example 2. Let $G_{0}, G_{1}$ be the $3 \times 9$ matrices over $\mathbb{F}_{3}$ associated to the following polynomial matrices:

$$
\left[\begin{array}{c}
(X+1)^{8} \\
(X+1)^{5} \\
(X+1)^{7}
\end{array}\right],\left[\begin{array}{c}
0 \\
(X+1)^{2} \\
(X+1)^{6}
\end{array}\right]
$$

The convolutional code generated by

$$
G(D)=\left[\begin{array}{ccccccccc}
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1+D & -1 & 1 & 1-D & -1 & 1 & D & 0 & 0 \\
1+D & 1-D & D & -1 & -1 & 0 & 1 & 1 & 0
\end{array}\right]
$$

is noncatastrophic, has degree $\mu=2$ and maximum distance 9 .
Example 3. We will construct rate $2 / n$ PUM convolutional codes that are MDS and noncatastrophic, for all $n \geq 3$.

1. In the case $n$ even we can do the construction over the binary field.

Let:
for $n=4 j$, respectively $n=4 j+2$. Then the $2 / n$ code generated by $G(D)$ is noncatastrophic and has distance $n$ over $\mathbb{F}_{2}$. The code has the column distances: $d_{0}^{c}=n / 2, d_{1}^{c}=n=d_{\text {free }}$ in both cases.
2. The cases where $n$ is odd requires more field elements. It turns out that a field with 3 elements is enough for a construction. Therefore, over $\mathbb{F}_{3}$ we obtain:

$$
G(D)=\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
1+D & 1 & 0 & D & D+2
\end{array}\right], G(D)=\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\underbrace{}_{j \text { times }} \begin{array}{ccc} 
& D & 1
\end{array} & 0 & D & 2+D & 1+D & 0
\end{array}\right]
$$

for $n=4 j+1$, respectively $n=4 j+3$. The column distances are in both cases:
$d_{0}^{c}=\lfloor n / 2\rfloor+1, d_{1}^{c}=n=d_{\text {free }}$.
Example 4. The construction Theorem 3.2 can not be applied in the case of $k=3$. It turns out that any choice of binary matrices $G_{0}, G_{1}$ we take gives a catastrophic encoder. Therefore there is no noncatastrophic PUM convolutional code of rate $3 / 4$, degree 2 , having distance 4 . The smallest field we can construct such a $3 / 4$, code with degree 2 , distance 4 is $\mathbb{F}_{3}$. Taking

$$
G_{0}=\left[\begin{array}{llll}
1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right], G_{1}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0
\end{array}\right]
$$

we obtain an MDS code but over a field of characteristic $p \neq 2$. The column distances are $d_{0}^{c}=2, d_{1}^{c}=2, d_{2}^{c}=3, d_{3}^{c}=3, d_{4}^{c}=4=d_{\text {free }}$.
7. Appendix. We state here some results that we need along the paper. For more details see [6].

Lemma 7.1. [6] Let $c \in \mathbb{F}, c \neq 0$ and let $i \geq 1$ with radix- $p$ form $\left[i_{0}, i_{1}, \ldots, i_{m-1}\right]$, i.e. $i=i_{0}+i_{1} p+\ldots+i_{m-1} p^{m-1}$. Then:

$$
\begin{equation*}
\operatorname{wt}\left[(X+c)^{i}\right]=\prod_{j=0}^{m-1}\left(i_{j}+1\right) \tag{7.1}
\end{equation*}
$$

In particular, for $p=2$,

$$
\begin{equation*}
\mathrm{wt}\left[(X+1)^{i}\right]=2^{\mathrm{wt}(i)} \tag{7.2}
\end{equation*}
$$

where $\mathrm{wt}(i)$ is the number of 1 's in $\left\{i_{0}, i_{1}, \ldots, i_{m-1}\right\}$.
Lemma 7.2. [6] Let I be any nonempty finite set of nonnegative integers with least integer $i_{\text {min }}$ and let

$$
P(X)=\sum_{i \in I} b_{i}(X-c)^{i}
$$

where $c, b_{i} \in \mathbb{F}$, all nonzero. Then:

$$
\begin{equation*}
\mathrm{wt}[P(X)] \geq \mathrm{wt}\left[(X+c)^{i_{m i n}}\right] \tag{7.3}
\end{equation*}
$$

Lemma 7.3. [6] For any polynomial $P(X)$ over $\mathbb{F}$, any $c \in \mathbb{F}, c \neq 0$, and any nonnegative integers $n$ and $N$,
(7.4) wt $\left[P(X)\left(X^{n}+c\right)^{N}\right] \geq \mathrm{wt}\left[(X+c)^{N}\right] \mathrm{wt}\left[P(X) \bmod \left(X^{n}-c\right)\right]$.

The following lemma gives a very obvious result that we need for the constructions. It could be also seen as a corollary to Lemma 7.3:

Lemma 7.4. If $P(X)$ is a polynomial over $\mathbb{F}_{2}$ of degree less or equal to $2^{k}-1$, then the weight $\mathrm{wt}\left[P(X)\left(X^{2^{k}}+1\right)\right]=2 w t[P(X)]$.
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# BASIC PROPERTIES OF MULTIDIMENSIONAL CONVOLUTIONAL CODES* 

PAUL WEINER ${ }^{\dagger}$


#### Abstract

Let $\mathbb{F}$ be a finite field, and let $\mathcal{D}=\mathbb{F}\left[z_{1}, \ldots, z_{m}\right]$ be a polynomial ring in $m$ indeterminates over $\mathbb{F}$. In this paper, we define an $m$-dimensional convolutional code of length $n$ to be a $\mathcal{D}$-submodule, $\mathcal{C}$, of the free module $\mathcal{D}^{n}$. Using this point of view, a multidimensional convolutional code may be regarded as the row space of a polynomial matrix (the number of columns gives the length of the code).

We will consider some of the algebraic properties of multidimensional convolutional codes, seeing that their structure is different from the structure of one-dimensional convolutional codes.

We will also look at distance properties of multidimensional convolutional codes. In this regard, we will apply some ideas regarding monomial orders to give a code construction with a lower distance bound; additionally, we will show that for dimension 2 or higher, arbitrarily large distance may be achieved by convolutional codes that are the row spaces of $1 \times 1$ polynomial matrices.


1. Introduction. According to one point of view, a (one-dimensional) convolutional code is a submodule of $\mathbb{F}[z]^{n}$ where $\mathbb{F}[z]$ is a polynomial ring in one indeterminate over a finite field. We generalize this to using a polynomial ring in several indeterminates. Multidimensional convolutional codes, especially in the two-dimensional case, using a Laurent polynomial ring have been considered by Fornasini and Valcher [3, 11, 4]. The algebraic theory of multidimensional convolutional codes is similar over a polynomial ring or over a laurent polynomial ring, but there are some differences in the notion of catastrophicity of a code-see Remark 4.17 below or [12]. Multidimensional convolutional codes have been considered by the current author in his dissertation [12], and some of the material below follows along the lines of that dissertation. In [9] in this volume, Rosenthal includes a survey of different possible frameworks for convolutional codes (although [9] is about what here we would call one-dimensional convolutional codes, the ideas do generalize to the higher-dimensional case).

Using a module theoretic point of view gives (multidimensional) convolutional codes and (multidimensional) behavioral systems as dual objects. This module-system duality is developed in detail by Oberst [7]. We will not pursue this duality here, though in addition to the paper by Oberst, the interested reader may also see [12, Section 2.6], or [5].

We begin by setting some notation that will be used throughout this paper. Let $\mathbb{F}=\mathbb{F}_{q}$ be the finite field with $q$ elements. Let $\mathbb{N}$ be the set of nonnegative integers. Let $\mathcal{D}=\mathbb{F}\left[z_{1}, \ldots, z_{m}\right]$ be the polynomial ring in $m$ indeterminates over $\mathbb{F}$. The free $\mathcal{D}$-module, $\mathcal{D}^{k}$, of $k$-component row

[^54]vectors with entries in $\mathcal{D}$ will be called the $m$-dimensional ( $m$-D for short) message space of length $k$. Elements of $\mathcal{D}^{k}$ carry $m$-D information as the following example illustrates.

Example 1.1 Consider a very small black and white picture on a $4 \times 4$ pixel field. Each pixel can be white (0) or black (1). Here is the picture.


This picture can be represented as a polynomial in $\mathcal{D}=\mathbb{F}_{2}[x, y]$ (often in the 2-D case we use $x$ and $y$ as indeterminates instead of $z_{1}$ and $z_{2}$ ). In this context the picture is $1+y+x^{2}+x y+x^{3}+x^{2} y+y^{3}+x^{3} y^{2}+x^{3} y^{3}$. This is obtained by associating the monomial $x^{i} y^{j}$ with the pixel whose cartesian coordinates are $(i, j)$ where the lower left pixel has cartesian coordinates $(0,0)$. Then each monomial gets as a coefficient its color in the form of 0 or 1 .

We may also have a color picture with more than two colors. In this case we attach to each pixel (monomial) a string of $k$ bits (allowing for $2^{k}$ different colors). We then form $k$ polynomials as above, one from the first bit on each pixel, one from the second bit, and so on. Then the picture is represented by a vector of $k$ polynomials. For instance the vector $\left[\begin{array}{ccc}1+y & x+y & 1+x+x y\end{array}\right]$ corresponds to the picture

$$
\begin{array}{ll}
\bullet_{110} & \bullet_{001} \\
\bullet_{101} & \bullet_{011}
\end{array}
$$

Note that this polynomial vector may also be expressed as

$$
\left[\begin{array}{lll}
1 & 0 & 1
\end{array}\right]+\left[\begin{array}{lll}
0 & 1 & 1
\end{array}\right] x+\left[\begin{array}{lll}
1 & 1 & 0
\end{array}\right] y+\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right] x y .
$$

This idea extends to higher dimensions where $m-D$ data is finitely supported on $\mathbb{N}^{m}$. Then we need monomials in $m$ indeterminates to represent pixels. I.e., the monomial $z_{1}^{i_{1}} \cdot \ldots \cdot z_{m}^{i_{m}}$ corresponds to the pixel $\left(i_{1}, \ldots, i_{m}\right) \in \mathbb{N}^{m}$. Thus $m$ - $D$ information is carried by polynomial vectors in $m$ indeterminates.

Our next goal is to introduce error protection. To do this we will inject the message space $\mathcal{D}^{k}$ into a larger space.

Definition 1.2 An m-dimensional code of length $n$ over $\mathbb{F}$ is a subset $C \subseteq$ $\mathcal{D}^{n}$. An element $w \in C$ is a codeword.
$A$ code $C$ is linear if it is an $\mathbb{F}$-linear subset of $\mathcal{D}^{n}$ (i.e., $C$ is closed under addition and under scalar multiplication by elements of $\mathbb{F}$ ). $C$ is
right shift invariant if it is closed under multiplication by $z_{i}, i=1, \ldots, m$ (i.e., $z_{i} C \subseteq C$ for $i=1, \ldots, m$ ).

It follows at once that a code $C$ is linear and right shift invariant if and only if $C$ is a $\mathcal{D}$-submodule of $\mathcal{D}^{n}$.

Definition 1.3 An m-dimensional convolutional code of length $n$ is a $\mathcal{D}$ submodule of the free module $\mathcal{D}^{n}$.

Remark 1.4 A 0-dimensional convolutional code of length $n$ is a linear block code of length $n$. A 1-dimensional convolutional code is a convolutional code in the sense used by York [13].
2. Generator matrices, free codes, and encoders. Any $m$-D convolutional code, $\mathcal{C}$, of length $n$ is finitely generated as a $\mathcal{D}$-module because $\mathcal{D}$ is a noetherian ring. So there is a positive integer $l$ and a matrix $G \in \mathcal{D}^{l \times n}$ such that $\mathcal{C}=$ rowspace $_{\mathcal{D}}(G)=\mathcal{D}^{l} \cdot G$. Such a matrix $G$ is a generator matrix of $\mathcal{C}$. Note that $\mathcal{C}$ is the image of the map $\mathcal{D}^{l} \xrightarrow{\cdot G} \mathcal{D}^{n}$. For this reason we write $\mathcal{C}=\operatorname{im}(G)$ for the convolutional code $\mathcal{C}$ that has $G$ as a generator matrix. We may also call $G$ an image representation for $\mathcal{C}$. Every convolutional code $\mathcal{C}$ has an image representation.

Definition 2.1 Given a polynomial matrix $G \in \mathcal{D}^{l \times n}$, the rank of the convolutional code $\mathcal{C}=\operatorname{im}(G)$ is the largest integer $k$ for which there is a nonzero $k \times k$ minor of $G$. We write $\operatorname{rank}(\mathcal{C})=k$.

Equivalently, letting $Q(\mathcal{D})$ be the field of fractions of $\mathcal{D}, \operatorname{rank}(\mathcal{C})$ is the dimension of the vector subspace spanned by the rows of $G$ in $Q(\mathcal{D})^{n}$ over the field $Q(\mathcal{D})$.

If the rank of $\mathcal{C}$ is $k$, then the rate of $\mathcal{C}$ is $\frac{k}{n}$.
We note that the rank and rate of a convolutional code $\mathcal{C}$ are independent of the generator matrix chosen for $\mathcal{C}$.

Definition 2.2 The $m$-dimensional convolutional code $\mathcal{C}$ is free if it is free as a $\mathcal{D}$-module. If $\mathcal{C}$ is free of rate $k / n$, then $\mathcal{C}=\operatorname{im}(G)$ for some $G \in \mathcal{D}^{k \times n}$ (i.e., $\mathcal{C}$ has a full row rank generator matrix). In this case we say $G$ is an encoder for $\mathcal{C}$.

Remark 2.3 If $m=1$, then $\mathcal{D}$ is a principal ideal domain (PID), and so any submodule of $\mathcal{D}^{n}$ is free. Thus any 1-D convolutional code is free. This fails in dimension $\geq 2$ (see Example 2.8 below).

If $\mathcal{C}$ is free of rate $k / n$ with encoder $G \in \mathcal{D}^{k \times n}$, then the map

$$
\begin{array}{ccc}
\mathcal{D}^{k} & \xrightarrow{\cdot G} & D^{n} \\
v & \longmapsto & v \cdot G
\end{array}
$$

is an injective map with image $\mathcal{C}$. So this maps the message space $\mathcal{D}^{k}$ bijectively to the code $\mathcal{C}$. This justifies calling $G$ an encoder for $\mathcal{C}$.

Recall that a matrix $U \in \mathcal{D}^{k \times k}$ is unimodular if $\operatorname{det}(U)$ is a nonzero element of the ground field $\mathbb{F}$. Equivalently, $U$ is unimodular if and only if $U$ is invertible as an element of $\mathcal{D}^{k \times k}$.

Proposition 2.4 Let $G \in \mathcal{D}^{l \times n}, G_{1} \in \mathcal{D}^{l_{1} \times n}$ (not necessarily of full row rank). Let $\mathcal{C}=\operatorname{im}(G)$ and $\mathcal{C}_{1}=\operatorname{im}\left(G_{1}\right) . \mathcal{C}_{1} \subseteq \mathcal{C}$ if and only if there exists a matrix $T \in \mathcal{D}^{l_{1} \times l}$ such that $G_{1}=T \cdot G$.

Proof. Observe that $\mathcal{C}_{1} \subseteq \mathcal{C}$ if and only if rowspace ${ }_{\mathcal{D}}\left(G_{1}\right) \subseteq$ rowspace $_{\mathcal{D}}(G)$. This in turn occurs if and only if every row of $G_{1}$ can be written as a $\mathcal{D}$-linear combination of the rows of $G$. This is equivalent to the statement of the proposition.

Corollary 2.5 Let $G, G_{1} \in \mathcal{D}^{k \times n}$ be of full row rank. Let $\mathcal{C}=\operatorname{im}(G)$ and $\mathcal{C}_{1}=\operatorname{im}\left(G_{1}\right) . \mathcal{C}=\mathcal{C}_{1}$ if and only if there exists a unimodular matrix $U \in \mathcal{D}^{k \times k}$ such that $G_{1}=U \cdot G$.

Proof. Suppose $\mathcal{C}=\mathcal{C}_{1}$. By Proposition 2.4 there are matrices $U, V \in$ $\mathcal{D}^{k \times k}$ such that $G_{1}=U \cdot G$ and $G=V \cdot G_{1}$. Hence $G=V \cdot U \cdot G$. Since $G$ is of full row rank, $V \cdot U=\operatorname{Id}_{k}$. So $U$ is unimodular.

The converse follows immediately from Proposition 2.4.
We conclude this section with some examples to clarify the above ideas. All of the following examples will use the binary field, $\mathbb{F}=\mathbb{F}_{2}$ as the ground field and will be 2-D with $\mathcal{D}=\mathbb{F}[x, y]$.

Example 2.6 $G=\left[\begin{array}{ll}1+x y+x^{3} & x+y^{2}\end{array}\right]$. The code $\mathcal{C}=\operatorname{im}(G)$ is a free rate $1 / 2$ code with encoder $G$.

Example 2.7 Let $G=\left[\begin{array}{ccc}x y & x+x^{2} y & x^{2} \\ y+x y & 1+x+x y+x^{2} y & x+x^{2}\end{array}\right]$. The code $\mathcal{C}=\operatorname{im}(G)$ is of rate $1 / 3$ (the reader can easily verify that all $2 \times 2$ minors of $G$ are 0 ). $\mathcal{C}$ is free. An encoder for $\mathcal{C}$ is $G_{1}=\left[\begin{array}{lll}y & 1+x y & x\end{array}\right]$. Note that $G=\left[\begin{array}{c}x \\ 1+x\end{array}\right] G_{1}$ and $G_{1}=\left[\begin{array}{ll}1 & 1\end{array}\right] G$. So by Proposition 2.4, $\mathcal{C}=$ $\operatorname{im}\left(G_{1}\right)$.

Example 2.8 Let $G=\left[\begin{array}{lll}x & x^{2} & x y \\ y & x y & y^{2}\end{array}\right]$. The code $\mathcal{C}=\operatorname{im}(G)$ is rate $1 / 3$ but not free. That is, $\mathcal{C}$ has no $1 \times 3$ generator matrix. To see this, suppose $G_{1}=\left[\begin{array}{ccc}f & g & h\end{array}\right]$ is a $1 \times 3$ generator matrix of $\mathcal{C}$. Then the rows of $G,\left[\begin{array}{lll}x & x^{2} & x y\end{array}\right]$ and $\left[\begin{array}{lll}y & x y & y^{2}\end{array}\right]$, must both be in $\operatorname{im}\left(G_{1}\right)$. So we must have $f \mid x$ and $f \mid y$. Hence $f=1$. From this it follows that $G_{1}=\left[\begin{array}{lll}1 & x & y\end{array}\right]$.

In fact, we then have $\mathcal{C} \subseteq \operatorname{im}\left(G_{1}\right)$. However, $\left[\begin{array}{lll}1 & x & y\end{array}\right] \notin \mathcal{C}$ since no $\mathcal{D}$-linear combination of the rows of $G$ produces $\left[\begin{array}{lll}1 & x & y\end{array}\right]$. So $\mathcal{C}$ is properly contained in but not equal to the free code $\operatorname{im}\left(G_{1}\right)$.

## 3. Parity check matrices and orthogonal codes.

Definition 3.1 Let $\mathcal{C}$ be an m-D convolutional code of length $n$. A matrix $H \in \mathcal{D}^{j \times n}$ is a parity check matrix for $\mathcal{C}$ if $\mathcal{C}=\left\{w \in \mathcal{D}^{n}: w H^{t}=\mathbf{0}\right\}$. Note that this gives $\mathcal{C}$ as the left kernel of the matrix $H^{t}$, and for that reason we may call $H^{t}$ a kernel representation of $\mathcal{C}$ and write $\mathcal{C}=\operatorname{ker}\left(H^{t}\right)$.

It turns out that not every $m$-D convolutional code has a kernel representation. We will have more to say about this later in this section.

Definition 3.2 Let $\mathcal{C}$ be an m-D convolutional code of length $n$. An element $p \in \mathcal{D}^{n}$ is a parity check vector for $\mathcal{C}$ if $w p^{t}=0$ for all codewords $w \in \mathcal{C}$. The zero-vector in $\mathcal{D}^{n}$ is the trivial parity check vector.

Remark 3.3 Suppose $\mathcal{C}=\operatorname{im}(G), G \in \mathcal{D}^{l \times n}$. The vector $p \in \mathcal{D}^{n}$ is a parity check vector for $\mathcal{C}$ if and only if $G p^{t}=\mathbf{0}$.

Example 3.4 Let $\mathcal{D}=\mathbb{F}_{2}[x, y, z]$. Let $G=\left[\begin{array}{cccc}1 & x & y z & x y \\ 0 & 1 & x & z\end{array}\right]$. Let $\mathcal{C}=$ $\operatorname{im}(G)$. The vector $p=\left[\begin{array}{llll}x^{2}+y z & x & 1 & 0\end{array}\right]$ is a parity check vector for $\mathcal{C}$ since $G p^{t}=\mathbf{0}$.

Definition 3.5 The set of all parity check vectors of the convolutional code $\mathcal{C}$ form the orthogonal code, $\mathcal{C}^{\perp}$, of $\mathcal{C}$. That is

$$
\mathcal{C}^{\perp}=\left\{p \in \mathcal{D}^{n}: w p^{t}=0 \text { for all } w \in \mathcal{C}\right\}
$$

Remark 3.6 For a convolutional code $\mathcal{C}$, the orthogonal code, $\mathcal{C}^{\perp}$, is also a submodule of $\mathcal{D}^{n}$. So $\mathcal{C}^{\perp}$ is itself an $m-D$ convolutional code of length $n$.

Moreover, if $\mathcal{C}=\operatorname{im}(G)$, then $\mathcal{C}^{\perp}=\operatorname{ker}\left(G^{t}\right)$. So automatically the orthogonal code of any $m-D$ convolutional code has a kernel representation.

The following lemma gives some standard properties of the orthogonal code.

Lemma 3.7 Let $\mathcal{C}, \mathcal{C}_{1}$, and, $\mathcal{C}_{2}$ be $m-D$ convolutional codes of length $n$.
(i) If $\mathcal{C}_{1} \subseteq \mathcal{C}_{2}$, then $\mathcal{C}_{2}^{\perp} \subseteq \mathcal{C}_{1}^{\perp}$.
(ii) $\mathcal{C} \subseteq \mathcal{C}^{\perp \perp}$.
(iii) $\mathcal{C}^{\perp}=\mathcal{C}^{\perp \perp \perp}$.

We use the preceding lemma to derive conditions under which a convolutional code has a parity check matrix.

Proposition 3.8 Let $\mathcal{C}$ be an $m-D$ code of length $n$. The following conditions are equivalent.
(i) $\mathcal{C}$ has a parity check matrix.
(ii) $\mathcal{C}$ is the orthogonal code of some code (i.e., $\mathcal{C}=\mathcal{C}_{1}^{\perp}$ for some convolutional code $\mathcal{C}_{1}$ ).
(iii) $\mathcal{C}=\mathcal{C}^{\perp \perp}$.

Proof.
(i) $\Rightarrow$ (ii): Suppose $\mathcal{C}$ has a parity check matrix $H$. So $\mathcal{C}=\operatorname{ker}\left(H^{t}\right)$. Let $\mathcal{C}_{1}=\operatorname{im}(H)$. So by Remark 3.6 we have $\mathcal{C}_{1}^{\perp}=\operatorname{ker}\left(H^{t}\right)=\mathcal{C}$. So $\mathcal{C}$ is an orthogonal code.
(ii) $\Rightarrow$ (iii): Suppose $\mathcal{C}=\mathcal{C}_{1}^{\perp}$ for some convolutional code $\mathcal{C}_{1}$. Then

$$
\mathcal{C}^{\perp \perp}=\mathcal{C}_{1}^{\perp \perp \perp}=\mathcal{C}_{1}^{\perp}=\mathcal{C}
$$

(iii) $\Rightarrow$ (i): Suppose $\mathcal{C}=\mathcal{C}^{\perp \perp}$. Let $\mathcal{C}^{\perp}$ have generator matrix $H$. So $\mathcal{C}^{\perp}=\operatorname{im}(H)$. Then $\mathcal{C}^{\perp \perp}=\operatorname{ker}\left(H^{t}\right)$, and so $\mathcal{C}=\operatorname{ker} H^{t}$. Therefore $H$ is a parity check matrix for $\mathcal{C}$. $\square$

Definition 3.9 If the convolutional code $\mathcal{C}$ satisfies the equivalent conditions of the preceding proposition, then $\mathcal{C}^{\perp}$ is called the dual code of $\mathcal{C}$.

The following result giving a necessary and sufficient condition for a free $m$-D convolutional code to have a parity check matrix is proved in [12, Theorem 3.3.8].

Proposition 3.10 Suppose $\mathcal{C}$ is a free $m-D$ convolutional code of rate $k / n$. $\mathcal{C}$ has a parity check matrix if and only if $\mathcal{C}$ has a minor prime encoder $G \in \mathcal{D}^{k \times n}$. (To say that $G \in \mathcal{D}^{k \times n}$ is minor prime means that the $k \times k$ minors of $G$ have no nonunit common factors in $\mathcal{D}$.)

It is possible for an $m$ - D code to be free with a dual code, but to have the dual code not be free.

Example 3.11 Let $\mathcal{D}=\mathbb{F}_{2}[x, y, z]$. Let $G=\left[\begin{array}{lll}y & z & x\end{array}\right]$. Let $\mathcal{C}=\operatorname{im}(G)$. So $\mathcal{C}$ is a free 3-D convolutional code of rate $1 / 3$. $\mathcal{C}$ has a dual code because its encoder, $G$, is minor prime. However the dual code has generator matrix

$$
H=\left[\begin{array}{lll}
x & 0 & y \\
0 & x & z \\
z & y & 0
\end{array}\right]
$$

This code has rate $2 / 3$ but is not free (see [15] or [12, Example 3.4.8] for a proof of this).

There are however classes of free codes for which the dual code exists and is also free.

Definition 3.12 Let $G \in \mathcal{D}^{k \times n}$ be of full row rank. $G$ is zero prime if the ideal of $\mathcal{D}$ generated by the $k \times k$ minors of $G$ is all of $\mathcal{D}$. Or equivalently, if $1 \in \mathcal{D}$ is a $\mathcal{D}$-linear combination of the $k \times k$ minors of $G$.

Proposition 3.13 Suppose $\mathcal{C}$ is a free $m-D$ convolutional code of rate $k / n$. If $\mathcal{C}$ has a zero prime encoder $G \in \mathcal{D}^{k \times n}$, then $\mathcal{C}$ has a free dual code.

Proof. By the Quillen-Suslin Theorem (see for instance [14]), by adding rows, $G$ can be completed to a unimodular matrix in $\mathcal{D}^{n \times n}$. That is, there exists $P \in \mathcal{D}^{(n-k) \times n}$ such that $\left[\frac{G}{P}\right] \in \mathcal{D}^{n \times n}$ is unimodular. This matrix then has an inverse which we partition as $\left[Q^{t} \mid H^{t}\right]$ where $Q \in$ $\mathcal{D}^{k \times n}$, and $H \in \mathcal{D}^{(n-k) \times n}$. We then have

$$
\left[\frac{G}{P}\right]\left[Q^{t} \mid H^{t}\right]=\operatorname{Id}_{n}=\left[Q^{t} \mid H^{t}\right]\left[\frac{G}{P}\right]
$$

This in turn gives us five equations:
(i) $G Q^{t}=\operatorname{Id}_{k}$,
(ii) $G H^{t}=0_{k \times(n-k)}$,
(iii) $P Q^{t}=0_{(n-k) \times k}$,
(iv) $P H^{t}=\mathrm{Id}_{n-k}$, and
(v) $Q^{t} G+H^{t} P=\operatorname{Id}_{n}$.

We use these equations to show that $\mathcal{C}=\operatorname{ker}\left(H^{t}\right)$, thus showing that $H$ is a parity check matrix for $\mathcal{C}$ and that $\mathcal{C}$ has a dual code. Since $G H^{t}=0$ we have that $\mathcal{C}=\operatorname{im}(G) \subseteq \operatorname{ker}\left(H^{t}\right)$. For the reverse inclusion, let $w \in \operatorname{ker}\left(H^{t}\right)$. So $w H^{t}=0$. But also from (v) above,

$$
w\left(Q^{t} G+H^{t} P\right)=w \operatorname{Id}_{n}=w
$$

We then have $w=w Q^{t} G \in \operatorname{im}(G)=\mathcal{C}$. So $\operatorname{ker}\left(H^{t}\right) \subseteq \mathcal{C}$. So indeed $\mathcal{C}=\operatorname{ker}\left(H^{t}\right)$, and so $\mathcal{C}$ has a dual code by Proposition 3.8 and Definition 3.9.

Next we show that the dual code $\mathcal{C}^{\perp}$ is equal to $\operatorname{im}(H)$. We know that $\mathcal{C}^{\perp}=\operatorname{ker}\left(G^{t}\right)$ (Remark 3.6). Hence we must show that $\operatorname{ker}\left(G^{t}\right)=\operatorname{im}(H)$. This follows along the exact same lines as the previous argument, using the transposed forms of the equations (i)-(v) above.

Finally the dual code $\mathcal{C}^{\perp}=\operatorname{im}(H)$ is free because $H$ consists of the last $n-k$ rows of the unimodular matrix $\left[\frac{Q}{H}\right]$.

Remark 3.14 Another situation in which the dual code (if there is one) is free is in the case of dimension 2 (or lower) when any orthogonal code is free (see [12, Proposition 3.4.5] for a proof of this statement).
4. Weight and distance. In this section we consider the notions of weight and distance for multidimensional convolutional codes. These will generalize the definitions of Hamming weight and distance for a block code or for a one-dimensional convolutional code.

We begin with some notation. Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in \mathbb{N}^{m}$ be a multi-index of length $m$. By $\mathbf{z}^{\alpha}$ we mean the monomial $z_{1}^{\alpha_{1}} \cdot \ldots \cdot z_{m}^{\alpha_{m}}$. Then a polynomial $f \in \mathcal{D}$ may be written as $f=\sum_{\alpha \in \mathbb{N}^{m}} f_{\alpha} \mathbf{z}^{\alpha}$ where $f_{\alpha} \in \mathbb{F}$. Similarly a polynomial vector $w=\left[\begin{array}{lll}w_{1} & \ldots & w_{n}\end{array}\right] \in \mathcal{D}^{n}$ may be written as $w=\sum_{\alpha \in \mathbb{N}^{m}} w_{\alpha} \mathbf{z}^{\alpha}$ where $w_{\alpha} \in \mathbb{F}^{n}$.

Definition 4.1 Let $a \in \mathbb{F}^{n}$. The weight of $a$, $\operatorname{wt}(a)$, is the number of nonzero entries of $a$.

Let $f \in \mathcal{D}$. The weight of $f, \operatorname{wt}(f)$, is the number of nonzero terms of $f$.

Let $w=\left[\begin{array}{lll}w_{1} & \ldots & w_{n}\end{array}\right] \in \mathcal{D}^{n}$. The weight of $w$ is given by $\operatorname{wt}(w)=$ $\sum_{j=1}^{n} \mathrm{wt}\left(w_{j}\right)$. Equivalently if $w=\sum_{\alpha \in \mathbb{N}^{m}} b_{\alpha} \mathbf{z}^{\alpha}$ where $b_{\alpha} \in \mathbb{F}^{n}$, then $\mathrm{wt}(w)=$ $\sum_{\alpha \in \mathbb{N}^{m}} \mathrm{wt}\left(b_{\alpha}\right)$.

Example 4.2 If $w=\left[\begin{array}{ll}1+x^{2} & 1+x^{2}+x y \\ y+x y\end{array}\right]$, then also $w$ can be written as $w=\left[\begin{array}{lll}1 & 1 & 0\end{array}\right]+\left[\begin{array}{lll}0 & 0 & 1\end{array}\right] y+\left[\begin{array}{lll}1 & 1 & 0\end{array}\right] x^{2}+\left[\begin{array}{lll}0 & 1 & 1\end{array}\right] x y$.

We have $\mathrm{wt}(w)=7$, and this may be obtained by counting nonzero terms in the first expression for $w$ or by counting the total number of nonzero vector entries in the second.

Definition 4.3 Given two elements, $w, \tilde{w} \in D^{n}$, the (Hamming) distance between them is given by $\operatorname{dist}(w, \tilde{w})=\operatorname{wt}(w-\tilde{w})$.

Given any m-D code $C$ (not necessarily convolutional) of length $n$, the distance of $C$ is defined as

$$
\operatorname{dist}(C)=\min \{\operatorname{dist}(w, \tilde{w}): w, \tilde{w} \in \mathcal{C}, w \neq \tilde{w}\}
$$

For a convolutional code $\mathcal{C}$, we have that

$$
\operatorname{dist}(\mathcal{C})=\min \{\mathrm{wt}(w): w \in \mathcal{C}, w \neq 0\}
$$

This is because $\operatorname{dist}(w, \tilde{w})=\operatorname{wt}(w-\tilde{w})$ and $\dot{w}-\tilde{w} \in \mathcal{C}$ whenever $w, \tilde{w} \in \mathcal{C}$.
The Hamming distance is a metric on $\mathcal{D}^{n}$ called the Hamming metric. The following result is standard in coding theory. It follows immediately from the definition of the Hamming distance and from properties of a metric space.

Proposition 4.4 Let $\mathcal{C} \subseteq \mathcal{D}^{n}$ be a convolutional code with $d=\operatorname{dist}(\mathcal{C})$. Let $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ where $\lfloor x\rfloor$ denotes the greatest integer that is less than or equal to $x$. Let $y \in \mathcal{D}^{n}$. If $w \in \mathcal{C}$ is a codeword with $\operatorname{dist}(w, y) \leq t$, then $w$ is the unique codeword nearest to $y$ (with respect to the Hamming metric). We say $\mathcal{C}$ can correct up to $t$ errors.
4.1. The block code bound. Next we derive an upper bound on the distance of an $m$ - D convolutional code. This generalizes to the $m$ - D case a 1-D result that may be found in the paper [6] by Lee.

Lemma 4.5 Let $G \in \mathcal{D}^{k \times n}$. Let $\mathcal{C}=\operatorname{im}(G)$ be the $m-D$ convolutional code generated by $G$. Write

$$
G=\sum_{i=1}^{r} G_{i} \mathbf{z}^{\alpha_{i}}
$$

where $G_{i} \in \mathbb{F}^{k \times n}$, and $\alpha_{i} \in \mathbb{N}^{m}$ is a multi-index with $\alpha_{i} \neq \alpha_{j}$ for $i \neq j$. (That is, $G$ may be written with only $r$ different monomials among its entries.)

Let $\hat{G}=\left[G_{1}\left|G_{2}\right| \ldots \mid G_{r}\right] \in \mathbb{F}^{k \times(r n)}$. Let $C$ be the linear block code generated by $\hat{G}$ (i.e., $C$ is the subspace of $\mathbb{F}^{r n}$ spanned by the rows of $\hat{G}$ ). We allow the possibility that $\operatorname{dim}(C)<k$, but we observe that in any event, $C=\mathbb{F}^{k} \cdot G$.

Then $\operatorname{dist}(\mathcal{C}) \leq \operatorname{dist}(C)$.
Proof. Suppose $C$ has a word of weight $p$. That is, there exists $v \in \mathbb{F}^{k}$ such that $\operatorname{wt}(v \hat{G})=p$. We note that

$$
v \hat{G}=\left[v G_{1}\left|v G_{2}\right| \ldots \mid v G_{r}\right] \in \mathbb{F}^{(r n)}
$$

Hence $p=\mathrm{wt}(v \hat{G})=\mathrm{wt}\left(v G_{1}\right)+\mathrm{wt}\left(v G_{2}\right)+\cdots+\mathrm{wt}\left(v G_{r}\right)$.
We may also consider $v \in \mathcal{D}^{k}$. Then since $v$ and $G_{i}$ have all entries in $\mathbb{F}$, we have

$$
\begin{aligned}
\mathrm{wt}(v G) & =\operatorname{wt}\left(v G_{1} \mathbf{z}^{\alpha_{1}}+\cdots+v G_{r} \mathbf{z}^{\alpha_{r}}\right) \\
& =\operatorname{wt}\left(v G_{1} \mathbf{z}^{\alpha_{1}}\right)+\cdots+\operatorname{wt}\left(v G_{r} \mathbf{z}^{\alpha_{r}}\right) \\
& =\operatorname{wt}\left(v G_{1}\right)+\cdots+\operatorname{wt}\left(v G_{r}\right) \\
& =p
\end{aligned}
$$

Now $C$ has a nonzero codeword of weight $\operatorname{dist}(C)$, and so $\mathcal{C}$ also has a codeword of weight $\operatorname{dist}(C)$. The lemma follows immediately from this.

The next proposition follows immediately from Lemma 4.5 .
Proposition 4.6 (The block code bound) Suppose $G$ is as in Lemma 4.5 above. Suppose every block code of rate $\frac{k}{r n}$ has distance less than or equal to $d_{0}$. Then $\mathcal{C}=\operatorname{im}(G)$ has distance less than or equal to $d_{0}$.

The next example is an application of the block code bound. It requires the fact that any binary linear block code, $C$, of rate $\frac{2}{3 r}$ has distance at most $2 r$. To see this, fix one of the $3 r$ coordinates of $C$. By linearity, either all four codewords of $C$ have a 0 in this coordinate, or else two have a 0 and two have a 1 in this coordinate. Hence the number of 1 's in all four codewords together is at most $2 \cdot 3 r=6 r$. Of course the zero codeword has no 1 's in it. So by a variant of the pigeonhole principle, not all of the three nonzero codewords can have weight more than $2 r$. Hence dist $(C) \leq 2 r$.

Example 4.7 Suppose $G \in \mathcal{D}^{2 \times 3}$ can be written using just $r$ different monomials. Let $\mathcal{C}=\operatorname{im}(G)$. Then $\operatorname{dist}(\mathcal{C}) \leq 2 r$.

We will come back to this example later, showing that the distance upper bound of $2 r$ can be reached by a code with a generator matrix of polynomials of degree at most 1 , provided that $m \geq r-1$. (See Example 4.22 below.)
4.2. Monomial orders. Our later results rely on properties of monomial orders which we review here. More details on monomial orders may be found in [1, 2].

Definition 4.8 A monomial order on the indeterminates $z_{1}, \ldots, z_{m}$ is a total order, $\prec$, on the the set of monomials formed with these indeterminates such that
(i) $1 \prec \mathbf{z}^{\alpha}$ for all $\alpha \in \mathbb{N}^{m}$ with $\alpha \neq(0, \ldots, 0)$,
(ii) If $\alpha, \beta, \gamma \in \mathbb{N}^{m}$ with $\mathbf{z}^{\alpha} \prec \mathbf{z}^{\beta}$, then $\mathbf{z}^{\alpha} \mathbf{z}^{\gamma} \prec \mathbf{z}^{\beta} \mathbf{z}^{\gamma}$.

Regarding such a total order, $\prec$, we use $\preceq, \succ, \succeq$ in the usual way.
Next we give some examples of monomial orders.

Example 4.9 (Lexicographic order) Choose any ordering of linear monomials, say $z_{1} \succ z_{2} \succ \ldots \succ z_{m}$ Then for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right), \beta=$ $\left(\beta_{1}, \ldots, \beta_{m}\right) \in \mathbb{N}^{m}, \mathbf{z}^{\alpha} \prec \mathbf{z}^{\beta}$ if $\alpha_{i}<\beta_{i}$ where $i$ is the index of the greatest linear monomial (with respect to the chosen linear monomial ordering) at which $\alpha$ and $\beta$ disagree.

For instance, $z_{1}^{3} z_{2} z_{5}^{3} \prec z_{1}^{3} z_{2}^{2}$.

Example 4.10 (Degree lexicographic order) As in the previous example, an ordering for linear monomials is chosen. Then monomials are first ordered by total degree (the total degree of a monomial is the sum of the exponents on its variables). In the case of a tie in total degree, lexicographic ordering is used as a tiebreaker. So for instance if $z_{1} \succ z_{2} \succ \ldots \succ z_{m}$, then with degree lexicographic order we have $z_{1}^{2} z_{2} \prec z_{2}^{4} \prec z_{1} z_{2}^{3}$. (By contrast, with lexicographic order these monomials are ordered by $z_{2}^{4} \prec z_{1} z_{2}^{3} \prec z_{1}^{2} z_{2}$.)

Example 4.11 (Weight order) Let $r_{1}, r_{2}, \ldots, r_{m}$ be positive numbers (weights). Define the weight of the monomial $\mathbf{z}^{\alpha}=z_{1}^{\alpha_{1}} \cdot \ldots \cdot z_{m}^{\alpha_{m}}$ to be weight $\left(\mathbf{z}^{\alpha}\right)=\alpha_{1} r_{1}+\cdots+\alpha_{m} r_{m}$.

We define the weight order, $\prec$, relative to the weight vector $\left(r_{1}, \ldots, r_{m}\right)$ by $\mathbf{z}^{\alpha} \prec \mathbf{z}^{\beta}$ if weight $\left(\mathbf{z}^{\alpha}\right)<$ weight $\left(\mathbf{z}^{\beta}\right)$. In the case of two different monomials having equal weights, ties may be broken by applying some fixed lexicographic order. For our purposes it will suffice to always use the lexicographic order with $z_{1} \succ z_{2} \succ \ldots \succ z_{m}$ to break ties.

So for instance we may have weights $r_{1}=1, r_{2}=5 / 3$ for monomials in $\mathbb{F}[x, y]$. Then weight $\left(x^{2} y^{4}\right)=2 \cdot 1+4 \cdot \frac{5}{3}=\frac{26}{3}$ and weight $\left(x^{5} y^{2}\right)=\frac{25}{3}$. So $x^{5} y^{2} \prec x^{2} y^{4}$. In this example we have weight $\left(x^{5}\right)=$ weight $\left(y^{3}\right)$. However, using our tiebreaking convention, $y^{3} \prec x^{5}$.

Note that degree lexicographic order is a special case of a weight ordernamely with the weight vector $(1,1, \ldots, 1)$.

A monomial order allows us to order the terms of a polynomial, and in particular it allows us to identify a leading term and a trailing term (which are respectively the terms with the greatest and least monomial parts relative to the given order). We will denote the leading and trailing terms of a polynomial, $f$, by $\mathrm{LT}(f)$ and $\mathrm{TT}(f)$. We observe that different monomial orders may give rise to different leading terms and different trailing terms. We will call a term of the polynomial $f$ an extreme term if it is the leading or trailing term of $f$ with respect to some monomial order.

We now state some simple properties of monomial orders.

Lemma 4.12 Let $\prec$ be a monomial order for monomials in $z_{1}, \ldots, z_{m}$, and let $\alpha, \beta, \gamma, \delta \in \mathbb{N}^{m}$. If $\mathbf{z}^{\alpha} \preceq \mathbf{z}^{\beta}$, and $\mathbf{z}^{\gamma} \preceq \mathbf{z}^{\delta}$, then $\mathbf{z}^{\alpha} \mathbf{z}^{\gamma} \preceq \mathbf{z}^{\beta} \mathbf{z}^{\delta}$. Equality holds only if $\alpha=\beta$ and $\gamma=\delta$.

Corollary 4.13 Suppose $f$ and $g$ are polynomials. For a fixed monomial order, we have $L T(f \cdot g)=L T(f) \cdot L T(g)$, and $T T(f \cdot g)=T T(f) \cdot T T(g)$.

In multiplying polynomials $f$ and $g$, a term product of $f \cdot g$ is a term of $f$ times a term of $g$.

The following proposition, which follows easily from Lemma 4.12 and Corollary 4.13, gives an essential property of extreme terms of a product of polynomials.

Proposition 4.14 Any extreme term of $f \cdot g$ is formed by a single term product. That is only one term product of $f \cdot g$ has the monomial part of the given extreme term. In particular, while a general nonzero term product of $f \cdot g$ may be cancelled by some other term product(s), a term product of the form $L T(f) L T(g)$ or $T T(f) T T(g)$ (where these terms are with respect to a fixed monomial order) cannot be cancelled by any other term products.

Example 4.15 Over $\mathbb{F}_{2}[x, y]$, let $f=1+x+y+y^{2}$ and $g=x+x^{2}+x y+y^{2}$. There are only four possible orders for the monomials involved in $f$ and $g$. We give them here along with the corresponding leading and trailing terms of $f$ and $g$.

| order | $L T(f)$ | $L T(g)$ | $T T(f)$ | $T T(g)$ |
| :---: | :---: | :---: | :---: | :---: |
| $1 \prec x \prec y \prec x^{2} \prec x y \prec y^{2}$ | $y^{2}$ | $y^{2}$ | 1 | $x$ |
| $1 \prec y \prec x \prec y^{2} \prec x y \prec x^{2}$ | $y^{2}$ | $x^{2}$ | 1 | $x$ |
| $1 \prec x \prec x^{2} \prec y \prec x y \prec y^{2}$ | $y^{2}$ | $y^{2}$ | 1 | $x$ |
| $1 \prec y \prec y^{2} \prec x \prec x y \prec x^{2}$ | $x$ | $x^{2}$ | 1 | $y^{2}$ |

So the extreme terms of $f \cdot g$ are $y^{4}, x^{2} y^{2}, x^{3}, x$, and $y^{2}$. We may apply Proposition 4.14 to this example: There must be at least five terms in the product $f \cdot g$ since there are five extreme terms.
4.3. Weight of a rate $1 / 1$ code. In this subsection we show that for dimension two (or higher), there are rate $1 / 1$ codes of arbitrarily high distance. This is in sharp contrast to the 1-D case where the distance of a rate $1 / 1$ code is at most 2 (this is because a polynomial $p(x)$ in one indeterminate over a finite field divides $x^{N}-1$ for some positive integer $N$ that depends on $p(x)$ ).

We will show in dimension two (or higher) that for any positive integer $d$, we can find a polynomial $p(\mathbf{z})$ with $d$ distinct leading terms. Then by Proposition 4.14, the rate $1 / 1 \operatorname{code} \mathcal{C}=\operatorname{im}([p])$ will have distance at least $d$.

To do this, consider the two-dimensional situation where $\mathcal{D}=\mathbb{F}[x, y]$. Fix a target distance $d$. Choose $d-1$ distinct rational numbers

$$
\frac{a_{1}}{b_{1}}<\frac{a_{2}}{b_{2}}<\ldots<\frac{a_{d-1}}{b_{d-1}}
$$

(Here $a_{i}, b_{i}$ are positive integers such that the fraction $\frac{a_{i}}{b_{i}}$ is reduced to lowest terms.)

Next define positive integers

\[

\]

Define a polynomial $p=x^{A_{1}} y^{B_{1}}+\cdots+x^{A_{d}} y^{B_{d}}$. Now consider monomial weight orders with weight vectors of the form $(1, r)$.

Case 1: $0<r<\frac{a_{1}}{b_{1}}$.
With respect to this weight order, $x^{A_{1}} y^{B_{1}}$ is the leading term of $p$. To see this, note that we have

$$
0<r<\frac{a_{1}}{b_{1}}<\frac{a_{2}}{b_{2}}<\ldots<\frac{a_{d-1}}{b_{d-1}}
$$

So $r b_{i}<a_{i}$ for $i=1,2, \ldots, d-1$. Hence for $i>1$ we have

$$
\begin{aligned}
\operatorname{weight}\left(x^{A_{i}} y^{B_{i}}\right) & =A_{i}+r B_{i} \\
& =a_{i}+a_{i+1}+\cdots+a_{d-1}+r b_{1}+r b_{2}+\cdots+r b_{i-1} \\
& <a_{i}+a_{i+1}+\cdots+a_{d-1}+a_{1}+a_{2}+\cdots+a_{i-1} \\
& =\operatorname{weight}\left(x^{A_{1}} y^{B_{1}}\right) .
\end{aligned}
$$

So $x^{A_{1}} y^{B_{1}}$ is a leading term of $p$.
Case 2: $\frac{a_{j-1}}{b_{j-1}}<r<\frac{a_{j}}{b_{j}}(j=2,3, \ldots, d-1)$.
With respect to this weight order, $x^{A_{j}} y^{B_{j}}$ is the leading term of $p$ : we have

$$
\frac{a_{1}}{b_{1}}<\ldots<\frac{a_{j-1}}{b_{j-1}}<r<\frac{a_{j}}{b_{j}}<\ldots<\frac{a_{d-1}}{b_{d-1}}
$$

So $a_{i}<r b_{i}$ for $1 \leq i \leq j-1$ and $r b_{i}<a_{i}$ for $j \leq i \leq d-1$.
Then for $1 \leq i \leq j-1$ we have

$$
\begin{aligned}
\operatorname{weight}\left(x^{A_{i}} y^{B_{i}}\right) & =a_{i}+\cdots+a_{j-1}+a_{j}+\cdots+a_{d-1}+r b_{1}+r b_{2}+\cdots+r b_{i-1} \\
& <r b_{i}+\cdots+r b_{j-1}+a_{j}+\cdots+a_{d-1}+r b_{1}+r b_{2}+\cdots+r b_{i-1} \\
& =\operatorname{weight}\left(x^{A_{j}} y^{B_{j}}\right) .
\end{aligned}
$$

A similar argument shows that for $j+1 \leq i \leq d-1$, we also have that weight $\left(x^{A_{i}} y^{B_{i}}\right)<\operatorname{weight}\left(x^{A_{j}} y^{B_{j}}\right)$.

This establishes that in this case, $x^{A_{j}} y^{B_{j}}$ is the leading term of $p$.
Case 3: $r>\frac{a_{d-1}}{b_{d-1}}$.
With respect to this weight order we have that $x^{A_{d}} y^{B_{d}}$ is the leading term of $p$. The details are similar to the previous cases and are left to the reader.

Example 4.16 We use the rational numbers

$$
\frac{1}{3}<\frac{1}{2}<\frac{2}{3}<\frac{1}{1}<\frac{3}{2}
$$

The corresponding polynomial based on the above construction is

$$
p=x^{8}+x^{7} y^{3}+x^{6} y^{5}+x^{4} y^{8}+x^{3} y^{9}+y^{11}
$$

Using weight vectors $\left(1, \frac{1}{4}\right),\left(1, \frac{2}{5}\right),\left(1, \frac{3}{5}\right),\left(1, \frac{3}{4}\right),\left(1, \frac{4}{3}\right),(1,2)$ gives each of the six terms of $p$ as a leading term. Hence letting $\mathcal{C}=\operatorname{im}([p])$, we have $\operatorname{dist}(\mathcal{C})=6$.

It is interesting in this example to look at the exponents on the monomials as points in $\mathbb{N}^{2}$. That is, consider the points $(8,0),(7,3),(6,5),(4,8)$, $(3,9)$, and $(0,11)$. In the diagram below, the lower left '-' marks the point $(0,0) \in \mathbb{N}^{2}$. The ' + ' marks are at the points that are used as exponents in the polynomial $p$.

$$
\begin{array}{lllllllll}
+ & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & - \\
- & - & - & + & - & - & - & - & - \\
- & - & - & - & + & - & - & - & - \\
- & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & + & - & - \\
- & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & + & - \\
- & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - & +
\end{array}
$$

If we connect the marked points in order of increasing $x$-coordinate with line segments, and then join the last point to the first, we get a convex polygon. This will always occur when the above construction is carried out.

Remark 4.17 In the one-dimensional case, a rate $1 / 1$ convolutional code is always catastrophic unless the generator polynomial is a monomial. (Here we refer to a catastrophic code as one for which an infinite weight message word may produce a finite weight code word. So for instance the code generated by $G=[1+z]$ is catastrophic since the infinite weight message word $v=\left[1+z+z^{2}+\cdots\right]$ produces the finite weight codeword $w=v G=[1]$.) Such one-dimensional codes are still useful, and in fact cyclic redundancy check codes (CRC codes) are rate $1 / 1$ one-dimensional convolutional codes that are used for error protection in internet transmissions [9, Example 7.3].

In the case of higher dimensional convolutional codes, a rate $1 / 1$ code may be noncatastrophic even if the generator matrix consists of a polynomial that is not a monomial. For instance the two-dimensional code generated by $G=[x+y]$ is noncatastrophic (to see this, consider any infinite weight message word $p=p(x, y)$, a formal power series in $x$ and $y$ with infinitely many nonzero terms. We may write $p$ as $p=p_{0}+p_{1}+p_{2}+\cdots$ where $p_{i}$ is the homogeneous part of $p$ of degree $i$-that is all terms of $p$ of total degree $i$. Then $p G=p_{0} G+p_{1} G+\cdots$, which gives a decomposition of $p G$ by total degree $-p_{i} G$ is the degree $i+1$ part of $p G$. Now since $p$ has infinite weight, infinitely many of the $p_{i}$ have positive weight. Then the the corresponding homogeneous parts, $p_{i} G$, of $p G$ have positive weight, and
since there are infinitely many such homogeneous parts, $p G$ has infinite weight).

This notion of catastrophicity is different if one uses Laurent polynomials rather than polynomials. The interested reader may consult [3] and [12, Chapter 5] for further details.
4.4. Unit Memory Codes. In this subsection we will define multidimensional unit memory codes and give a code construction with a lower distance bound.

The following definition may be regarded as a generalization to the $m$-D case of the concept of unit memory encoders, described in papers by Thommesen and Justesen [10] and by Lee [6].

Definition 4.18 A unit memory code is an m-D convolutional code that has a generator matrix with all polynomials of first degree. A unit memory encoder is a matrix $G \in \mathcal{D}^{k \times n}$ of rank $k$, all the entries of which are of first degree.

A unit memory code has a generator matrix of the form $G=G_{0}+$ $z_{1} G_{1}+\cdots+z_{m} G_{m}$ where $G_{i} \in \mathbb{F}^{l \times n}(0 \leq i \leq m)$ is a matrix with entries in the ground field $\mathbb{F}$. We have had good results considering a special type of unit memory codes. We give the motivation for and description of this below.

Piret gives a 1-D code construction in [8] in which he forms a parity check matrix of the form $H_{0}+z H_{1}$ where $H_{0}, H_{1}$ are $(n-k) \times n$ parity check matrices of Reed-Solomon codes. The code construction we suggest here was inspired by Piret's construction, but it is different in several ways. First, we define the generator matrix directly; second, we do not restrict ourselves to using Reed-Solomon codes; and third, we generalize our construction to the $m$-D case.

Let $C_{0}, C_{1}, \ldots, C_{m}$ be rate $k / n$ linear block codes with generator matrices

$$
G_{0}, G_{1}, \ldots, G_{m} \in \mathbb{F}^{k \times n}
$$

Let $\operatorname{dist}\left(C_{i}\right)=d_{i}, \quad i=0,1, \ldots, m$. Let

$$
G=G_{0}+z_{1} G_{1}+\cdots+z_{m} G_{m} \in \mathcal{D}^{k \times n}
$$

Let $\mathcal{C}$ be the $m$-D convolutional code generated by $G$.
First we prove that with this construction $G$ is a unit memory encoder.

Lemma 4.19 Let $G$ and $G_{i}(0 \leq i \leq m)$ be as in the above construction. $G$ is of rank $k$, and consequently $G$ is an encoder for a free rate $\frac{k}{n} m-D$ convolutional code.

Proof. We must show that $G$ has a nonzero $k \times k$ minor. Now $G_{0}$ is the generator matrix of a rate $\frac{k}{n}$ block code and hence has a nonzero $k \times k$ minor. Then writing $G=G\left(z_{1}, \ldots, z_{m}\right)$ we have $G(0, \ldots, 0)=G_{0}$, and so the corresponding $k \times k$ minor of $G$ must be nonzero. $\square$

Next we give an important lower bound on the distance of the code $\mathcal{C}$ in terms of the distances of its constituent block codes. The proof of the next proposition relies on extending some of the ideas on monomial orders from Subsection 4.2. In particular Proposition 4.14 holds in the case where the coefficients of the polynomial $f$ are vectors in $\mathbb{F}^{k}$ and coefficients of the polynomial $g$ are full rank scalar matrices in $\mathbb{F}^{k \times n}$. That is, a term product of the form $\operatorname{LT}(f) \mathrm{LT}(g)$ or $\mathrm{TT}(f) \mathrm{TT}(g)$ is nonzero and cannot be cancelled by any other term product(s).

Proposition 4.20 Using the notation immediately preceding Lemma 4.19, we have $\operatorname{dist}(\mathcal{C}) \geq d_{0}+d_{1}+\cdots+d_{m}$.

Proof. Let $v$ be any nonzero element of $\mathcal{D}^{k}$. We must show that

$$
\mathrm{wt}(v \cdot G) \geq d_{0}+d_{1}+\cdots+d_{m}
$$

Choose a lexicographic monomial ordering that gives $z_{1}$ as the greatest linear monomial. Let $v_{1} \mathbf{z}^{\alpha_{1}}$ be the leading term of $v$ with respect to this order (here $v_{1} \in \mathbb{F}^{k}, \alpha_{1} \in \mathbb{N}^{m}$ ). Then since $z_{1} G_{1}$ is the leading term of $G$ with respect to this ordering, we have, by Proposition 4.14, that $v_{1} G_{1} \mathbf{z}^{\alpha_{1}} z_{1}$ is an extreme term of the product $v \cdot G$. The weight of this term is at least $d_{1}$ because $v_{1} G_{1}$ is a nonzero codeword of $C_{1}$, and we know that $\operatorname{dist}\left(C_{1}\right)=d_{1}$.

We can repeat this argument $m$ times, the $j^{\text {th }}$ time choosing a lexicographic monomial ordering that gives $z_{j}$ as the greatest linear monomial. In this manner we find $m$ distinct terms of $v \cdot G$ with weights at least $d_{1}, d_{2}, \ldots, d_{m}$ respectively.

Next using any lexicographic monomial ordering, we apply the same argument to a trailing term. Because the trailing term of $G$ is $G_{0}$, we find that there is a term of $v \cdot G$ (distinct from the $m$ terms constructed above) whose coefficient is a nonzero codeword of $C_{0}$ and hence whose weight is at least $d_{0}$.

We conclude that $\mathrm{wt}(v \cdot G) \geq d_{0}+d_{1}+\cdots+d_{m}$. It follows that $\operatorname{dist}(\mathcal{C}) \geq d_{0}+d_{1}+\cdots+d_{m} . \square$

We conclude this section with some examples illustrating these ideas. The next example shows that the inequality in Proposition 4.20 may be strict.

Example 4.21 In this example we construct a 1-D unit memory code using $\mathcal{D}=\mathbb{F}_{2}[x]$. Let

$$
G_{0}=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0
\end{array}\right] \quad \text { and } G_{1}=\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]
$$

Then $d_{0}=d_{1}=1$ are the distances of the linear block codes generated by $G_{0}$ and $G_{1}$. Also $G=G_{0}+x G_{1}=\left[\begin{array}{ccc}1+x & 1 & 1+x \\ 1 & 1+x & 0\end{array}\right]$. Let $\mathcal{C}$ be the 1-D convolutional code generated by $G$. By Proposition 4.20, $\operatorname{dist}(\mathcal{C}) \geq$ $1+1=2$.

In fact we claim that $\operatorname{dist}(\mathcal{C})=3$. First note that for any $v=$ $[f \quad g] \in \mathcal{D}^{2}$ we have $v G=[(1+x) f+g \quad f+(1+x) g(1+x) f]$. Now if contrary to our claim we have $\operatorname{dist}(\mathcal{C})<3$, then for some nonzero $v=\left[\begin{array}{ll}f & g\end{array}\right] \in \mathcal{D}^{2}, \operatorname{wt}(v G) \leq 2$. Hence at least one of the three components of $v G$ must be 0 .

Case 1: $(1+x) f+g=0$. Then $g=(1+x) f$, and $v G=\left[\begin{array}{lll}0 & x^{2} f\end{array}(1+\right.$ $x) f$ ]. Since $f \neq 0$ (else $v=0), v G$ has at least three nonzero terms. That is $\operatorname{wt}(v G) \geq 3$.

Case 2: $f+(1+x) g=0$. Then $f=(1+x) g$, and so $v G=\left[\begin{array}{ll}x^{2} g & 0\end{array}(1+\right.$ $\left.x^{2}\right) g$. Then since $g \neq 0$ we have $\mathrm{wt}(v G) \geq 3$.

Case 3: $(1+x) f=0$. Then $f=0$. So $v G=\left[\begin{array}{ll}g(1+x) g & 0\end{array}\right]$. Again $\mathrm{wt}(v G) \geq 3$.

So in all cases, under the assumption that $\operatorname{wt}(v G)<3$, we obtain the contradiction that $\operatorname{wt}(v G) \geq 3$. So we must conclude that $\operatorname{dist}(\mathcal{C}) \geq 3$. Finally since $\mathrm{wt}\left(\left[\begin{array}{ll}0 & 1\end{array}\right] G\right)=3$, we have that $\operatorname{dist}(\mathcal{C})=3$, establishing the claim.

Recall the block code bound (Proposition 4.6). After Example 4.7 we promised to give for any $r$ an example of a rate $2 / 3$ code using $r$ different monomials that has distance $2 r$, thus meeting the block code bound.

Example 4.22 Fix $r$ and let $m=r-1$. Let

$$
G=\left[\begin{array}{ccc}
1+z_{1}+\cdots+z_{r-1} & 1+z_{1}+\cdots+z_{r-1} & 0 \\
0 & 1+z_{1}+\cdots+z_{r-1} & 1+z_{1}+\cdots+z_{r-1}
\end{array}\right]
$$

Observe that $G$ is a unit memory encoder and may be written as $G=G_{0}+$ $z_{1} G_{1}+\cdots+z_{r-1} G_{r-1}$ where $G_{i}=\left[\begin{array}{ccc}1 & 1 & 0 \\ 0 & 1 & 1\end{array}\right]$ for $0 \leq i \leq r-1$. For each $i$, $\operatorname{dist}\left(\operatorname{im}\left(G_{i}\right)\right)=2$. So by Proposition 4.20 we have that $\operatorname{dist}(\operatorname{im}(G)) \geq 2 r$. Thus dist $(\operatorname{im}(G))$, which actually has distance equal to $2 r$, meets the block code bound by Example 4.7.

Further work on unit memory multidimensional convolutional codes, including a decoding algorithm, may be found in [12, Chapter 4].

Conclusion. In this paper some of the basics of multidimensional convolutional codes were considered. These are a nontrivial generalizaion of one-dimensional convolutional codes, with a more complex algebraic structure. They also have many interesting distance properties.

The subject of multidimensional convolutional codes is largely open, and much work remains to be done, including finding efficient implementation for encoding and decoding multidimensional convolutional codes. Also
it may prove fruitful to consider connections between multidimensional convolutional codes and algebraic geometry.

As more investigations of multidimensional convolutional codes are carried out, more interesting questions will come to light.
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## Part 5. Symbolic Dynamics and Automata Theory

# LENGTH DISTRIBUTIONS AND REGULAR SEQUENCES 
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#### Abstract

This paper presents a survey on length distributions of regular languages. The accent is on problems in coding theory and the relation with symbolic dynamics.


Key words. Regular sequences, finite automata, prefix codes, bifix codes, symbolic dynamics, zeta functions.

1. Introduction. The notion of a length distribution for a formal language is a simple one: it is the generating series $u(z)=\sum_{n \geq 0} u_{n} z^{n}$ of the number of words of each length. This series carries important information concerning a formal language since it measures in a sense the size of the language. It is moreover appropriate in the case of coding. In fact, a length-preserving encoding defines a one-to-one correspondence between words. The two sets of words in such a correspondence will have the same length distribution.

It is a classical result that the length distribution of a formal language carries also some information concerning the structure of the language, in the sense that algebraic operations on series correspond to operations on formal languages. Thus, as we shall see below in more detail, length distributions which are rational series correspond to regular languages.

This correspondence between operations on series and on sets is the basis of the method of generating series in enumerative combinatorics. Numerous examples of applications can be found in the book of Graham, Knuth and Pataschnik [23].

We present here a survey on length distributions of formal languages with emphasis on the problems related to coding and finite automata. We insist on the following general problem: given a family $\mathcal{F}$ of sets of words, characterize the length distributions of the elements of $\mathcal{F}$. For example, the length distributions of prefix codes on $k$-symbols are the sequences satisfying Kraft's inequality

$$
\sum_{n \geq 0} u_{n} k^{-n} \leq 1
$$

i.e. $u(1 / k) \leq 1$.

Our emphasis is on the property of regularity which is the definability by a finite automaton. This places our work at the intersection between

[^55]coding theory and automata theory. For example, one of the main results presented here is a finite-state version of Kraft-McMillan's theorem characterizing the length distributions of regular prefix codes.

We also make connexions with the field of symbolic dynamics. This is natural since the basic notion of symbolic dynamics, namely the conjugacy of subshifts is based on a one-to-one correspondence between paths in finite graphs, giving rise to an invariance of the length distributions.

Our paper is organized as follows. The first sections (Sections 2,3) present the basic notions on automata and formal series used in the paper. In Section 4, we present the finite-state version of Kraft-McMillan theorem mentioned above. The particular case of bifix codes is studied in Section 5. The last section (Section 6) presents several interconnected notions concerning subshifts of finite type and circular codes.
2. Length distributions. We consider the set $A^{*}$ of all words on a given alphabet $A$. A subset of $A^{*}$ is often called a formal language. For sets $X, Y \subset A^{*}$, we denote

$$
\begin{aligned}
& X+Y=X \cup Y \\
& X Y=\{x y \mid x \in X, y \in Y\} \\
& X^{*}=\left\{x_{1} x_{2} \cdots x_{n} \mid x_{i} \in X, n \geq 0\right\}
\end{aligned}
$$

We say that the pair $(X, Y)$ is unambiguous if for each $z \in X Y$ there is at most one pair $(x, y) \in X \times Y$ such that $z=x y$.

We say that a set of nonempty words $X$ is a code if for each $x \in X^{*}$ there is at most one sequence $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with $x_{i} \in X$ such that $x=$ $x_{1} x_{2} \cdots x_{n}$ (one also says that $X$ is uniquely decipherable). A particular case of a code is a prefix code. It is a set of words $X$ such that no element of $X$ is a prefix of another one. It is easy to see that such a set is either reduced to the empty word or does not contain the empty word and is then a code.

The length distribution of a set of words $X$ is the sequence $u_{X}=$ $\left(u_{n}\right)_{n \geq 0}$ with

$$
u_{n}=\operatorname{Card}\left(X \cap A^{n}\right)
$$

We denote by $u_{X}$ the formal series

$$
u_{X}(z)=\sum_{n \geq 0} u_{n} z^{n}
$$

which is the ordinary generating series of the sequence $u_{X}$.
For example, the length distribution of $X=A^{*}$ is $u(z)=\frac{1}{1-k z}$ where $k=\operatorname{Card}(A)$.

The entropy of a formal language $X$ is

$$
h(X)=\log (1 / \rho)
$$

where $\rho$ is the radius of convergence of the series $u_{X}(z)$. It is well defined provided $X$ is infinite and thus $\rho$ is finite. If the alphabet $A$ has $k$ elements, we have $h(X) \leq \log k$.

The following result relates the basic operations on sets with operations on series.

Proposition 2.1. The following properties hold for any subsets $X, Y$ of $A^{*}$.
(i) If $X \cap Y=\emptyset$, then $u_{X+Y}=u_{X}+u_{Y}$.
(ii) If the pair $(X, Y)$ is unambiguous, then $u_{X Y}=u_{X} u_{Y}$.
(iii) If $X$ is a code, then $u_{X^{*}}=1 /\left(1-u_{X}\right)$.

Proof. The first two formulae are clear. If $X$ is a code, every word in $X^{*}$ has a unique decomposition as a product of words in $X$. This implies that

$$
u_{X^{n}}=\left(u_{X}\right)^{n}
$$

and thus,

$$
u_{X^{*}}=1+u_{X}+\cdots+u_{X^{n}}+\cdots=1 /\left(1-u_{X}\right)
$$

Example 1. The set $X=\{b, a b\}$ is a prefix code. The series $u_{X^{*}}$ is

$$
u_{X^{*}}(z)=\frac{1}{1-z-z^{2}}
$$

Let $\left(F_{n}\right)_{n \geq 0}$ be the sequence of Fibonacci numbers defined by $F_{0}=0, F_{1}=$ 1, and $F_{n+2}=F_{n+1}+F_{n}$. It follows from the recurrence relation that

$$
\frac{z}{1-z-z^{2}}=\sum_{n \geq 0} F_{n} z^{n}
$$

Consequently, $u_{X^{*}}(z)=\sum_{n \geq 0} F_{n+1} z^{n}$. It can also be proved by a combinatorial argument that the number of words of length $n$ in $X^{*}$ is $F_{n+1}$.

There are several variants of the generating series considered above. One may first define

$$
p_{X}(z)=\sum_{n \geq 0} \frac{u_{n}}{k^{n}} z^{n}
$$

where $k=\operatorname{Card}(A)$. The coefficients of $z^{n}$ in $p_{X}(z)$ is the probability for a word of length $n$ to be in the set $X$. The relation between $u_{X}$ and $p_{X}$ is simple since $p_{X}(z)=u_{X}(z / k)$. Another variant of the generating series is the exponential generating series of the sequence $\left(u_{n}\right)_{n \geq 0}$ defined as

$$
e(z)=\sum_{n \geq 0} \frac{u_{n}}{n!} z^{n}
$$

We will also use the zeta function of a sequence $\left(u_{n}\right)_{n \geq 1}$ defined as

$$
\zeta(z)=\exp \sum_{n \geq 1} \frac{u_{n}}{n} z^{n}
$$

3. Regular distributions. In this section, we describe the connection between the notions of a regular language and a rational series. We prove the classical result (Theorem 3.4) characterizing the regular sequences as the length distributions of regular languages. We mention finally the possible extension to more general classes of formal languages, such as the context-free languages. These results are well-known in the theory of automata and we include them here for the sake of the reader's convenience.

A word on the terminology used here. We use constantly the term regular where a richer terminology is often used. In particular, what we call here a regular sequence is, in Eilenberg's terminology, an $\mathbb{N}$-rational sequence (see [20], [33] or [16]). A regular set is also called a rational or recognizable set.
3.1. Regular sequences. A sequence $u=\left(u_{n}\right)_{n \geq 0}$ of integers is regular if there exists a finite graph $G$ and two sets of vertices $I, T$ of $G$ such that for all $n \geq 0$,

$$
u_{n}=\operatorname{Card}(P(n, I, T))
$$

where $P(n, I, T)$ is the set of paths of length $n$ from a vertex of $I$ to a vertex of $T$. The graph $G$ is one in which multiples edges are allowed (sometimes called a multigraph). We say that the graph $G$ recognizes the sequence $u$.

An equivalent definition of regular sequences is obtained by considering nonnegative matrices.

Proposition 3.1. A sequence $u=\left(u_{n}\right)_{n \geq 0}$ of integers is regular iff there exists a nonnegative matrix $M \in \mathbb{N}^{k \times k}$ and two vectors $l, c \in \mathbb{N}^{k}$ such that

$$
u_{n}=l M^{n} c
$$

where $l$ is considered as a row vector and $c$ as a column vector.
Proof. Let $u$ be a regular sequence defined by a graph $G$ on the set $\{1, \ldots, k\}$ of vertices. We choose $M$ to be the adjacency matrix of $G$, i.e. for each pair $v, w$ of vertices, $M_{v, w}$ is the number of edges from $v$ to $w$. Let $l$ be the row vector defined by $l_{v}=1$ if $v \in I$ and 0 otherwise. Let $c$ be the column vector defined by $c_{v}=1$ if $v \in T$ and 0 otherwise. The number of paths of length $n$ from a vertex of $I$ to a vertex of $T$ is for each $n \geq 1$ equal to $l M^{n} c$.

Conversely, let $G$ be the graph with adjacency matrix $M$. Since the family of regular sequences is closed under addition, we may suppose that the vectors $l, c$ have 0,1 coefficients. We can then consider $l, c$ as the characteristic vectors of sets $I, T$ of vertices. It is then obvious that the graph thus constructed recognizes $u$. $\square$

Example 2. Let $G$ be the graph of Figure 1. The number of paths of length $n$ from vertex $i=1$ to vertex $t=2$ is the Fibonacci number $F_{n}$.


Fig. 1. The Fibonacci graph.

Accordingly, let $M$ be the matrix

$$
M=\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)
$$

The same sequence is defined by the equation

$$
F_{n}=\left[\begin{array}{ll}
1 & 0
\end{array}\right] M^{n}\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

We say that a sequence $u$ of integers is rational if $u(z)=p(z) / q(z)$ for some polynomials $p(z), q(z)$ with integer coefficients. The following result is classical.

Theorem 3.1. Any regular sequence $u$ of nonnegative integers is rational.

Proof. Let $(l, M, c)$ be such that $u_{n}=l M^{n} c$. We have

$$
u(z)=\sum_{n \geq 0} l M^{n} c z^{n}=l\left(\sum_{n \geq 0}(M z)^{n}\right) c=l(I-M z)^{-1} c .
$$

The result follows since the coefficients of $(I-M z)^{-1}$ are rational fractions.
Example 3. The generating function of the Fibonacci sequence is

$$
F(z)=\frac{z}{1-z-z^{2}}
$$

The converse of Theorem 3.1 is not true. We have actually the following result, due to Jean Berstel (see [20] or [16]).

Theorem 3.2. For any regular sequence $u$, there is an integer $p$ such that the set of poles of minimal modulus is the set of complex numbers $\rho \varepsilon$ where $\rho$ is the radius of convergence of $u$ and $\varepsilon^{p}=1$ for some $p \geq 1$.

In particular, the radius of convergence is a pole.
The following example (from [20] Example 6.1, Chapter VIII) shows the existence of rational series with non-negative integer coefficients which are not regular.

Example 4. Let $0<\theta<\pi / 2$ be such that $\cos \theta=a / c$ with $0<a<c$ and $c \neq 2 a$. The sequence

$$
u_{n}=c^{2 n} \cos ^{2} n \theta
$$

is rational but not regular (poles: $1, e^{2 i \theta}, e^{-2 i \theta}$ ).
A sequence $u$ is a merge of sequences

$$
u^{(0)}, \ldots, u^{(p-1)}
$$

if for $n \geq 0,0 \leq i<p$,

$$
u_{p n+i}=u_{n}^{(i)}
$$

We say that a pole of a rational series is dominating if it is strictly less than the modulus of all other ones. The following result is due to Soittola (see [33]).

ThEOREM 3.3. A sequence of non-negative integers is regular iff it is an merge of rational sequences with a dominating pole.

Example 5. The sequence

$$
1,1,2,1,4,2,8,3,16,5, \ldots
$$

is the merge of the sequence of powers of 2 and the Fibonacci sequence.
A third equivalent definition of regular sequences is possible. One can indeed show that a series $u(z)$ is regular iff it can be obtained by a finite number of operations of sum, product and star with

$$
u^{*}(z)=\frac{1}{1-u(z)}
$$

starting from polynomials with nonnegative integer coefficients. An expression of this form is usually called a regular expression.

Example 6. The sequence $(0,1,3,8,21, \ldots)$ formed of the Fibonacci numbers of even index is regular. Indeed we have

$$
F_{2 n}=l M^{2 n} c
$$

with the triple ( $l, M, c$ ) of Example 2. We have

$$
M^{2}=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)
$$

and thus $F_{2 n}$ is the number of paths of length $n$ from 1 to 2 in the graph of Figure 2. The series $s(z)=\sum_{n \geq 0} F_{2 n} z^{n}$ can accordingly be written

$$
s(z)=z\left(2 z+z^{2} z^{*}\right)^{*}=\frac{z(1-z)}{1-3 z+z^{2}}
$$



Fig. 2. One every other Fibonacci number.
3.2. Finite automata. We present here a brief introduction to the concepts used in automata theory. For a general reference, see [31] or [20].

An automaton over the alphabet $A$ is composed of a set $Q$ of states, a set $E \subset Q \times A \times Q$ of edges or transitions and two sets $I, T \subset Q$ of initial and terminal states.

A path in the automaton $\mathcal{A}$ is a sequence

$$
\left(p_{1}, a_{1}, p_{2}\right),\left(p_{2}, a_{2}, p_{3}\right), \ldots,\left(p_{n}, a_{n}, p_{n+1}\right)
$$

of consecutive edges. Its label is the word $x=a_{1} a_{2} \cdots a_{n}$. A path is successful if it starts in an initial state and ends in a terminal state. The set recognized by the automaton is the set of labels of its successful paths.

An automaton is deterministic if, for each state $p$ and each letter $a$, there is at most one edge which starts at $p$ and is labeled by $a$. The term right resolving is also used.


Fig. 3. Golden mean automaton.
Example 7. Let $\mathcal{A}$ be the automaton given in Figure 3 with 1 as unique initial and terminal state. It recognizes the set $X^{*}$ where $X$ is the prefix code $X=\{b, a b\}$.

A set of words $X$ over $A$ is regular if it can be recognized by a finite automaton.

It is a classical result that a set of words is regular iff it can be obtained by a finite number of operations union, product and star, starting form the finite sets.

The following result is also classical.
Proposition 3.2. Every regular set can be recognized by a finite deterministic automaton having a unique initial state.

Proof. Let $\mathcal{A}=(Q, E, I, T)$ be a finite automaton over $A$ recognizing a set $X$. Let $\mathcal{B}=(\mathcal{R}, F,\{I\}, \mathcal{T})$ be the automaton defined as follows. Its states are the subsets

$$
Q(u)=\{q \in Q \mid i \xrightarrow{u} q \text { for some } i \in I\}
$$

for all $u$ in $A^{*}$. Since $Q$ is finite, there is a finite number of subsets $Q(u)$. The edges of $\mathcal{B}$ are all triples

$$
(Q(u), a, Q(u a))
$$

The set of terminal states is

$$
\mathcal{T}=\{U \in \mathcal{R} \mid U \cap T \neq \emptyset\}
$$

It is easy to verify that $\mathcal{B}$ is deterministic and recognizes $X$. $\square$
Theorem 3.4. The length distributions of regular sets are the regular sequences.

Proof. Let $X$ be a regular set. By Proposition 3.2, it can be recognized by a deterministic automaton $\mathcal{A}$. Since $\mathcal{A}$ is deterministic, there is at most one path with given label, origin and end. Thus the number of paths of length $n$ from the initial state to a terminal state is equal to the number $u_{n}$ of words of $X$ of length $n$.

Conversely, let $u$ be a regular sequence enumerating the paths in a graph $G$ from $I$ to $T$. We consider the graph $G$ as an automaton with all edges with distinct labels. Let $X$ be the set of labels of paths from $I$ to $T$. The sequence $u$ is the length distribution of the set $X$.

Example 8. If $X=a^{*} b$, then

$$
u_{X}(z)=\frac{z}{1-z}
$$

3.3. Beyond regular sequences. There are several natural classes of series beyond the rational ones. The algebraic series are those satisfying an algebraic equation. More generally, the hypergeometric series are those such that the quotient of two successive terms is given by a rational fraction (see [23]).

The class of algebraic series is linked with the class of context-free sets (see [21]). A typical example of a context-free set is the set of words on the binary alphabet $\{a, b\}$ having as many $a$ 's as $b$ 's. We compute below its length distribution which is an algebraic series.

Example 9. The set of words on $A=\{a, b\}$ having an equal number of occurrences of $a$ and $b$ is a submonoid of $A^{*}$ generated by a prefix code $D$. Since any word of $D^{*}$ of length $2 n$ is obtained by choosing $n$ positions among $2 n$, we have

$$
u_{D^{*}}(z)=\sum_{n \geq 0}\binom{2 n}{n} z^{2 n}
$$

By a simple application of the binomial formula, we obtain

$$
u_{D^{*}}(z)=\left(1-4 z^{2}\right)^{-\frac{1}{2}}
$$

This follows indeed, using the simple identity

$$
\binom{-\frac{1}{2}}{n}=\frac{1}{(-4)^{n}}\binom{2 n}{n}
$$

We have $u_{D}(z)=1-1 / u_{D^{*}}(z)$ and thus

$$
u_{D}(z)=1-\sqrt{1-4 z^{2}}
$$

Thus $u_{D}(z)$ is an algebraic series, solution of the equation

$$
f^{2}-2 f+4 z^{2}=0
$$

4. A finite-state version of the Kraft-McMillan theorem. Let $X$ be a prefix code on an alphabet with $k$ symbols. It is classical that its length distribution $u=\left(u_{n}\right)_{n \geq 1}$ satisfies Kraft's inequality

$$
\sum_{n \geq 1} u_{n} k^{-n} \leq 1
$$

or equivalently $u(1 / k) \leq 1$. The number $u(1 / k)$ can actually be interpreted as the probability that a long enough word has a prefix in $X$.

There is also a connexion with the notion of entropy. Actually, if $X$ is a prefix code, the entropy of $X^{*}$ is equal to $\log (1 / \rho)$ where $\rho$ is the solution of the equation $u_{X}(\rho)=1$. Thus Kraft's inequality expresses the fact that $h\left(X^{*}\right) \leq \log k$.

Conversely, Kraft-McMillan's theorem states that for any such sequence $u=\left(u_{n}\right)_{n \geq 1}$, there exists a prefix code $X$ on a $k$-symbol alphabet such that $u=u_{X}$.

Let us briefly describe the proof. We suppose by induction to have already built a prefix code $X$ formed of words of length at most $n-1$ with length distribution ( $u_{1}, u_{2}, \ldots, u_{n-1}$ ) on the alphabet $A_{k}=\{0,1, \ldots, k-$ $1\}$. We have

$$
\sum_{i=1}^{n} u_{i} k^{-i} \leq 1
$$

and thus

$$
\sum_{i=1}^{n} u_{i} k^{n-i} \leq k^{n}
$$

This allows us to choose $u_{n}$ words on the alphabet $A_{k}$ of length $n$ without a prefix in $X$. For the sake of a complete description of the construction, we have to specify the choice made at each step among the words of length
$n$ which do not have already a prefix in $X$. A possible policy is to choose the earlier ones in the alphabetic order.

The equality case in Kraft's inequality corresponds to a particular class of prefix codes often called complete. A prefix code $X$ on the alphabet $A$ is complete if any word on $A$ has either a prefix in $X$ or is a prefix of a word of $X$.

The notion of a prefix code is related to the notion of a tree. A prefix code on $k$ symbols corresponds to a $k$-ary tree. The length distribution of the prefix code is the enumerative sequence of the leaves of the tree. We call it the length distribution of the tree. Usually, the interest is focused on finite trees, as in Huffman algorithm for example.

We are interested here in the case of infinite trees and, more especially of regular trees arising from prefix codes which are regular, in the sense defined above. The notion of a regular tree can also be defined directly as an infinite tree with only a finite number of non-isomorphic subtrees.

By Theorem 3.4, if $X$ is regular, then the sequence $u_{X}$ is also regular. The following result shows that conversely the conjunction of the two conditions (of being regular and to satisfy Kraft's inequality) is sufficient to ensure the existence of a regular prefix code on a $k$-symbol alphabet.

Theorem 4.1. A sequence $u$ of integers is the length distribution of a regular prefix code on $k$ symbols iff
(i) it is regular.
(ii) it satisfies Kraft's inequality $u(1 / k) \leq 1$.

The essence of this result is a constructive method allowing one to build the regular prefix code $X$ given the sequence $u$.

Two simple methods come to mind at first glance. The first one is to apply directly the proof of the Kraft's theorem. The following example shows that the result need not be a regular set, although the sequence $u$ is itself regular.

Example 10. Let $u(z)=z^{2} /\left(1-2 z^{2}\right)$. Since $u(1 / 2)=1 / 2$, we may apply the Kraft construction to build a binary tree with length distribution $u$. The result is the set

$$
X=\bigcup_{n \geq 0} 01^{n} 0\{0,1\}^{n}
$$

which is not regular.
The second method takes into account the hypothesis that the sequence is regular. It will fail in its naive version but the solution is a refinement of this idea. Let $G$ be a graph such that $u_{n}$ is the number of paths of length $n$ from $I$ to $T$. We can normalize the graph $G$ to obtain a graph such that $I=\{i\}, T=\{t\}$ and that no edge goes out of $t$. We label each edge in such a way that edges with a common start have different labels. The set recognized by the automaton thus constructed is a prefix code with length distribution equal to $u$.

The trouble is that the number of symbols used may well be larger than $k$ as shown by the following example.

Example 11. Let $u$ be the regular sequence given by the graph of Figure 4 on the left with $i=1$ and $t=4$. We have also $u(z)=3 z^{2} /\left(1-z^{2}\right)$. Furthermore $u(1 / 2)=1$ and thus $u$ satisfies Kraft's equality. However there are four edges going out of vertex 2 and the method described above fails to build a binary prefix code. A solution on $A=\{a, b\}$ is the regular prefix code

$$
X=(a a)^{*}(a b+b a+b b)
$$

The corresponding automaton is given on Figure 4 on the right.


FIG. 4. Graphs recognizing $u(z)=3 z^{2} /\left(1-z^{2}\right)$.
The proof of Theorem 4.1 consists in building a new graph with all vertices of outdegree at most $k$. It relies on a transformation called the multiset construction described in [8]. The proof uses the following combinatorial lemma also used in symbolic dynamics by Adler and Marcus [28], [2], and quoted in [4] as a nice variant of the pigeon-hole principle.

Lemma 4.1. Let $k_{1}, k_{2}, \ldots, k_{n}$ be positive integers. Then there is a subset $S \subset\{1,2, \ldots, n\}$ such that $\sum_{s \in S} k_{s}$ is divisible by $n$.

The graph obtained is shown in an example below.
Example 12. Let

$$
\begin{equation*}
u(z)=\frac{z^{2}}{1-z^{2}}+\frac{z^{2}}{1-5 z^{3}} \tag{4.1}
\end{equation*}
$$

We have $u(1 / 2)=1$. A regular binary tree with length distribution $u$ is given in Figure 5 (note that, by convention, a vertex labeled $v$ has its sons represented only once on the figure. Thus, for example the vertex labeled 1 on the right has the same sons as the root. The leaves of the tree are indicated by a black box).

To check that the length distribution is equal to $u$, one may compute from the graph the following regular expression of $u$ and check by an elementary computation (possibly with the help of a symbolic computation system) that it is equal to $u$.

$$
u(z)=\left(z^{6}\right)^{*}\left(2 z^{2}+z^{4}+2 z^{5}+z^{6}+\left(z^{2}+3 z^{5}\right)\left(5 z^{3}\right)^{*} 3 z^{3}\right)
$$



Fig. 5. Regular binary tree with length distribution u.
(note for a reader unfamiliar with regular expressions: the first factor $\left(z^{6}\right)^{*}$ corresponds to the vertex labeled 1 at level 6 of the tree. The term $2 z^{2}+$ $z^{4}+2 z^{5}+z^{6}$ corresponds to the leaves reached by a path which does not use a vertex labeled 5. The factor $\left(z^{2}+3 z^{5}\right)\left(5 z^{3}\right)^{*}$ corresponds to the paths from the root to a vertex labeled 5. Finally, the factor $3 z^{3}$ corresponds to the direct paths from 5 to a leaf.)

This example (suggested to us by Christophe Reutenauer) shows an interesting feature of this problem. In fact, from the point of view of regular expressions, the difficult operation in this problem is the sum. It would be a simple matter to build a rational tree for each term of the sum in the expression (12) (see Example 11). The difficulty would then be to merge these two trees to obtain one corresponding to the sum.

A curious consequence of Theorem 4.1 is the following property of regular sequences.

Corollary 4.1. Let $k \geq 2$ be an integer and let $u$ be regular sequence such that $u(1 / k) \leq 1$ and $u(0)=0$. Then there exist $k$ regular sequences $u_{1}, \ldots, u_{k}$ such that $u_{i}(1 / k) \leq 1$ and

$$
u(z)=\sum_{i=1}^{k} z u_{i}(z)
$$

Proof. It is a simple consequence of Theorem 4.1. Indeed, if $X$ is a regular prefix code on the $k$ element alphabet $A$, then $X=\sum_{a \in A} a X_{a}$ where each $X_{a}$ is a regular prefix code on the alphabet $A$.

We don't know of a direct proof of this result.
5. Bifix codes. We investigate here the length distributions of a particular class of prefix codes, called bifix. Several other classes of prefix codes could give rise to a similar study (for a description to these classes, see [19]).

The definition of a suffix code is symmetric to the definition of a prefix code. It is a set of words $X$ such that no element of $X$ is a suffix of another one. The notion of a complete suffix code is also symmetric. A bifix code is a set $X$ of words which is both a prefix and a suffix code.

Any set of words of fixed length is obviously a bifix code but there are more complicated examples.


Fig. 6. The bifix code $X$.
Example 13. The set

$$
X=\{a a a, a a b a, a a b b, a b, b a a, b a b a, b a b b, b b a, b b b\}
$$

is a complete prefix code pictured in Figure 6. It is also a complete suffix code as one may check by reading its words backwards.

Surprisingly, it is an open problem to characterize the length distributions of bifix codes. The following simple example shows that they are more constrained than those of prefix codes.

Example 14. The sequence $u(z)=z+2 z^{2}$ is not realizable as the length distribution of a bifix code on a binary alphabet although $u(1 / 2)=1$. Indeed, one of the symbols has to be in $X$, say $a$. Then bb is the only word of length 2 that can be added.

The following nice partial result is due to Ahlswede, Balkenhol and Khachatrian [3]. We state the result for a binary alphabet. It can be readily generalized to $k$ symbols but it presents less interest.

Theorem 5.1. For any integer sequence $u$ such that

$$
u(1 / 2) \leq 1 / 2
$$

there is a bifix code $X$ such that $u=u_{X}$.
Proof. The proof is by induction. We suppose that we have already built a bifix code $X$ formed of words of length at most $n-1$ with length distribution $\left(u_{1}, u_{2}, \ldots, u_{n-1}\right)$. We have

$$
\sum_{i=1}^{n} u_{i} 2^{-i} \leq 1 / 2,
$$

and thus

$$
2 \sum_{i=1}^{n} u_{i} 2^{n-i} \leq 2^{n}
$$

Finally, we obtain

$$
u_{n} \leq 2^{n}-2 \sum_{i=1}^{n-1} u_{i} 2^{n-i}
$$

The expression of the right handside is at most equal to the number of elements of the set $A^{n}-X A^{*}-A^{*} X$. Thus, we can choose $u_{n}$ words of length $n$ which do not have a prefix or a suffix in $X$. This proves the result by induction.

The authors of [3] formulate the interesting conjecture that Theorem 5.1 is still true if the hypothesis $u(1 / 2) \leq 1 / 2$ is replaced by $u(1 / 2) \leq 3 / 4$.

There are known additional conditions imposed on length distributions of bifix codes. For example, one has the following result, originally due to Schützenberger (see [14]).

Theorem 5.2. If $X$ is a finite complete bifix code on $k$ symbols, then $u_{X}(1 / k)=1$ and $\frac{1}{k} u_{X}^{\prime}(1 / k)$ is an integer.

The number $\frac{1}{k} u_{X}^{\prime}(1 / k)$ can be interpreted as the average length of the words of $X$. Indeed

$$
z u_{X}^{\prime}(z)=\sum_{x \in X}|x| z^{|x|}
$$

Example 15. For the bifix code of Example 13, we have

$$
u_{X}(z)=z^{2}+4 z^{3}+4 z^{4}
$$

and thus

$$
u_{X}^{\prime}(z)=2 z+12 z^{2}+16 z^{3}
$$

Hence $\frac{1}{2} u_{X}^{\prime}(1 / 2)=3$. The conditions of Theorem 5.2 show directly that the sequence of Example 14 is not realizable. Indeed, it satisfies the first condition but not the second one. The conditions of Theorem 5.2 are not sufficient. Indeed, if $u(z)=z+4 z^{3}$ we have $u(1 / 2)=1$ and $u^{\prime}(1 / 2)=4$ although it is clearly impossible that $u=u_{X}$ for a bifix code $X$.
6. Zeta functions, subshifts of finite type and circular codes. In this section, we present a number of results on interrelated objects which are connected with cyclic permutation of words. We begin with notions classical in symbolic dynamics (see [25] or [24] for a general reference; see [13] or [22] for the link with finite automata).
6.1. Subshifts of finite type. A subshift is a set of biinfinite words on a finite alphabet $A$ which avoids a given set $F$ of forbidden words. It is a topological space as a closed subset of the space $A^{\mathbb{Z}}$ of functions from $\mathbb{Z}$ into the set $A$. The full shift on $A$ is the set of all biinfinite words on $A$. It corresponds to the case $F=\emptyset$.

A sofic subshift is the set of biinfinite labels of paths in a finite automaton. A sofic subshift is called irreducible if the automaton can be chosen strongly connected. A subshift of finite type is the set of biinfinite words avoiding a finite set of finite words. Any subshift of finite type is sofic but the converse is not true. The edge shift of a finite graph $G$ is the set $S_{G}$ of biinfinite paths in $G$ (viewed as biinfinite sequences of edges). It is a subshift of finite type.

The shift $\sigma$ is the function on a subshift $S$ which maps a point $x$ to the point $y=\sigma(x)$ whose $i$ th coordinate is $y_{i}=x_{i+1}$.

A morphism from a subshift $S$ into a subshift $T$ is a function $f: S \rightarrow T$ which is continuous and invariant under the shift. A bijective morphism is called a conjugacy. Any subshift of finite type is conjugate to some edge shift.

The entropy $h(S)$ of a subshift $S$ is the entropy of the formal language formed by the finite blocks occurring in words of $S$. It can be shown that the entropy is a topological invariant, in the sense that two conjugate subshifts have the same entropy.

While the entropy is a measure of number of forbidden words, it is possible to study the number of minimal forbidden words. It gives rise to another invariant of subshifts [11], [12].

An integer $p$ is a period of a point $x=\left(a_{n}\right)_{n \in \mathbb{Z}}$ if $a_{n+p}=a_{n}$ for all $n \in \mathbb{Z}$. Equivalently, $p$ is a period of $x$ if $\sigma^{p}(x)=x$. The zeta function of a subshift $S$, is defined as the series

$$
\zeta(S)=\exp \sum_{n \geq 1} \frac{p_{n}}{n} z^{n}
$$

where $p_{n}$ is the number of words with period $n$ in $S$. It is also a topological invariant, since a point of period $n$ is mapped by a conjugacy on a point of the same period.

The following result due to Bowen and Lanford [18] is classical (see [25]).

Proposition 6.1. Let $G$ be a finite graph and let $M$ be the adjacency matrix of $G$. Then

$$
\zeta\left(S_{G}\right)=\operatorname{det}(I-M z)^{-1}
$$

Proof. We first have for each $n \geq 1$

$$
\operatorname{Tr}\left(M^{n}\right)=p_{n}
$$

since the coefficient $(i, j)$ of $M^{n}$ is the number of paths from $i$ to $j$. Thus

$$
\begin{aligned}
\zeta\left(S_{G}\right) & =\exp \sum_{n \geq 1} \frac{p_{n}}{n} z^{n} \\
& =\exp \sum_{n \geq 1} \frac{\operatorname{Tr}\left(M^{n}\right)}{n} z^{n} \\
& =\exp \operatorname{Tr}\left(\log (I-M z)^{-1}\right) \\
& =\operatorname{det}(I-M z)^{-1}
\end{aligned}
$$

since, by the formula of Jacobi, $\exp \operatorname{Tr}=\operatorname{det} \exp . \square$
Example 16. Let $S$ be the edge shift of the graph $G$ of Figure 7. We have

$$
M=\left[\begin{array}{lll}
1 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]
$$

Consequently

$$
\zeta(S)=\frac{1}{1-z-z^{3}}
$$



Fig. 7. A subshift of finite type.

Let $S$ be a subshift of finite type and let $p_{n}$ be the number of points with period $n$. Let $q_{n}$ be the number of points with least period $n$. Since $q_{n}$ is a multiple of $n$, we also denote $q_{n}=n l_{n}$. We have then the formula expressing the zeta function as an infinite product using the integers $l_{n}$ as exponents.

$$
\zeta(S)=\Pi_{n \geq 1}\left(1-z^{n}\right)^{-l_{n}}
$$

as one may verify using $p_{n}=\sum_{d \mid n} d l_{d}$ and the definition of $\zeta(S)$.

A classical result, related with what follows, is the following statement, known as Krieger's embedding theorem.

Theorem 6.1. Let $S, T$ be two subshifts of finite type. There exists an injective morphism $f: S \rightarrow T$ with $f(S) \neq T$ iff

1. $h(S)<h(T)$
2. for each $n \geq 1, q_{n}(S) \leq q_{n}(T)$ where $q_{n}(S)$ (resp. $q_{n}(T)$ ) is the number of points of $S$ (resp. $T$ ) of least period $n$.
The following result is the basis of many applications of symbolic dynamics to coding. It is due to Adler, Coppersmith and Hassner [2].

TheOrem 6.2. If $S$ is an irreducible subshift of finite type such that $h(S) \geq \log k$, it is conjugate to a subshift of finite type $S_{G}$ where the graph $G$ has outdegree at least $k$.

The proof is based on a state-splitting algorithm using approximate eigenvectors and Lemma 4.1. This result is part of a number of constructions leading to sliding block codes used in magnetic recording (see [29], [9] or [25]). It gives at the same time the following result.

Theorem 6.3. It $S$ is a subshift of finite type such that $h(S) \leq \log k$, then there is a graph $G$ of outdegree at most $k$ such that $S$ is conjugate to $S_{G}$.

There is a connexion between this theorem and Theorem 4.1. Let indeed $u$ be a regular sequence of integers such that $u(1 / k) \leq 1$. Let $G$ be a normalized graph recognizing $u$ (in the sense of Section 4). Let $\bar{G}$ be the graph obtained by merging the initial and terminal vertex. Then $h\left(S_{\bar{G}}\right) \leq \log k$. We can apply Theorem 6.3 to obtain a graph $H$ with outdegree at most $k$ such that $S_{G}$ and $S_{H}$ are conjugate. This gives the conclusion of Theorem 4.1 provided the initial-terminal vertex did not split in the construction. The following examples show both cases (for details, see [6] and [7]).

Example 17. Let $G$ be the graph of Figure 4. The splitting of vertex 2 gives a graph of outdegree 2. A normalization gives the automaton on the right.

Example 18. The sequence of Example 12 is recognized by a graph $G$ such that $\bar{G}$ has three cycles of length 2. The solution as a binary tree has only two cycles of length 2 and thus could not be obtained by state-splitting.
6.2. Circular codes. A circular word, or necklace, is the equivalence class of a word under cyclic permutation. For a word $w$, we denote by $\bar{w}$ the circular word represented by $w$.

Let $X$ be a set of words and $w=x_{1} x_{2} \cdots x_{n}$ with $x_{i} \in X$. The set of cyclic permutations of the sequence $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is called a factorization of the circular word $\bar{w}$.

A circular code is a set $X$ of words such that the factorization of circular words is unique.

Example 19. The set $X=\{a, a b a\}$ is a circular code. Indeed, the position of the symbols $b$ determines uniquely the occurrences of $a b a$.

Example 20. The set $X=\{a b, b a\}$ is not a circular code. Indeed, the circular word $\bar{w}$ for $w=a b a b$ has two factorizations namely ( $a b, a b$ ) and ( $b a, b a$ ).

The following characterization is useful (see [14]).
Proposition 6.2. A set $X$ is a circular code if and only if it is a code and for all $u, v \in A^{*}$,

$$
u v, v u \in X^{*} \Rightarrow u, v \in X^{*}
$$

Example 21. We obtain another way to prove that the set $X=$ $\{a b, b a\}$ is not a circular code. Indeed, otherwise we would have $a, b \in X^{*}$ which is contradictory.

Let $X$ be a finite code. The flower automaton of $X$, denoted $\mathcal{A}_{X}$, is the following automaton. The set of its states is

$$
Q=\left\{(u, v) \in A^{+} \times A^{+} \mid u v \in X\right\} \cup(1,1)
$$

The transitions are of the form $(u, a v) \xrightarrow{a}(u a, v)$ or $(1,1) \xrightarrow{a}(a, v)$ or $(u, a) \xrightarrow{a}(1,1)$. The unique initial and final state is $(1,1)$.

Example 22. The flower automaton of the circular code $\{a, a b a\}$ is pictured in Figure 8.


Fig. 8. The flower automaton of $\{a, a b a\}$.
The following result is easy to prove.
Proposition 6.3. The flower automaton $\mathcal{A}_{X}$ recognizes $X^{*}$. The code $X$ is circular iff for each word $w$, there is at most one cycle with label $w$.

We now study the length distributions of circular codes. Let $X$ be a circular code and let $\left.u_{( } z\right)=\left(u_{n}\right)_{n \geq 1}$ be its length distribution. For each $n \geq 1$, let $p_{n}$ be the number of words $w$ of length $n$ such that $\bar{w}$ has a factorization in words of $X$.

Proposition 6.4. The sequences $\left(p_{n}\right)_{n \geq 1}$ and $\left(u_{n}\right)_{n \geq 1}$ are related by

$$
\begin{equation*}
\exp \sum_{n \geq 1} \frac{p_{n}}{n} z^{n}=\frac{1}{1-u(z)} \tag{6.1}
\end{equation*}
$$

Proof. Each $\left(p_{n}\right)$ depends only on the first $n$ terms of the sequence $\left(u_{n}\right)$. It is therefore possible to suppose that the sequence $\left(u_{n}\right)$ is finite, i.e. that the code $X$ is finite. Let $\mathcal{A}$ be the flower automaton of $X$. Let $S$ be the subshift of finite type associated with the graph of $\mathcal{A}$. Then $p_{n}$ is the number of elements of period $n$ in $S$. Indeed, each word $w$ such that $\bar{w}$ has a factorization is counted exactly once as the label of a cycle in $\mathcal{A}$. We have also

$$
\operatorname{det}(I-M z)=1-u(z)
$$

Thus, the result follows from Proposition 6.1.
The explicit relation between the numbers $u_{n}$ and $p_{n}$ is the following. For each $i \geq 1$, let $u^{(i)}=\left(u_{n}^{(i)}\right)_{n \geq 1}$ be the length distribution of $X^{i}$. Equivalently, $u_{n}^{(i)}$ is the coefficient of degree $n$ of $u(z)^{i}$. Then for each $n \geq 1$

$$
p_{n}=\sum_{i=1}^{n} \frac{n}{i} u_{n}^{(i)}
$$

We also have for each $n \geq 1$

$$
\begin{equation*}
p_{n}=n u_{n}+\sum_{i=1}^{n-1} p_{i} u_{n-i} \tag{6.2}
\end{equation*}
$$

This formula can be easily deduced from Formula (6.1) by taking the logarithmic derivative of each side of the formula. It shows directly that for any sequence $\left(u_{n}\right)_{n \geq 1}$ of nonnegative integers, the sequence $p_{n}$ defined by Formula (6.1) is formed of nonnegative integers.

Formula (6.2) is known as Newton's formula in the field of symmetric functions. Actually, the numbers $u_{n}$ can be considered, up to the sign, as elementary symmetric functions and the $p_{n}$ as the sums of powers (see [26]). The link between Witt vectors and symmetric functions was established in [34].

Let $p_{n}=\sum_{d \mid n} d l_{d}$. Then $l_{n}$ is the number of non-periodic circular words of length $n$ with a factorization. In terms of generating series, we have

$$
\begin{equation*}
\exp \sum_{n \geq 1} \frac{p_{n}}{n} z^{n}=\prod_{n \geq 1}\left(1-z^{n}\right)^{-l_{n}} \tag{6.3}
\end{equation*}
$$

Putting together Formulae (6.1) and (6.3), we obtain

$$
\begin{equation*}
\frac{1}{1-u(z)}=\prod_{n \geq 1}\left(1-z^{n}\right)^{-l_{n}} \tag{6.4}
\end{equation*}
$$

For any sequence $\left(u_{n}\right)_{n \geq 1}$ of nonnegative integers, the sequence $l=\left(l_{n}\right)_{n \geq 1}$ thus defined is formed of nonnegative integers. This can be proved either
by a direct computation or by a combinatorial argument since any sequence $u$ of nonnegative integers is the length distribution of a circular code on a large enough alphabet. We denote $l=\phi(u)$ and we say that $l$ is the $\phi$-transform of the sequence $u$.

We denote by $\varphi_{n}(k)$ the number of non-periodic circular words of length $n$ on $k$ symbols. The numbers $\varphi_{n}(k)$ are called the Witt numbers. It is clear that the sequence $\left(\varphi_{n}(k)\right)_{n \geq 1}$ is the $\phi$-transform of the sequence $\left(k^{n}\right)_{n \geq 1}$.

The corresponding particular case of Identity (6.4)

$$
1-k z=\prod_{n \geq 1}\left(1-z^{n}\right)^{\varphi_{n}(k)}
$$

is known as the cyclotomic identity.
The following arrays display a tabulation of the Witt numbers for small values of $n$ and $k$.

| $n$ | $\varphi_{n}(2)$ | $\varphi_{n}(3)$ | $\varphi_{n}(4)$ |
| :---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 3 | 6 |
| 3 | 2 | 8 | 20 |
| 4 | 3 | 18 | 60 |
| 5 | 6 | 48 | 204 |
| 6 | 9 | 116 | 670 |
| 7 | 18 | 312 | 2340 |
| 8 | 30 | 810 | 8160 |
| 9 | 56 | 2184 | 29120 |
| 10 | 99 | 5880 | 104754 |

The value $\varphi_{3}(4)=20$ is famous because of the genetic code: there are precisely 20 amino-acids coded by words of length 3 over a 4 -symbol alphabet A, C,G,U.

For any sequence $a=\left(a_{n}\right)_{n \geq 1}$, let

$$
p_{n}=\sum_{d \mid n} d a_{d}^{n / d}
$$

The pair ( $a, p$ ) is called a Witt vector (see [30]). The numbers $p_{n}$ are the ghost components. In terms of generating series, one has

$$
\exp \sum_{n \geq 1} \frac{p_{n}}{n} z^{n}=\prod_{n \geq 1}\left(1-a_{n} z^{n}\right)^{-1}
$$

The following result is due to Schützenberger (see [14]).

ThEOREM 6.4. Let $u=\left(u_{n}\right)_{n \geq 1}$ be a sequence of nonnegative integers and let $l=\left(l_{n}\right)_{n \geq 1}$ be the $\phi$-transform of $u$. The sequence $\left(u_{n}\right)_{n \geq 1}$ is the length distribution of a circular code on $k$ symbols iff for all ( $n \geq 1$ )

$$
l_{n} \leq \varphi_{n}(k)
$$

Several complements to Theorem 6.4 appear in [5]. In particular, the relation with Kraft's inequality is studied. The equality case in Kraft's inequality is characterized in terms of the sequence of inequalities above.

There is a connexion between Theorem 6.4 and Krieger's embedding theorem (Theorem 6.1), in the sense that Theorem 6.4 gives a simple proof of Theorem 6.1 in a particular case. Actually, let us consider the particular case of subshift of finite type, called a renewal system.

A renewal system $S$ is the edge shift of a graph $G$ made up of cycles sharing exactly one vertex. Such a graph is determined by the sequence $u=\left(u_{i}\right)_{1 \leq i \leq n}$ where $u_{i}$ is the number of loops with length $i$. Let $T_{k}$ be the full shift on $k$ symbols. Suppose that the pair formed by $S$ and $T_{k}$ satisfies the hypotheses of Krieger's theorem. The number $q_{n}(S)$ of points of least period $n$ is $n l_{n}$ where $l=\left(l_{n}\right)_{n \geq 1}$ is the $\phi$-transform of the sequence $u$ and $q_{n}\left(T_{k}\right)=n \varphi_{n}(k)$. Thus, the sequence $u$ satisfies the hypotheses of Theorem 6.4. Consequently, there is circular code $X$ such that $u_{X}=u$. The flower automaton of $X$ defines an embedding of $S_{G}$ into the full shift on $k$ symbols. This gives an alternative proof of Krieger's theorem in this case.

It would be interesting to have a proof of Krieger's theorem along the same lines in the general case.

To close this section, we mention the following open problem: If the sequence $u$ is regular and satisfies the inequalities

$$
l_{n} \leq \varphi_{n}(k) \quad(n \geq 1)
$$

where $l=\phi(u)$, does there exist a rational circular code on $k$ symbols such that $u=u_{X}$ ?
6.3. Zeta functions. Theorem 6.1 admits the following generalization due to Reutenauer [32].

Theorem 6.5. The zeta function of a sofic subshift is regular.
We have seen already (Theorem 6.1) that the zeta function of a subshift of finite type is a rational fraction, and indeed the inverse of a polynomial. The stronger statement that it is regular follows from the following formula allowing to compute $\operatorname{det}(I-M z)$ when $M$ is the adjacency matrix of a $n \times n$ graph $G$. One has

$$
\operatorname{det}(I-M z)=\left(1-v_{1}(z)\right) \cdots\left(1-v_{n}(z)\right)
$$

where $v_{i}(z)$ is the length distribution of the set of first returns to state $i$ using only states $\{i, i+1, \ldots, n\}$ (see [10]).

The proof that the zeta function of a sofic subshift is rational is a result of Manning and Bowen [27], [17]. For an exposition, see [25] or [10]. A generalization appears in [15].
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# HANDELMAN'S THEOREM ON POLYNOMIALS WITH POSITIVE MULTIPLES 
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#### Abstract

For a polynomial $p$ in several variables and a face $F$ of its Newton polytope, let $p_{F}$ denote the polynomial consisting of the terms of $p$ that lie in $F$, with the coefficients given by $p$. Handelman's theorem states that $p$ has a polynomial multiple with positive coefficients if and only if no $p_{F}$ has a zero with strictly positive coordinates. We give a short and self-contained account of its proof.
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1. Introduction. Let $R=\mathbb{R}\left[x_{1}^{ \pm}, \ldots, x_{k}^{ \pm}\right]$be the ring of Laurent polynomials in the variables $x_{1}, \ldots, x_{k}$, and let $R^{+}=\mathbb{R}^{+}\left[x_{1}^{ \pm}, \ldots, x_{k}^{ \pm}\right]$be the sub-semiring consisting of polynomials with nonnegative coefficients. For $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{Z}^{k}$, write $x^{a}=x_{1}^{a_{1}} \cdots x_{k}^{a_{k}}$ and denote the coefficient of $x^{a}$ in $p \in R$ by $p_{a}$. Then $p=\sum_{a \in \mathbb{Z}^{k}} p_{a} x^{a}$ and $p_{a}$ are nonzero for only finitely many $a \in \mathbb{Z}^{k}$. Let $\log (p)=\left\{a \in \mathbb{Z}^{k}: p_{a} \neq 0\right\}$. The Newton polytope $N(p)$ is the rational convex hull of $\log (p)$. Denote the collection of nonempty faces of $N(p)$ by $\mathcal{F}(p)$. For $F \in \mathcal{F}(p)$ let $p_{F}$ be the sum of $p_{a} x^{a}$ over $a \in F \cap \log (p)$, and call $p_{F}$ the $F$-face of $p$. Note that in the case $F=N(p)$ we have $p_{F}=p$.

Handelman's Theorem [3]. For $p \in R$ the following are equivalent.
(i) There exists $q \in R$ such that $q p \in R^{+} \backslash\{0\}$.
(ii) There exists $q \in R^{+}$such that $\frac{p(1, \ldots, 1)}{|p(1, \ldots, 1)|} q p \in R^{+} \backslash\{0\}$.
(iii) We have $p_{F}(\alpha) \neq 0$ for all $F \in \mathcal{F}(p)$ and $\alpha \in(0, \infty)^{k}$.

Call $p \in R$ numerically positive if it is the case that $p(\alpha)>0$ for all $\alpha \in(0, \infty)^{k}$. Clearly, elements of $R^{+}$are numerically positive. It is also easy to see that each of (i), (ii), (iii) implies that either $p$ is numerically positive or $-p$ is numerically positive. The number $p(1, \ldots, 1) /|p(1, \ldots, 1)|$ in (ii) equals 1 or -1 , depending on whether $p$ or $-p$ is numerically positive.

Handelman's theorem has been applied in situations related to symbolic dynamics. (See [1,4] for examples.) Its proof relies on a result from the theory of partially ordered Abelian groups [2] and takes up a significant portion of a Memoir [3]. We will give a short and self-contained account. We emphasize that this is not a new proof but, rather, an economical account of the original proof. It will be clear that similar results are valid for polynomial rings, as well as Laurent polynomial rings, whether the coefficients are restricted to $\mathbb{R}, \mathbb{Q}$ or $\mathbb{Z}$.

[^56]2. Pure states. Let $f \in R^{+}$. Define $S$ to be the subring of $R\left[\frac{1}{f}\right]$ generated by $\left\{\frac{x^{a}}{f}: a \in \log (f)\right\}$, and let $S^{+}$be the subsemiring generated by the same set. Then $S=S^{+}-S^{+}$. For $g, h \in S$ we write $g \leq h$ if $h-g \in S^{+}$. Every element $g \in S$ is of the form $g=r / f^{n}$, with $n \in \mathbb{N}, r \in R$ and $\log (r) \subset \log \left(f^{n}\right)$. This expression is not unique since $r / f^{n}=r f^{m} / f^{n+m}$. An element $r / f^{n}$ of $S$ lies in $S^{+}$if and only if $r f^{m} \in R^{+}$for some $m \in \mathbb{N}$. The constant polynomial $1=f / f$ belongs to $S^{+}$. It has the property that for every $\frac{r}{f^{n}} \in S$ there exists $K \in \mathbb{N}$ such that $\frac{r}{f^{n}} \leq K 1$.

An additive group homomorphism $\phi: S \rightarrow \mathbb{R}$ will be called a state if $\phi\left(S^{+}\right) \subset \mathbb{R}^{+}$and $\phi(1)=1$. It is easy to see that states form a convex subset $\mathcal{S}$ of $\mathbb{R}^{S}$. An extreme point of $\mathcal{S}$ is said to be pure.

We have here examples of objects studied in the theory [2] of partially ordered Abelian groups: Let $G$ be an (additive) Abelian group endowed with a translation invariant partial order $\leq$, and put $G^{+}=\{g \in G: g \geq 0\}$. An element $u \in G^{+}$is called an order unit if for every $g \in G$ there exists $K \in \mathbb{N}$ such that $g \leq K u$. Given an order unit $u$, let $\mathcal{S}(G, u)$ denote the set of group homomorphisms $\phi: G \rightarrow \mathbb{R}$ with $\phi\left(G^{+}\right) \subset \mathbb{R}^{+}$and $\phi(u)=1$. An element $\phi \in \mathcal{S}(G, u)$ is a (normalized) state. Note, in particular, that states are order-preserving. The set $\mathcal{S}(G, u) \subset \mathbb{R}^{G}$ is convex, and its extreme points are said to be pure.

In the case we are considering, 1 is an order unit of $S$ and $\mathcal{S}=\mathcal{S}(S, 1)$. Our first lemma is a special case of a general result [2]; we postpone its proof until section 4. We write $g>0$ when $g \in S^{+}$and $g \neq 0$.

Lemma 2.1. Let $g \in S$. If $\phi(g)>0$ for every pure state $\phi$, then $g>0$.

Lemma 2.2. Every pure state $\phi \in \mathcal{S}$ is multiplicative.
Proof. Let $\phi$ be an extreme point of $\mathcal{S}$. Since $S=S^{+}-S^{+}$and $\phi$ is additive, it suffices to check that we have $\phi(g h)=\phi(g) \phi(h)$ for $g, h \in S^{+}$. Fix $g \in S^{+}$, and $K \in \mathbb{N}$ such that $g \leq K 1$. Then $0 \leq \phi(g) \leq K$. For any $h \in S^{+}$there exists $L \in \mathbb{N}$ with $h \leq L 1$. If $\phi(g)=0$ we have $0 \leq \phi(g h) \leq \phi(L g)=L \phi(g)=0$, and therefore $\phi(g h)=0=\phi(g) \phi(h)$. If $\phi(g)=K$ then, since $h, K 1-g \geq 0$, we have

$$
0 \leq \phi((K 1-g) h) \leq \phi(L(K 1-g))=L \phi(K 1-g)=0
$$

so that

$$
0=\phi((K 1-g) h)=K \phi(h)-\phi(g h)=\phi(g) \phi(h)-\phi(g h) .
$$

Now assume $0<\phi(g)<K$. Define $\psi \in \mathcal{S}$ by letting $\psi(h)=\phi(g h) / \phi(g)$ for $h \in S$. For $h \in S^{+}$the inequality $\phi(g h) \leq \phi(K h)$ implies that, with $0<t \equiv \phi(g) / K<1$, we have $t \psi(h) \leq \phi(h)$. This means that $\phi-t \psi \geq 0$ on $S^{+}$, so that $\theta=\frac{1}{1-t}(\phi-t \psi)$ is an element of $\mathcal{S}$. Since $\phi=t \psi+(1-t) \theta$ and $\phi$ is extreme, we conclude that $\psi=\phi$; that is, $\phi(g h)=\phi(g) \phi(h)$ for all $h \in S$.

For pure $\phi \in \mathcal{S}$ define $L(\phi)=\left\{a \in \log (f): \phi\left(\frac{x^{a}}{f}\right)>0\right\}$, and let $F(\phi)$ be the rational convex hull of $L(\phi)$.

Lemma 2.3. For pure $\phi \in \mathcal{S}$ the set $F(\phi)$ is a face of the Newton polytope $N(f)$, and $L(\phi)=F(\phi) \cap \log (f)$.

Proof. Clearly $F(\phi) \subset N(f)$. Suppose $w \in F(\phi), u, v \in N(f), t \in$ $(0,1) \cap \mathbb{Q}$ and $w=t u+(1-t) v$. We need to show $u, v \in F(\phi)$. Write

$$
u=\sum_{a \in \log (f)} \alpha_{a} a, \quad v=\sum_{a \in \log (f)} \beta_{a} a, \quad w=\sum_{a \in L(\phi)} \gamma_{a} a
$$

with $\alpha_{a}, \beta_{a}, \gamma_{a} \in \mathbb{Q}^{+}$and $\sum_{a \in \log (f)} \alpha_{a}=\sum_{a \in \log (f)} \beta_{a}=\sum_{a \in L(\phi)} \gamma_{a}=1$. Find $N \in \mathbb{N}$ such that all $\widetilde{\alpha}_{a}=N t \alpha_{a}, \widetilde{\beta}_{a}=N(1-t) \beta_{a}, \widetilde{\gamma}_{a}=N \gamma_{a}$ are integers. Since $\phi$ is multiplicative (Lemma 2.2), we then have

$$
\prod_{a \in L(\phi)}\left[\phi\left(\frac{x^{a}}{f}\right)\right]^{\tilde{\gamma}_{a}}=\prod_{a \in \log (f)}\left[\phi\left(\frac{x^{a}}{f}\right)\right]^{\tilde{\alpha}_{a}} \cdot \prod_{a \in \log (f)}\left[\phi\left(\frac{x^{a}}{f}\right)\right]^{\widetilde{\beta}_{a}}
$$

The left-hand side is positive by the definition of $L(\phi)$. So, the right-hand is also positive, and we have $\alpha_{a}=\beta_{a}=0$ unless $a \in L(\phi)$. Hence $u, v \in F(\phi)$ and $F(\phi)$ is a face of $N(f)$.

It is clear that $L(\phi) \subset F(\phi) \cap \log (f)$. For the reverse inclusion, suppose the element $w=\sum_{a \in L(\phi)} \gamma_{a} a$ above actually belongs to $\log (f)$. Then we have

$$
\left[\phi\left(\frac{x^{w}}{f}\right)\right]^{N}=\prod_{a \in L(\phi)}\left[\phi\left(\frac{x^{a}}{f}\right)\right]^{\tilde{\gamma}_{a}}
$$

and, since the right-hand side is positive, we conclude that $w \in L(\phi) . \quad \square$
Lemma 2.4. Suppose $\phi \in \mathcal{S}$ is pure. Considering $L(\phi)$, the face $F(\phi)$ of $N(f)$ provided by lemma 2.3, and the $F(\phi)$-face $f_{F(\phi)}$ of $f$, there exists $\mu \in(0, \infty)^{k}$ such that for all $a \in L(\phi)$ we have

$$
\phi\left(\frac{x^{a}}{f}\right)=\frac{\mu^{a}}{f_{F(\phi)}(\mu)} .
$$

We postpone the proof of lemma 2.4 until after that of the theorem. For $p \in R$ and $v \in \mathbb{R}^{k}$, let $\operatorname{in}_{v}(p)$ be the sum of $p_{a} x^{a}$ over those $a \in \log (p)$ for which the dot product $a \cdot v$ is maximal. Observe that

$$
\left\{\operatorname{in}_{v}(p): v \in \mathbb{R}^{k}\right\}=\left\{p_{F}: F \in \mathcal{F}(p)\right\}
$$

Proof of Handelman's Theorem. It is clear that (ii) implies (i). Assume (i). Consider $F \in \mathcal{F}(p)$, and pick $v \in \mathbb{R}^{k}$ such that $\operatorname{in}_{v}(p)=p_{F}$. Then $\operatorname{in}_{v}(q p)=\operatorname{in}_{v}(q) \operatorname{in}_{v}(p)=\operatorname{in}_{v}(q) p_{F}$. Note that $\operatorname{in}_{v}(q p) \in R^{+} \backslash\{0\}$ since
$q p \in R^{+} \backslash\{0\}$. It follows that for $\alpha \in(0, \infty)^{k}$ the product $\operatorname{in}_{v}(q)(\alpha) p_{F}(\alpha)$ is nonzero. Therefore, $p_{F}(\alpha) \neq 0$, and (i) implies (iii).

Now suppose (iii) holds. Taking $F=N(p)$ in (iii), we see that one of $p,-p$ is numerically positive. First suppose $p$ is numerically positive. Let $F \in \mathcal{F}(p)$. Pick $v=\left(v_{1}, \ldots, v_{k}\right) \in \mathbb{R}^{k}$ such that $\operatorname{in}_{v}(p)=p_{F}$, and put $m=\max \{\log (p) \cdot v\}$. Consider $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in(0, \infty)^{k}$. Since $p\left(\alpha_{1} e^{v_{1} t}, \ldots, \alpha_{k} e^{v_{k} t}\right)=\sum_{a \in \log (p)} p_{a} \alpha^{a} e^{(a \cdot v) t}$, we have

$$
\operatorname{in}_{v}(p)(\alpha)=\lim _{t \rightarrow \infty} e^{-m t} p\left(\alpha_{1} e^{v_{1} t}, \ldots, \alpha_{k} e^{v_{k} t}\right)
$$

and it follows from the numerical positivity of $p$ that $p_{F}(\alpha)=\operatorname{in}_{v}(p)(\alpha) \geq$ 0 . Using (iii), we conclude that $p_{F}(\alpha)>0$; that is, each $p_{F}$ is numerically positive. Now pick any $f \in R^{+}$such that $\log (f)=\log (p)$. We will show that $f^{n} p \in R^{+}$for large $n \in \mathbb{N}$. Consider the ordered ring $S$ associated above with $f$ and, for a pure state $\phi \in \mathcal{S}$, let $F(\phi)$ be the face of $N(f)=$ $N(p)$ discussed in lemmas 2.3 and 2.4. Observe that $p / f \in S$ and, letting $\mu \in(0, \infty)^{k}$ be as in the conclusion of lemma 2.4, use Lemmas 2.2, 2.3, 2.4 to calculate $\phi\left(\frac{p}{f}\right)$ :

$$
\begin{aligned}
\phi\left(\frac{p}{f}\right) & =\sum_{a \in \log (p)} p_{a} \phi\left(\frac{x^{a}}{f}\right)=\sum_{a \in L(\phi)} p_{a} \phi\left(\frac{x^{a}}{f}\right) \\
& =\sum_{a \in L(\phi)} \frac{p_{a} \mu^{a}}{f_{F(\phi)}(\mu)}=\frac{p_{F(\phi)}(\mu)}{f_{F(\phi)}(\mu)}>0 .
\end{aligned}
$$

Combining this with lemma 2.1, we find that $\frac{p}{f} \in S^{+}$. Thus, in the case $p$ is numerically positive, $f^{n} p \in R^{+}$for large $n$. In the case $-p$ is numerically positive, apply this argument to $-p$ to see that $-f^{n} p \in R^{+}$for large $n$.

Note that the proof reveals that $\pm f^{n} p \in R^{+}$for any $f \in R^{+}$with $\log (f)=\log (p)$ and large enough $n$. It remains for us to prove lemmas 2.1 and 2.4.
3. Proof of Lemma 2.4. For pure $\phi \in \mathcal{S}$, list the elements of $L(\phi)$ as $a_{0}, a_{1}, \ldots, a_{m}$. If $m=0$ then $F(\phi)=L(\phi)=\left\{a_{0}\right\}$ and we take $\mu=$ $(1, \ldots, 1)$ to obtain

$$
\frac{\mu^{a_{0}}}{f_{F(\phi)}(\mu)}=\frac{1}{f_{a_{0}}}=\frac{\phi(1)}{f_{a_{0}}}=\frac{1}{f_{a_{0}}} \phi\left(\sum_{a \in \log (f)} f_{a} x^{a} / f\right)=\phi\left(\frac{x^{a_{0}}}{f}\right)
$$

as desired. Now suppose $m \geq 1$. Put $b_{i}=a_{i}-a_{0}$ for $i=1, \ldots, m$. Consider the $k \times m$ matrix $M$ with $b_{i}$ as its $i$-th column, $i=1, \ldots, m$. Let $w$ be the vector in $\mathbb{R}^{m}$ whose $i$-th coordinate equals $\log \phi\left(\frac{x^{a_{i}}}{f}\right)-\log \phi\left(\frac{x^{a_{0}}}{f}\right)$. Regarding $M$ and $w$ as linear maps $M: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ and $w: \mathbb{R}^{m} \rightarrow \mathbb{R}$, we show that $\operatorname{Ker}(M) \subset \operatorname{Ker}(w)$ : Since $M$ has integral entries, $\operatorname{Ker}(M)$
has a basis consisting of vectors in $\mathbb{Q}^{m}$ and it suffices to check that $\mathbb{Q}^{m} \cap$ $\operatorname{Ker}(M) \subset \operatorname{Ker}(w)$. Suppose $t=\left(t_{1}, \ldots, t_{m}\right) \in \mathbb{Q}^{m}$ and $M t=0$. Then $\sum_{i=1}^{m} t_{i} b_{i}=0$ and, putting $t_{0}=\sum_{i=1}^{m} t_{i}$, we have $t_{0} a_{0}=\sum_{i=1}^{m} t_{i} a_{i}$. Find $N \in \mathbb{N}$ such that $N t_{i} \in \mathbb{Z}$ for $i=1, \ldots, m$. Letting $I^{+}=\left\{1 \leq i \leq m: t_{i} \geq\right.$ $0\}, I^{-}=\left\{1 \leq i \leq m: t_{i}<0\right\}, t^{+}=\sum_{i=I^{+}} t_{i}$ and $t^{-}=\sum_{i=I^{-}}\left|t_{i}\right|$, we find that

$$
\left(\frac{x^{a_{0}}}{f}\right)^{N t^{-}} \prod_{i \in I^{+}}\left(\frac{x^{a_{i}}}{f}\right)^{N t_{i}}=\left(\frac{x^{a_{0}}}{f}\right)^{N t^{+}} \prod_{i \in I^{-}}\left(\frac{x^{a_{i}}}{f}\right)^{N\left|t_{i}\right|}
$$

Applying $\phi$ and taking $N$-th roots,

$$
\prod_{i=1}^{m}\left[\phi\left(\frac{x^{a_{i}}}{f}\right)\right]^{t_{i}}=\left[\phi\left(\frac{x^{a_{0}}}{f}\right)\right]^{t_{0}}
$$

That is, $\sum_{i=1}^{m} t_{i} \log \phi\left(\frac{x^{a_{i}}}{f}\right)=\sum_{i=1}^{m} t_{i} \log \phi\left(\frac{x^{a_{0}}}{f}\right)$, which means that $w t=0$. This shows $\operatorname{Ker}(M) \subset \operatorname{Ker}(w)$. It follows from this inclusion that the map $w: \mathbb{R}^{m} \rightarrow \mathbb{R}$ factors through $M$; that is, there exists $s=\left(s_{1}, \ldots, s_{k}\right) \in \mathbb{R}^{k}$ such that $w=s M$. Equivalently,

$$
\log \phi\left(\frac{x^{a_{i}}}{f}\right)-\log \phi\left(\frac{x^{a_{0}}}{f}\right)=s \cdot a_{i}-s \cdot a_{0}
$$

Exponentiating and setting $\mu=\left(e^{s_{1}}, \ldots, e^{s_{k}}\right)$, we find that

$$
\begin{equation*}
\phi\left(\frac{x^{a_{i}}}{f}\right) / \phi\left(\frac{x^{a_{0}}}{f}\right)=\mu^{a_{i}-a_{0}} \tag{*}
\end{equation*}
$$

Hence

$$
\begin{aligned}
\frac{f_{F(\phi)}(\mu)}{\mu^{a_{0}}} & =\sum_{i=0}^{m} f_{a_{i}} \mu^{a_{i}-a_{0}}=\left[\phi\left(\frac{x^{a_{0}}}{f}\right)\right]^{-1} \sum_{i=0}^{m} f_{a_{i}} \phi\left(\frac{x^{a_{i}}}{f}\right) \\
& =\left[\phi\left(\frac{x^{a_{0}}}{f}\right)\right]^{-1} \sum_{a \in \log (f)} f_{a} \phi\left(\frac{x^{a}}{f}\right)=\left[\phi\left(\frac{x^{a_{0}}}{f}\right)\right]^{-1} \phi(1)
\end{aligned}
$$

and, since $\phi(1)=1$, we have $\phi\left(\frac{x^{a_{0}}}{f}\right)=\mu^{a_{0}} / f_{F(\phi)}(\mu)$. We then use $(*)$ again to see that $\phi\left(\frac{x^{a_{i}}}{f}\right)=\mu^{a_{i}} / f_{F(\phi)}(\mu)$ for $i=0,1, \ldots, m$. This completes the proof of lemma 2.4.
4. Proof of Lemma 2.1. We now extract from [2] the proof of lemma 2.1. As we mentioned, lemma 2.1 is a special case of a general result; see pp. 61-65, 81-86, 95-96 of [2] for further details and general results.

Lemma 4.1. Let $G$ be a partially ordered Abelian group with order unit $u$ and let $H$ be a subgroup of $G$ with $u \in H$. Let $g \in G, \theta \in \mathcal{S}(H, u)$, and set

$$
\begin{aligned}
& \alpha=\sup \{\theta(h) / n: h \in H, n \in \mathbb{N}, h \leq n g\} \\
& \beta=\inf \{\theta(h) / n: h \in H, n \in \mathbb{N}, n g \leq h\}
\end{aligned}
$$

(a) We have $-\infty<\alpha \leq \beta<\infty$.
(b) If $\psi \in \mathcal{S}(H+\mathbb{Z} g, u)$ and $\psi$ extends $\theta$, then $\alpha \leq \psi(g) \leq \beta$.
(c) If $\alpha \leq \gamma \leq \beta$ then there exists $\psi \in \mathcal{S}(H+\mathbb{Z} g, u)$ such that $\psi$ extends $\theta$ and $\psi(g)=\gamma$.
(d) The state $\theta \in \mathcal{S}(H, u)$ extends to an element of $\mathcal{S}(G, u)$.

Proof. Since $u$ is an order unit, we can find $K, L \in \mathbb{N}$ with $-g \leq K u$ and $g \leq L u$. Then $-K u \leq g \leq L u$, which implies $-K \leq \alpha, \beta \leq L$. The rest of (a) and (b) are easily checked. To establish (c), first use the definition of $\alpha, \beta$ to observe that if $h \in H$ and $N \in \mathbb{Z}$ are such that $h+N g \geq 0$ then $\theta(h)+N \gamma \geq 0$. It follows that if $h \in H$ and $N \in \mathbb{Z}$ satisfy $h+N g=0$ then both $\theta(h)+N \gamma \geq 0$ and $-\theta(h)-N \gamma \geq 0$ and, therefore, $\theta(h)+N \gamma=0$. This means that $\theta$ extends to a group homomorphism $\psi: H+\mathbb{Z} g \rightarrow$ $\mathbb{R}$ with $\psi(g)=\gamma$. The above observation shows that $\psi(h+N g) \geq 0$ whenever $h+N g \geq 0$. Finally, (d) follows from (c) by an application of Zorn's lemma.

Proposition 4.1. Let $G$ be a partially ordered group with order unit $u$, let $g \in G$, and set

$$
\begin{aligned}
& \alpha=\sup \{m / n: m \in \mathbb{Z}, n \in \mathbb{N}, m u \leq n g\} \\
& \beta=\inf \{m / n: m \in \mathbb{Z}, n \in \mathbb{N}, n g \leq m u\}
\end{aligned}
$$

(a) We have $-\infty<\alpha \leq \beta<\infty$.
(b) If $\phi \in \mathcal{S}(G, u)$ then $\alpha \leq \phi(g) \leq \beta$.
(c) If $\alpha \leq \gamma \leq \beta$ then there exists $\phi \in \mathcal{S}(G, u)$ with $\phi(g)=\gamma$.

Proof. (a) and (b) are easy to check. For the proof of (c), put $H=\mathbb{Z} u$ and note that $\mathcal{S}(H, u)$ consists of a single element, $\theta$. Observing that

$$
\begin{aligned}
& \alpha=\sup \{\theta(h) / n: h \in H=\mathbb{Z} u, n \in \mathbb{N}, h \leq n g\} \\
& \beta=\inf \{\theta(h) / n: h \in H=\mathbb{Z} u, n \in \mathbb{N}, n g \leq h\}
\end{aligned}
$$

apply lemma 4.1 (c) to extend $\theta$ to $\psi \in \mathcal{S}(\mathbb{Z} u+\mathbb{Z} g, u)$ with $\psi(g)=\gamma$. Then apply lemma 4.1 (d) to extend $\psi$ to $\phi \in \mathcal{S}(G, u)$.
Proof of lemma 2.1. First observe that if $\phi(g)>0$ for all $\phi \in \mathcal{S}$ then $g>0$ : If $\phi(g)>0$ for all $\phi \in \mathcal{S}$ then, by the above proposition, there exist $m, n \in \mathbb{N}$ such that $0<m 1 \leq n g$. It follows that $g>0$.

Now equip $\mathbb{R}^{S}$ with the product topology, and $\mathcal{S} \subset \mathbb{R}^{S}$ with the induced topology. It is easy to see that $\mathbb{R}^{S}$ is then a locally convex topological vector space. For each $g \in S$, find $K_{g} \in \mathbb{N}$ such that $-K_{g} 1 \leq g \leq K_{g} 1$. Then $\mathcal{S} \subset \prod_{g \in S}\left[-K_{g}, K_{g}\right]$ and, using Tychonoff's theorem, we see that $\mathcal{S}$ is a compact convex subset of $\mathbb{R}^{S}$. In addition, for any $g \in S$, the map $\phi \mapsto \phi(g): \mathcal{S} \rightarrow \mathbb{R}$ is affine and continuous. It is a well-known corollary of the Krein-Milman theorem (see pp. 81-86 of [2]) that an affine continuous map on a compact convex subset $\mathcal{S}$ of a locally convex topological vector space achieves its infimum at an extreme point of $\mathcal{S}$. So, if $\phi(g)>0$ for all pure $\phi \in \mathcal{S}$ then the initial observation of the proof applies and shows $g>0$.
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#### Abstract

This is an overview of some classical and recent results in topological dynamics of cellular automata on the space of twosided symbolic sequences. The concepts studied include surjectivity, transitivity, equicontinuity, closingness, openness, expansivity, attractors and the shadowing property.
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1. Introduction. Cellular automata (CA) are dynamical systems with very rich and diversified behaviour. They are often used in physics and sciences as models of complicated behaviour. In computer science they serve as models of parallel processing and yield several complexity classes of languages.

Cellular automata have been introduced in the fifties by Ulam [28] and von Neumann [26]. The latter used them as models of self-reproduction and universal computation. A well-known example of a CA with surprising complexity and universal computation is Conway's Game of Life [14]. Deep mathematical theory of CA has been developed in Hedlund's pioneering paper [19]. Hedlund studied CA in the context of symbolic dynamics as homomorphisms of the shift dynamical system. Later, Wolfram [30, 31] studied computational aspects of CA. He performed extensive computer simulations and classified CA informally into four classes according to their behaviour on finite configurations. There have been several attempts to formalize Wolfram's classification, using computational, measure-theoretic and topological properties of CA, see e.g., Culik et al. [12], Gilman [16], Hurley [20] and Kůrka [21]. Simultaneously many results have been obtained interrelating these properties. While some classes of CA have been completely understood and some interesting examples have been thoroughly elucidated, many problems remain still open.

CA have been considered on many symbolic spaces: space of finite or periodic sequences, space of onesided or twosided infinite sequences, onesided or twosided mixing subshifts of finite type or configurations in $n$-dimensional grids. While these classes have some properties in common, there are also important differences. We concentrate here on one particular, if most familiar case, the space of twosided infinite symbolic sequences. With the product topology, this space is compact and metrizable and CA are continuous, so the concepts of topological dynamics apply. In the present study we disregard ergodic and computational aspects of CA

[^57]and concentrate on topological dynamics. We present both classical and recent results and sometimes complete the classification with new theorems. The concepts studied include surjectivity, transitivity, equicontinuity, closingness, openness, expansivity, attractors and the shadowing property.
2. Topological dynamics. A dynamical system (DS) is a pair $(X, F)$ where $X$ is a compact metric space and $F: X \rightarrow X$ is a continuous map.

The $n$-th iteration of $F$ is denoted by $F^{n}$, so $F^{0}=\mathrm{Id}$ is the identity $\operatorname{map}$ and $F^{n+1}=F \circ F^{n}$.

A set $Y \subseteq X$ is invariant, if $F(Y) \subseteq Y$ and strongly invariant if $F(Y)=Y$. If $Y$ is closed and invariant, $(Y, F)$ is a DS which is called a subsystem of $(X, F)$. The orbit of a point $x \in X$ is $\mathcal{O}(x)=\left\{F^{n}(x)\right.$ : $n>0\}$. For every $x \in X$, the closure $\overline{\mathcal{O}(x)}$ of the orbit of $x$ is a subsystem.

A homomorphism $\varphi:(X, F) \rightarrow(Y, G)$ is a continuous map $\varphi: X \rightarrow$ $Y$ such that $\varphi \circ F=G \circ \varphi$.


A conjugacy is a bijective homomorphism. The systems $(X, F)$ and $(Y, G)$ are conjugate if there exists a conjugacy between them. If $\varphi$ is injective, $(\varphi(X), G)$ is a subsystem of $(Y, G)$ as $\varphi(X) \subseteq Y$ is a closed invariant set. If $\varphi$ is surjective, $(Y, G)$ is a factor of $(X, F)$.

A point $x \in X$ is periodic with period $n>0$ if $F^{n}(x)=x$. If $F(x)=x, x$ is a fixed point. A point $x \in X$ is eventually periodic, if $F^{m}(x)$ is periodic for some $m \geq 0$. If $m>0, x$ is preperiodic and $m$ is its preperiod. A point is eventually periodic iff its orbit $\mathcal{O}(x)$ is finite.

A DS is open, if $F(U)$ is open for any open $U \subseteq X$.
A point $x \in X$ is a transitive point, if it has dense orbit, i.e., if $\overline{\mathcal{O}(x)}=X$.
A DS is transitive, if it has a transitive point. In this case the set of transitive points is residual, i.e., it contains a countable intersection of dense open sets. Equivalently, a DS is transitive, if for any nonempty open sets $U, V \subseteq X$ there exists $n>0$ with $F^{n}(U) \cap V \neq \emptyset$.

A DS is mixing, if for any nonempty open sets $U, V \subseteq X, F^{n}(U) \cap V \neq$ $\emptyset$ for all sufficiently large $n$. Every mixing DS is transitive.

A point $x \in X$ is an equicontinuous point, if

$$
\forall \varepsilon>0, \exists \delta>0, \forall y \in B_{\delta}(x), \forall n \geq 0, d\left(F^{n}(y), F^{n}(x)\right)<\varepsilon
$$

Here $d$ is the metric and $B_{\delta}(x)=\{y \in X: d(y, x)<\delta\}$ is the ball with center $x$ and radius $\delta$.

A DS is equicontinuous, if every its point is equicontinuous. In this case it is uniformly equicontinuous, i.e.,

$$
\forall \varepsilon>0, \exists \delta>0, \forall x, y \in X,\left(d(x, y)<\delta \Rightarrow \forall n \geq 0, d\left(F^{n}(x), F^{n}(y)\right)<\varepsilon\right)
$$

A DS is almost equicontinuous, if the set of its equicontinuous points is residual.

A DS is sensitive, if

$$
\exists \varepsilon>0, \forall x \in X, \forall \delta>0, \exists y \in B_{\delta}(x), \exists n \geq 0, d\left(F^{n}(y), F^{n}(x)\right) \geq \varepsilon
$$

Clearly, a sensitive system has no equicontinuous points. The converse is not true in general but holds in transitive systems. Every transitive system is either sensitive or almost equicontinuous (Akin et al. [2]). Every transitive almost equicontinuous system is uniformly rigid (Glasner and Weiss [18]). This means

$$
\forall \varepsilon>0, \exists n>0, \forall x \in X, d\left(F^{n}(x), x\right)<\varepsilon
$$

We shall see that the dichotomy between sensitive and almost equicontinuous systems holds also for all CA. Moreover, transitive CA are sensitive.

A DS is positively expansive, if

$$
\exists \varepsilon>0, \forall x \neq y \in X, \exists n \geq 0, d\left(F^{n}(x), F^{n}(y)\right) \geq \varepsilon
$$

Every positively expansive DS on a perfect space (without isolated points) is sensitive.

A finite sequence $\left(x_{i} \in X\right)_{0 \leq i \leq n}$ is a $\delta$-chain from $x_{0}$ to $x_{n}$, if

$$
\forall i<n, d\left(F\left(x_{i}\right), x_{i+1}\right)<\delta .
$$

A point $x \varepsilon$-shadows a sequence $\left(x_{i}\right)_{0 \leq i \leq n}$, if $d\left(F^{i}(x), x_{i}\right)<\varepsilon$ for all $0 \leq i \leq n$.

A DS has the shadowing property if for every $\varepsilon>0$ there exists $\delta>0$, such that every $\delta$-chain is $\varepsilon$-shadowed by some point. It follows that every infinite $\delta$-chain is $\varepsilon$-shadowed by some point.

A DS is chain transitive if for every $x, y \in X$ and for every $\varepsilon>0$, there exists an $\varepsilon$-chain from $x$ to $y$. Every transitive DS is chain transitive. Every chain transitive system with the shadowing property is transitive.

A point $x \in X$ is a nonwandering point, if for every open neighbourhood $U \subseteq X$ of $x$ there exists $n>0$ with $F^{n}(U) \cap U \neq \emptyset$. The set of nonwandering points is invariant and closed. A DS is nonwandering, if every its point is nonwandering.

The omega limit set of a closed invariant set $V \subseteq X$ is

$$
\omega(V)=\bigcap_{n \geq 0} F^{n}(V)
$$

A set $Y \subseteq X$ is an attractor iff there exists a nonempty open set $V$ such that $F(\bar{V}) \subseteq V$ and $Y=\omega(V)$. In a totally disconnected space, attractors are omega limit sets of clopen invariant sets. The basin of an attractor $Y \subseteq X$ is the set

$$
\mathcal{B}(Y)=\left\{x \in X ; \lim _{n \rightarrow \infty} d\left(F^{n}(x), Y\right)=0\right\}
$$

There exists always the largest attractor $\omega(X)$. The number of attractors is at most countable.

A periodic point $x \in X$ is attracting if its orbit $\mathcal{O}(x)$ is an attractor. Any attracting periodic point is equicontinuous.

A set $Y \subseteq X$ is a minimal attractor, if it is an attractor and no proper subset of $Y$ is an attractor. An attractor is minimal iff it is chain transitive. A DS has unique attractor iff $\omega(X)$ is chain-transitive (Akin [1]).

A quasi-attractor is a countable intersection of attractors, which is not an attractor.
3. Subshifts. We call any finite set with at least two elements an alphabet. We frequently use alphabets $2=\{0,1\}$ and $3=\{0,1,2\}$. The cardinality of a finite set $A$ is denoted by $|A|$. A word over $A$ is any finite sequence $u=u_{0} \ldots u_{n-1}$ of elements of $A$. The length of $u$ is $|u|=n$. The empty word of length 0 is denoted by $\lambda$. The set of all words of length $n$ is denoted by $A^{n}$, so $A^{0}=\{\lambda\}$ and $A^{1}=A$. The set of all nonzero words and the set of all words are

$$
A^{+}=\bigcup_{n>0} A^{n}, \quad A^{*}=\bigcup_{n \geq 0} A^{n}
$$

A onesided infinite word over $A$ is a map $x: \mathbb{N} \rightarrow A$, where $\mathbb{N}=\{0,1, \ldots\}$ is the set of non-negative integers. A twosided infinite word over $A$ is a $\operatorname{map} x: \mathbb{Z} \rightarrow A$, where $\mathbb{Z}=\{\ldots,-1,0,1, \ldots\}$ is the set of all integers. The position of the zeroth letter is denoted by a period, $x=\ldots x_{-2} x_{-1} \cdot x_{0} x_{1} \ldots$ If $u$ is a finite or infinite word and $I=\langle i, j\rangle$ is an interval of integers on which $u$ is defined, put $u_{\langle i, j\rangle}=u_{i} \ldots u_{j}$. Similarly for open or half-open integer intervals $u_{(i, j)}=u_{i+1} \ldots u_{j-1}$. We say that $v$ is a subword of $u$ and write $v \sqsubseteq u$, if $v=u_{I}$ for some interval $I \subseteq \mathbb{Z}$.

If $u \in A^{n}$, then $u^{\infty} \in A^{\mathbb{Z}}$ is the infinite repetition of $u$, i.e., $\left(u^{\infty}\right)_{k n+i}=$ $u_{i}$. If $v \in A^{m}$, then $x=v^{\infty} . u^{\infty} \in A^{\mathbb{Z}}$ is the word defined by

$$
\begin{aligned}
x_{k m+i} & =v_{i} \text { for } k<0,0 \leq i<m \\
x_{k n+i} & =u_{i} \text { for } k \geq 0,0 \leq i<n .
\end{aligned}
$$

In $A^{\mathbb{N}}$ and $A^{\mathbb{Z}}$ we have metrics

$$
d(x, y)=2^{-n} \text { where } n=\min \left\{i \geq 0: x_{i} \neq y_{i}\right\}, x, y \in A^{\mathbb{N}}
$$

$d(x, y)=2^{-n}$ where $n=\min \left\{i \geq 0: x_{i} \neq y_{i} \vee x_{-i} \neq y_{-i}\right\}, x, y \in A^{\mathbb{Z}}$.
Both these metrics satisfy a stronger form of the triangle inequality

$$
d(x, z) \leq \max \{d(x, y), d(y, z)\}
$$

Both $A^{\mathbb{N}}$ and $A^{\mathbb{Z}}$ are compact, perfect (do not contain isolated points) and totally disconnected, i.e., their clopen (closed and open) sets form a base of their topology. All compact, perfect and totally disconnected spaces are homeomorphic.

In $A^{\mathbb{N}}$ and $A^{\mathbb{Z}}$ the cylinder sets of a word $u \in A^{n}$ are

$$
\begin{gathered}
{[u]=\left\{x \in A^{\mathbb{N}}: x_{(0, n)}=u\right\}} \\
{[u]_{k}=\left\{x \in A^{\mathbb{Z}}: x_{\langle k, k+n)}=u\right\}, k \in \mathbb{Z}}
\end{gathered}
$$

Cylinder sets are clopen and every clopen set is a finite union of cylinders.
The shift maps $\sigma: A^{\mathbb{N}} \rightarrow A^{\mathbb{N}}$ and $\sigma: A^{\mathbb{Z}} \rightarrow A^{\mathbb{Z}}$ are both defined by $\sigma(x)_{i}=x_{i+1}$ and they are continuous. Thus $\left(A^{\mathbb{Z}}, \sigma\right)$ and $\left(A^{\mathbb{N}}, \sigma\right)$ are DS which are called twosided and onesided full shifts respectively. While any twosided full shift is bijective, a onesided full shift is not; every point has $|A|$ preimages. Full shifts are mixing and have dense sets of periodic points.

A onesided subshift is any subsystem of a onesided full shift, so any closed set $\Sigma \subseteq A^{\mathbb{N}}$ with $\sigma(\Sigma) \subseteq \Sigma$. A DS on a totally disconnected space is conjugate to a onesided subshift iff it is positively expansive.

A twosided subshift is any closed set $\Sigma \subseteq A^{\mathbb{Z}}$ with $\sigma(\Sigma)=\Sigma$. We require strong invariance here, since the twosided subshift is bijective.

The language of a subshift $\Sigma$ is the set of all subwords of points of $\Sigma$,

$$
\mathcal{L}(\Sigma)=\left\{u \in A^{*}: \exists x \in \Sigma, u \sqsubseteq x\right\} .
$$

A subshift $\Sigma$ is a subshift of finite type (SFT) if there exists an integer $k \geq 2$, called its order, such that for every $x \in A^{\mathbb{N}}$, or for every $x \in A^{\mathbb{Z}}$,

$$
x \in \Sigma \text { iff } \forall n, x_{\langle n, n+k)} \in \mathcal{L}(\Sigma)
$$

A subshift is a SFT iff it has the shadowing property (Walters [29]). A onesided subshift is a SFT iff it is open (Parry [27]).

A subshift $\Sigma$ is sofic, if it is a factor of some SFT.
Topological entropy of a subshift $\Sigma$ is

$$
h(\Sigma)=\lim _{n \rightarrow \infty} \frac{\ln P(n)}{n}
$$

where $P(n)=\left|\mathcal{L}(\Sigma) \cap A^{n}\right|$ is the number of its words of length $n$.

## 4. Cellular automata.

Definition 4.1. A cellular automaton (CA) is a dynamical system $\left(A^{\mathbb{Z}}, F\right)$, such that $F \circ \sigma=\sigma \circ F$.


Theorem 4.1 (Hedlund-Curtis-Lyndon [19]). A dynamical system $\left(A^{\mathbb{Z}}, F\right)$ is a $C A$ iff there exist integers $m \leq a$ (memory and anticipation) and a local rule $f: A^{a-m+1} \rightarrow A$ such that for every $x \in A^{\mathbb{Z}}$,

$$
F(x)_{i}=f\left(x_{\langle i+m, i+a\rangle}\right)
$$

Proof. Let $\left(A^{\mathbb{Z}}, F\right)$ be a CA. For $\varepsilon=1$ there exists $r \geq 0$ such that

$$
\begin{aligned}
d(x, y)<2^{-r} & \Rightarrow d(F(x), F(y))<1 \\
x_{\langle-r, r\rangle}=y_{\langle-r, r\rangle} & \Rightarrow F(x)_{0}=F(y)_{0} .
\end{aligned}
$$

Thus there exists $f: A^{2 r+1} \rightarrow A$ such that for every $x \in A^{\mathbb{Z}}, F(x)_{0}=$ $f\left(x_{\langle-r, r\rangle}\right)$. Since $F$ commutes with the shift,

$$
F(x)_{i}=\sigma^{i}(F(x))_{0}=F\left(\sigma^{i}(x)\right)_{0}=f\left(\sigma^{i}(x)_{\langle-r, r\rangle}\right)=f\left(x_{\langle i-r, i+r\rangle}\right)
$$

Thus we have a local rule with memory $m=-r$ and anticipation $a=r$. Conversely, if $F(x)_{i}=f\left(x_{\langle i+m, i+a\rangle}\right)$ for some $m \leq a$, put $r=\max \{-m, a\}$. Since $-r \leq m \leq a \leq r$, for every $n \geq 0$,

$$
\begin{aligned}
d(x, y)<2^{-n-r} & \Rightarrow x_{\langle-n-r, n+r\rangle}=y_{\langle-n-r, n+r\rangle} \\
& \Rightarrow x_{\langle-n+m, n+a\rangle}=y_{\langle-n+m, n+a\rangle} \\
& \Rightarrow F(x)_{\langle-n, n\rangle}=F(y)_{\langle-n, n\rangle} \\
& \Rightarrow d(F(x), F(y))<2^{-n}
\end{aligned}
$$

so $F$ is continuous and clearly commutes with the shift.
We can assume that the local rule is symmetric, so $F(x)_{i}=$ $f\left(x_{\langle i-r, i+r\rangle}\right)$, and $f: A^{2 r+1} \rightarrow A$, where $r \geq\{-m, a\}$. Any $r$ with this property is called a radius of $F$. Using a larger alphabet, it can be easily shown that any CA is conjugate to a CA with radius 1.

A factor subshift of a CA is any one-sided subshift which is its factor. If $I=\langle a, b\rangle$ is an integer interval, put $B=A^{b-a+1}$ and define a $\operatorname{map} \varphi: A^{\mathbb{Z}} \rightarrow B^{\mathbb{N}}$ by $\varphi(x)_{i}=F^{i}(x)_{\langle a, b\rangle}$. The $\operatorname{map} \varphi$ is continuous and

$$
\varphi(F(x))_{i}=F^{i+1}(x)_{\langle a, b\rangle}=\varphi(x)_{i+1}=\sigma(\varphi(x))_{i}
$$

Thus $\Sigma_{I}(F)=\varphi\left(A^{\mathbb{Z}}\right) \subseteq B^{\mathbb{N}}$ is a onesided subshift and $\varphi:\left(A^{\mathbb{Z}}, F\right) \rightarrow$ $\left(\Sigma_{I}(F), \sigma\right)$ is a factor map


Let $d: A^{\mathbb{Z}} \rightarrow A^{\mathbb{Z}}$ be the homeomorphism defined by $d(x)_{i}=x_{-i}$. The dual of a CA $\left(A^{\mathbb{Z}}, F\right)$ is $\left(A^{\mathbb{Z}}, \bar{F}\right)$, where $\bar{F}=d \circ F \circ d$. Clearly $d:\left(A^{\mathbb{Z}}, F\right) \rightarrow\left(A^{\mathbb{Z}}, \bar{F}\right)$ is a conjugacy.

We show some typical examples of CA.
Example 1 (P: product). $\quad\left(2^{\mathbb{Z}}, P\right)$ where $P(x)_{i}=x_{i-1} x_{i} x_{i+1}$ (Figure 1). The radius is $r=1$ and the local rule $f: \mathbf{2}^{3} \rightarrow 2$ is defined by the table

| 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Fig. 1. P: the product $C A$.
The behaviour of the product CA is displayed in the space time diagram in Figure 1. The $n$-th row represents a central part of the state at time $n$, i.e., the word $F^{n}(x)_{\langle-m, m\rangle}$, where $2 m+1$ is the width displayed. Ones are represented by black squares and zeros are left empty. We see that 0's propagate both to the left and to the right. If $x_{i}=0$, then $F(x)_{\langle i-1, i+1\rangle}=$ 000 and $F^{2}(x)_{\langle i-2, i+2\rangle}=00000$. This implies that $0^{\infty}$ is an attracting fixed point. If $x_{0}=0$, i.e., if $d\left(x, 0^{\infty}\right)<1$, then $d\left(F^{n}(x), 0^{\infty}\right)<2^{-n}$. The CA has another fixed point $1^{\infty}$ which is not equicontinuous. If $d\left(x, 1^{\infty}\right)=$ $2^{-n}<1$, then $d\left(F(x), 1^{\infty}\right)=2^{-n+1}$. The product CA is not surjective:

$$
\begin{aligned}
F\left(\mathbf{2}^{\mathbb{Z}}\right) & =\left\{x \in \mathbf{2}^{\mathbb{Z}}: 101 \mathbb{Z} \& 1001 \mathbb{Z} x\right\} \\
F^{n}\left(\mathbf{2}^{\mathbb{Z}}\right) & =\left\{x \in \mathbf{2}^{\mathbb{Z}}: \forall m \in\langle 0,2 n\rangle, 10^{m} 1 \nsubseteq x\right\} \\
\omega\left(\mathbf{2}^{\mathbb{Z}}\right) & =\left\{x \in \mathbf{2}^{\mathbb{Z}}: \forall m>0,10^{m} 1 \nsubseteq x\right\}
\end{aligned}
$$

Example 2 (M: majority). $\left(\mathbf{2}^{\mathbb{Z}}, M\right)$ where

$$
M(x)_{i}=\left\lfloor\frac{x_{i-1}+x_{i}+x_{i+1}}{2}\right\rfloor
$$

| 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |



Fig. 2. M: the majority $C A$.
The space time diagram of the majority CA is shown in Figure 2. We see that the cellular space is successively homogenized so that no isolated 0 or 1 remain. If $x_{\langle 0,1\rangle}=00$, then $F(x)_{\langle 0,1\rangle}=00$ no matter what value is in $x_{-1}$ or $x_{2}$. Thus the cylinder set $[00]_{0}$, and every cylinder sets $[00]_{i}$ and $[11]_{i}$ are invariant. On the other hand, if $F(x)_{\langle-1,1\rangle}=010$, then necessarily $x_{\langle-2,2\rangle}=01010$. Indeed $x_{\langle-1,1\rangle}$ contains at least two ones, but $x_{\langle 0,1\rangle}=11$ would imply $F(x)_{\langle 0,1\rangle}=11$. By induction we get

$$
\begin{aligned}
& F^{n}(x)_{\langle-1,1\rangle}=010 \Rightarrow x_{\langle-n, n\rangle}=01 \ldots 10 \\
& F^{n}(x)_{\langle-1,1\rangle}=101 \Rightarrow x_{\langle-n, n\rangle}=10 \ldots 01
\end{aligned}
$$

The clopen set $V=[00]_{0} \cup[11]_{0}$ is invariant and

$$
x \in V \Rightarrow \forall i \in\langle-n, n+1\rangle, F^{n}(x)_{\langle i-1, i+1\rangle} \notin\{010,101\}
$$

so

$$
\omega(V)=\left\{x \in \mathbf{2}^{\mathbb{Z}}: \forall i \in \mathbb{Z}: x_{\langle i-1, i+1\rangle} \notin\{010,101\}\right\}
$$

is a SFT whose every point is fixed. The set $\omega(V)$ is, however, not the largest attractor, since $\omega\left(A^{\mathbb{Z}}\right)$ contains e.g., periodic points $(01)^{\infty},(10)^{\infty}$. There are also many smaller attractors. If $u \in \mathcal{L}(\omega(V))$, i.e., if $u$ does not contain neither 010 nor 101, then $[u]_{i}$ is an invariant set and $\omega\left([u]_{i}\right)=$ $\omega(V) \cap[u]_{i}$ is an attractor.

ExAMPLE 3 (S: sum). $\left(2^{\mathbb{Z}}, S\right)$, where $S(x)_{i}=x_{i-1}+x_{i+1} \bmod 2$.

| 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |



Fig. 3. $S$ : the sum $C A$.

There is a formula for the $n$-th iteration. We regard 2 as a group with addition modulo 2.

$$
\begin{aligned}
S^{2}(x)_{i} & =x_{i-2}+2 x_{i}+x_{i+2} \\
S^{n}(x)_{i} & =\sum_{j=0}^{n}\binom{n}{j} x_{i-n+2 j}
\end{aligned}
$$

Since $2 x=0$, we count only odd binomial coefficients. In particular for $n=2^{m}$, all but two binomial coefficients are even, so

$$
S^{2^{m}}(x)_{i}=x_{i-2^{m}}+x_{i+2^{m}}
$$

If the initial state is $0^{\infty} \cdot 10^{\infty}$ (Figure 3 top), then $F^{2^{m}}(x)$ contains exactly two 1 's, one at $2^{-m}$ and another at $2^{m}$. If the initial state is random (Figure 3 bottom), we see no pattern in the time development. We show that the sum CA is conjugate to the full shift on four symbols. In fact $\Sigma_{\langle 0,1\rangle}(S)=$ $B^{\mathbb{N}}$ where $B=A^{2}=\{00,01,10,11\}$ and $\varphi:\left(2^{\mathbb{Z}}, S\right) \rightarrow\left(B^{\mathbb{N}}, \sigma\right)$ is a conjugacy. Given a point $y \in B^{\mathbb{N}}$, let us search a point $x \in A_{\mathbb{Z}}$ such that for every $n \geq 0, S^{n}(x)_{\langle 0,1\rangle}=y_{n}$. We have

$$
\begin{aligned}
S^{n}(x)_{0}+S^{n}(x)_{2} & =S^{n+1}(x)_{1} \\
S^{n}(x)_{2} & =S^{n}(x)_{0}+S^{n+1}(x)_{1}
\end{aligned}
$$

so the second column $\left(S^{n}(x)_{2}\right)_{n \geq 0}$ can be computed from the zeroth and the first columns. Similarly we compute the third and also ( -1 )-st columns. This shows that the map $\varphi: 2^{\mathbb{Z}} \rightarrow B^{\mathbb{N}}$ is bijective. Since the sum CA is conjugate to a full shift, it is mixing, surjective, positively expansive and has a dense set of periodic points.

In general, every CA has a periodic point and the eventually periodic points are dense in it.

Proposition 4.1. Every $\sigma$-periodic point of a $C A\left(A^{\mathbb{Z}}, F\right)$ is $F$ eventually periodic. Hence the set of eventually periodic points is dense.

Proof. If $\sigma^{n}(x)=x$, then $\sigma^{n}(F(x))=F(x)$. Since $\sigma$-periodic points with period $n$ are in one-to-one correspondence with words of $A^{n}$, there is a finite number of them and for some preperiod $m \geq 0$ and period $p>0$, $F^{m+p}(x)=F^{m}(x)$.
5. Equicontinuity. Almost equicontinuous systems are characterized by the presence of blocking words. In an equicontinuous system, every long enough word is blocking.

Definition 5.1. Let $s>0$. A word $u \in A^{+}$with $|u| \geq s$ is an $s$ blocking word for a $C A\left(A^{\mathbb{Z}}, F\right)$, if there exists an offset $p \in\langle 0| u,|-s\rangle$, such that

$$
\forall x, y \in[u]_{0}, \forall n \geq 0, F^{n}(x)_{\langle p, p+s)}=F^{n}(y)_{\langle p, p+s)} .
$$



Fig. 4. A blocking word.
In the product CA of Example 1, 0 is a 1-blocking word (with offset 0 ), since $x_{0}=0$ implies $F^{n}(x)_{0}=0$ for all $n \geq 0$. In the majority CA of Example 2, 00 and 11 are 2-blocking words (with offset 0). Since $[00]_{0}$ is invariant, $x_{\langle 0,1\rangle}=00$ implies $F^{n}(x)_{\langle 0,1\rangle}=00$ for all $n \geq 0$.

THEOREM 5.1 (Kůrka [21]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$ with radius $r>0$. The following conditions are equivalent.

1. $\left(A^{\mathbb{Z}}, F\right)$ is not sensitive.
2. $\left(A^{\mathbb{Z}}, F\right)$ has an r-blocking word.
3. $\left(A^{\mathbb{Z}}, F\right)$ is almost equicontinuous.

Proof. $1 \Rightarrow 2$ : Suppose that $F$ is not sensitive. Let $m$ be an integer with $2 m+1 \geq r$. For $\varepsilon=2^{-m}$ there exists $x \in A^{\mathbb{Z}}$ and $\delta=2^{-m-p}, p \geq 0$, such that for all $y \in A^{\mathbb{Z}}$,

$$
d(x, y)<\delta \Rightarrow \forall k \geq 0, d\left(F^{k}(x), F^{k}(y)\right)<\varepsilon
$$

Put $u=x_{\langle-m-p, m+p\rangle} \in A^{2 m+2 p+1}$. Then

$$
y, z \in[u]_{-m-p} \Rightarrow \forall k, F^{k}(y)_{\langle-m, m\rangle}=F^{k}(z)_{\langle-m, m\rangle}
$$



Fig. 3. $S$ : the sum $C A$.

There is a formula for the $n$-th iteration. We regard 2 as a group with addition modulo 2 .

$$
\begin{aligned}
S^{2}(x)_{i} & =x_{i-2}+2 x_{i}+x_{i+2} \\
S^{n}(x)_{i} & =\sum_{j=0}^{n}\binom{n}{j} x_{i-n+2 j}
\end{aligned}
$$

Since $2 x=0$, we count only odd binomial coefficients. In particular for $n=2^{m}$, all but two binomial coefficients are even, so

$$
S^{2^{m}}(x)_{i}=x_{i-2^{m}}+x_{i+2^{m}}
$$

If the initial state is $0^{\infty} \cdot 10^{\infty}$ (Figure 3 top), then $F^{2^{m}}(x)$ contains exactly two 1 's, one at $2^{-m}$ and another at $2^{m}$. If the initial state is random (Figure 3 bottom), we see no pattern in the time development. We show that the sum CA is conjugate to the full shift on four symbols. In fact $\Sigma_{\langle 0,1\rangle}(S)=$ $B^{\mathbb{N}}$ where $B=A^{2}=\{00,01,10,11\}$ and $\varphi:\left(2^{\mathbb{Z}}, S\right) \rightarrow\left(B^{\mathbb{N}}, \sigma\right)$ is a conjugacy. Given a point $y \in B^{\mathbb{N}}$, let us search a point $x \in A_{\mathbb{Z}}$ such that for every $n \geq 0, S^{n}(x)_{\langle 0,1\rangle}=y_{n}$. We have

$$
\begin{aligned}
S^{n}(x)_{0}+S^{n}(x)_{2} & =S^{n+1}(x)_{1} \\
S^{n}(x)_{2} & =S^{n}(x)_{0}+S^{n+1}(x)_{1}
\end{aligned}
$$

so the second column $\left(S^{n}(x)_{2}\right)_{n \geq 0}$ can be computed from the zeroth and the first columns. Similarly we compute the third and also ( -1 )-st columns. This shows that the map $\varphi: 2^{\mathbb{Z}} \rightarrow B^{\mathbb{N}}$ is bijective. Since the sum CA is conjugate to a full shift, it is mixing, surjective, positively expansive and has a dense set of periodic points.
$\square$
However, not all equicontinuous CA have radius zero.
Example 6 ( E : An equicontinuous CA ). $\left(2^{\mathbb{Z}}, E\right)$, where

$$
E(x)_{i}=x_{i}+x_{i-1} x_{i+1} \bmod 2
$$

| 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 |

Fig. 5. E: An equicontinuous $C A$.
We show first that 01110 is a 3 -blocking word with offset 1 . Considering all possibilities for the left and right extensions of 01110 , we get

| 0011100 | 0011101 | 1011100 | 1011101 |
| :---: | :--- | :---: | :---: |
| 0010100 | 0010111 | 1110100 | 1110111 |
| 0011100 | 001110 | 011100 | 01110 |

Thus $F^{2}[01110] \subseteq[01110]$, so if $x \in[01110]_{-2}$, then $F^{2 n}(x)_{\langle-1,1\rangle}=111$ and $F^{2 n+1}(x)_{\langle-1,1\rangle}=101$. By inspection we verify that every word in the set $B=\{00,1111,01110,0110110,010110,011010,10101\}$ is 2 - blocking.

| 00 | 1111 | 01110 | 0110110 | 010110 | 011010 | 10101 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 00 | 101 | 11111 | 1111 | 1111 | 11111 |
| 00 | 00 | 01110 | 000 | 00 | 00 | 0000 |

Every word $v$ of length at least 10 contains at least one occurrence of some word from $B$, so it is also 2 -blocking. It follows that the CA is equicontinuous.

THEOREM 5.2 (Kůrka [21]). A $C A\left(A^{\mathbb{Z}}, F\right)$ is equicontinuous iff there exists a preperiod $m \geq 0$ and a period $p>0$, such that $F^{m+p}=F^{m}$.

Proof. For $\varepsilon=1$ there exists $\delta=2^{-k}$ such that for all $x, y \in A^{\mathbb{Z}}$, if $x_{\langle-k, k\rangle}=y_{\langle-k, k\rangle}$, then $F^{n}(x)_{0}=F^{n}(y)_{0}$ for all $n>0$. Let $u \in A^{2 k+1}$ and let $x \in[u]_{-k}$ be the $\sigma$-periodic point with period $2 k+1$. Then $\left(F^{n}(x)_{0}\right)_{n \geq 0}$ is an eventually periodic sequence with some preperiod $m_{u} \geq 0$ and period $p_{u}>0$. For every $y \in[u]_{-k},\left(F^{n}(y)_{0}\right)_{n \geq 0}$ has preperiod $m_{u}$ and period $p_{u}$. Put

$$
m=\max \left\{m_{u}: u \in A^{2 k+1}\right\}, \quad p=\operatorname{lcm}\left\{p_{u}: u \in A^{2 k+1}\right\} .
$$

Here lcm is the least common multiple. For every $x \in A^{\mathbb{Z}}, F^{m}(x)_{0}=$ $F^{m+p}(x)_{0}$, so

$$
F^{m}(x)_{i}=F^{m}\left(\sigma^{i}(x)\right)_{0}=F^{m+p}\left(\sigma^{i}(x)\right)_{0}=F^{m+p}(x)_{i}
$$

and therefore $F^{m+p}(x)=F^{m}(x)$.
Conversely, suppose that there exist $m \geq 0$ and $p>0$ such that for every $x$ $F^{m+p}(x)=F^{m}(x)$. For $\varepsilon=2^{-k}$ put $\delta=2^{-k-r(m+p)}$. If $d(x, y)<\delta$, then

$$
\begin{aligned}
& d(F(x), F(y))<2^{-k-r(m+p-1)}<2^{-k} \\
& i \leq m+p \Rightarrow \quad d\left(F^{i}(x), F^{i}(y)\right)<2^{-k-r(m+p-i)} \leq 2^{-k}
\end{aligned}
$$

Since both $F^{i}(x)_{\langle-k, k\rangle}$ and $F^{i}(y)_{\langle-k, k\rangle}$ are eventually periodic with preperiod $m$ and period $p$, and since the first $m+p$ their elements are equal, we get $d\left(F^{n}(x), F^{n}(y)\right)<2^{-k}$ for every $n \geq 0$.

In Example 6, the preperiod and period are $m=p=2$.
Theorem 5.3. Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$ and $\Sigma \subseteq A^{\mathbb{Z}}$ an $F$-invariant subshift. If $(\Sigma, F)$ is transitive then it is either sensitive or consists of a single periodic orbit.

Proof. Suppose that $(\Sigma, F)$ is transitive and not sensitive. By a theorem of Glasner and Weiss [18], it is uniformly rigid, so for $\varepsilon=1$ there exists $n$ such that for all $x \in \Sigma, d\left(F^{n}(x), x\right)<1$, i.e., $F^{n}(x)_{0}=x_{0}$. For $y=\sigma^{i}(x)$ we get

$$
F^{n}(x)_{i}=\sigma^{i}\left(F^{n}(x)\right)_{0}=F^{n}\left(\sigma^{i}(x)\right)_{0}=\sigma^{i}(x)_{0}=x_{i}
$$

Thus $F^{n}$ is identity and since $(\Sigma, F)$ is transitive, it consists of a single periodic orbit. $\square$

Corollary 5.1 (Kůrka [21]). Every transitive $C A$ is sensitive. The sum CA of Example 3 is transitive, and therefore sensitive.

EXAMPLE 7. $\quad\left(2^{\mathbb{Z}} \times \mathbf{2}^{\mathbb{Z}}, \operatorname{Id} \times \sigma\right)$ (i.e., $\left.F(x, y)_{i}=\left(x_{i}, y_{i+1}\right)\right)$ is a surjective and sensitive CA which is not transitive.
6. Surjectivity. Let $\left(A^{\mathbb{Z}}, F\right)$ be a CA with radius $r \geq 0$ and a local rule $f: A^{2 r+1} \rightarrow A$. We extend it to a function $f: A^{*} \rightarrow A^{*}$ by

$$
f(u)_{i}=\left\{\begin{array}{ll}
f\left(u_{\langle i, i+2 r\rangle}\right) & \text { if } \quad 0 \leq i<|u|-2 r \\
\lambda & \text { if } \quad i \geq|u|-2 r
\end{array} .\right.
$$

Thus $|f(u)|=\max \{0,|u|-2 r\}$. For example the successive images of a word 01100011 of the sum CA of Example 3 are

$$
01100011 \mapsto 111011 \mapsto 0101 \mapsto 00 \mapsto \lambda \mapsto \lambda .
$$

Observe that for every $n \geq 0$,

$$
\sum_{u \in A^{n}}\left|f^{-1}(u)\right|=\left|A^{n+2 r}\right|=|A|^{n+2 r}
$$

The mean number of preimages of a word of length $n$ is $|A|^{2 r}$. We show that a CA is surjective iff every nonempty word has exactly $|A|^{2 r}$ preimages.

TheOrem 6.1 (Hedlund [19]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$ with local rule $f$ : $A^{2 r+1} \rightarrow A$. Then $F$ is surjective iff for every $u \in A^{+},\left|f^{-1}(u)\right|=|A|^{2 r}$.

Proof. Let the condition be satisfied and $y \in A^{\mathbb{Z}}$. For $n \geq 0$ put

$$
X_{n}=\left\{x \in A^{\mathbb{Z}}: f\left(x_{\langle-n-r, r+n\rangle}\right)=y_{\langle-n, n\rangle}\right\}
$$

By the assumption every $X_{n}$ is nonempty, closed and $X_{n+1} \subseteq X_{n}$. By compactness there exists $x \in \bigcap_{n>0} X_{n}$ and $F(x)=y$, so $F$ is surjective. Conversely, suppose that $F$ is surjective and put

$$
p=\min \left\{\left|f^{-1}(u)\right|: u \in A^{+}\right\}
$$

Since $F$ is surjective, every word has at least one preimage, so $p>0$. Indeed, if $y \in A^{\mathbb{Z}}$ contains $u$, then every preimage of $y$ contains some preimage of $u$. We show

Lemma 6.1. If $\left|f^{-1}(u)\right|=p$, then for every $a \in A,\left|f^{-1}(u a)\right|=p$.
Proof. By the assumption, for every $a \in A, f^{-1}(u a) \geq p$. Suppose that for some $a \in A,\left|f^{-1}(u a)\right|>p$. We have disjoint unions

$$
\begin{aligned}
& \bigcup_{b \in A}\left\{v b: v \in f^{-1}(u)\right\}=\bigcup_{a \in A} f^{-1}(u a) \\
& p|A|=\left|\bigcup_{b \in A}\left\{v b: v \in f^{-1}(u)\right\}\right|=\left|\bigcup_{a \in A} f^{-1}(u a)\right|>p|A|
\end{aligned}
$$

and this is a contradiction. This proves Lemma 6.1. $\square$
Lemma 6.2. $p=|A|^{2 r}$.
Proof. Let $u \in A^{n}$ be such that $\left|f^{-1}(u)\right|=p$. By Lemma 1, we have $\left|f^{-1}(u w)\right|=p$ for every $w \in A^{*}$. We have a disjoint union

$$
\begin{aligned}
\left\{v w: v, w \in f^{-1}(u)\right\} & =\bigcup_{z \in A^{2 r}} f^{-1}(u z u) \\
p^{2}=\left|\left\{v w: v, w \in f^{-1}(u)\right\}\right| & =\left|\bigcup_{z \in A^{2 r}} f^{-1}(u z u)\right|=p|A|^{2 r}
\end{aligned}
$$

| $v$ |  | $w$ |  |
| :---: | :---: | :---: | :---: |
| $u$ | $z$ | $u$ |  |

so $p=|A|^{2 r}$. This proves Lemma 6.2.
We finish now the proof of the theorem. Suppose that for some $n>0$ and some $u \in A^{n},\left|f^{-1}(u)\right|>|A|^{2 r}$. Then

$$
|A|^{n+2 r}=\left|\bigcup_{v \in A^{n}} f^{-1}(v)\right|>|A|^{n} \cdot|A|^{2 r}
$$

and this is a contradiction. Thus for every $u \in A^{*},\left|f^{-1}(u)\right|=|A|^{2 r}$. $\square$
The condition $\left|f^{-1}(u)\right|=|A|^{2 r}$ may be satisfied for $|u|=1$ and fail for longer $u$. For example in the majority CA of Example 2, the condition works for $|u|=1$ but does not work for $|u|=2$, since there are six preimages of 00 :

$$
f^{-1}(00)=\{0000,0001,0010,0100,1000,1001\}
$$

Theorem 6.2 (Hedlund [19]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$ with radius $r>0$ which is not surjective. Then

1. There exists $w \in A^{2 r}$ and distinct $u, v \in A^{+}$with $|u|=|v|$ and $f(w u w)=f(w v w)$.
2. There exists a point $x \in A^{\mathbb{Z}}$ with an infinite (continuum) number of preimages.

Proof. 1. By Theorem 6.1 there exists a word $z \in A^{+}$such that $\left|f^{-1}(z)\right|=k>|A|^{2 r}$. Choose a word $w \in f^{-1}(z)$, so $|w|=|z|+2 r \geq 2 r$. For $m>0$ consider sets

$$
\begin{aligned}
M_{m} & =\left\{w w_{0} w_{1} \ldots w_{m-1} w: w_{i} \in f^{-1}(z)\right\} \\
N_{m} & =\left\{z v_{0} z \ldots z v_{m} z: v_{i} \in A^{2 r}\right\}
\end{aligned}
$$



We have $f\left(M_{m}\right) \subseteq N_{m},\left|M_{m}\right|=k^{m},\left|N_{m}\right|=|A|^{2 r(m+1)}$. Since $k>$ $|A|^{2 r}$, for $m$ large enough, $k^{m}>|A|^{2 r(m+1)}$, so there exist distinct $u^{\prime}, v^{\prime} \in$ $M_{n}$ with $f\left(u^{\prime}\right)=f\left(v^{\prime}\right)$. Since both $u^{\prime}$ and $v^{\prime}$ begin and end with $w$ of length at least $2 r$, the statement follows.
2. Let $w \in A^{2 r}, u, v \in A^{n}$ be such that $u \neq v$ and $f(w u w)=f(w v w)$. Put $M=\{w u, w v\}^{\mathbb{Z}}$, i.e., $x \in M$ iff for all $i \in \mathbb{Z}, x_{\langle i(2 r+n), i(2 r+n)+2 r)}=w$ and $x_{\langle i(2 r+n)+2 r,(i+1)(2 r+n))} \in\{u, v\}$. Then $M$ is uncountable and all its elements have the same image.

A pair of words $w u w, w v w$ with $f(w u w)=f(w v w)$ is called a diamond.


Fig. 6. A diamond.

Corollary 6.1. Every injective $C A$ is surjective and hence bijective.

Theorem 6.3. Every surjective $C A$ is nonwandering.
Proof. We use the Poincaré recurrence theorem: Let $\left(A^{\mathbb{Z}}, F\right)$ be a CA with local rule $f: A^{2 r+1} \rightarrow A$. For every clopen set $U$ define its measure $\mu(U)$ as follows. If $u \in A^{n}$ and $k \in \mathbb{Z}$, then $\mu\left([u]_{k}\right)=|A|^{-n}$. If $U=$ $V_{1} \cup \cdots \cup V_{m}$ is a disjoint union of cylinders, put $\mu(U)=\mu\left(V_{1}\right)+\cdots+\mu\left(V_{m}\right)$. Clearly $\mu\left(A^{\mathbb{Z}}\right)=1$. If $u \in A^{n}$, then $f^{-1}(u) \subseteq A^{n+2 r}$ and $\left|f^{-1}(u)\right|=|A|^{2 r}$, so

$$
\mu\left(F^{-1}\left([u]_{k}\right)\right)=|A|^{2 r} \cdot|A|^{-n-2 r}=\mu\left([u]_{k}\right)
$$

so for every clopen set $U, \mu\left(F^{-1}(U)\right)=\mu(U)$.
Let $U$ be a clopen set and suppose that all $F^{-i}(U)$ are pairwise disjoint. Then for every $n>0$,

$$
n \cdot \mu(U)=\mu\left(U \cup \cdots \cup F^{-n+1}(U)\right) \leq \mu\left(A^{\mathbb{Z}}\right)=1
$$

and this is a contradiction. Thus for some $i<j, F^{-i}(U) \cap F^{-j}(U) \neq \emptyset$ and $U \cap F^{-j+i}(U) \neq \emptyset$.

Theorem 6.4 (Blanchard and Tisseur [6]). Any surjective almost equicontinuous $C A$ has a dense set of periodic points.

Proof. Let $u \in A^{m}$ be arbitrary and let $v \in A^{p}$ be an $r$-blocking word with offset $j$. Then $w=v u v$ is a $q$-blocking word with offset $j$, where $q=p+m+r$. Since $\left(A^{\mathbb{Z}}, F\right)$ is nonwandering, there exists $t>0$ and $x \in[w]_{0} \cap F^{-t}\left([w]_{0}\right)$. Put $y=(v u)^{\infty}$. Since $x, F^{t}(x), y \in[w]_{0}$,

$$
F^{t}(y)_{\langle j, j+q)}=F^{t}(x)_{\langle j, j+q)}=x_{\langle j, j+q)}=y_{\langle j, j+q)} .
$$

Since $y$ and $F^{t}(y)$ are $\sigma$-periodic with period $p+m \leq q, F^{t}(y)=y$ and $y \in[u]_{p}$ is $F$-periodic with period $t$. $\square$


Theorem 6.5 (Blanchard and Tisseur [6]). If $\left(A^{\mathbb{Z}}, F\right)$ is a surjective equicontinuous $C A$, then there exists $p>0$ such that $F^{p}=\mathrm{Id}$. In particular, $F$ is bijective.

Proof. By Theorem 5.2, there exists $m \geq 0$ and $p>0$ such that $F^{m}=F^{p+m}$. Since every point is eventually periodic and nonwandering, it is periodic and $m=0$.
7. Preimages. We study now the number of preimages of points in surjective CA's.

Theorem 7.1 (Hedlund [19]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$ with radius $r$. Then for every $y \in A^{\mathbb{Z}},\left|F^{-1}(y)\right| \leq|A|^{2 r}$.

Proof. Suppose that $x_{0}, x_{1} \ldots x_{n-1}$ are distinct elements in $F^{-1}(y)$ and $n>|A|^{2 r}$. There exists $m>r$, such that for all $i \neq j,\left(x_{i}\right)_{\langle-m, m\rangle} \neq$ $\left(x_{j}\right)_{\langle-m, m\rangle}$, so $y_{\langle-m+r, m-r\rangle}$ has at least $n$ preimages and this is a contradiction. $\square$

Although every finite word has exactly $|A|^{2 r}$ preimages, infinite words may have strictly fewer preimages.

Example 8 (L: A closing CA, Boyle et al. [7]). $\left(3^{\mathbb{Z}}, L\right)$, where

$$
L(x)_{i}= \begin{cases}x_{i}+x_{i+1} \bmod 2 & \text { if } x_{i} \neq 2 \\ 2 & \text { if } x_{i}=2\end{cases}
$$

is a surjective CA with nonconstant number of preimages.


Fig. 7. L: A closing CA.

We will show later that $\left(3^{\mathbb{Z}}, L\right)$ is a closing CA. In Figure 7, two's are represented by a black square, ones by a dot and zeros by empty space. While the only preimage of $2^{\infty}$ is $2^{\infty}$ itself, $1^{\infty}$ has two preimages $(01)^{\infty}$ and (10) ${ }^{\infty}$. We show that $L$ is surjective. The radius is $r=1$ so we show that every $v \in 2^{n}$ has exactly $|A|^{2 r}=9$ preimages. For every $u_{-1}, u_{n} \in A$ put successively for $i=n-1, \ldots, 0$

$$
u_{i}= \begin{cases}v_{i}+u_{i+1} \bmod 2 & \text { if } \\ 2 & v_{i} \neq 2 \\ 2 & \text { if } \\ v_{i}=2\end{cases}
$$

Then $f\left(u_{\langle-1, n\rangle}\right)=v_{\langle 0, n)}$, so every pair $\left(u_{-1}, u_{n}\right) \in \mathbf{3}^{2}$ determines a distinct preimage and $\left|f^{-1}(v)\right|=|A|^{2}=9$.

We are going to characterize CA with constant number of preimages.
Definition 7.1. Let $x, y \in A^{\mathbb{Z}}$ and $s \geq 0$.

1. $x, y$ are totally $s$-separated if $\forall n \in \mathbb{Z}, x_{\langle n, n+s)} \neq y_{\langle n, n+s)}$.
2. $x, y$ are left (right) s-separated if there exists $m \in \mathbb{Z}$, such that $x_{\langle n, n+s)} \neq$ $y_{(n, n+s)}$ for all $n \leq m$ (for all $n \geq m$ ).
3. $x, y$ are left (right) asymptotic, if there exists $m \in \mathbb{Z}$ such that $x_{n}=y_{n}$ for all $n \leq m$ (for all $n \geq m$ ).
4. A point $z \in A^{\mathbb{Z}}$ is $\sigma$-transitive, iff for every open $U \subseteq A^{\mathbb{Z}}$ there exist $n<0<m$ such that $\sigma^{n}(z), \sigma^{m}(z) \in U$.

LEMMA 7.1. Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$ with radius $r$, let $x, y \in$ $A^{\mathbb{Z}}, x \neq y$ be such that $F(x)=F(y)$ is a $\sigma$-transitive point. Then exactly one of the following three statements is true.

1. $x$ and $y$ are left $2 r$-separated and right asymptotic.
2. $x$ and $y$ are both left and right $2 r$-separated.
3. $x$ and $y$ are left asymptotic and right $2 r$-separated.


Proof. Assume that $x$ and $y$ are not right $2 r$-separated, and that the statement (1) does not hold. Since $x \neq y$ there exists $p$ with $x_{p} \neq y_{p}$. Since $x$ and $y$ are not right $2 r$-separated, there exists $m>p$ such that $x_{(m, m+2 r)}=y_{(m, m+2 r)}$. Since (1) does not hold, there are two possibilities: a. $x$ and $y$ are not left $2 r$-separated, so there exists $n<p$ with $x_{\langle n, n+2 r)}=$ $y_{\langle n, n+2 r)}$. In this case $u=x_{\langle n, m+2 r)}, v=y_{\langle n, m+2 r)}$ form a diamond and every point in $\{u, v\}^{\mathbb{Z}}$ would have the same image.
b. $x$ and $y$ are not right asymptotic. In this case there exists $q>m$ with $x_{q} \neq y_{q}$ and since $x$ and $y$ are not right $2 r$ - separated there exists $n>q$ with $x_{(n, n+2 r)}=y_{(n, n+2 r)}$. Again, $u=x_{(m, n+2 r)}$ and $v=y_{(m, n+2 r)}$ would form a diamond and this is not possible. We have proved that if $x$ and $y$ are not right $2 r$-separated, then (1) holds. Similarly, if $x$ and $y$ are not left $2 r$-separated then (3) holds.

LEmma 7.2. Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$ with radius $r, z \in A^{\mathbb{Z}} a$ $\sigma$-transitive point, and $x_{1}, \ldots x_{k} \in F^{-1}(z)$ pairwise right (left) $2 r$-separated points. Then there exist $y_{1}, \ldots, y_{k} \in F^{-1}(z)$ which are pairwise totally $2 r$ separated.


Proof. By the assumption there exists $p \in \mathbb{Z}$ such that for all $n \geq p$ and for every distinct $i, j \leq k,\left(x_{i}\right)_{\langle n, n+2 r)} \neq\left(x_{j}\right)_{\langle n, n+2 r)}$. For every $q>0$ there exists $n_{q}>p+q$ such that $d\left(z, \sigma^{n_{q}}(z)\right)<2^{-q}$. Choosing a subsequence if necessary, we can assume that for every $i \leq k$, there exist limits

$$
\lim _{q \rightarrow \infty} \sigma^{n_{q}}\left(x_{i}\right)=y_{i}
$$

Clearly $F\left(y_{i}\right)=z$. We show that $\left(y_{i}\right)_{i \leq k}$ are totally $2 r$-separated. For $m \in \mathbb{Z}$ put $s=\max \{-m, m+2 r\}$. There exists $q \geq s$ such that for every $i \leq k, d\left(\sigma^{n_{q}}\left(x_{i}\right), y_{i}\right)<2^{-s}$. Since $-s \leq m \leq m+2 r \leq s$,

$$
\left(y_{i}\right)_{\langle m, m+2 r)}=\sigma^{n_{q}}\left(x_{i}\right)_{\langle m, m+2 r)} \neq \sigma^{n_{q}}\left(x_{j}\right)_{\langle m, m+2 r)}=\left(y_{j}\right)_{\langle m, m+2 r)}
$$

so $\left(y_{i}\right)_{i \leq k}$ are totally $2 r$-separated. $\square$
Proposition 7.1 (Hedlund [19]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$ and $z \in A^{\mathbb{Z}} a \sigma$-transitive point. Then its preimages are pairwise totally $2 r$-separated.

Proof. Let $k_{0}>0$ be the maximum number such that there exists points $x_{1}, \ldots, x_{k_{0}} \in F^{-1}(z)$, which are pairwise totally $2 r$-separated. Assume that $F(y)=z$ and that $y$ is different from all $x_{i}$. If $y$ were right $2 r$-separated from all $x_{i}$, by Lemma 7.2 there would exist $k_{0}+1$ pairwise totally $2 r$-separated preimages of $z$. Thus there exists $j \leq k_{0}$ such that $y$ and $x_{j}$ are not right $2 r$-separated and by Lemma 7.1 they are right asymptotic. Similarly we prove that there exists $l \leq k_{0}$ such that $y$ and $x_{l}$ are left asymptotic. Let $x_{k_{0}+1}, \ldots, x_{k_{1}}$ be all preimages of $z$ different from $x_{1}, \ldots, x_{k_{0}}$. There exists $p>0$ such that

$$
\begin{array}{r}
\forall i \in\left(k_{0}, k_{1}\right\rangle, \exists j \leq k_{0},\left(x_{i}\right)_{\langle p, \infty)}=\left(x_{j}\right)_{\langle p, \infty)} \\
\forall i \in\left(k_{0}, k_{1}\right\rangle, \exists l \leq k_{0},\left(x_{i}\right)_{(-\infty,-p+2 r\rangle}=\left(x_{l}\right)_{(-\infty,-p+2 r\rangle}
\end{array}
$$



For every $q>0$ there exists $n_{q}>p+q$ such that $d\left(\sigma^{-p}(z), \sigma^{n_{q}}(z)\right)<$ $2^{-q}$. By choosing a subsequence if necessary, we can assume that there exist limits

$$
\lim _{q \rightarrow \infty} \sigma^{n_{q}}\left(x_{i}\right)=y_{i}, \quad 1 \leq i \leq q_{1}
$$

so $F\left(y_{i}\right)=\sigma^{-p}(z)$. Since $F^{-1}\left(\sigma^{-p}(z)\right)=\left\{\sigma^{-p}\left(x_{i}\right): 1 \leq i \leq k_{1}\right\}$, for every $i \leq k_{1}$ there exists $j_{i} \leq k_{1}$ such that $y_{i}=\sigma^{-p}\left(x_{j_{i}}\right)$. There exists $n>p$ such that for all $i \leq k_{1}, d\left(\sigma^{n+r}\left(x_{i}\right), y_{i}\right)<2^{-r}$, so

$$
\left(x_{i}\right)_{\langle n, n+2 r)}=\left(y_{i}\right)_{\langle 0,2 r)}=\left(x_{j_{i}}\right)_{\langle-p,-p+2 r)}
$$

However, both sets $\left\{\left(x_{i}\right)_{\langle n, n+2 r)}: 1 \leq i \leq k_{1}\right\}$ and $\left\{\left(x_{j_{i}}\right)_{\langle-p,-p+2 r)}\right.$ : $\left.1 \leq i \leq k_{1}\right\}$ contain exactly $k_{0}$ elements and they are equal. Consider a set of words $\left\{u_{i}=\left(x_{i}\right)_{\langle-p, n)} ; 1 \leq i \leq k_{1}\right\}$ and define a binary matrix $M=\left(M_{i j}\right)_{1 \leq i, j \leq k_{1}}$ by

$$
M_{i j}=1 \Leftrightarrow\left(x_{i}\right)_{\langle n, n+2 r)}=\left(x_{j}\right)_{\langle-p,-p+2 r)} .
$$

For every $i \leq k_{1}$ there exists at least one $j \leq k_{1}$ with $M_{i j}=1$ and for some $i$ there exist at least two $j$ with $M_{i j}=1$. Dually, for every $j$ there exists at least one, and sometimes at least two $i$ with $M_{i j}=1$. Let $\Sigma \subseteq A^{\mathbb{Z}}$ be a SFT defined by $w \in \Sigma$ iff for every $i \in \mathbb{Z}$ there exists $j_{i} \leq k_{1}$ such that

$$
w_{\langle i(n+p),(i+1)(n+p))}=u_{j_{i}} \text { and } M_{j_{i}, j_{i+1}}=1
$$

Then for every $x, y \in \Sigma, F(x)=F(y)$, but $\Sigma$ is an infinite set and this is a contradiction.

Proposition 7.2 (Hedlund [19]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$ and $y, z \in A^{\mathbb{Z}}$. Let $z$ be $\sigma$-transitive and $\left|F^{-1}(z)\right|=m$. Then $\left|F^{-1}(y)\right| \geq m$ and there exist $m$ pairwise totally $2 r$-separated preimages of $y$. In particular every two $\sigma$-transitive points have the same number of preimages.

Proof. Let $F^{-1}(z)=\left\{x_{1}, \ldots, x_{m}\right\}$. By Proposition 7.1, $\left(x_{i}\right)_{i \leq m}$ are pairwise totally $2 r$-separated. For every $q$ there exists $n_{q}$ for which $d\left(\sigma^{n_{q}}(z), y\right)<2^{-q}$. By choosing a subsequence if necessary, we can assume that $\sigma^{n_{q}}\left(x_{i}\right)$ converge to some $w_{i}$ as $q \rightarrow \infty$. Then $\left(w_{i}\right)_{i \leq m}$ are pairwise totally $2 r$-separated and $F\left(w_{i}\right)=y$. $\square$

Corollary 7.1. Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$ and put

$$
m=\min \left\{\left|F^{-1}(x)\right|: x \in A^{\mathbb{Z}}\right\}
$$

The set $\left\{x \in A^{\mathbb{Z}}:\left|F^{-1}(x)\right|=m\right\}$ is residual and contains all $\sigma$-transitive points.

In the CA $\left(3^{\mathbb{Z}}, L\right)$ of Example $8, m=1$. Every point which has an infinite number of two's in $\langle 0, \infty)$, has only one preimage.
8. Openness. We characterize CA with constant number of preimages. Recall that a dynamical system $(X, F)$ is open if for every open set $U \subseteq X, F(U)$ is open. Clearly every bijective DS is open. By a theorem of Parry [27], a one-sided subshift is open iff it is a SFT. Since the sum CA of Example 3 is conjugate to the full shift of four symbols, it is open. Moreover, every its point has exactly four preimages.

Theorem 8.1 (Hedlund [19]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$. The following conditions are equivalent.

1. There exists $m>0$ such that for all $x \in A^{\mathbb{Z}},\left|F^{-1}(x)\right|=m$.
2. There exist continuous maps $F_{1}, \ldots, F_{m}: A^{\mathbb{Z}} \rightarrow A^{\mathbb{Z}}$ such that for all $x \in A^{\mathbb{Z}}, F^{-1}(x)=\left\{F_{1}(x), \ldots, F_{m}(x)\right\}$.
3. $F$ is open.

Proof. $1 \Rightarrow 2$ : By Proposition 7.2, the preimages of every point are pairwise totally $2 r$-separated. Assume that $F^{-1}(y)=\left\{x_{1}, \ldots, x_{m}\right\}$. We show

$$
\forall \varepsilon>0, \exists \delta>0, \forall y^{\prime} \in B_{\delta}(y), \exists i \leq m, \exists x^{\prime} \in B_{\varepsilon}\left(x_{i}\right), F\left(x^{\prime}\right)=y^{\prime}
$$

If this were not true, there would exist $\varepsilon>0$ such that for every $\delta=2^{-n}$ there would exist $y_{n} \in B_{\delta}(y)$, and its preimage $z_{n} \in F^{-1}\left(y_{n}\right)$, such that $d\left(z_{n}, x_{i}\right) \geq \varepsilon$ for every $i$. If $z$ were a limit of a subsequence of $\left(z_{n}\right)_{n \geq 0}$, then $F(z)=y$, so $y$ would have at least $m+1$ preimages and this is a contradiction. Moreover, if $\varepsilon \leq 2^{-r}$, then the $m$ preimages of $y^{\prime}$ belong to distinct $B_{\varepsilon}\left(x_{i}\right)$, since they are pairwise totally $2 r$-separated and therefore their distance is at least $2^{-r}$. Thus we get a stronger condition

$$
\forall \varepsilon>0, \exists \delta>0, \forall y^{\prime} \in B_{\delta}(y), \forall i \leq m, \exists!x_{i}^{\prime} \in B_{\varepsilon}\left(x_{i}\right), F\left(x_{i}^{\prime}\right)=y^{\prime}
$$

Suppose that $\delta$ has this property with $\varepsilon=2^{-r}$. Let $\mathcal{V}=\left\{V_{b}: b \in B\right\}$ be a clopen partition of $A^{\mathbb{Z}}$ with $\operatorname{diam}(\mathcal{V})<\delta$. Choose from every $V_{b}$ a point $y_{b} \in V_{b}$ and denote its preimages $F^{-1}\left(y_{b}\right)=\left\{x_{b, 1}, \ldots, x_{b, m}\right\}$. Define $F_{i}: A^{\mathbb{Z}} \rightarrow A^{\mathbb{Z}}$ by

$$
x \in V_{b} \Rightarrow d\left(F_{i}(x), x_{b, i}\right)<\varepsilon, F\left(F_{i}(x)\right)=x
$$

Then $F_{i}$ are continuous.
$2 \Rightarrow 3$ : Assume that $U \subseteq A^{\mathbb{Z}}$ is an open set such that $F(U)$ is not open, so there exists $x \in U$ such that $F(U)$ is not a neighbourhood of $F(x)$. For some $i \leq m, x=F_{i}(F(x))$. There exists a sequence $\left(y_{n} \notin F(U)\right)_{n \geq 0}$ converging to $F(x)$ and $F_{i}\left(y_{n}\right) \notin U . \quad\left(F_{i}\left(y_{n}\right)\right)_{n \geq 0}$ has a subsequence converging to some $z \notin U$ and $F(z)=F(x)$. Since the preimages of every $y_{n}$ are pairwise totally $2 r$-separated, $z$ differs from all $F_{j}(F(x))$ and this is a contradiction. $3 \Rightarrow 1$ : We show first that $F$ is surjective. Suppose that $V=F\left(A^{\mathbb{Z}}\right) \neq$ $A^{\mathbb{Z}}$, Since $V$ is clopen and $\left(A^{\mathbb{Z}}, \sigma\right)$ is transitive, there exists $n>0$ such that $\sigma^{n}(V) \cap\left(A^{\mathbb{Z}} \backslash V\right) \neq \emptyset$ and this is impossible since $V$ is $\sigma$ - invariant. Put $m=\min \left\{\left|F^{-1}(x)\right|: x \in A^{\mathbb{Z}}\right\}$ and assume that for some $y \in A^{\mathbb{Z}}$, $F^{-1}(y)=\left\{x_{1}, \ldots, x_{p}\right\}$, where $p>m$. Let $U_{i} \ni x_{i}$ be pairwise disjoint open sets. Then $V=F\left(U_{1}\right) \cap \cdots \cap F\left(U_{p}\right)$ is an open set containing $x$, and every element of $V$ has at least $p$ preimages. However, $\sigma$-transitive points are dense, so $V$ contains a $\sigma$-transitive point which has only $m$ preimages.口

The inverse maps $F_{i}$ are in general not CA. In the sum CA of Example 3 , the four inverse maps may be given by conditions

$$
F_{0}(x)_{\langle 0,1\rangle}=00, \quad F_{1}(x)_{\langle 0,1\rangle}=01, \quad F_{2}(x)_{\langle 0,1\rangle}=10, \quad F_{3}(x)_{\langle 0,1\rangle}=11
$$

Only when $m=1$, i.e., when $F$ is bijective, the inverse $\operatorname{map} F^{-1}$ is a CA. This is the case of identity and of every almost equicontinuous open map.

Theorem 8.2. Every CA which is open and almost equicontinuous is bijective.

Proof. Let $u \in A^{m}$ be a $2 r$-blocking word with offset $j$. Suppose that some $z \in[u]_{0}$ has two distinct preimages $x, y$. Then $v=x_{(-r, m+r)}$, $w=y_{(-r, m+r)}$ are distinct (since $x$ and $y$ are totally $2 r$-separated), and both $F\left([v]_{-r}\right)$ and $F\left([w]_{-r}\right)$ are contained in $[u]_{0}$. Moreover, $v$ and $w$ are $2 r$-blocking words with offsets $j+r$. By Proposition $6.3,\left(A^{\mathbb{Z}}, F\right)$ is nonwandering, so there exist $p, q>0$ and $x^{\prime} \in[v]_{-r} \cap F^{-p}\left([v]_{-r}\right), y^{\prime} \in$ $[w]_{r} \cap F^{-q}\left([w]_{-r}\right)$. It follows that

$$
\begin{gathered}
x_{\langle j, j+2 r)}^{\prime}=F^{p q}\left(x^{\prime}\right)_{\langle j, j+2 r)}=F^{p q-1}(z)_{\langle j, j+2 r)}=F^{p q}\left(y^{\prime}\right)_{\langle j, j+2 r)}=y_{\langle j, j+2 r)}^{\prime} \\
x_{\langle j, j+2 r)}=x_{\langle j, j+2 r)}^{\prime}=y_{\langle j, j+2 r)}^{\prime}=y_{\langle j, j+2 r)}
\end{gathered}
$$

so $x$ and $y$ are not $2 r$-separated. Thus $z$ has only one preimage, and since $F$ is open, every point has exactly one preimage.


Example 9 (B: A bijective almost equicontinuous CA). $\left(A^{\mathbb{Z}}, B\right)$ where $A=\{000,001,010,011,100\}=\{0,1,2,3,4\}$, and

$$
B(x, y, z)_{i}=\left(x_{i},\left(1+x_{i}\right) y_{i+1}+x_{i-1} z_{i},\left(1+x_{i}\right) z_{i-1}+x_{i+1} y_{i}\right)
$$

(the addition is modulo 2).


Fig. 8. B: A bijective CA.
The dynamics is conveniently described as movement of three types of particles, $1=001,2=010$ and $4=100$. Four is a wall which neither moves
nor changes. A 1 goes to the left and when it hits a wall (4), it changes to 2. A two goes to the right and when it hits the wall, it changes to a one. One's and two's may cross, to form three's. Clearly 4 is a 1-blocking word, so the system is almost equicontinuous. It is bijective, as its inverse is

$$
B^{-1}(x, y, z)_{i}=\left(x_{i},\left(1+x_{i}\right) y_{i-1}+x_{i+1} z_{i},\left(1+x_{i}\right) z_{i+1}+x_{i-1} y_{i}\right) .
$$

## 9. Closingness.

Definition 9.1. A $C A\left(A^{\mathbb{Z}}, F\right)$ is right closing (left closing), if for every distinct left asymptotic (right asymptotic) $x, y \in A^{\mathbb{Z}}, F(x) \neq F(y)$. $A C A$ is closing if it is either left or right closing.
Clearly $\left(A^{\mathbb{Z}}, F\right)$ is right closing iff its dual $\left(A^{\mathbb{Z}}, \bar{F}\right)$ is left closing.
The CA $\left(3^{\mathbb{Z}}, L\right)$ of Example 8 is left closing. If $L(x)=z$, then for every $i \in \mathbb{Z}$

$$
x_{i}=\left\{\begin{array}{llc}
x_{i+1}+z_{i} \bmod 2 & \text { if } & z_{i} \neq 2 \\
2 & \text { if } & z_{i}=2
\end{array} .\right.
$$

Thus if $L(x)=L(y)$ and if $x$ and $y$ are right asymptotic, then $x=y$. The CA is, however, not right closing. The points $x=0^{\infty} .20^{\infty}$ and $y=0^{\infty} .21^{\infty}$ are left asymptotic and their images coincide.

Example 10 (R: a surjective CA). The $C A\left(3^{\mathbb{Z}} \times 3^{\mathbb{Z}}, R\right)$, where $R=L \times \bar{L}$, is not closing but it is surjective. The points $x=\left(0^{\infty} .20^{\infty}, 0^{\infty}\right)$ and $y=\left(0^{\infty} .21^{\infty}, 0^{\infty}\right)$ are left asymptotic but their images coincide. The points $x=\left(0^{\infty}, 0^{\infty} 2.0^{\infty}\right)$ and $y=\left(0^{\infty}, 1^{\infty} 2.0^{\infty}\right)$ are right asymptotic but their images coincide.

Proposition 9.1. Every closing $C A$ is surjective.
Proof. Let $\left(A^{\mathbb{Z}}, F\right)$ be a CA with radius $r$ which is not surjective. By Theorem 6.2 there exists a diamond, i.e., words $w \in A^{2 r}$ and $u \neq v \in A^{+}$ with $|u|=|v|$ and $f(w u w)=f(w v w)$. Put $x=w^{\infty} . u w^{\infty}, y=w^{\infty} . v w^{\infty}$. Then $x, y$ are both left and right asymptotic and $F(x)=F(y)$, so $F$ is neither right nor left closing. $\square$

Proposition 9.2. $A C A\left(A^{\mathbb{Z}}, F\right)$ is right closing iff there exists $m>0$ such that

$$
x_{\langle-m, 0)}=y_{\langle-m, 0)} \& F(x)_{\langle-m, m\rangle}=F(y)_{\langle-m, m\rangle} \Rightarrow x_{0}=y_{0}
$$

Proof. Suppose that $F$ is right closing. For $m>0$ let $X_{m}$ consist of all pairs $(x, y) \in A^{\mathbb{Z}} \times A^{\mathbb{Z}}$ such that

$$
x_{\langle-m, 0)}=y_{\langle-m, 0)}, \quad x_{0} \neq y_{0}, \quad F(x)_{\langle-m, m\rangle}=F(y)_{\langle-m, m\rangle} .
$$

Every $X_{m}$ is closed and $X_{m+1} \subseteq X_{m}$. If all $X_{m}$ were nonempty, their intersection would contain a pair $(x, y)$ of distinct left asymptotic words with $F(x)=F(y)$, so $F$ would not be right closing. Thus for some $m$,
$X_{m}=\emptyset$.
Conversely, suppose that $F$ is not right closing, so there exist distinct left asymptotic words $x, y$ with $F(x)=F(y)$. Taking the shifts of $x$ and $y$ if necessary, we can assume $x_{(-\infty, 0)}=y_{(-\infty, 0)}$ and $x_{0} \neq y_{0}$. Thus for every $m>0$, the condition is not satisfied.

Proposition 9.3. Let $\left(A^{\mathbb{Z}}, F\right)$ be a right closing $C A$. There exists $m>0$ such that if $u \in A^{m}, v \in A^{2 m}$ and $F\left([u]_{-m}\right) \cap[v]_{-m} \neq \emptyset$, then

$$
\forall b \in A, \exists!a \in A, F\left([u a]_{-m}\right) \cap[v b]_{-m} \neq \emptyset
$$

Proof. By Proposition 9.2, for every $b$ there exists at most one $a$ with $F\left([u a]_{-m}\right) \cap[v b]_{-m} \neq \emptyset$. Put

$$
B=\left\{(u, v) \in A^{m} \times A^{2 m}: F\left([u]_{-m}\right) \cap[v]_{-m} \neq \emptyset\right\}
$$



Consider an oriented graph with vertices $B$. For every pair of words $u \in A^{m+1}, v \in A^{2 m+1}$ such that $F\left([u]_{-m}\right) \cap[v]_{-m} \neq \emptyset$, put an oriented edge

$$
\left(u_{\langle 0, m-1\rangle}, v_{\langle 0,2 m-1\rangle}\right) \rightarrow\left(u_{\langle 1, m\rangle}, v_{\langle 1,2 m\rangle}\right) .
$$

This graph defines a SFT $\Sigma \subseteq B^{\mathbb{Z}}$ of order two, and there is a conjugacy $\varphi:\left(A^{\mathbb{Z}}, \sigma\right) \rightarrow(\Sigma, \sigma)$ defined by $\varphi(x)_{i}=\left(x_{\langle i, i+m-1\rangle}, F(x)_{\langle i, i+2 m-1\rangle}\right)$. The topological entropy is $h(\Sigma, \sigma)=h\left(A^{\mathbb{Z}}, \sigma\right)=\ln |A|$. In the graph of $\Sigma$, from every vertex $\left(u_{\langle 0, m-1\rangle}, v_{\langle 0,2 m-1\rangle}\right)$ there are at most $|A|$ outgoing edges (for every $v_{2 m}$ at most one). If there are fewer than $|A|$ outgoing edges from some vertex, then the topological entropy $h(\Sigma, \sigma)$ would be smaller than $\ln |A|$ (Lind and Marcus, [22], Corollary 4.4.9.).

Theorem 9.1. If $\left(A^{\mathbb{Z}}, F\right)$ is a right closing $C A$, then for some $p>0$, $\left(A^{\mathbb{Z}}, \sigma^{p} \circ F\right)$ is a factor of a two-sided full shift.

Proof. Let $m>0$ be the number from Proposition 9.3. We can assume $m \geq r$, where $r$ is the radius. Put $p=3 m+1$ and

$$
B=\left\{(u, v) \in A^{2 m+1} \times A^{2 m+1}: F^{-1}\left([u]_{-m}\right) \cap[v]_{0} \neq \emptyset\right\}
$$



If ( $u_{0}, v_{0}$ ) and ( $u_{1}, v_{1}$ ) belong to $B$, then there exists $y \in\left[u_{1}\right]_{2 m+1} \cap$ $F^{-1}\left(\left[v_{1}\right]_{3 m+1}\right)$. We can change $y$ in interval $\langle 0,2 m\rangle$ to obtain a point $x \in\left[v_{0} u_{1}\right]_{0} \cap F^{-1}\left(\left[v_{1}\right]_{3 m+1}\right)$. By Proposition $9.3, x$ has a preimage in $\left[u_{0}\right]_{-m}$, so

$$
F^{1}\left(\left[u_{0}\right]_{-m}\right) \cap\left[v_{0} u_{1}\right]_{0} \cap F^{-1}\left(\left[v_{1}\right]_{3 m+1}\right) \neq \emptyset
$$

If $(u, v) \in B^{\mathbb{Z}}$, then $X_{1}=F^{1}\left(\left[v_{-1} u_{0}\right]_{-3 m-1}\right) \cap\left[v_{0} u_{1}\right]_{0} \cap F^{-1}\left(\left[v_{1} u_{2}\right]_{3 m+1}\right) \neq$ $\emptyset$, and similarly, for every $q>0$,

$$
X_{q}=\bigcap_{n=-q}^{q} F^{-n}\left(\left[v_{n} u_{n+1}\right]_{(3 m+1) n}\right) \neq \emptyset
$$

By compactness, $\bigcap_{q>0} X_{q}$ is nonempty. If $x, y \in X_{q}$, then

$$
x_{\langle-q(3 m+1)+m q, q(3 m+1)-m q\rangle}=y_{\langle-q(3 m+1)+m q, q(3 m+1)-m q\rangle}
$$

Thus there exists a unique $\varphi(u, v) \in \bigcap_{q>0} X_{q}$ and $\varphi:\left(B^{\mathbb{Z}}, \sigma\right) \rightarrow\left(A^{\mathbb{Z}}, \sigma^{p} \circ\right.$ $F)$ is a factor map.

Theorem 9.2 (Boyle and Kitchens [8]). Every closing $C A\left(A^{\mathbb{Z}}, F\right)$ has a dense set of points which are both $F$-periodic and $\sigma$-periodic.

Proof. We can assume that $F$ is right closing. Since $\left(A^{\mathbb{Z}}, \sigma^{p} \circ F\right)$ is a factor of a two-sided full shift, it has a dense set of periodic points. We can assume $p>m$ where $m$ is the integer from Proposition 9.3. We show that if $x \in A^{\mathbb{Z}}$ is a $\left(\sigma^{p} \circ F\right)$-periodic point, then it is both $\sigma$-periodic and $F$-periodic. Put $B=A^{2 p+1}$ and construct a $\operatorname{map} \varphi: A^{\mathbb{Z}} \rightarrow B^{\mathbb{N}}$ by

$$
\varphi(x)_{i}=\left(\sigma^{p} \circ F\right)^{i}(x)_{\langle-p, p\rangle}=F^{i}(x)_{\langle p i-p, p i+p\rangle}
$$



Because $F$ is right closing and $p>m, \varphi(\sigma(x))$ is uniquely determined by $\varphi(x)$, in fact, $\varphi(\sigma(x))_{i}$ depends only on $\varphi(x)_{i}$ and $\varphi(x)_{i+1}$. If $x \in A^{\mathbb{Z}}$ is $\left(\sigma^{p} \circ F\right)$-periodic, i.e., if $\left(\sigma^{p} \circ F\right)^{q}(x)=x$, then $\varphi(x)$ is $\sigma$-periodic since

$$
\varphi(x)_{i+q}=\left(\sigma^{p} \circ F\right)^{i+q}(x)_{\langle-p, p\rangle}=\left(\sigma^{p} \circ F\right)^{i}(x)_{\langle-p, p\rangle}=\varphi(x)_{i} .
$$

It follows that $\varphi(\sigma(x))$ is $\sigma$-periodic with period $q$ too. In $B^{\mathbb{N}}$, there are at most $|B|^{q} \sigma$-periodic points with period $q$, so there exist $0 \leq k<k+s<$ $|B|^{q}$ such that $\varphi\left(\sigma^{k+s}(x)\right)=\varphi\left(\sigma^{k}(x)\right)$ and for all $l \geq k, \varphi\left(\sigma^{l+s}(x)\right)=$ $\varphi\left(\sigma^{l}(x)\right)$. Applying this argument to $\sigma^{-j}(x)$ where $j=|B|^{q}$, we get $\varphi\left(\sigma^{l+s}(x)\right)=\varphi\left(\sigma^{l}(x)\right)$ for all $l \geq 0$. In particular, $\varphi\left(\sigma^{s}(x)\right)=\varphi(x)$, so $\sigma^{s}(x)=x$ and

$$
x=\left(\sigma^{p} \circ F\right)^{q s}(x)=F^{q s} \circ \sigma^{p q s}(x)=F^{q s}(x)
$$

Thus $x$ is both $\sigma$-periodic and $F$-periodic.
Theorem 9.3. A CA is open iff it is both left closing and right closing.

Proof. If $\left(A^{\mathbb{Z}}, F\right)$ is open and $z \in A^{\mathbb{Z}}$, then every two preimages of $z$ are totally $2 r$-separated, so they are neither left nor right asymptotic. This means that $F$ is both right and left closing.
Conversely, Suppose that $\left(A^{\mathbb{Z}}, F\right)$ is a CA with radius $r$ which is both left and right closing. Let $m>0$ be an integer with property of Proposition 9.3 and $u \in A^{2 k+1}$. Then $F\left([u]_{-k}\right)$ is open, since it is the union of all cylinders $[v]_{-k-m}$ such that $v \in A^{2 k+2 m+1}$ and $F\left([u]_{-k}\right) \cap[v]_{-k-m} \neq \emptyset$.

## 10. Expansivity.

Proposition 10.1. Every positively expansive $C A\left(A^{\mathbb{Z}}, F\right)$ with radius $r$ is conjugate to $\left(\Sigma_{\langle-r, r\rangle}(F), \sigma\right)$.

Proof. Suppose that there exist $x \neq y$ such that for all $n \geq 0$, $F^{n}(x)_{\langle-r, r\rangle}=F^{n}(y)_{\langle-r, r\rangle}$. Let $x_{k} \neq y_{k}$, so $|k|>r$. Assume $k>0$ and define $z \in A^{\mathbb{Z}}$ by $z_{(-\infty, 0\rangle}=x_{(-\infty, 0\rangle}, z_{\langle 0, \infty)}=y_{\langle 0, \infty)}$. Then $x \neq z$ and for all $n \geq 0, F^{n}(x)_{(-\infty, r)}=F^{n}(z)_{(-\infty, r)}$. It follows that for every $k \geq 0$

$$
F^{n}\left(\sigma^{-k}(x)\right)_{(-\infty, r+k\rangle}=F^{n}\left(\sigma^{-k}(z)\right)_{(-\infty, r+k\rangle}
$$

and this is a contradiction. Thus $\varphi:\left(A^{\mathbb{Z}}, F\right) \rightarrow\left(\Sigma_{\langle-r, r\rangle}(F), \sigma\right)$ is injective, hence a conjugacy.

Theorem 10.1 (Kůrka [21], Nasu [25]). Every positively expansive $C A$ is open and conjugate to a onesided SFT.

Proof. We show that if $\left(A^{\mathbb{Z}}, F\right)$ is positively expansive, then it is both left and right closing. Let $\delta=2^{-m}$ be the constant of expansivity, so

$$
x \neq y \Rightarrow \exists n \geq 0, F^{n}(x)_{\langle-m, m\rangle} \neq F^{n}(y)_{\langle-m, m\rangle} .
$$

Suppose that $x, y$ are distinct left asymptotic points with $F(x)=F(y)$. By taking a shift of $x$ and $y$ if necessary, we can assume $x_{(-\infty, m\rangle}=y_{\langle-\infty, m\rangle}$, so
$d\left(F^{n}(x), F^{n}(y)\right)<\delta$ for all $n \geq 0$ and this is a contradiction. By Theorem 9.3, $\left(A^{\mathbb{Z}}, F\right)$ is open, so $\left(\Sigma_{\langle-r, r\rangle}(F), \sigma\right)$ is open too. By a Theorem of Parry, [27], a one sided subshift is a SFT iff it is open, so $\Sigma_{\langle-r, r\rangle}(F)$ is a SFT.

Theorem 10.2 (Blanchard and Maass [3]). Every positively expansive $C A$ is mixing.

Proof. Let $\left(A^{\mathbb{Z}}, F\right)$ be a positively expansive CA with radius $r$, put $B=A^{2 r+1}$ and let $k$ be the order of SFT $\Sigma_{\langle-r, r\rangle}(F)$, so $w \in \Sigma_{\langle-r, r\rangle}(F)$ iff for all $n \geq 0, w_{\langle n, n+k)} \in \mathcal{L}\left(\Sigma_{\langle-r, r\rangle}(F)\right)$. Let $u, v \in A^{n r}$. There exists $p>0$ such that for every $x, y$,
$\forall i<p, F^{i}(x)_{\langle-r, r\rangle}=F^{i}(y)_{\langle-r, r\rangle} \Rightarrow x_{\langle-(k+n) r,(k+n) r\rangle}=y_{\langle-(k+n) r,(k+n) r\rangle}$.
We will show that for all $m \geq p, F^{m}\left([u]_{0}\right) \cap[v]_{0} \neq \emptyset$. Choose any $x \in A^{\mathbb{Z}}$, such that $x_{\langle k r+1,(k+n) r\rangle}=u$. Since $F$ is surjective, there exists $y \in A^{\mathbb{Z}}$ such that

$$
F^{m}(y)_{\langle-k r, k r\rangle}=F^{m}(x)_{\langle-k r, k r\rangle}, F^{m}(y)_{\langle k r+1,(k+n) r\rangle}=v
$$



It follows that for $m \leq i<m+k, F^{i}(x)_{\langle-r, r\rangle}=F^{i}(y)_{\langle-r, r\rangle}$. Construct $w \in B^{m+p}$ by

$$
w_{i}=\left\{\begin{array}{lll}
F^{i}(x)_{\langle-r, r\rangle} & \text { if } & 0 \leq i \leq m+k-1 \\
F^{i}(y)_{\langle-r, r\rangle} & \text { if } & m \leq i \leq m+p-1
\end{array} .\right.
$$

Since both $w_{(0, m+k)}$ and $w_{\langle m, m+p)}$ belong to the language of the subshift, $w$ belongs to this language too and there exists $z \in A^{\mathbb{Z}}$ such that for $i<m+p$, $F^{i}(z)_{\langle-r, r\rangle}=w_{i}$. Thus $z_{\langle k r+1,(k+n) r\rangle}=u$ and $F^{m}(z)_{\langle k r+1,(k+n) r\rangle}=v$, so $\sigma^{k r+1}(z)=[u]_{0} \cap F^{-m}\left([v]_{0}\right)$.

There is a large class of permutive local rules which yield expansive, or at least open CA.

Definition 10.1. Let $s \geq 1$ and $f: A^{s} \rightarrow A$ be a local rule.

1. $f$ is left permutive iff $\forall u \in A^{s-1}, \forall b \in A, \exists!a \in A, f(a u)=b$.
2. $f$ is right permutive iff $\forall u \in A^{s-1}, \forall b \in A, \exists!a \in A, f(u a)=b$.

Proposition 10.2. Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$ and let $f: A^{a-m+1} \rightarrow A$ be its local rule. Here $m \leq a$ is the memory and anticipation respectively.

1. If $f$ is left permutive, then $F$ is left closing.
2. If $f$ is right permutive, then $F$ is right closing.
3. If $f$ is both left and right permutive and $m<0<a$, then $F$ is expansive.

The sum CA of Example 3 is both left and right permutive with $m=$ $-1, a=1$. The closing CA of Example 8 is left permutive with $m=0$ and $a=1$. It is not right permutive. However, the bijective and hence open CA of Example 9 is neither left nor right permutive.
11. Shadowing property. If $\left(x_{i}\right)_{i \geq 0}$ is a $2^{-m}$-chain in a $\mathrm{CA}\left(A^{\mathbb{Z}}, F\right)$, then for all $i, F\left(x_{i}\right)_{\langle-m, m\rangle}=\left(x_{i+1}\right)_{\langle-m, m\rangle}$, so $u_{i}=\left(x_{i}\right)_{\langle-m, m\rangle}$ satisfy $F\left(\left[u_{i}\right]_{-m}\right) \cap\left[u_{i+1}\right]_{-m} \neq \emptyset$. Conversely, if a sequence $\left(u_{i} \in A^{2 m+1}\right)_{i \geq 0}$ satisfies this property and $x_{i} \in\left[u_{i}\right]_{-m}$, then $\left(x_{i}\right)_{i \geq 0}$ is a $2^{-m}$-chain.

Theorem 11.1 (Kůrka [21]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a CA. If for every sufficiently large $n, \Sigma_{\langle-n, n\rangle}(F)$ is a SFT, then $F$ has the shadowing property.

Proof. For a given $\varepsilon=2^{-n} \leq 2^{-r}$, let $m+1>1$ be the order of $\Sigma_{\langle-n, n\rangle}(F)$, so $w \in \Sigma_{\langle-n, n\rangle}(F)$ iff for every $i \geq 0, w_{\langle i, i+m\rangle} \in$ $\mathcal{L}\left(\Sigma_{\langle-n, n\rangle}(F)\right)$. Put $k=n+r m$ and $\delta=2^{-k}$. We show that every $\delta$-chain is $\varepsilon$-shadowed by some point. Let $\left(x_{i}\right)_{i \geq 0}$ be a $\delta$-chain, so $F\left(x_{i}\right)_{\langle-k, k\rangle}=$ $\left(x_{i+1}\right)_{\langle-k, k\rangle}$. We get

$$
F^{2}\left(x_{i}\right)_{\langle-k+r, k-r\rangle}=F\left(x_{i+1}\right)_{\langle-k+r, k-r\rangle}=\left(x_{i+2}\right)_{\langle-k+r, k-r\rangle}
$$

and $\forall j \leq m, F^{j}\left(x_{i}\right)_{\langle-n, n\rangle}=\left(x_{i+j}\right)_{\langle-n, n\rangle}$. Since $\Sigma_{\langle-n, n\rangle}(F)$ is a SFT of order $m+1$, the sequence $\left(\left(x_{i}\right)_{\langle-n, n\rangle}\right)_{i \geq 0}$ belongs to $\mathcal{L}\left(\Sigma_{\langle-n, n\rangle}(F)\right)$, so there exists a point $x \in A^{\mathbb{Z}}$, such that for all $i \geq 0, F^{i}(x)_{\langle-n, n\rangle}=\left(x_{i}\right)_{\langle-n, n\rangle}$, so $x \varepsilon$-shadows the sequence $\left(x_{i}\right)_{i \geq 0}$. $\square$


Every expansive CA has the shadowing property since it is conjugate to a SFT. It is easy to see that the factor subshifts of the product CA and the majority CA are SFT, so these CA have the shadowing property.

Theorem 11.2 (Kůrka [21]). If $\left(A^{\mathbb{Z}}, F\right)$ is a $C A$ with the shadowing property, then every its factor subshift is sofic.

Proof. Let $\left(A^{\mathbb{Z}}, F\right)$ be a CA. We show that for every $n \geq 0, \Sigma_{\langle-n, n\rangle}(F)$ is a sofic subshift. For $\varepsilon=2^{-n}$ there exists $\delta=2^{-k}$ such that every $\delta$ chain is $\varepsilon$-shadowed by some point. We can assume $k \geq n$. Put $B=A^{2 k+1}$, $C=A^{2 n+1}$ and define a SFT $\Sigma \subseteq B^{\mathbb{N}}$ of order 2 so that for $u, v \in B$,

$$
u v \in \mathcal{L}(\Sigma) \Leftrightarrow F\left([u]_{-k}\right) \cap[v]_{-k} \neq \emptyset .
$$

Define a map $\varphi: \Sigma \rightarrow C^{\mathbb{N}}$ by $\varphi(u)_{i}=\left(u_{i}\right)_{\langle k-n, k+n\rangle}$. For $u \in \Sigma$ consider any sequence of points $\left(x_{i} \in A^{\mathbb{Z}}\right)_{i \geq 0}$ with $x_{i} \in\left[u_{i}\right]_{-k}$. Then $\left(x_{i}\right)_{i \geq 0}$ is a $\delta$-chain so there exists a point $x \in \bar{A}^{\mathbb{N}}$ which $\varepsilon$-shadows it. We get

$$
F^{i}(x)_{\langle-n, n\rangle}=\left(x_{i}\right)_{\langle-n, n\rangle}=\left(u_{i}\right)_{\langle k-n, k+n\rangle}
$$

so $\varphi(u) \in \Sigma_{\langle-n, n\rangle}(F)$. Thus $\varphi(\Sigma) \subseteq \Sigma_{\langle-n, n\rangle}(F)$. Conversely, if $v \in$ $\Sigma_{\langle-n, n\rangle}(F)$, then there exists $x \in A^{\mathbb{Z}}$ with $v_{i}=F^{i}(x)_{\langle-n, n\rangle}$ and $v=\varphi(u)$, where $u_{i}=F^{i}(x)_{\langle-k, k\rangle}$. Thus $\Sigma_{\langle-n, n\rangle}(F)=\varphi(\Sigma)$ is sofic.

Proposition 11.1. Every equicontinuous $D S$ on $A^{\mathbb{Z}}$ has the shadowing property.

Proof. By the assumption for every $\varepsilon=2^{-n}$ there exists $\delta=2^{-k}$ such that if $x_{\langle-k, k\rangle}=y_{\langle-k, k\rangle}$, then $F^{i}(x)_{\langle-n, n\rangle}=F^{i}(y)_{\langle-n, n\rangle}$ for all $i \geq 0$. Let $\left(x_{i} \in A^{\mathbb{Z}}\right)_{i \geq 0}$ be a $\delta$ - chain. Then $F\left(x_{i}\right)_{\langle-k, k\rangle}=\left(x_{i+1}\right)_{\langle-k, k\rangle}$, so for every $m>0$,

$$
F^{m}\left(x_{0}\right)_{\langle-n, n\rangle}=F^{m-1}\left(x_{1}\right)_{\langle-n, n\rangle}=\cdots F\left(x_{m-1}\right)_{\langle-n, n\rangle}=\left(x_{m}\right)_{\langle-n, n\rangle} .
$$

Thus $x_{0} \varepsilon$-shadows $\left(x_{i}\right)_{i \geq 0}$. $\square$

## 12. Attractors.

Theorem 12.1 (Hurley [20]). Let $\left(A^{\mathbb{Z}}, F\right)$ be a $C A$ and $x \in A^{\mathbb{Z}}$ an attracting periodic point. Then $\sigma(x)=x$ and $F(x)=x$.

Proof. Let $p$ be the period of $x$, so $F^{p}(x)=x$. By the assumption, there exists a clopen set $U$ with $\mathcal{O}(x)=\omega(U)$. There exists a nonempty open set $U_{0} \subseteq U$ such that if $y \in U_{0}$, then $\lim _{n \rightarrow \infty} F^{n p}(y)=x$. Since $\left(A^{\mathbb{Z}}, \sigma\right)$ is mixing, for $k$ large enough, both $\sigma^{k}\left(U_{0}\right) \cap U_{0}$ and $\sigma^{k+1}\left(U_{0}\right) \cap U_{0}$ are nonempty. For $y \in \sigma^{k}\left(U_{0}\right) \cap U_{0}$ and $z \in \sigma^{k+1}\left(U_{0}\right) \cap U_{0}$ we get

$$
\sigma^{k}(x)=\lim _{n \rightarrow \infty} F^{n p}(y)=x=\lim _{n \rightarrow \infty} F^{n p}(z)=\sigma^{k+1}(x)
$$

It follows $\sigma(x)=x$, so $x=a^{\infty}$ for some $a \in A$. Then $F(x)=b^{\infty}$ for some $b \in A$ and $a^{\infty}=\lim _{n \rightarrow \infty} F^{n p}\left(a^{\infty} . b^{\infty}\right)=b^{\infty}$. Thus $a=b$ and therefore $p=1$.

In the product CA of Example $1,0^{\infty}$ is an attracting fixed point. There is also another larger attractor $\omega\left(2^{\mathbb{Z}}\right)$.

Theorem 12.2 (Hurley [20]). If a CA has two disjoint attractors, then every its attractor contains two disjoint attractors and a continuum of quasi-attractors.

Proof. Let $Y_{1}$ and $Y_{2}$ be two disjoint attractors and $U_{1}, U_{2}$ clopen invariant sets with $\omega\left(U_{1}\right)=Y_{1}, \omega\left(U_{2}\right)=Y_{2}$. If $U_{1} \cap U_{2}$ were nonempty, then $\omega\left(U_{1} \cap U_{2}\right)$ would be an attractor contained in both $Y_{1}$ and $Y_{2}$. Thus $U_{1} \cap U_{2}=\emptyset$. Let $Y$ be an attractor and $U$ a clopen invariant set with $\omega(U)=Y$. Since $\left(A^{\mathbb{Z}}, \sigma\right)$ is mixing, there exists $n>0$ such that $V_{1}=$ $\sigma^{n}\left(U_{1}\right) \cap U \neq \emptyset$ and $V_{2}=\sigma^{n}\left(U_{2}\right) \cap U \neq \emptyset$ are clopen invariant sets. It follows that $\omega\left(V_{1}\right)$ and $\omega\left(V_{2}\right)$ are disjoint attractors contained in $Y$.

In the majority CA of Example 2, [00] $]_{0}$ and $[11]_{0}$ are disjoint invariant sets, so their omega-limits are disjoint attractors. While $\omega\left(\mathbf{2}^{\mathbb{Z}}\right)$ and $Y=$ $\omega\left([00]_{0} \cup[11]_{0}\right)$ are subshifts, other attractors are not.

Theorem 12.3 (Hurley [20]). If a CA has a minimal attractor then it is a subshift, it is contained in every other attractor and its basin of attraction is a dense open set.

Proof. Let $Y$ be a minimal attractor and let $Z$ be another attractor. If $Y \cap Z$ were empty, then $Y$ would contain two disjoint attractors. Since $Y$ is a minimal attractor, $Y \subseteq Z$. Let $V$ be a clopen invariant set with $\omega(V)=Y$. Then $\sigma^{-1}(V)$ is a clopen invariant set, so $Y \subseteq \omega\left(\sigma^{-1}(V)\right)=\sigma^{-1}(Y)$. Thus $\sigma(Y) \subseteq Y$ and similarly, $\sigma^{-1}(Y) \subseteq Y$, so $Y$ is a subshift. The basin $\mathcal{B}(Y)$ is an open $\sigma$-invariant set. Since $\left(A^{\mathbb{Z}}, \sigma\right)$ is transitive, for every nonempty open $U \subseteq A^{\mathbb{Z}}$ there exists $n>0$ with

$$
\emptyset \neq \sigma^{n}(\mathcal{B}(Y)) \cap U=\mathcal{B}(Y) \cap U
$$

and $\mathcal{B}(Y)$ is dense.
Of course an attracting fixed point is an example of a minimal attractor. To see an example of a minimal attractor which is not a fixed point consider

EXAMPLE 11 (A minimal attractor). $\left(\mathbf{2}^{\mathbb{Z}} \times \mathbf{2}^{\mathbb{Z}}, P \times \sigma\right)$, has a minimal attractor $\left\{0^{\infty}\right\} \times 2^{\mathbb{Z}}$.

Corollary 12.1 (Hurley [20]). For any CA exactly one of the following statements holds.

1. There exists two disjoint attractors and a continuum of quasi-attractors.
2. There exists a unique minimal quasi-attractor. It is a subshift and it is contained in every attractor.
3. There exists a unique minimal attractor which is contained in every other attractor.

Proof. If there do not exist disjoint attractors, then every two attractors are comparable by inclusion. The number of attractors is at most countable, so the intersection of all attractors is either a quasi-attractor or an attractor and it is $\sigma$-invariant.

Example 12 (Q : A quasi-attractor, Hurley [20]). $\left(2^{\mathbb{Z}}, Q\right)$ where

$$
Q(x)_{i}=x_{i} x_{i+1}
$$

has a quasi-attractor $\left\{0^{\infty}\right\}$.


Fig. 9. Q: A quasi-attractor.
The point $0^{\infty}$ is equicontinuous but not attracting. As in Example 1, we have

$$
Y=\omega\left(\mathbf{2}^{\mathbb{Z}}\right)=\left\{x \in \mathbf{2}^{\mathbb{Z}}: \forall k>0,10^{k} 1 \nsubseteq x\right\}
$$

For every $m \in \mathbb{Z},[0]_{m}$ is a clopen invariant set and

$$
Y_{m}=\omega\left([0]_{m}\right)=Y \cap\left\{x \in 2^{\mathbb{Z}}: \forall i \leq m, x_{i}=0\right\}
$$

is an attractor. For example $Y_{0}$ consists of all points $0^{\infty} .1^{n} 0^{\infty}$ where $0 \leq$ $n \leq \infty$. We have $Y_{m+1} \subset Y_{m}$ and $\bigcap_{m \geq 0} Y_{m}=\left\{0^{\infty}\right\}$ is the unique minimal quasi-attractor.
13. Unique attractor. Recall that a $\mathrm{DS}(X, F)$ has a unique attractor iff $\omega(X)$ is chain transitive (Akin [1], p.66).

Theorem 13.1. An equicontinuous $C A$ has either two disjoint attractors or an attracting fixed point, which is the unique attractor.

Proof. Suppose that $\left(A^{\mathbb{Z}}, F\right)$ is an equicontinuous CA which has not disjoint attractors. By Theorem 5.2, there exists a preperiod $m \geq 0$ and a period $p>0$, such that $F^{m+p}=F^{m}$. Assume that there exist two distinct attractors $Z \subset Y \subseteq A^{\mathbb{Z}}$. For $y_{1} \in Y \backslash Z$ construct a sequence $\left(y_{n} \in Y\right)_{n \geq 1}$ with $F\left(y_{n+1}\right)=y_{n}$. This is possible, since $F(Y)=Y$, and clearly, $y_{n} \in \bar{Y} \backslash$ $Z$. There exists a converging subsequence $x=\lim _{i \rightarrow \infty} y_{n_{i}} \in Y$. It follows that $x$ is a nonwandering point. Since it is eventually periodic, it must be periodic and $F^{p}(x)=x$. There exists $\varepsilon>0$ such that $B_{\varepsilon}\left(F^{i}(x)\right) \cap Z=\emptyset$ for all $i<p$. Since $x$ is equicontinuous, there exists $\xi>0$ such that if $d(z, x)<\xi$, then $d\left(F^{n}(z), F^{n}(x)\right)<\varepsilon$ for all $n$. By Proposition 11.1, $\left(A^{\mathbb{Z}}, F\right)$ has the shadowing property, so there exists $\delta>0$ such that every $\delta$-chain which starts in $x$, is $\xi$-shadowed by some point, so it remains $\varepsilon$-close to the orbit of $x$. Let $C_{\delta}(x)$ be the set of points which can be reached by $\delta$-chains from $x$, and $V=\overline{C_{\delta}(x)}$ be its closure. Then $V \cap Z=\emptyset$. We show
that $V$ is inward, i.e., $F(V) \subseteq V^{\circ}$. There exists $\eta>0$ such that for all $v, w \in A^{\mathbb{Z}}$,

$$
d(v, w)<\eta \Rightarrow d(F(v), F(w))<\delta / 2
$$

Given $z \in V$, there exists $w \in C_{\delta}(x)$ with $d(z, w)<\eta$ and a $\delta$-chain $x=x_{0}, \ldots, x_{n-1}, w$. If $d(v, F(z))<\frac{\delta}{2}$, then

$$
d(F(w), v) \leq d(F(w), F(z))+d(F(z), v)<\delta
$$

so $x=x_{0}, \ldots, x_{n-1}, v, w$ is a $\delta$-chain, and $v \in V$. Thus $B_{\frac{\delta}{2}}(F(z)) \subseteq V$, so $F(V) \subseteq V^{\circ}$ and $\omega(V)$ is an attractor disjoint from $Z$ and this is a contradiction. Thus $\left(A^{\mathbb{Z}}, F\right)$ has unique attractor $Y=\omega\left(A^{\mathbb{Z}}\right)$. Since $Y$ is a minimal attractor it is chain transitive. By Proposition 11.1, $(Y, F)$ has the shadowing property, so it is transitive. By Theorem 5.3, $Y$ consists of a single periodic orbit, which must be a fixed point by Theorem 12.1.

The zero CA of example 5 is equicontinuous and has a unique attractor. The identity CA of Example 4 is equicontinuous and has disjoint attractors. There is also an example which is not surjective.

Example 13 (J: disjoint attractors). $\left(3^{\mathbb{Z}}, J\right)$ where $J(x)_{i}=\left\lfloor\frac{x_{i}+1}{2}\right\rfloor$, is equicontinuous, has disjoint attractors and is not surjective.

Theorem 13.2. If a CA has an attracting fixed point which is a unique attractor, then it is equicontinuous.

Proof. Let $a^{\infty}$ be the attracting fixed point, so $\omega\left(A^{\mathbb{Z}}\right)=\left\{a^{\infty}\right\}$. If $b \in A, b \neq a$, then $b \notin \mathcal{L}\left(\left\{a^{\infty}\right\}\right)$, so for some $n>0, b \notin F^{n}\left(A^{\mathbb{Z}}\right)$. Taking the maximum of these $n$ for all $b \in A \backslash\{a\}$, we get $F^{n}\left(A^{\mathbb{Z}}\right)=\left\{a^{\infty}\right\}$ and clearly $F$ is equicontinuous.

Proposition 13.1. Let $\left(A^{\mathbb{Z}}, F\right)$ be a surjective $C A$. If $U \subseteq A^{\mathbb{Z}}$ is an invariant clopen set, then $F^{-1}(U)=U$ and $F(U)=U$.

Proof. If $F(U) \subset U$, then $U \subseteq F^{-1} F(U) \subseteq F^{-1}(U)$. Suppose that there exists $x \in F^{-1}(U) \backslash U$. There exists an open set $V \ni x$ with $V \cap U=\emptyset$ and $F(V) \subseteq U$. There exists $n>0$ and words $u_{0}, \ldots, u_{m-1}, u_{m} \in A^{2 n+1}$ such that

$$
U=\left[u_{0}\right]_{-n} \cup \cdots \cup\left[u_{m-1}\right]_{-n}, \quad\left[u_{m}\right]_{-n} \subseteq V
$$

Define an integer matrix of the type $(m+1) \times m$ by

$$
M_{i j}=\left|\left\{w \in A^{2 n+2 r+1}: w_{\langle r, r+2 n\rangle}=u_{i}, w \in f^{-1}\left(u_{j}\right)\right\}\right| .
$$

Here $r$ is the radius and $f: A^{2 r+1} \rightarrow A$ the local rule. Since $F$ is surjective, for every $j<m,\left|f^{-1}\left(u_{j}\right)\right|=|A|^{2 r}$ by Theorem 6.1 , so

$$
\sum_{i=0}^{m} M_{i j} \leq|A|^{2 r} \text { and } \sum_{i=0}^{m} \sum_{j=0}^{m-1} M_{i j} \leq m|A|^{2 r}
$$

Since $F(U) \subseteq U$ and $F(V) \subseteq U$, for every $i \leq m$,

$$
\sum_{j=0}^{m-1} M_{i j}=|A|^{2 r} \text { and } \sum_{i=0}^{m} \sum_{j=0}^{m-1} M_{i j}=(m+1)|A|^{2 r}
$$

and this is a contradiction. Thus $F^{-1}(U)=U$ and $F(U)=U$.
Theorem 13.3. A surjective $C A$ has either a unique attractor or a pair of disjoint attractors.

Proof. Suppose that a surjective CA $\left(A^{\mathbb{Z}}, F\right)$ has at least two attractors. There exists a nonempty clopen invariant set $U \neq A^{\mathbb{Z}}$ and by Proposition 13.1, $V=A^{\mathbb{Z}} \backslash U$ is a clopen invariant set too. Thus $\omega(U)$ and $\omega(V)$ are disjoint attractors.

Example 14 (U: A unique attractor, Gilman [15]). (2 $\mathbf{2}^{\mathbb{Z}}, U$ ) where

$$
U(x)_{i}=x_{i+1} x_{i+2}
$$



Fig. 10. $U:$ A unique attractor.

Similarly as in Example 1 we show

$$
\omega\left(\mathbf{2}^{\mathbb{Z}}\right)=\left\{x \in \mathbf{2}^{\mathbb{Z}}: \forall n>0,10^{n} 1 \nsubseteq x\right\}
$$

$\omega\left(\mathbf{2}^{\mathbb{Z}}\right)$ is not transitive. If $x \in[10]_{0} \cap \omega\left(2^{\mathbb{Z}}\right)$, then $x_{\langle 1, \infty)}=0^{\infty}$, so for every $n>0, F^{n}(x) \notin[11]_{0}$. The following chains show that $\omega\left(2^{\mathbb{Z}}\right)$ is chain transitive

| 0000 | 0001 | 1111 | 01 | 1111 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0001 | 11 | 1110 | 0 | 1100 | 0 |
| 0011 | 11 | 1000 | 0 | 0000 |  |
| 0111 | 11 | 0000 |  |  |  |
| 1111 |  |  |  |  |  |

It follows that the CA does not have the shadowing property and by Theorem 11.2, its factor subshifts $\Sigma_{\langle-n, n\rangle}(U)$ are not sofic.

Example 15 (C: Coven's CA [9]). ( $\mathbf{2}^{\mathbb{Z}}, C$ ) where

$$
C(x)_{i}=x_{i}+x_{i+1}\left(x_{i+2}+1\right) \bmod 2
$$



Fig. 11. Coven's CA.
is almost equicontinuous, has a unique attractor and does not have the shadowing property (Blanchard and Maass [4]). It is left closing but not open.

The CA is left closing since it is left permutive. It is not right closing, since it has not constant number of preimages. $0^{\infty}$ has the only preimage itself, while $1^{\infty}$ has two preimages (01) and (10) ${ }^{\infty}$. To show other properties, observe first that for every $a, b \in \mathbf{2}, f(1 a 1 b)=1 c$ where $c=a+b+1$ (here $f$ is the local rule and the addition is modulo 2). Define a CA $\left(2^{\mathbb{Z}}, G\right)$ by $G(x)_{i}=x_{i}+x_{i+1}+1 \bmod 2$ and a $\operatorname{map} \varphi: \mathbf{2}^{\mathbb{Z}} \rightarrow 2^{\mathbb{Z}}$ by

$$
\varphi(x)_{2 i}=1, \varphi(x)_{2 i+1}=x_{i}
$$

Then $\varphi:\left(2^{\mathbb{Z}}, G\right) \rightarrow\left(2^{\mathbb{Z}}, C\right)$ is an injective homomorphism, so $\left(2^{\mathbb{Z}}, G\right)$ is a transitive subsystem of $\left(2^{\mathbb{Z}}, C\right)$.

Lemma 13.1. For every $n \geq 0$,

$$
x_{\langle 0,1\rangle}=10 \Rightarrow \forall i \leq n, C^{i}(x)_{\langle 0,1\rangle} \in\{10,11\}
$$

Proof. The statement clearly holds for $n=0$. Assume that it holds for $n$ and let us prove it for $n+1$. Let $m>0$ be the first integer for which $C^{m}(x)_{\langle 0,1\rangle} \neq 10$, so $C^{m}(x)_{\langle 0,1\rangle}=11$ and $C_{\langle 0,3\rangle}^{m-1}=1010$. By the induction hypothesis

$$
C^{n}(x)_{\langle 0,3\rangle} \in\{1010,1011,1110,1111\}
$$

so $C^{n+1}(x)_{\langle 0,1\rangle} \in\{10,11\}$. $\square$
Lemma 13.2. The word 000 is a 2-blocking word with offset 0 .
Proof. Let $x_{\langle 0,2\rangle}=000$ and let $n>0$ be the first integer with $C^{n}(x)_{\langle 0,2\rangle} \neq 000$ so $C^{n}(x)_{\langle 0,2\rangle}=001$ and $C^{n-1}(x)_{\langle 0,4\rangle}=00010$. By Lemma 13.1, $C^{m}(x)_{3}=1$ for all $m \geq n$, so $C^{k}(x)_{\langle 0,1\rangle}=00$ for all $k \geq 0$.

We show now that for every $n>0$ there are chains $1^{n+1} \rightarrow 01^{n} \rightarrow$ $1^{n+1}$. This follows from the fact that a transitive system $\left(2^{\mathbb{Z}}, G\right)$ is a
subsystem of $\left(2^{\mathbb{Z}}, C\right)$. The chains differ slightly when $n$ is even or odd.

| 11111 | 10 | 01111 | 10 | 111111 | 0 | 011111 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 11110 | 0 | 01110 | 0 | 111101 | 11 | 011101 | 11 |
| 11010 | 10 | 01010 | 10 | 110101 | 0 | 010101 | 0 |
| 01111 |  | 11111 |  | 011111 |  | 111111 |  |

Since $\left(2^{\mathbb{Z}}, C\right)$ is almost equicontinuous, it is not transitive. Since it is chain transitive, it does not have the shadowing property. However, its factor subshifts are sofic, so the converse of Theorem 11.2 is not true. For example

$$
\Sigma_{\langle 0,1\rangle}(C)=\{10,11\}^{\mathbb{N}} \cup\{11,01\}^{\mathbb{N}} \cup\{01,00\}^{\mathbb{N}}
$$

14. Classification. We have seen that many topological properties of CA are closely interrelated while others are independent. The following two tables summarize some of the results obtained.


Fig. 12. Equicontinuity classes.

Corollary 14.1.

1. Every positively expansive $C A$ is open and transitive (Theorems 10.1, 10.2).
2. Every transitive $C A$ is surjective and sensitive (Corollary 5.1).
3. Every open $C A$ is closing (Theorem 9.3).
4. Every closing CA is surjective (Proposition 9.1).
5. Every open and almost equicontinuous $C A$ is bijective (Theorem 8.2).


Fig. 13. Attractor classes.
6. Every surjective equicontinuous $C A$ is bijective (Theorem 6.5).
7. Every $C A$ is either sensitive or almost equicontinuous (Corollary 5.1).
8. Every CA with an attracting fixed point is almost equicontinuous.
9. Every transitive system is chain transitive.
10. Every equicontinuous $C A$ has either two disjoint attractors or an attracting fixed point, which is the unique attractor (Theorem 13.1).
11. Every CA whose unique attractor is an attracting fixed point is equicontinuous (Theorem 13.2).
12. Every surjective CA has either a unique attractor or a pair of disjoint attractors (Theorem 13.3).
13. Every $C A$ has either two disjoint attractors or a unique minimal attractor or a unique minimal quasi-attractor (Corollary 12.1)
The nonemptiness of various CA classes is shown by following examples: P: The product CA of Example 1 has an attracting fixed point, it is almost equicontinuous but not equicontinuous.
M: The majority CA of Example 2 is almost equicontinuous. It is not equicontinuous and it does not have an attracting fixed point.
S: The sum CA of Example 3 is positively expansive.
I: The identity CA of Example 4 is equicontinuous, bijective and has disjoint attractors.
O: The zero CA of Example 5 is equicontinuous and has an attracting fixed point.
E: Example 6 is equicontinuous, not bijective and does not have an attracting fixed point.
L: Example 8 is right closing but not left closing, so it is not open.

B: Example 9 is bijective and almost equicontinuous but not equicontinuous.
R: Example 10 is neither left nor right-closing but it is surjective
J: Example 13 has disjoint attractors, it is equicontinuous and not surjective.
U: Example 14 has a unique attractor, it is not surjective.
C: Coven's CA of Example 15 is almost equicontinuous, has a unique attractor, it is surjective but not transitive.
$\sigma$ : The shift CA is bijective, transitive, surjective and sensitive.
$L \circ \sigma^{i}$ : is transitive (for high enough $i$ ) and not open.
$R \circ \sigma^{i}$ : is transitive (for high enough $i$ ) and not closing.
Q: Example 12 has a quasi-attractor.
15. Open problems. The relationships among some CA classes are still unknown. One interesting class form CA which are chain transitive without being transitive. Coven's CA of Example 15 belongs to this class and it is closing. Does there exist an open or even bijective CA which is chain transitive without being transitive?

A long standing problem is density of periodic points in surjective CA. For two particular classes this property has been recently established: almost equicontinuous surjective CA (Theorem 6.4, Blanchard and Tisseur [6]) and closing CA (Theorem 9.2, Boyle and Kitchens [8]). For general surjective CA, the problem seems to be still open.

Another hard problem has been considered in Nasu [25] as an analogue of Theorem 10.1 which says that every positively expansive CA is conjugate to a onesided SFT. A bijective DS $(X, F)$ is said to be expansive, if

$$
\exists \varepsilon>0, \forall x \neq y \in X, \exists n \in \mathbb{Z}, d\left(F^{n}(x), F^{n}(y)\right) \geq \varepsilon
$$

Every bijective expansive DS on $A^{\mathbb{Z}}$ is conjugate to a twosided subshift. Is any bijective expansive CA conjugate to a twosided SFT? Or is it at least transitive?

Finally there are many particular CA whose topological properties are unknown. One of the most interesting CA is Coven's CA of Example 15 generalized in Blanchard and Maass [4] to a class of aperiodic Coven CA. The classification of periodic Coven's automata seems to be even more difficult. While they are closing, it is unknown whether they are transitive, sensitive or chain transitive. One particular case is

Example 16 (V: Periodic Coven's CA). $\left(2^{\mathbb{Z}}, V\right)$ where

$$
V(x)_{i}=x_{i}+x_{i+1} x_{i+2} \bmod 2
$$



Fig. 14. V: Periodic Coven's CA.
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# A SPANNING TREE INVARIANT FOR MARKOV SHIFTS 
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#### Abstract

We introduce a new type of invariant of block isomorphism for Markov shifts, defined by summing the weights of all spanning trees for a presentation of the Markov shift. We give two proofs of invariance. The first uses the Matrix-Tree Theorem to show that this invariant can be computed from a known invariant, the stochastic zeta function of the shift. The second uses directly the definition to show invariance under state splitting, from which all block isomorphisms can be built.
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1. Introduction. Invariants of dynamical systems typically make use of recurrent or asymptotic behavior. Examples include entropy, mixing, and periodic points. Here we define a quantity for stochastic Markov shifts that is invariant under block isomorphism, and which has a different flavor. For a given presentation of the Markov shift, we add up the weights of all spanning trees for the graph. Since spanning trees are maximal subgraphs without loops, this is in some sense an operation that is orthogonal to recurrent behavior.

We prove invariance of the spanning tree quantity under block isomorphism in two ways. The first shows that it can be computed from the stochastic zeta function of the Markov shift, an invariant introduced in [6]. The second is a more "bare-hands" structural approach, using only the definition to show that it is invariant under the elementary block isomorphisms corresponding to state splittings.
2. The Matrix-Tree Theorem. In this section we give a brief account of the Matrix-Tree Theorem for directed graphs. See [1, II.3] for more details.

Let $G$ be a (finite; directed) graph. We suppose that the vertex set of $G$ is $\mathcal{V}=\{1,2, \ldots, v\}$. We sometimes call vertices states. Let $\mathcal{E}$ be the edge set of $G$. Denote the subset of edges from state $i$ to state $j$ by $\mathcal{E}_{i}^{j}$. Put $\mathcal{E}_{i}=\bigcup_{j} \varepsilon_{i}^{j}$, the set of all edges starting at state $i$, and $\mathcal{E}^{j}=\bigcup_{i} \mathcal{E}_{i}^{j}$, the set of all edges ending at state $j$.

A tree in $G$ rooted at $r \in \mathcal{V}$ is a subgraph $T$ of $G$ such that every vertex in $T$ except $r$ has a unique outgoing edge in $T$, there is no outgoing edge in $T$ at $r$, and from every vertex in $T$ except $r$ there is a unique path ending at $r$. See Figure 1(a). We abbreviate this by saying that $T$ is a tree in $G$

[^58]at $r$. A tree is spanning if it contains every state. Let $\mathcal{S}_{r}$ denote the set of spanning trees at $r$, and $\mathcal{S}=\bigcup_{r} \mathcal{S}_{r}$ be the set of all spanning trees in $G$.


Fig. 1. A typical tree at $r$, and a graph.
Consider the elements of $\mathcal{E}$ to be commuting abstract variables, and form the ring $\mathbb{Z}[\mathcal{E}]$ of polynomials in the variables from $\mathcal{E}$ with integer coefficients. For any subgraph $H$ of $G$ define the weight of $H$ to be $\prod_{e \in H} e \in \mathbb{Z}[\mathcal{E}]$, where the product is over the edges in $H$. For a subset $\mathcal{F} \subset \mathcal{E}$ put $\Sigma(\mathcal{F})=\sum_{e \in \mathcal{F}} e \in \mathbb{Z}[\mathcal{E}]$. The Kirchhoff matrix $K$ of $G$ is the $v \times v$ matrix $K=\left[K_{i j}\right]$ defined by

$$
K_{i j}=\Sigma\left(\mathcal{E}_{i}\right) \delta_{i j}-\Sigma\left(\mathcal{E}_{i}^{j}\right)
$$

where $\delta_{i j}=1$ if $i=j$ and 0 otherwise. Notice that no self-loops occur in $K$. Let $K^{(r)}$ denote the $r$ th principal minor of $K$, that is the determinant of the matrix formed by removing the $r$ th row and $r$ th column from $K$. Let adj $K$ be the adjoint matrix of $K$, and let $\operatorname{tr}$ denote the trace of a matrix.

Theorem 2.1 (Matrix-Tree Threorem [1, II.3]). Using the notations above,

$$
\sum_{S \in \mathcal{S}_{r}} w(S)=K^{(r)}, \quad \text { and so } \quad \sum_{S \in S} w(S)=\operatorname{tr}[\operatorname{adj} K]
$$

Example 1. For the graph in Figure 1(b),

$$
K=\left[\begin{array}{ccc}
b & -b & 0 \\
-c & c+d & -d \\
-f & -e & e+f
\end{array}\right]
$$

Then $K^{(1)}=c e+c f+d f$ enumerates the spanning trees at 1 , and similarly for $K^{(2)}=b e+b f$ and $K^{(3)}=b d$.
3. Markov shifts. Let $P=\left[p_{i j}\right]$ be a $v \times v$ stochastic matrix, so that $p_{i j} \geq 0$ and $\sum_{j} p_{i j}=1$ for every $i$. We assume from now on that $P$ is irreducible. Let $G(P)$ be the directed graph with vertex set $\mathcal{V}=\{1, \ldots, v\}$, and with exactly one edge from state $i$ to state $j$ if $p_{i j}>0$, and no such edge if $p_{i j}=0$. Let $\mathcal{E}$ denote the resulting edge set for $G(P)$.

The shift of finite type determined by $G(P)$ is the subset $X_{G(P)}$ of $\mathcal{E}^{\mathbb{Z}}$ defined by

$$
X_{G(P)}=\left\{\ldots e_{-1} e_{0} e_{1} \cdots \in \mathcal{E}^{\mathbb{Z}}: e_{n+1} \text { follows } e_{n} \text { in } G(P)\right\}
$$

See [2, Chap. 2] for further details.
By the irreducibility assumption, there is a unique Markov probability measure $\mu_{P}$ on $X_{G(P)}$ with transition probabilities $p_{i j}$. Let $\sigma_{P}$ denote the left shift on $X_{G(P)}$, so that $\mu_{P}$ is $\sigma_{P}$-invariant. The measure-preserving system $\left(X_{G(P)}, \mu_{P}, \sigma_{P}\right)$ is the Markov shift determined by $P$.

Let $Q$ be another stochastic matrix, of possibly different dimension. We say that the Markov shifts determined by $P$ and by $Q$ are block isomorphic if there is a shift-commuting measure-preserving homeomorphism between them. In other words, a block isomorphism from $\left(X_{G(P)}, \mu_{P}, \sigma_{P}\right)$ to $\left(X_{G(Q)}, \mu_{Q}, \sigma_{Q}\right)$ is a homeomorphism $\psi: X_{G(P)} \rightarrow X_{G(Q)}$ such that $\sigma_{Q} \circ \psi=\psi \circ \sigma_{P}$ and $\mu_{Q}=\mu_{P} \circ \psi^{-1}$.
4. The spanning tree invariant. As in the previous section, let $P=$ [ $p_{i j}$ ] be an irreducible stochastic matrix and $G=G(P)$ be its associated directed graph. If $e \in \mathcal{E}$ goes from $i$ to $j$ put $p(e)=p_{i j}$. For any subgraph $H$ of $G$ define the $P$-weight (or simply the weight) of $H$ to be $w_{P}(H)=$ $\prod_{e \in H} p(e)$.

DEFINITION 4.1. Let $P$ be an irreducible stochastic matrix, and let $\mathcal{S}$ denote the set of spanning trees for $G(P)$. Define the spanning tree invariant of $P$ to be

$$
\tau(P)=\sum_{S \in \mathcal{S}} w_{P}(S)
$$

REmark 4.1. Sums of weights of spanning trees arise naturally in probability theory on graphs and networks, and are an important tool (see [4] and [3] for example).

Example 2. (1) If $P=\left[\begin{array}{ll}p & 1-p \\ q & 1-q\end{array}\right]$ then $\tau(P)=1-p+q$. In particular, if $p=q=1 / 2$ then $\tau(P)=1$.
(2) If

$$
P=\left[\begin{array}{ccc}
0 & 1 / 2 & 1 / 2 \\
1 / 2 & 0 & 1 / 2 \\
1 / 2 & 1 / 2 & 0
\end{array}\right], \quad \text { then } \tau(P)=\frac{9}{4}
$$

Note that there is a uniformly three-to-one measure-preserving factor map from this Markov shift onto the Bernoulli shift in part (1) with $p=q=1 / 2$. Thus $\tau$ is not in general preserved by such factor maps.

To justify its name, we will prove that $\tau$ is invariant under block isomorphism.

Theorem 4.1. If $P$ and $Q$ are irreducible stochastic matrices whose associated Markov shifts are block isomorphic, then $\tau(P)=\tau(Q)$.

We will give two proofs of invariance. The first computes $\tau(P)$ in terms of a known invariant, the stochastic zeta function of $P$. The second is more "structural," showing proving invariance of $\tau$ for each of the basic building blocks of a block isomorphism.
5. First proof of invariance. Define $\phi_{P}: \mathbb{Z}[\mathcal{E}] \rightarrow \mathbb{R}$ on the variables $e$ by $\phi_{P}(e)=p(e)$, and extend it to a ring homomorphism. Applying $\phi_{P}$ to the Matrix-Tree Theorem for $G=G(P)$ gives

$$
\begin{aligned}
\tau(P) & =\sum_{S \in \mathcal{S}} w_{P}(S)=\sum_{S \in S} \phi_{P}(w(S))=\phi_{P}\left(\sum_{S \in \mathcal{S}} w(S)\right) \\
& =\phi_{P}(\operatorname{tr}[\operatorname{adj} K])=\operatorname{tr}\left[\operatorname{adj} \phi_{P}(K)\right]
\end{aligned}
$$

Now $\phi_{P}(K)=I-P$ since $P$ is stochastic. Hence $\tau(P)=\operatorname{tr}[\operatorname{adj}(I-P)]$.
Let the eigenvalues of $P$ be $\lambda_{1}=1, \lambda_{2}, \ldots, \lambda_{v}$, where $\lambda_{j} \neq 1$ and $\left|\lambda_{j}\right| \leq 1$ for $2 \leq j \leq v$. Since formation of the adjoint commutes with conjugation and trace is invariant under conjugation, conjugating $P$ to its Jordan form shows that

$$
\begin{equation*}
\tau(P)=\operatorname{tr}[\operatorname{adj}(I-P)]=\prod_{j=2}^{v}\left(1-\lambda_{j}\right) \tag{5.1}
\end{equation*}
$$

Recall the stochastic zeta function $\zeta_{P}(t)$ of $P$, defined in [6] as

$$
\zeta_{P}(t)=\exp \left[\sum_{n=1}^{\infty} \frac{t^{n}}{n} \sum_{C \in \mathfrak{C}_{n}} w_{P}(C)\right]
$$

where $\mathcal{C}_{n}$ is the set of all cycles in $G(P)$ of length $n$. The stochastic zeta function is invariant under block isomorphism. It can be computed in terms of $P$ as

$$
\zeta_{P}(t)=\frac{1}{\operatorname{det}[I-t P]}
$$

Hence

$$
\left(1 / \zeta_{P}\right)(t)=\operatorname{det}[I-t P]=\prod_{k=1}^{v}\left(1-\lambda_{k} t\right)
$$

so that

$$
\left(1 / \zeta_{P}\right)^{\prime}(t)=\sum_{k=1}^{v}-\lambda_{k} \prod_{j \neq k}\left(1-\lambda_{j} t\right)
$$

Thus

$$
\left(1 / \zeta_{P}\right)^{\prime}(1)=-\prod_{j=2}^{v}\left(1-\lambda_{j}\right)=-\tau(P)
$$

This shows that $\tau(P)$ can be computed from $\zeta_{P}$, and hence is an invariant of block isomorphism.
6. Invariance under in-splitting. Every block isomorphism between Markov shifts is a composition of basic block isomorphisms obtained from state splitting and permuting states. This was a fundamental discovery of R. Williams [7]. For further background on state splitting and the decomposition of block isomorphisms, the reader is referred to [6] as well as $\S 2.4$ and Theorem 7.1.2 of [2]. Permuting states clearly preserves $\tau$, so we focus on the behavior of $\tau$ under state splitting.

Let $k$ be a fixed state in $G=G(P)$. There are two types of state splitting at $k$ : in-splitting from a partition of the incoming edges to $k$, and out-splitting from a partition of the outgoing edges from $k$. These are handled by separate arguments, in-splitting in this section and out-splitting in the next. As might be expected from the directional nature of shifts of finite type, in-splitting is easier to handle that out-splitting.

It is sufficient, as well as notationally simpler, to consider in-splitting $k$ into just two states. For this we partition $\mathcal{E}^{k}$ into the sets $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$. Form a new graph $G^{\prime}$ as follows. Replace state $k$ with two new states $k_{1}$ and $k_{2}$. Every edge in $G$ from $k$ to $j \neq k$ is duplicated as two edges in $G^{\prime}$, one from $k_{1}$ to $j$ and one from $k_{2}$ to $j$. An edge $f$ from $i$ to $k$ lies in either $\mathcal{F}_{1}$ or $\mathcal{F}_{2}$. If $f \in \mathcal{F}_{1}$, then in $G^{\prime}$ put a corresponding edge from $i$ to $k_{1}$ and no edge from $i$ to $k_{2}$ (if $i=k$, then in $G^{\prime}$ there are edges from both $k_{1}$ and $k_{2}$ to $k_{1}$ ); similarly if $f \in \mathcal{F}_{2}$. Figure 2 depicts such an in-splitting.


Fig. 2. In-splitting a state.
Preservation of measure shows that under such an in-splitting the transition matrix $P$ becomes $P^{\prime}$ on $G^{\prime}$ defined as follows. For notational convenience we use $p^{\prime}(i, j)$ instead of $p_{i j}^{\prime}$. If $i, j \neq k_{m}(m=1,2)$ then $p^{\prime}(i, j)=$ $p(i, j)$. If $i \neq k_{1}, k_{2}$ and the edge from $i$ to $k$ is in $\mathcal{F}_{m}$ then $p^{\prime}\left(i, k_{m}\right)=p(i, k)$. Finally, if the edge from $k$ to $k$ is in $\mathcal{F}_{m}$, then $p^{\prime}\left(k_{n}, k_{m}\right)=p(k, k)$ for
$n=1,2$. For example, if $k=1, \mathcal{F}_{1}=\{1, \ldots, \ell\}$, and $\mathcal{F}_{2}=\{\ell+1, \ldots, v\}$, then $P^{\prime}$ has the form

$$
P^{\prime}=\left[\begin{array}{ccccc}
p_{11} & 0 & p_{12} & \ldots & p_{1 v} \\
p_{11} & 0 & p_{12} & \ldots & p_{1 v} \\
p_{21} & 0 & p_{22} & \cdots & p_{2 v} \\
\vdots & \vdots & \vdots & & \vdots \\
p_{\ell 1} & 0 & p_{\ell 2} & \ldots & p_{\ell v} \\
0 & p_{\ell+1,1} & p_{\ell+1,2} & \cdots & p_{\ell+1, v} \\
\vdots & \vdots & \vdots & & \vdots \\
0 & p_{v 1} & p_{v 2} & \cdots & p_{v v}
\end{array}\right]
$$

We next construct a correspondence between certain sets of spanning trees in $G$ and similar sets in $G^{\prime}$. Consider a triple of the form ( $T, T_{1}, T_{2}$ ), where $T$ is a tree in $G$ at some vertex $r$, each $T_{m}$ is a tree in $G$ at $k$ using only edges from $\mathcal{F}_{m}(m=1,2)$, the three trees are disjoint except for the common vertex $k$, and they span all vertices of $G$. We specifically allow the possibility of the empty tree (with no vertices or edges), and also the tree consisting of a single vertex and no edges. In particular, if $k=r$ then $T$ is empty.

Each such triple $\left(T, T_{1}, T_{2}\right)$ in $G$ corresponds to a triple $\left(T^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right)$ in $G^{\prime}$, where $T$ is copied over to $T^{\prime}$ verbatim, and $T_{m}^{\prime}$ is the tree at $k_{m}$ obtained from $T_{m}(m=1,2)$. Figure 3 illustrates this correspondence. This triple has the property that $T^{\prime}$ is a tree in $G^{\prime}$ at $r, T_{m}^{\prime}$ is a tree in $G^{\prime}$ at $k_{m}$ for $m=1,2$, all three trees are disjoint, and they span the vertices of $G^{\prime}$. There is clearly a one-to-one correspondence between the set of such triples in $G$ and those in $G^{\prime}$.





Fig. 3. Correspondence of trees under an in-splitting.
Let $\mathcal{S}\left(T, T_{1}, T_{2}\right)$ be the set of all spanning trees in $G$ at $r$ containing $T, T_{1}$, and $T_{2}$. Similarly define $\mathcal{S}\left(T^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right)$ in $G^{\prime}$. Clearly the set $\mathcal{S}(G)$ of
spanning trees in $G$ is the disjoint union of the $S\left(T, T_{1}, T_{2}\right)$ over all possible triples, and similarly $\mathcal{S}\left(G^{\prime}\right)$ is the disjoint union of the $\mathcal{S}\left(T^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right)$. Hence to prove that $\tau(P)=\tau\left(P^{\prime}\right)$, it suffices to show that

$$
\begin{equation*}
\sum_{S \in \mathcal{S}\left(T, T_{1}, T_{2}\right)} w_{P}(S)=\sum_{S^{\prime} \in S\left(T^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right)} w_{P^{\prime}}\left(S^{\prime}\right) \tag{6.1}
\end{equation*}
$$

Fix a triple $\left(T, T_{1}, T_{2}\right)$. The only way to create a spanning tree in $G$ at $r$ containing these trees is to add an edge from $k$ to $T$. Thus if $p(k, T)$ denotes the sum of the transition probabilities from $k$ to the vertices of $T$, it follows that

$$
\sum_{S \in \mathcal{S}\left(T, T_{1}, T_{2}\right)} w_{P}(S)=w_{P}(T) w_{P}\left(T_{1}\right) w_{P}\left(T_{2}\right) p(k, T)
$$

Consider the corresponding triple $\left(T^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right)$ in $G^{\prime}$. There are now three ways to form a spanning tree at $r$ in $G^{\prime}$ containing these trees: (1) join $k_{1}$ to $T_{2}^{\prime}$ and $k_{2}$ to $T^{\prime}$, (2) join $k_{2}$ to $T_{1}^{\prime}$ and $k_{1}$ to $T^{\prime}$, and (3) join both $k_{1}$ and $k_{2}$ to $T^{\prime}$. The contribution of adding these two edges to the total weight is, respectively, $p^{\prime}\left(k_{1}, T_{2}^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right), p^{\prime}\left(k_{2}, T_{1}^{\prime}\right) p^{\prime}\left(k_{1}, T^{\prime}\right)$, and $p^{\prime}\left(k_{1}, T^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right)$. Hence

$$
\begin{aligned}
& \sum_{S^{\prime} \in \mathcal{S}\left(T^{\prime}, T_{1}^{\prime}, T_{2}^{\prime}\right)} w_{P^{\prime}}\left(S^{\prime}\right)=w_{P^{\prime}}\left(T^{\prime}\right) w_{P^{\prime}}\left(T_{1}^{\prime}\right) w_{P^{\prime}}\left(T_{2}^{\prime}\right) \times\left[p^{\prime}\left(k_{1}, T_{2}^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right)\right. \\
&\left.+p^{\prime}\left(k_{2}, T_{1}^{\prime}\right) p^{\prime}\left(k_{1}, T^{\prime}\right)+p^{\prime}\left(k_{1}, T^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right)\right]
\end{aligned}
$$

Let us assume that if there is an edge from $k$ to itself in $G$, then this edge lies is $\mathcal{F}_{1}$. Now $w_{P}(T)=w_{P^{\prime}}\left(T^{\prime}\right), w_{P}\left(T_{1}\right)=w_{P^{\prime}}\left(T_{1}^{\prime}\right)$, and $w_{P}\left(T_{2}\right)=w_{P^{\prime}}\left(T_{2}^{\prime}\right)$. Furthermore, $p^{\prime}\left(k_{1}, T^{\prime}\right)=p^{\prime}\left(k_{2}, T^{\prime}\right)=p(k, T)$, and $p^{\prime}\left(k_{1}, T_{2}\right)=p\left(k, T_{2}\right)-p(k, k), p^{\prime}\left(k_{2}, T_{1}\right)=p\left(k, T_{1}\right)$. Hence

$$
\begin{gathered}
p^{\prime}\left(k_{1}, T_{2}^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right)+p^{\prime}\left(k_{2}, T_{1}^{\prime}\right) p^{\prime}\left(k_{1}, T^{\prime}\right)+p^{\prime}\left(k_{1}, T^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right) \\
=p(k, T)\left[p\left(k, T_{1}\right)+p\left(k, T_{2}\right)-p(k, k)+p(k, T)\right]=p(k, T)
\end{gathered}
$$

since $T_{1}$ and $T_{2}$ are disjoint except for the common vertex $k$. This proves (6.1), and completes the proof that $\tau$ is invariant under in-splitting.
7. Invariance under out-splitting. To consider out-splittings, fix a state $k$ in $G$. Partition the set $\mathcal{E}_{k}$ of outgoing edges from $k$ into two sets $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$. Form the out-split graph $G^{\prime}$ as follows. Replace $k$ with two new states $k_{1}$ and $k_{2}$. Each incoming edge from a state $i \neq k$ to $k$ is duplicated to two edges, one from $i$ to $k_{1}$ and one from $i$ to $k_{2}$. An edge $f \in \mathcal{F}_{1}$ from $k$ to $j$ induces a corresponding edge from $k_{1}$ to $j$ in $G^{\prime}$ (if $j=k$, then include edges from $k_{1}$ to both $k_{1}$ and $k_{2}$ ), and similarly for $\mathcal{F}_{2}$. Figure 4 depicts a typical out-splitting at $k$.

The matrix $P^{\prime}$ on $G^{\prime}$ corresponding to $P$ is defined as follows. Let $q=$ $\sum_{e \in \mathcal{F}_{1}} p(e)$, so that $1-q=\sum_{e \in \mathcal{F}_{2}} p(e)$. If $i, j \neq k_{m}$ put $p^{\prime}(i, j)=p(i, j)$.


Fig. 4. Out-splitting a state.

If $j \neq k_{m}$ put $p^{\prime}\left(k_{1}, j\right)=p(k, j) / q$ and $p^{\prime}\left(k_{2}, j\right)=p(k, j) /(1-q)$. If $i \neq k_{m}$ put $p^{\prime}\left(i, k_{1}\right)=q p(i, k)$ and $p^{\prime}\left(i, k_{2}\right)=(1-q) p(i, k)$. Finally, if there is a loop at $k$, assume that it is contained in $\mathcal{F}_{1}$ (the alternative case is similar). Then put $p^{\prime}\left(k_{1}, k_{1}\right)=q p(k, k) / q=p(k, k)$ and $p^{\prime}\left(k_{1}, k_{2}\right)=(1-q) p(k, k) / q$. For example, if $k=1, \mathcal{F}_{1}=\{1,2, \ldots, \ell\}$, and $\mathcal{F}_{2}=\{\ell+1, \ldots, v\}$, then

$$
P^{\prime}=\left[\begin{array}{cccccccc}
\frac{q}{q} p_{11} & \frac{1-q}{q} p_{11} & \frac{1}{q} p_{12} & \ldots & \frac{1}{q} p_{1 \ell} & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 & \frac{p_{1, \ell+1}}{1-q} & \ldots \frac{p_{1 v}}{1-q} & \\
q p_{21} & (1-q) p_{21} & p_{22} & \ldots & p_{2 \ell} & p_{2, \ell+1} & \ldots & p_{2 v} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \\
q p_{v 1} & (1-q) p_{v 1} & p_{v 2} & \ldots & p_{v \ell} & p_{v, \ell+1} & \ldots & p_{v v}
\end{array}\right] .
$$

Next, consider pairs $(T, U)$ of subgraphs of $G$ such that $T$ is a tree at some vertex $r, U$ is a tree at $k$, and $T$ and $U$ are disjoint and contain all vertices of $G$. For each such pair $(T, U)$ let $\mathcal{B}$ denote the set of immediate predecessor states of $k$ in $U$, so that $i \in \mathcal{B}$ if and only if the edge from $i$ to $k$ is in $U$. Each subset $B \subset \mathcal{B}$ induces two subtrees $U_{1}(B)$ and $U_{2}(B)$ rooted at $k$ and which together span $U$, where $U_{1}(B)$ is the subtree of $U$ including all predecessors in $U$ of states in $B$, and $U_{2}(B)$ is defined similarly using $B^{c}=\mathcal{B} \backslash B$.

Each $B \subset \mathcal{B}$ then yields a triple $\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)$ in $G^{\prime}$, where $T^{\prime}$ is copied directly from $T, U_{1}^{\prime}(B)$ is the tree in $G^{\prime}$ at $k_{1}$ using the edges of $U_{1}(B)$, and $U_{2}^{\prime}(B)$ is the tree in $G^{\prime}$ at $k_{2}$ using the edges of $U_{2}(B)$. Thus each pair $(T, U)$ corresponds to the collection of triples $\left\{\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right): B \subset \mathcal{B}\right\}$. Figure 5 illustrates this construction.

Let $\mathcal{S}(T, U)$ denote the set of spanning trees in $G$ at $r$ containing $T$ and $U$, and $\mathcal{S}\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)$ be the set of spanning trees in $G^{\prime}$ containing $T^{\prime}, U_{1}^{\prime}(B)$, and $U_{2}^{\prime}(B)$. Then $\mathcal{S}(G)$ is the disjoint union of the $\mathcal{S}(T, U)$ and $\mathcal{S}\left(G^{\prime}\right)$ is the disjoint union of the $\mathcal{S}\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)$. Therefore it suffices to show that for each pair $(T, U)$ we have that

$$
\begin{equation*}
\sum_{S \in S(T, U)} w_{P}(S)=\sum_{B \subset \mathcal{B}} \sum_{S^{\prime} \in S\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)} w_{P^{\prime}}\left(S^{\prime}\right) . \tag{7.1}
\end{equation*}
$$



Fig. 5. Correspondence of trees under an out-splitting.

Fix a pair $(T, U)$. Let

$$
a_{1}=p\left(\mathcal{F}_{1}, T\right)=\sum\left\{p(e): e \in \mathcal{F}_{1} \text { and } e \text { terminates in } T\right\}
$$

and similarly $b_{1}=p\left(\mathcal{F}_{1}, U\right), a_{2}=p\left(\mathcal{F}_{2}, T\right)$, and $b_{2}=p\left(\mathcal{F}_{2}, U\right)$. Then $a_{1}+b_{1}=q$ and $a_{2}+b_{2}=1-q$.

The only additional edge needed to form a spanning tree from $(T, U)$ is an edge from $k$ to $T$. Hence

$$
\sum_{S \in \mathcal{S}(T, U)} w_{P}(S)=w_{P}(T) w_{P}(U) p(k, T)=w_{P}(T) w_{P}(U)\left[a_{1}+a_{2}\right]
$$

Next, let $B \subset \mathcal{B}$, and form the triple $\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)$. There are now three ways to form a spanning tree in $\mathcal{S}\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)$ : (1) join $k_{1}$ to $U_{2}^{\prime}(B)$ and $k_{2}$ to $T^{\prime},(2)$ join $k_{2}$ to $U_{1}^{\prime}(B)$ and $k_{1}$ to $T^{\prime}$, and (3) join both $k_{1}$ and $k_{2}$ to $T^{\prime}$. Hence

$$
\sum_{S^{\prime} \in \mathcal{S}\left(T^{\prime}, U_{1}^{\prime}(B), U_{2}^{\prime}(B)\right)} w_{P^{\prime}}\left(S^{\prime}\right)=w_{P^{\prime}}\left(T^{\prime}\right) w_{P^{\prime}}\left(U_{1}^{\prime}(B)\right) w_{P^{\prime}}\left(U_{2}^{\prime}(B)\right) \Phi(B)
$$

where

$$
\begin{gathered}
\Phi(B)=p^{\prime}\left(\mathcal{F}_{1}, U_{2}^{\prime}(B)\right) p^{\prime}\left(k_{2}, T^{\prime}\right)+p^{\prime}\left(\mathcal{F}_{2}, U_{1}^{\prime}(B)\right) p^{\prime}\left(k_{1}, T^{\prime}\right) \\
+p^{\prime}\left(k_{1}, T^{\prime}\right) p^{\prime}\left(k_{2}, T^{\prime}\right)
\end{gathered}
$$

Note that $w_{P^{\prime}}\left(T^{\prime}\right)=w_{P}(T)$. Let $n=|\mathcal{B}|$. Since $U_{1}^{\prime}(B)$ uses $|B|$ incoming edges each of whose weight has been multiplied by the factor $q$, and $U_{2}^{\prime}(B)$ uses $n-|B|$ edges each of whose weight is multiplied by a factor $1-q$, we have that

$$
w_{P^{\prime}}\left(U_{1}^{\prime}(B)\right) w_{P^{\prime}}\left(U_{2}^{\prime}(B)\right)=q^{|B|}(1-q)^{n-|B|} w_{P}(U)
$$

Cancelling the common term $w_{P}(T) w_{P}(U)$ reduces (7.1) to proving that

$$
\begin{equation*}
a_{1}+a_{2}=\sum_{B \subset \mathcal{B}} q^{|B|}(1-q)^{n-|B|} \Phi(B) \tag{7.2}
\end{equation*}
$$

Now $p^{\prime}\left(k_{1}, T^{\prime}\right)=a_{1} / q$ and $p^{\prime}\left(k_{2}, T^{\prime}\right)=a_{2} /(1-q)$. Let $\mathcal{F}_{1}(U)$ denote the set of edges in $\mathcal{F}_{1}$ ending in $U$. Then by interchanging the order of summation see that

$$
\begin{aligned}
\sum_{B \subset \mathcal{B}} q^{|B|}(1-q)^{n-|B|} & p^{\prime}\left(\mathcal{F}_{1}, U_{2}^{\prime}(B)\right)=\sum_{e \in \mathcal{F}_{1}(U)} p^{\prime}(e) \sum_{e \in B^{c}} q^{|B|}(1-q)^{n-|B|} \\
& =\sum_{e \in \mathcal{F}_{1}(U)} \frac{p(e)}{q} \sum_{k=0}^{n-1}\binom{n-1}{k} q^{k}(1-q)^{n-k} \\
& =\frac{1-q}{q} \sum_{e \in \mathcal{F}_{1}(U)} p(e)=\frac{1-q}{q} b_{1} .
\end{aligned}
$$

Similarly,

$$
\sum_{B \subset \mathcal{B}} q^{|B|}(1-q)^{n-|B|} p^{\prime}\left(\mathcal{F}_{2}, U_{1}^{\prime}(B)\right)=\frac{q}{1-q} b_{2}
$$

Since $b_{1}=1-a_{1}$ and $b_{2}=1-q-a_{2}$, we obtain that

$$
\begin{aligned}
\sum_{B \subset \mathcal{B}} q^{|B|}(1-q)^{n-|B|} \Phi(B) & =\frac{1-q}{q} b_{1} \frac{a_{2}}{1-q}+\frac{q}{1-q} b_{2} \frac{a_{1}}{q}+\frac{a_{1}}{q} \frac{a_{2}}{1-q} \\
& =\frac{a_{2}\left(q-a_{1}\right)}{q}+\frac{a_{1}\left(1-q-a_{2}\right)}{1-q}+\frac{a_{1} a_{2}}{q(1-q)} \\
& =a_{1}+a_{2}
\end{aligned}
$$

This establishes (7.2), and completes the proof.
8. Concluding remarks. (1) The possibility of using spanning trees to define an invariant was first observed experimentally using Mathematica.
(2) It is possible to obtain finer invariants by use of the matrix of powers $P^{t}=\left[p_{i j}^{t}\right]$ as in [5].
(3) If $P$ is $v \times v$, then (5.1) shows that $\tau(P) \leq 2^{v-1}$. Thus $1+\log _{2} \tau(P)$ is a lower bound on the size of any irreducible Markov shift that is block isomorphic to $P$.
(4) Using elementary matrix operations, one can show directly that $\tau(P)=\tau\left(P^{\prime}\right)$, where $P^{\prime}$ is derived from $P$ using in-splitting or out-splitting as above. This shows that $\tau$ is an invariant of block isomorphism without use of the stochastic zeta function.
(5) Graphs with positive weights can be interpreted as electrical resistance networks, and the use of spanning trees to compute total resistance goes back to Kirchhoff. It may be possible to use ideas from electrical networks to find other invariants of Markov shifts.
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