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I PREFACE

This is believed to be the first book that takes a view of nanotechnology from a
telecommunications and networking perspective. Nanotechnology refers to the manip-
ulation of materials at the atomic or molecular level. Nanotechnology is getting a lot
of attention of late not only in academic settings and in laboratories around the
world, but also in government and venture capitalists’ initiatives. There now is a
major drive to commercialize the technology by all sorts of firms, ranging from start-
ups to Fortune 100 companies.

At the start of the decade, Charles Vest, the president of MIT, observed: “We are
just beginning to understand how to use nanotechnology to build devices and
machines that imitate the elegance and economy of nature. The gathering nanotech-
nology revolution will eventually make possible a huge leap in computing power,
vastly stronger yet much lighter materials, advances in medical technologies, as well
as devices and processes with much lower energy and environmental costs.”

Nanotechnology is a nanometer-level bottom-up' assembly approach that allows
developers to engineer particles at the molecular level, building them up to the “right
size,” with engineered functional properties. A nanometer is one billionth of a meter
(a meter being about 3 ft). Bottom-up process technology provides a control mecha-
nism over development of particles with respect to their size, shape, morphology,
and surface conditions. Because of the challenges involved in working at this micro-
scopic scale of a few nanometers, research and engineering efforts involving manip-
ulation of components as “large” as 100nm are typically included in the field of
nanotechnology. Atoms are typically between one-tenth and one-half of a nanometer
wide.

Research and development topics in nanotechnology range from molecular manip-
ulation to nanomachines (microscopic devices that can themselves carry out tasks at
the atomic or sub-atomic level). While nanomachines represent futuristic initiatives
with relatively little current (commercial) achievement, nanomaterials, nanomaterial
processing, nanophotonics, and nanoelectronics are already resulting (or will do so
in the next 3—5 years) in usable technologies.

In this book we focus on developments and technologies that have the potential
to be used (or are already being used) in communication and networking environments.
Such applications include faster and smaller non-silicon-based processors, faster and
smaller switches (particularly optical switches), and MEMSs (microelectromechanical

Tn the nanotechnology field the term bortom-up is preferred to the (perhaps) more common English-
language term bottoms-up.

XV
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systems). MEMS are microscale systems (~100 um) that include both mechanical
and electrical devices integrated on a single die or chip. MOEMS are microoptical-
electromechanical systems consisting of MEMS devices with integral optical com-
ponents such as mirrors, lenses, filters, laser diodes, emitters or other optics. A
MEMS system may include microfluidic elements, integral microelectronics or ICs,
“lab-on-chip” systems, actuators, micromotors, or sensors. Efforts are already under-
way to create nanoscale MEMSs, also known as NEMSs.

In Chapter 1 we review the basic concepts of nanotechnology and applications.
In Chapters 2 and 3 we cover supportive topics such as physics and chemistry basics
(e.g., electron, atoms, atomic structures, molecules, bonded structures); electrical
properties (e.g., insulators, semiconductors, conductors); and chemical bonds and
reactions. Chapter 2 also provides a basic introduction to transistors, in support of
the discussion to follow in Chapter 6. It turns out that while classical Newtonian
mechanics can predict with precision the motions of masses ranging in size from
microscopic particles to stars, it cannot predict the behavior of the particles in the
atomic domain; at these dimensions quantum theory (physics) comes into play.
Hence, as a spin-off of Chapters 2 and 3, in Appendices D and E we discuss some of
the basic scientific principles that support quantum theory; the reader who may find
these two appendices somewhat demanding may chose to skip this material and
move on to the chapters that follow, which are generally self-contained. In Chapter
4 we look at nanomaterials and nanomaterial processing: Individual nanoparticles
and nanostructures (e.g., nanotubes, nanowires) are discussed. Nanophotonics is dis-
cussed in Chapter 5 (e.g., nanocrystals, nanocrystal fibers). Nanoelectronics (e.g.,
metal nanoclusters, semiconducting nanoclusters, nanocrystals, quantum dots) is
covered in Chapter 6. Both Chapters 5 and 6 provide a discussion of near-term and
longer-term applications in the field of computers, telecommunications, and net-
working. An extensive glossary is also included. Appendix F discusses nanoinstru-
mentation, while Appendix G provides detailed information on quantum computing.

This book is intended as an introduction to the field of nanotechnology for telecom-
munications vendors, researchers, and students who want to start thinking about
the potential opportunities afforded by these emerging scientific developments and
approaches for the next-generation networks to be deployed 5—-10 years in the future.
Advanced planning is a valuable and effective exercise. When the author first joined
Bell Telephone Laboratories in 1978, he was involved in planning networks 5-10
years into the future. While, recently, advanced planning and strategic development
have suffered at the hand of the “next-quarter” mentality, it is indeed advantageous
to plan 10 years out, only if for the reason that it takes about 1015 years to grow a
carrier (such as a CLEC, a hotspot provider, a 3G wireless operator) to turn a profit
from a cold start.

As noted, this book is intended as an introduction to the field. We hope it will
serve as motivation, by raising interest, to continue the line of investigation and
research into the field. We have made every effort to make it relatively self-con-
tained by discussing the introductory fundamental principles involved, and by
providing an extensive glossary. Most professionals outside the field of basic sci-
ences probably have forgotten freshman college physics and chemistry. The most
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basic take-aways from these courses are summarized in the book, to facilitate the
discussion of nanotechnology applications.

The reader is encouraged, after reading this text, to seek out additional books that
go into greater detail. Each chapter included here can be supported by an entire book
just covering each individual chapter-level topic.

Finally, it should be noted that nanotechnology is a highly active burgeoning field
at this time, with (hundreds of) thousands of articles, publications, lectures, semi-
nars, and books available. Given this plethora of research, this book is based liber-
ally on industry sources. In this context, we have made every effort to acknowledge
the source of the material we cover and provide appropriate credit thereof; we hope,
with said diligence, that any unwitting omissions are strictly minimal and/or essen-
tially inconsequential. Hence, while the actual synthesis of the topic(s) as presented
here is original, the intrinsic material itself is based on the 750+ references that we
cite and utilize throughout the body of the text.

Acknowledgement

I would like to thank Mr. Emile A. Minoli for contributions in Chapters 2 and 3.

The cover page shows Daniel Minoli (center front) with a slide rule next to an AM
radio the student trio built based on discrete electronic components. Students Melvin
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Mr. Tepper (middle front), electronics teacher in a Technical Electronics Laboratory
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unidentified. As this textbook shows, electronics and electronics density has come
a long way in the past 35 years, and will continue to do so under the thrust of nano-
technology.
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I CHAPTER 1

Nanotechnology and Its
Business Applications

1.1 INTRODUCTION AND SCOPE

1.1.1 Introduction to the Nanoscale

Nanotechnology is receiving a lot of attention of late across the globe. The term
nano originates etymologically from the Greek, and it means “dwarf.” The term indi-
cates physical dimensions that are in the range of one-billionth (10~°) of a meter.
This scale is called colloquially nanometer scale, or also nanoscale. One nanometer
is approximately the length of two hydrogen atoms. Nanotechnology relates to the
design, creation, and utilization of materials whose constituent structures exist at the
nanoscale; these constituent structures can, by convention, be up to 100 nm in size.'-
Nanotechnology is a growing field that explores electrical, optical, and magnetic
activity as well as structural behavior at the molecular and submolecular level. One
of the practical applications of nanotechnology (but certainly not the only one) is the
science of constructing computer chips and other devices using nanoscale building
elements. This book is a basic practical survey of this field with an eye on comput-
ing and telecom applications.

The nanoscale dimension is important because quantum mechanical (non-
Newtonian) properties of electronics, photons, and atoms are evident at this scale.
Nanoscale structures permit the control of fundamental properties of materials without
changing the materials’ chemical status. Nanostructure, such as nanophotonic devices,
nanowires, carbon nanotubes, plasmonics devices, among others, are planned to be

'Measures are relatives; hence, one can talk about something being 1000 nanometers (nm), or 1 microm
(um), of 10,000 Angstroms (A). A micron is a unit of measurement representing one-millionth of a meter
and is equivalent to a micrometer. An angstrom is a unit of measurement indicating one-tenth of a
nanometer, or one ten-billionth of a meter (often used in physics and/optics to measure atoms and wave-
lengths of light).

2Atoms are typically between 0.1 and 0.5 nm wide.

3For comparison, a human hair is between 100,000 and 200,000 nm in diameter and a virus is typically
100 nm wide.

Nanotechnology Applications to Telecommunications and Networking, By Daniel Minoli
Copyright © 2006 John Wiley & Sons, Inc.



2 NANOTECHNOLOGY AND ITS BUSINESS APPLICATIONS

incorporated into telecommunication components and into microprocessors in the
next few years, leading to more powerful communication systems and computers—
these nanostructures are discussed in the chapters that follow. Nanotechnology is
seen as a high-profile emerging area of science and technology. Proponents prog-
nosticate that, in the next few years, nanotechnology will have a major impact on
society. Recently, Charles Vest [1], the president of MIT, observed: “The gathering
nanotechnology revolution will eventually make possible a huge leap in computing
power, vastly stronger yet much lighter materials, advances in medical technologies,
as well as devices and processes with much lower energy and environmental costs.”
There already are an estimated 20,000 researchers worldwide working in nanotech-
nology today.

In the sections that follow in this chapter we preliminarily answer questions such
as: What is nanotechnology? What are the applications of nanotechnology? What is
the market potential for nanotechnology? What are the global research activities in
nanotechnology? Why would a practitioner (the likely reader of this book), need to
care? We then position the reader for the balance of the book, which looks at the nan-
otechnology topic from an application, and, more specifically, from a telecom- and
networking-perspective angle.

While many definitions for nanotechnology exist, the National Nanotechnology
Initiative (NNI*), calls an area of research, development, and engineering “nano-
technology” only if it involves all of the following [2]:

1. Research and technology development at the atomic, molecular, or macromol-
ecular levels, in the length scale of approximately 1- to 100-nm range

2. Creating and using structures, devices, and systems that have novel properties
and functions because of their small and/or intermediate size

3. Ability to control or manipulate matter on the atomic scale

Hence, nanotechnology can be defined as the ability to work at the molecular
level, atom by atom, to create large structures with fundamentally new properties and
functions. Nanotechnology can be described as the precision-creation and precision-
manipulation of atomic-scale matter [3]; hence, it is also referred to as precision
molecular engineering. Nanotechnology is the application of nanoscience to control
processes on the nanometer scale, that is, between 0.1 and 100 nm [4]. The field is
also known as molecular engineering or molecular nanotechnology (MNT). MNT
deals with the control of the structure of matter based on atom-by-atom and/or
molecule-by-molecule engineering; also, it deals with the products and processes of
molecular manufacturing [5]. The term engineered nanoparticles describes particles
that do not occur naturally; humans have been putting together different materials
throughout time, and now with nanotechnology they are doing so at the nanoscale.

“The National Nanotechnology Initiative (NNI) is a U.S. government-funded R&D and commercializa-
tion initiative for nanoscience and nanotechnology. The 21st Century Nanotechnology Research and
Development Act of 2003 put into law programs and activities supported by the initiative.



INTRODUCTION AND SCOPE 3

As it might be inferred, nanotechnology is highly interdisciplinary as a field, and it
requires knowledge drawn from a variety of scientific and engineering arenas:
Designing at the nanoscale is working in a world where physics, chemistry, electri-
cal engineering, mechanical engineering, and even biology become unified into an
integrated field. “Building blocks” for nanomaterials include carbon-based compo-
nents and organics, semiconductors, metals, and metal oxides; nanomaterials are the
infrastructure, or building blocks, for nanotechnology.

The term nanotechnology was introduced by Nori Taniguchi in 1974 at the Tokyo
International Conference on Production Engineering. He used the word to describe
ultrafine machining: the processing of a material to nanoscale precision. This work
was focused on studying the mechanisms of machining hard and brittle materials
such as quartz crystals, silicon, and alumina ceramics by ultrasonic machining. Years
earlier, in a lecture at the annual meeting of the American Physical Society in 1959
(There’s Plenty of Room at the Bottom) American Physicist and Nobel Laureate
Richard Feynman argued (although he did not coin or use the word nanotechnology)
that the scanning electron microscope could be improved in resolution and stability,
so that one would be able to “see” atoms. Feynman proceeded to predict the ability
to arrange atoms the way a researcher would want them, within the bounds of chem-
ical stability, in order to build tiny structures that in turn would lead to molecular or
atomic synthesis of materials [6]. Based on Feynman’s idea, K. E. Drexler advanced
the idea of “molecular nanotechnology” in 1986 in the book Engines of Creation,
where he postulated the concept of using nanoscale molecular structures to act in a
machinelike manner to guide and activate the synthesis of larger molecules. Drexler
proposed the use of a large number (billions) of roboticlike machines called “assem-
blers” (or nanobots) that would form the basis of a molecular manufacturing tech-
nology capable of building literally anything atom by atom and molecule by
molecule. Quite a bit of work has been done in the field since the publication of the
book, although the concept of nanobots is still speculative.’

At this time, an engineering discipline has already grown out of the pure and
applied science; however, nanoscience still remains somewhat of a maturing field.
Nanotechnology can be identified precisely with the concept of “molecular manu-
facturing” (molecular nanotechnology) introduced above or with a broader definition
that also includes laterally related subdisciplines [7]. This text will encompass both
perspectives; the context should make clear which of the definitions we are using.
The nanoscale is where physical and biological systems approach a comparable
dimensional scale. A basic “difference” between systems biology and nanotechnol-
ogy is the goal of the science: systems biology aims to uncover the fundamental
operation of the cell in an effort to predict the exact response to specific stimuli and
genetic variations (has scientific discovery focus); nanotechnology, on the other
hand, does not attempt to be so precise but is chiefly concerned with useful design

5The possibility of building tiny motors on the scale of a molecule appears to have been brought one
step closer of late: researchers recently have described how they were able—using light or electrical
stimulation—to cause a molecule to rotate on an axis in a controlled fashion, similar to the action of a
motor [8].
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FIGURE 1.1 Evolution of various disciplines toward nanoscale focus.

(has engineering design focus) [9]. Figure 1.1 depicts the current evolution of vari-
ous disciplines toward a nanoscale focus.

Figure 1.2 places “nano” in the continuum of scales, while Figure 1.3 depicts
the size of certain natural and manmade objects (Table 1.1, loosely based on [10]
depicts additional substances, entities, and materials). A nanometer is about the
width of four silicon atoms (with a radius of 0.13nm) or two hydrogen atoms
(radius of 0.21 nm); also see Figure 1.4. Figure 1.5 depicts an actual nanostruc-
ture. For comparison purposes, the core of a single-mode fiber is 10,000 nm in
diameter, and a 10-nm nanowire is 1000 times smaller than (the core of ) a fiber.
The nanoscale exists at a boundary between the “classical world” and the “quan-
tum mechanical world”; therefore, realization of nanotechnology promises to
afford revolutionary new capabilities. In this context, the following quote is note-
worthy [11]:

When the ultimate feature sizes of nanoscale objects are approximately a nanometer or
so0, one is dealing with dimensions an order of magnitude larger than the scale exploited
by chemists for over a century. Synthetic chemists have manipulated the constituents,
bonding, and stereochemistry of vast numbers of molecules on the angstrom scale, and
physical and analytical chemists have examined the properties of these molecules. So
what is so special about the nanoscale? There are many answers to this question, possi-
bly as many as there are people who call themselves nanoscientists or nanotechnologists.
A particularly intriguing feature of the nanoscale is that this is the scale on which
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FIGURE 1.3 Size of certain natural and manmade objects.

biological systems build their structural components, such as microtubules,
microfilaments, and chromatin. The associations maintaining these and the associations
of other cellular components seem relatively simple when examined by high-resolution
structural methods, such as crystallography or Nuclear Magnetic Resonance—shape
complementarity, charge neutralization, hydrogen bonding, and hydrophobic interac-
tions. A key property of biological nanostructures is molecular recognition, leading to
self-assembly and the templating of atomic and molecular structures. Those who wish to

create defined nanostructures would like to develop systems that emulate this behavior.

5
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TABLE 1.1 Scale of Some Substances and Entities

The Planck length (the smallest measurement of length that has meaning)

One fermi (aka a femtometer: a unit suitable to express the size of
atomic nuclei)

Diameter of proton

Classical diameter of neutron

Diameter of the nucleus of a helium atom

Classical diameter of an electron

Diameter of the nucleus of an aluminum atom

Diameter of the nucleus of a gold atom

Wavelength of yrays

Diameter of flourine ion

Most likely distance from electron to nucleus in a hydrogen
atom (bohr radius)

Distance between bonded hydrogen atoms

One angstrom

Van der Waals radius of hydrogen atoms (max distance between
atoms that are not bonded)

Resolution (size of smallest visible object) of a transmission
electron microscope

Distance between bonded iron atoms

Van der Waals radius of potassium atoms (max distance
between atoms that are not bonded)

Diameter of water molecule

Distance between base pairs in a DNA molecule

Diameter of xenon ion

Distance between bonded cesium atoms

One nanometer

Size of glucose molecule

Diameter of DNA helix

Diameter of insulin molecule

Diameter of a hemoglobin molecule

Thickness of cell wall (Gram-negative bacteria)

Size of typical virus

Thickness of gold leaf

Diameter of smallest bacteria

Resolution (size of smallest visible object) of an optical microscope

Length of the smallest transistor in a Pentium 3 chip

Wavelength of violet light

Wavelength of red light

One micrometer (micron)

Size of typical bacterium

Diameter of average human cell nucleus

Thickness of typical red blood cell

Length of the smallest transistor in an Intel 286 chip

Diameter of typical capillary

Length of the smallest transistor in an Intel 8086 chip

Diameter of a single yeast organism

1.616 X 103 m

1X1075 m
1.66 X 107" m
22X 107" m
3.8X107 5 m

5.636 X107 m
72X 1075 m
14X 10" “m

1 X107 2m

38X 107" m

529X 107" m
741X 107" m
1X1071m

1.2X107"m

2X1071%m
248X 107'%m

275X 1071%m
3X107"0m
34X1070m
3.8X10710m
531 X10719m
1X107m
1.5X 10 m
2X107°m
5X 107 m
6X 107 m
1X107%m
75%X107 % m
1.25X 107" m
2X 107" m
2X 1077 m
2.6 X107 m
41X1077"m
6.8X 107" m
1 X10°m
1X107°m
1.7X10°m
24X107°m
3X10°m
4%X107°m
6X107°m
7X107°m
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TABLE 1.1 (Continued)

Diameter of a single yeast organism 7X107°m
Diameter of typical red blood cell 8.4X10°m
Diameter of average cell in human body 1 X103 m
Size of a grain of talcum powder 1X107°m
Length of the smallest transistor in the first 6502 chips 1.6 X 107> m
Length of the smallest transistor in an Intel 4004

(the first microprocessor) 2X 1075 m
Diameter of a small grain of sand 2.0X 103 m
Diameter of a typical human hair 2.5X1075 m
Thickness of typical sheet of paper 838X 107 m
Optical resolution: minimum size of object that can resolved

by unaided eye 1X10™*m
Size of a grain (crystal) of salt 1X107*m
Diameter of a period printed at end of typical sentence 3X107*m
Diameter of the most common type of optical fiber (including cladding) 3.7X107%m
Size of largest known bacterium 7.5X10"*m
Diameter of the head of the average pin 1.7X 1073 m
Diameter of a large grain of sand 2X1073m

Nanometer
scale
1 nm cube

~ 125 Carbon atoms (diam.= 1.8 ;JA)
~ 15 Hydrogen atoms (diam. = 4.1 DA)

FIGURE 1.4 What one gets at the nanometer scale.

1.1.2 Plethora of Potential Applications

Nanotechnology is an enabling and potentially disruptive technology that can
address requirements in a large number of industries. Developments in nanoscale
science and engineering promise to impact, if not revolutionize, many fields and lead
to a new technological base and infrastructure that can have major impact on tele-
com, computing, and information technology (in the form of optical networking/
nanophotonics, nanocomputing/nanoelectronics, and nanostorage); health care and
biotechnology; environment; energy; transportation; and space exploration, among
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100-nm period posts in Si

FIGURE 1.5 Example of nanostructure. This scanning electron micrograph shows a grid
of 13-nm-diameter posts on 100-nm centers that have been etched into the material. Light
emission from nanostructured silicon may have applications in optical communications, dis-
plays, and various other uses. (Courtesy: Research Laboratory of Electronics NanoStructures
Laboratory, Massachusetts Institute of Technology).

others [12]. Nanotechnology will enable manufacturers to produce computer chips
and sensors that are considerably smaller, faster, more energy efficient, and cheaper
to manufacture than their present-day counterparts. Specifically, nanotechnology is
now giving rise to many new applications such as quantum computing, surface and
materials modification, novel separations, sensing technologies, diagnostics, and human
biomedical replacements.

The technology will also open up completely new areas of research because, as
already stated, matter behaves differently at this physical scale [13]. Interfacing mate-
rials with biology is widely believed to be the exciting new frontier for nanotechnol-
ogy [14]. For example, the National Aeronautics and Space Administration (NASA)
foresees a zone of convergence between biotechnology, nanotechnology, and infor-
mation technology; consequently, NASA, is funding basic nanoscience, as well as
work on nanostructured materials, nanoelectronics, and research into sensors [15]. As
another example, the U.S. Army is funding soldier nanotechnologies to develop prod-
ucts to substantially reduce the weight that soldiers must carry while increasing phys-
ical protection.

Nanomaterials give impetus to new applications of the (nano)technology because
they exhibit novel optical, electric, and/or magnetic properties. The first generation
of nanotechnology (late 1990s—early 2000s) focused on performance enhancements
to existing micromaterials; the second generation of nanotechnology (slated for
2006-2007) will start employing nanomaterials in much more significant and radi-
cal ways. Industry observers assert that nanotechnological advances are essential
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if one is to continue the revolution in computer hardware beyond about the next
decade; furthermore, nanotechnology will also allow us to fabricate an entire new
generation of products that are cleaner, stronger, lighter, and more precise® [7].
Nanomaterials with structural features at the nanoscale can be found in the form of
clusters, thin films, multilayers, and nanocrystalline materials often expressed by the
dimensionality of 0, 1, 2 and 3; the materials of interest include metals, amorphous
and crystalline alloys, semiconductors, oxides, nitride and carbide ceramics in the
form of clusters, thin films, multilayers, and bulk nanocrystalline materials [16].

All products are manufactured from atoms, however, interestingly, the properties
of those products depend on how those atoms are arranged. For example, by rear-
ranging the atoms in coal (carbon), one can make diamonds. It should be noted that
current manufacturing techniques are very rudimentary at the atomic/molecular
level: casting, grinding, milling, and even lithography move atoms in bulk rather
than in a “choreographed” or “highly controlled” fashion. On the other hand, with
nanotechnology one is able to assemble the fundamental building blocks of nature
(atoms, molecules, etc.), within the constraints of the laws of physics, but in ways
that may not occur naturally or in ways to create some existing structure but by syn-
thesizing it out of cheaper forms or constituent elements. Nanomaterials often have
properties dramatically different from their bulk-scale counterparts; for example,
nanocrystalline copper is five times harder than ordinary copper with its microme-
ter-sized crystalline structure [17]. A goal of nanotechnology is to close the size gap
between the smallest lithographically fabricated structures and chemically synthe-
sized large molecules [18].

As scientists and engineers continue to push forward the limits of computer chip
manufacturing, they have entered into the nanometer realm in recent years without
much public fanfare: The first transistor gates under 100 nm went into production in
2000, and microprocessor chips that were coming to market at press time had gates
45nm wide [19]. A Pentium 4 chip contains in the range of 50 million transistors.
However, as the physical laws related to today’s telecom chipsets, computer memory,
and processor fabrication reach their limits, new approaches such as single-electron
technology (nanoelectronics) or plasmonics (nanophotonics) are needed. The inven-
tion of the scanning tunneling microscope, the discovery of the fullerene family of
molecules, the development of materials with size-dependent properties, and the abil-
ity to encode with and manipulate biological molecules such as deoxyribonucleic acid
(DNA), are a few of the crucial developments that have advanced nanotechnology in
the recent past [20]. A gamut of products featuring the unique properties of nanoscale
materials are already available to consumers and industry at this time. For example,
most computer hard drives contain giant magnetoresistance (GMR) heads that,
through nanothin layers of magnetic materials, allow for a significant increase in
storage capacity. Other electronic applications include nonvolatile magnetic memory,
automotive sensors, landmine detectors, and solid-state compasses. Some other

It is worth noting that the National Science Foundation has estimated that 2 million workers will be
needed to support nanotechnology industries worldwide within 15 years.
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nanotechnology uses that are already in the marketplace include (also see Table 1.2
[2] and Table 1.3 [21]):

e Burn and wound dressings

o Water filtration

 Catalysis

¢ A dental-bonding agent

» Coatings for easier cleaning glass

e Bumpers and catalytic converters on cars

* Protective and glare-reducing coatings for eyeglasses and cars
* Sunscreens and cosmetics

* Longer-lasting tennis balls

TABLE 1.2 Recent Achievements in Nanotechnology (Partial List)

Use of the bright fluorescence of semiconductor nanocrystals for dynamic angiography
in capillaries hundreds of micrometers below the skin of living mice—about twice the
depth of conventional angiographic materials—and obtained with one-fifth the
irradiation power.

Nanoelectromechanical sensors that can detect and identify a single molecule of a chemical
warfare agent—an essential step toward realizing practical field sensors.

Nanotube-based fibers requiring 3 times the energy to break of the strongest silk fibers and
15 times that of Kevlar fiber.

Nanocomposite energetic materials for propellants and explosives that have over twice the
energy output of typical high explosives.

Prototype data storage devices based on molecular electronics with data densities over 100
times that of today’s highest density commercial devices.

Field demonstration that iron nanoparticles can remove up to 96% of a major contaminant
(trichloroethylene) from groundwater at an industrial site.

TABLE 1.3 Short-Term Commercially Viable Nanotechnology Products

Examples of Products Generating

Sector Revenues in 2005 and Beyond

Building materials Scratchless long endurance treatments for vinyl,
roofing, furniture, etc.; self-cleaning windows

Communications and computers Nanodrives and memory, enhanced displays and

electronic paper, copiers and printers; sensors as
inputs for security and monitoring systems

Military and aerospace Materials and coatings for hardening products; sensors

Chemicals Advanced catalysts and additives

Pharmaceuticals and medical Better targeted pharmaceuticals and cosmetics; drug
devices delivery systems; nanobiotechnology products

Energy Filters, additives, and catalysts for hydrocarbon-based

fuels; photovoltaics
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 Light-weight, stronger tennis racquets
* Stain-free clothing and mattresses
 Ink

Telecommunications- and computing-specific applications include, among others:

* Nanoelectronics, nanophotonics, nanomaterials, new chipsets
* Optical transmission [e.g., in the emerging optical transport network (OTN)]

* Optical switching [e.g., in the emerging automatically switched optical network
(ASON)]

* Microelectromechanical systems (MEMS) and microoptical-electromechanical
systems (MOEMS) applications [e.g., tunable optical components and modules,
optical switches, fiber-optic networks, electromagnetic radio frequency (RF)
MEMS switch; sensor; actuators; information storage systems including mag-
netic recording, optical recording, and other recording devices, e.g., rigid disk,
flexible disk, tape and card drives; processing systems including copiers, print-
ers, scanners, and digital cameras]

* Speech recognition/pattern recognition/imaging

* Advanced computing (e.g., quantum computing, pervasive computing, ubiquitous
computing, autonomic computing, utility computing, grid computing, molecular
computing, massively parallel computing, and amorphous computing)

e Storage

» “Terascale integration” microprocessors

* Quantum cryptography

* Nanosensors and nanoactuators

Focusing on electronics and photonics, note that the micrometer (10~°m) range is
representative of typical computing technology of the late 1990s—early 2000s: random-
access memory (RAM), read-only memory (ROM), and microprocessors have fea-
ture sizes on the order of micrometers. The entire advancement of processor technology
and (optical) communication is essentially the effort to shrink circuits from microm-
eters down to fractions of a micrometer (e.g., 0.1 um or less). Silicon can be
machined into slabs 0.3-0.1 um wide (this is smaller than the wavelength of deep
violet light). This is what one could do at press time with conventional processing
technology. Somewhere between 0.5 and 0.1 um some of the basic laws (such as
Ohm’s law) begin to break down, and the rules of quantum theory begin to become
important if not overriding [5].

Consider for illustrative purposes one example of nanoelectronic (nano)structures,
specifically nanowires. Nanowires are electrical conductors that function like wires
but exist at the nanoscale. Nanowires can be used to manufacture faster computer
chips, higher-density memory, and smaller lasers. Nanowires are molecular struc-
tures with characteristic electrical or optical properties. They are one of the key com-
ponents to be used for the creation of “molecular electronics chips.” These wires
have been manufactured in the 40- to 80-nm-diameter range. Nanowires are relatively
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easy to produce, and they can be assembled in grids to become the basis of nanoscale
logic circuits. Nanowires can have a number of (very) different shapes: They often
are thin and short “threads” but also have other shapes.

Nanotubes are the ultimate form of nanowires. Carbon nanotube is a generic term
referring to molecular structures with cylindrical shapes that are based on the carbon
atom; there are several other kinds of nanotubes based on noncarbon atoms. Single-wall
nanotubes are 1-2nm in diameter. Nanotubes have interesting electrical properties. A
carbon nanotube (Fig. 1.6b) (discovered in 1991 by the Japanese researcher Sumio
lijima, Meijo University) is an assembly of carbon (graphite) atoms with extraordinary
properties. The carbon nanotube is a single molecule of graphite shaped in a cylindrical
sheet (a hexagonal lattice of carbon). Each end of the cylinder is terminated by a hemi-
spherical cap. A nanotube’s length can be in the millimeter range (this being millions of
times greater than its diameter). Carbon nanotubes have many possible applications,
given that they are 100 times stronger than steel (and 6 times lighter), they are good con-
ductors, and they can resist very high temperatures. These important advances provide
a foundation to build the nanoelectronic devices and chips of the future.

Carbon nanotubes are based on fullerenes. Fullerene is a third form of carbon (the
other two being the diamond form and the graphite form); it is a molecular form of
pure carbon that has a cagelike structure. Fullerenes are closed, convex cage molecules
containing only hexagonal and pentagonal faces. This class of carbon molecules was

(a)

FIGURE 1.6 Fullerene: basic carbon nanomaterial structure: () buckyballs and (b) carbon
nanotubes.
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discovered by Richard Smalley in 1985. The fullerene structure can be spherical or
tubular in shape, as shown in Figure 1.6 (this form of carbon is named in honor of
the architect Buckminster Fuller, who designed the geodesic structures that the
fullerene resembles’). Fullerenes are formed when vaporized carbon condenses in an
atmosphere of inert gas. Fullerenes enjoy extraordinary properties, such as supercon-
ducting. Buckyballs are the most famous fullerene molecules (pictorially they are close
to the shape of an European soccer ball.) The buckminsterfullerene (buckyball Cg,)
(Fig. 1.6) is a nanostructure composed of 60 atoms of carbon, organized in a perfectly
symmetric closed cage; much larger fullerenes also exist as seen in Figure 1.6.

1.1.3 Challenges and Opportunities

In 2004 the semiconductor industry reliably crossed the 100-nm fabrication barrier,
and manufacturers were able to place 100 million transistors on a chip, but from 2005
onward, major challenges were expected to begin to materialize, according to observers.
Continued improvements in lithography have resulted in integrated circuits (ICs) with
linewidths that are less than 1 um (1000 nm): This work is often called “nanotechnology,”
especially if/when the 100-nm barrier is crossed.® However, the challenge arises when
scientists seek to create structures less than 100 nm in two or three dimensions [22].
Submicron lithography is a useful technique, but it is equally clear that conventional
lithography will not permit the building of semiconductor devices in which individual
dopant atoms are located at specific lattice sites: Many of the exponentially improving
trends in computer hardware capability have remained operative for the last 50 years, and
there is fairly widespread belief that these trends are likely to continue for a number of
years, but thereafter conventional lithography will start to reach its limits [7].

There are challenges in the area of the gate dielectric, gate electrodes, substrate and
device structure, and device interconnects [23]. Specifically, (i) there are the power
implications of Moore’s law?; (ii) two major gaps in the EDA (electronic design
automation) chain, at the architectural and the physical levels; and, (iii) the deep-sub-
micron physical effects that jeopardize the separation of design and manufacturing [24].
To continue to follow (and/or exceed) the performance goals of Moore’s law, one needs
to develop new manufacturing techniques and approaches that will let one build com-
puter systems with “mole quantities” of logic elements that are molecular in both size
and precision and are interconnected in complex patterns, in an inexpensive manner [7].

7American architect Richard Buckminster Fuller designed a dome presenting this kind of symmetric pat-
tern for the 1967 Montreal World Exhibition.

8For example, in early 2004 Intel announced the first lot of chips based on the 65-nm process: It
announced the first fully functional 4-Mbit SRAM chips (static random access memory). Intel was plan-
ning mass production for 2005. In early 2002, Intel demonstrated prototypes of first SRAM chips based
on the 90-nm process. At that time this was a technological breakthrough; but at press time the 90 nm is
well in reach, with many chip makers releasing such chips [24a].

°Gordon Moore made his well-known observation (now known as Moore’s law) in 1965, just a few years
after the first ICs were developed. In his original paper Moore observed an exponential growth in the num-
ber of transistors per integrated circuit and predicted that this trend would continue. Through technology
advances, Moore’s law, the doubling of transistors every couple of years, has been maintained and still holds
true today. Observers (such as Intel) expect that it will continue at least through the end of this decade [25].
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The silicon transistor, as embodied in the complementary metal oxide semicon-
ductor (CMOS), is the dominant technology and will likely remain so for the fore-
seeable future; only a breakdown in Moore’s law provides a chance for other
technologies, including nanotechnology, to compete. However, such a break is more
likely to be the result of economics rather than technological problems, according to
some [26]. Nanoelectronics and nanophotonics are of particular interest in this con-
text. Contemporary nanotechnology research is concerned, at the macrolevel, with
two avenues of research: (i) the development of new manufacturing techniques and
(ii) the development of new devices, for example, single-electron transistors, nano-
wires, and photonic bandgap devices (to mention only a few).

Manufacturing techniques for growing and fabricating structures with dimen-
sions as small as a few nanometers using electron beam lithography, dry etching, and
molecular beam epitaxial growth are under development. Novel techniques of man-
ufacturing nanometer-scale structures by stamping are also under development. Recent
accomplishments have included the first demonstration of 3-nm electron beam
lithography and the invention of new low-damage dry etch processes for selective
and unselective patterning of the Ga(Al, In)As and InP systems [27].

In reference to new devices, research work in this arena goes on in earnest. For
example, a baseline 2001 paper for nanoelectronic circuit design demonstrated that
all of the important logic functions for building complex circuits can be built from a
bottom-up assembly process of chemically synthesized nanowires [28] and/or nan-
otubes. As far back as 2001, a team at Nanosys Incorporated (Cambridge, MA)
arranged nanowires into a simple crossbar architecture that allowed communication
among nanowires; the team constructed logic circuits from silicon and gallium
nitride nanowires. A team at UCLA demonstrated more recently that a simple 16-bit
memory circuit could be built from semiconducting crossbars that took advantage of
chemical transistor switches made from organically synthesized molecules [29].
Advancements like these and other nanotechnology-driven developments will play
an important role in the future of telecommunications.

Major opportunities exist for the development of new usable technologies during
the next few years. As stated earlier, nanostructure, such as nanophotonic devices,
nanowires, carbon nanotubes, plasmonics devices, among others, are being devel-
oped to the point where these devices can be incorporated into telecommunication
components and into microprocessors, leading to powerful new communication sys-
tems and computers. These opportunities will be described throughout this text.

To provide a balance to this discussion, note that some see nanotechnology (just)
as a new label for chemistry, materials science, and applied physics as the industry
starts working at the molecular level. Others see nanotechnology as being hyped as
the next “dot.com” and call for a need to recognize the opportunities and discount
the hype. Yet others make the case that because near-term applications will be largely
invisible in existing products—offering higher strength, safety, sensitivity, accuracy,
and overall performance—the nanotechnology phenomenon is an incremental one,
not revolutionary [30]. Also, despite much recent publicity concerning potential
applications of new inorganic materials in nanotechnology and optoelectronics, a
number of chemists believe that self-organizing organic polymers hold the greatest
promise for future important discoveries and applications [31]; the previously
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discovered polymers comprise only a small set from a large array of possible chain
molecules.

1.1.4 Technology Scope

As implied by the discussion above, significant breakthroughs have taken place during
the past two decades in a wide range of issues related to nanoscale science and engi-
neering. Progress in molecular nanotechnology is being made on several fronts, pro-
ducing breakthroughs in molecular manipulation for chemical bond formation,
molecular electronics, and the harnessing of biomolecular motors [32]. Nanomaterials
and nanoscience concepts have evolved rapidly of late, and at this point in time
nanoscience concepts are becoming broadly understood. Nanotechnology is now an
interdisciplinary science that spans topics such as microengineering, precision machin-
ery, nanoelectronics, nanophotonics, nanomaterials/nanostructures, and bio/biomed-
ical nanotechnology.

The three major nanotechnology areas of current emphasis are: (i) nanomaterials,
(i1) nanobiotechnology, and (iii) nanoelectronics/photonics. A more granular view of
subfields include the items depicted in Table 1.4, which also provides a sense of the
concentration of worldwide research (in terms of studies published from 1996 to
2000—data generalized from [14].) Table 1.5 (inspired partially by [33]) depicts the
many areas and subdisciplines of nanotechnology (this expanding the more coarse
view provided in Table 1.4). A number of these subareas (but by no means all) are
discussed in this book.

As hinted at in the opening paragraphs, nanotechnology relies on quantum the-
ory, specifically, on quantum mechanics. Quantum theory, a branch of physics, is
based on the quantum principle, that is, that energy is emitted not as a continuous

TABLE 1.4 Concentration of Research (in Terms of Articles
Published from 1996 to 2000)

Number of Papers % of Papers

Nanoparticles 41,918 (18.4%)
Quantum computing 41,795 (18.4%)
Semiconductor nanostructures 22,308 (9.8%)
Catalysis 18,758 (8.2%)
Self-assembly 18,214 (8.0%)
Nanomedicine 16,176 (7.1%)
Fullerenes 13,230 (5.8%)
Nanocomposites and coatings 12,237 (5.4%)
Quantum dots 11,863 (5.2%)
Biosensors 9,921 (4.4%)
Nanotubes 9,024 (4.0%)
Dendrimers and supramolecular 6,628 (2.9%)
chemistry

Energy storage and distribution 2,883 (1.3%)
Soft lithography (nanoimprinting) 2,500 (1.1%)

227,455 100.0%
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TABLE 1.5 Taxonomy of Areas and Subdisciplines in the Nanotechnology Field

Nanostructured Nanofunctional materials

materials Nanoparticles
Carbon nanotubes
Carbon nanotube “peapod”
Nanodiamond
Nanowires
Nanorods
Nanostructured polymer
Nanoscale manipulation of polymers
Nanostructured coatings
Nanocatalysis
Nanocrystals
Nanocrystals in Si-based semiconductors
Nanocrystalline materials and nanocomposites
Thin-film photonic crystals

Biomolecules
Nanomaterials Nanoparticles
synthesis and Carbon nanotube
assembly Nanomachining
Nanodeposition

Sol-gel methods
Ball-milling

Nanocomposites
Nanofabrication “Top-down” approaches: lithography (E-beam, extreme
methods ultraviolet); Dip-Pen nanolithography

“Bottom-up” approaches: selective growth; self-assembly;
scanning tip manipulation

Nanomanipulation Scanning probe microscope-based nanomanipulator
Nanotweezer
Nanolithography Scanning probe microscope (SPM)

Dip-pen nanolithography

Extreme ultraviolet (EUV)

Electron beam nanolithography/X-ray
Focused ion beam

Light coupling nanolithography
Imprint nanolithography

Nanosensors Nanotube and nanowire sensors
Nanocomposite sensor
Quantum behaviors Moore’s law/scaling and limits of CMOS
and scaling limit Quantum theory/mechanics
of CMOS Wave interference, quantum mechanics, tunneling,
diffraction

Quantum dots
Quantum wires
Quantum wells
Quantum corrals
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Nanoelectronics

Nanophotonics

Nanomechanics

Nanomagnetics

Nanochemistry

Nanobiotechnology

Nanoinstrumentation

Silicon nanoelectronics

Molecular nanoelectronics, carbon nanoelectronics

DNA nanoelectronics

Neuromorphic nanoelectronics

Ballistic magnetoresistance (BMR) and nanocontacts

Single electronics

Josephson arrays

RTD (resonant tunneling diode)-based devices

Spintronics

Molecular nanoelectronics

Optical metal nanoshells

Photonic bandgap structures

Photonic crystal structures

Nanooptics

Nanocavities

Photonic crystal waveguide

Atom optics and nanofocusing

Atomic force microscope (AFM)

Nanoresonators

Nanocantilevers

Nanomechanical transistor

Nanoacoustics

Nanofluidics

Nanoindentation

Nanorobots, nanoelectromechanicals (NEMS) (also MEMS)
and AFM nanomanipulator

Nanoscale magnets

Magnetic nanoparticles

Giant magnetoresistance (GMR)

Spintronics

Magnetic nanosensor for ultra-high-density magnetic storage

Self-assembly nanochemistry (self-assembly is the construction
principle that nature uses to create functionally)

Nanocatalysts, batteries, fuel cells

Nanoelectrochemical lithography

Molecular motors

Biomolecular electronics

mtDNA (mitochondrial DNA)/nanotechnology interplay

Molecular motors

Micromanipulation techniques, self-assembly, gene chips

Nanobiomedicine

Nanobiosensors

Self-assembled biomolecular structures

Bio-MEMS

Bioelectronics

DNA nanoelectronics

Nanometrology and tools for nanoscale materials/structures:
SPM, TEM, etc.
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quantity but in discrete discontinuous units. Quantum theory is the science of all
complex elements of atomic and molecular spectra and the interaction of radiation
and matter [34]. Quantum physics/mechanics principles will be covered in this text.
Table 1.6 identifies some key terms of interest in nanotechnology; other terms are
provided in the Glossary at the end of the book. Related to the Glossary, we have
made every effort to include as many of the terms used in this text as possible.
Hence, unfamiliar terms should, in most instances, be defined in the glossary.

1.1.5 Commercialization Scope

Commercial R&D work is now being focused on nanotechnology in order to translate
the pure science discoveries into usable products. While there is extensive academic
and institutional interest and activity, there is also rapidly expanding commercial activ-
ity. Significant nanotechnology research work has been undertaken in recent years at
the six national Nanoscale Science and Engineering Centers, located at Columbia
University (New York), Cornell University (Ithaca, NY), Rensselaer Polytechnic
Institute (Troy, NY), Harvard University (Cambridge, MA), Northwestern University
(Evanston, IL), and, Rice University (Houston). In the past few years there has been a
lot of coverage on nanotechnology in scientific journals, at conferences, in university
programs, in market research reports, and even in the financial and business press (in
the United States, press-time network TV advertisements from NEC also extolled the
virtues of nanotechnology). For example, in 2002 Merrill Lynch published the first
nanotechnology equity report. Science Magazine named nanotechnology the 2001
Breakthrough of the Year,'” and quantum dot nanocrystals (“tiny” 5- to 10-nm semi-
conductor nanocrystals that glow in various colors when excited by laser light and used
to tag biological molecules) were named by Science Magazine as Breakthrough of the
Year #5 in 2003 [35]. High-tech companies such as, but not limited to, NEC have high-
lighted its nanotechnology research in its corporate ads. There are now hundreds of
labs, companies, and academic institutions involved in this work (ranging at the cor-
porate level, to name a few, from IBM, Intel, NEC, and HP to Veeco Instruments,
Perkin-Elmer, and FEI Corp). As of the early 2000s there were more than 100 startups
developing nanotechnology-based products that will be marketable in the 2005-2007
timeframe. Figure 1.7 (based on data from [14]) shows that some countries are focus-
ing more research (as a percentage of the total scientific publications) on nanotechnol-
ogy than other countries. This book is a step in the direction of advocating practical
attention to this field, specifically from a computing and telecom perspective.

As noted in the previous section, at a macrolevel, commercially focused research
falls into six functional categories, as follows: (i) nanomaterials and nanomateri-
als processing, (ii) nanophotonics, (iii) nanoelectronics, (iv) nanoinstrumentation,
(v) nanobiotechnology, and (vi) software. This is generally how this book is organ-
ized (with the exception of nanobiotechnology, which is not covered here.) As a point
of reference, in 2002 there were around 50 companies focused on nanomaterials and

10Science Magazine cited work of the team at Nanosys Incorporated (Cambridge, MA) that arranged
nanowires into a simple crossbar architecture that allowed communication among nanowires.
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TABLE 1.6 Glossary of Key Nanotechnology-Related Terms Assembled from
Various Scientific Sources

Buckminsterfullerene Most famous of the fullerenes, it is a nanostructure composed of
(aka Buckyball, Cy) 60 atoms of carbon arranged in a perfectly symmetric closed

cage. Discovered in 1985 by Richard Smalley, Harold Kroto,
and Robert Curl for which they won the 1996 Nobel Prize in
chemistry [36].

Carbon nanotube Cylinder-shaped structure resembling a rolled-up sheet of
graphite (carbon) that can be a conductor or semiconductor
depending on the alignment of its carbon atoms. It is 100
times stronger than steel of the same weight, although due to
high fabrication costs, widespread commercial use is still
distant [36].

Fullerene Third form of carbon, after diamond and graphite. Can be
spherical or tubular in shape [36].
Nanotechnology Creation and utilization of materials, devices, and systems

through the control of matter on the nanometer-length scale,
that is, at the level of atoms, molecules, and supramolecular
structures [37].

Quanta a. Fundamental units of energy.

b. Light can carry energy only in specific amounts, proportional
to the frequency, as though it came in packets. The term
quanta was given to these discrete packets of
electromagnetic energy by Max Planck [38].

c. Smallest physical units into which something can be partitioned,
according to the laws of quantum mechanics. For example,
photons are the quanta of the electromagnetic field [38].

d. Each particle is surrounded by a field for each of the kinds of
charges it carries, such as an electromagnetic field if it has
electric charge. In the quantum theory, the field is described
as made up of particles that are the quanta of the field. More
loosely, the smallest amount of something that can exist [38].

Quantum chemistry Application of quantum mechanics to the study of chemical
phenomena.

Quantum device Semiconductor device whose operation is based on quantum
effects [36, 39].

Quantum dot (QD) Nanometer-scale “boxes” for selectively holding or releasing

electrons; the size of the box can be from 30 to 1000 nm

[40, 41]. Something (usually a semiconductor island)
capable of confining a single (or a few) electron and in which
the electrons occupy discrete energy states just as they would
in an atom [42]. QDs are grouping of atoms so small

that the addition or removal of an electron will change its
properties in a significant way [36]. QDs are small devices
fabricated in semiconductor materials that contain a tiny
droplet of free electrons; the size and shape of these
structures and, hence, the number of electrons they

contain, can be precisely controlled; a QD can have from a
single electron to a collection of several thousands [43, 44].
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TABLE 1.6 (Continued)

Quantum effect Properties of transistors and wires become altered at the
nanoscale level, so that they can no longer be characterized
by classical electronic circuit theory. Quantum effects, such
as the quantization of electronic charge and the interfering
wave properties of electrons as they propagate through
transistors and wires, need to be take into account [36].

Quantum electronics Name used for those parts of quantum optics that have practical
device applications [36, 38].
Quantum optics Science concerned with the applications of the quantum theory

of optics; i.e., optics defined in terms of the quanta of radiant
energy or photons [34].

Quantum physics Physics based upon the quantum principle that energy is
emitted not as a continuum but in discrete units [38].
Quantum theory a. General term describing quantum physics.

b. Theory that seeks to explain that the action of forces is a
result of the exchange of subatomic particles [38].

c. Theory used to describe physical systems that are very small, of
atomic dimensions or less. A feature of the theory is that
certain quantities (e.g., energy, angular momentum, light)
can only exist in certain discrete amounts, called quanta.

d. Initially, the theory developed by Planck that radiating bodies
emit energy not in a continuous stream but in discrete units
called quanta, the energy of which is directly proportional
to the frequency. Now, all aspects of quantum mechanics.

e. Quantum theory provides the rules with which to calculate how
matter behaves. Once scientists specify what system they
want to describe and what the interactions among the parti-
cles of the system are, then the equations of the quantum
theory are solved to learn the properties of the system.

Quantum well (QW) In a diode laser, a region between layers of gallium arsenide and
aluminum gallium arsenide, where the density of electrons is
very high, resulting in increased lasing efficiency and reduced
generation of heat [34]. Semiconductor heterostructure
fabricated to implement quantum effects in electronic and
photonic applications; typically an ultrathin layer of narrower
bandgap semiconductor is sandwiched between two layers of
larger bandgap semiconductor; electrons and holes are free to
move in the direction perpendicular to the crystal growth
direction but not in the direction of crystal growth, hence,
they are “confined” [36, 39].

Quantum wire Narrow channel created by cleaving a crystal made of
alternating layers of gallium arsenide and aluminum gallium
arsenide, and adding additional layers on the cleaved end
face, at right angles to the first, resulting in an efficient diode
laser [34].




INTRODUCTION AND SCOPE 21

8.0~ @ 1993-2003
70k

6.0 —
50
4.0 —
3.0 ~ World average

2.0

1 .O ﬂ

0.0 '
<
o
-]

%

Japan

Canada [
England [
Australia [
B I
|
Germany [EEm
— |
T
— |
— |
Italy ]
L I
B i
|
Switzerland :l
— |
Netherlands [T
- |
L |
|
1

China
France
Sweden
Taiwan

South Korea

FIGURE 1.7 Percentage of all science publications related to nanotechnology.

nanomaterials processing; these companies were in the process of developing the
materials and methods to manipulate and manufacture nanomaterials-based products.
From a commercial perspective, nanophotonics, nanoelectronics, and nanobiotech-
nology (a hybrid discipline that combines biology and nanoelectronics) also hold
near-term promise. Many fundamental biological functions are carried out by molec-
ular ensembles (e.g., single enzymes, transcription complex, ribosome) that have the
sizes in the range of 1-100 nm. To understand the functions of these ensembles, one
has to describe their movements, shapes, and so on at this scale. Nanotechnology
developments and tools (e.g., scanning probe microscopy, micromanipulating tech-
niques, etc.), hence, are applicable to the field of biology.

Nanoelectronics includes electronic (and optoelectronic) devices where individual
assemblies of nanoscale components operate as active device elements. Applications
of nanoelectronics include memory, logic, passive optical components, field emission
devices, and flat-panel display and light-emitting diodes. As another example, there is
research underway into ultrasmall magnetism, an atomic property that results from
electronic “spin.” Nanospintronics is a new area of nanoscience that could help engi-
neers build faster and more powerful computers and electronic devices in the future.
Spintronics (short for spin-based electronics) seeks to isolate the spin from the elec-
tron’s charge [45]; spintronics-based devices are devices that rely on an electron’s
spin to perform their functions. The spin is a fundamental property of an electron and
is the basis of the magnetic bits on a computer hard drive. Current computer drives
store information with tiny magnets, but these drives need millions of the devices to
do the job. An improvement might be to use nanoscale magnets; the use of these
nanoscale magnets is expected to lead to a storage drive one or two orders of magni-
tude smaller than current-day technology. Nanobiotechnology companies focus on
developing a gamut of biological diagnostic tools, for example, arrays of tiny sensors
that can detect specific biological molecules and/or individual components of DNA.

The nanotechnology developments and trends highlighted so far may be of interest
to telecommunications vendors, researchers, and students who want to start thinking
about the potential opportunities afforded by these emerging scientific developments
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and approaches for the next-generation networks to be deployed 5-10 years in the
future; advanced planning is a valuable and effective exercise. For example, nanopho-
tonics companies are developing highly integrated optical-communications compo-
nents using nanooptic and nanomanufacturing technologies (nanomanufacturing as
applied to optical components allows rapid prototyping, performance improvements,
smaller forms, and lower costs [12].) MEMSs are microscale systems (~100 pm)
(but not nanoscale yet) that include both mechanical and electrical devices integrated
on a single die or chip. MOEMS consist of MEMS devices with integral optical
components such as mirrors, lenses, filters, laser diodes, emitters or other optics. A
MEMS system may include microfluidic elements, integral microelectronics or ICs,
“lab-on-chip” systems, actuators, micromotors, or sensors. Lab-on-chip (also known
as nanolab) is a chip that uses (i) microfluidics to transport individual cells across the
device, (ii) nanowire sensors ~10 nm in diameter to identify genes and proteins in the
cell, and, (iii) nanomechanical sensors to detect protein and gene interactions.

These and other nanoscale advances will be critical to the computing and telecom
industry in the coming decade; hence, the focus of this book.

1.1.6 Opportunities of the Technology and the 21st Century
Nanotechnology Research and Development Act of 2003

National Science Foundation (NSF'!) representatives have been quoted as saying:
“Some call [nanotechnology] the next industrial revolution, anticipating an eco-
nomic bonanza that dollar for dollar, and job for job, will outstrip the introduction
of electricity, the automobile or the new information and communications technolo-
gies. ... The expectations raised by nanotechnology have inspired governments world-
wide to increase support for nanotechnology research and education, and sparked
international competition to bring nanotechnology from the bench to the boardroom”
[46]. The NSF has recently being advocating for closer cooperation between the
scientific and engineering research communities on nanotechnology development;
this cooperation would create what has been dubbed “nanotransformations” in scientific
and social fields.

From a current market point of view, there was an expectation that about $1 bil-
lion would be invested in nanotech by the venture capital (VC) community in 2003
(about 2% of the total VC pool of money), and most of that investment will be
in software (e.g., computer-based development/modeling tools). Nanomaterials are
estimated to have a $150 million market in the short term [47]. In addition to this pri-
vate investment, there is government-based funding.

In late 2003, President George W. Bush signed the 21st Century Nanotechnology
Research and Development Act into law. The $3.7 billion appropriation, which earlier
had been approved by Congress, was to be divided among eight government agencies.
Nanotechnology “has the potential to be the making of a revolution because it can be
an enabling technology, fundamentally changing the way many items are designed and
manufactured,” said Rep. Mike Honda, D-Calif. “And we’ve all probably heard the

"The NSF invests over $3.3 billion per year in about 20,000 research and education projects in science
and engineering.
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National Science Foundation prediction that the worldwide market for nanotechnology
products and services could reach $1 trillion by 2015.” The bill authorizes the presi-
dent to create a permanent National Nanotechnology Research Program (NNRP) to
replace the expiring National Nanotechnology Initiative. The NNRP, according to the
bill, is a “coordinated interagency program that will support long-term nanoscale
research and development leading to potential breakthroughs in areas such as materi-
als and manufacturing, nanoelectronics, medicine and health care, environment, energy,
chemicals, biotechnology, agriculture, information technology, and national and home-
land security.” The act encourages the development of networked facilities linking aca-
demic institutions, national labs and industry'? [48].

The act identifies a list of “grand challenges” as the long-term guiding principles
for individual research groups and for the national Nanoscale Science and Engineering
Centers. Those grand challenges include [48]'3: (i) To design materials (nanoelec-
tronics, optoelectronics, and magnetics) that are stronger, lighter, harder, safer, and
self-repairing. Health care applications are specifically cited and so are nanoscale
processes, environmental solutions, energy management, and energy conservation.
(i1) To foster the development of economical, efficient, and safe transportation, includ-
ing the development of microspacecraft that can overcome Earth’s gravity field when
blasting off and survive the rigors of space flight in a manner that is cheaper and
more environmentally friendly than current technology. (iii) To foster the develop-
ment of biologically oriented nanodevices for detection and mitigation of biologi-
cally based threats to humans.

These funding initiatives will be a major impetus to the science, the engineering,
and the applications of nanotechnology. Hence, this practical book comes at an
opportune time. We focus on applied technology and product development.

1.2 PRESENT COURSE OF INVESTIGATION

We have so far implied that at the nanoscale ordinary matter often displays surprising
properties that can be exploited to increase computer speed and memory capacity and
to manufacture materials that are stronger, lighter, and “smarter” by orders of mag-
nitude. The underlying principles for nanoscale devices are significantly different
than ordinary semiconductor techniques because the systems are so small that quan-
tum effects govern their behavior. Recent developments in surface microscopy, silicon

2The president’s 2005 budget provides about $1 billion for the multiagency National Nanotechnology
Initiative (NNI), a doubling over levels in 2001, the first year of the initiative. The 2005 budget request is
designed to support the NNI activities of 10 federal agencies in order to advance understanding of
nanoscale phenomena [2].

3The act also directs the establishment of a National Nanotechnology Coordination Office to handle day-
to-day technical and administrative support and act as the point of contact on all federal nanotechnology
activities for government organizations, academia, industry, professional societies, state nanotechnology
programs, and others wishing to exchange technical and programmatic information. The act also seeks to
“establish a new center for societal, ethical, educational, legal and work force issues related to nanotech-
nology...to encourage, conduct, coordinate, commission, collect and disseminate research.” The act also
authorizes public hearings and expert advisory panels, as well as an American Nanotechnology Preparedness
Center that will study nanotechnology’s potential societal and ethical impact [48].
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fabrication, physical chemistry, and computational engineering have come together
to help scientists better understand, fabricate, and manipulate structures at this level.
The ability to construct matter and molecules one atom at a time, coupled with new
methods to fabricate novel materials and devices, has made the field of nanoscience
an interesting discipline for both scientists and engineers [22].

Furthermore, nanotechnology operates at the dimension where the living and non-
living worlds meet [46]. Quantum dots (grouping of atoms so small that the addition
or removal of an electron alters the properties of the grouping in a significant way),
nanowires, and related nanoscale structures are now key topics in contemporary semi-
conductor research; this research is aimed at downsizing chip components to the
molecular scale. These just-named factors and the issues listed earlier in the chapter
make this body of research a very interesting topic of investigation. As noted, in this
text we focus on telecom and networking applications of nanotechnology.

In the chapters that follow, we discuss at a high level the basic science (physics and
chemistry) behind nanotechnology. In Chapters 2 (physics) and 3 (chemistry) we cover
topics such as: physics and chemistry basics (e.g., electron, atoms, atomic structures,
molecules, bonded structures), electrical properties (e.g., insulators, semiconductors,
conductors), and chemical bonds and reactions. Chapter 2 also provides a basic intro-
duction to transistors, in support of the discussion to follow in Chapter 6. It turns out
that while classical Newtonian mechanics can predict with precision the motions of
masses ranging in size from microscopic particles to very large stars, it cannot predict
the behavior of the particles in the atomic domain; quantum theory comes into play
instead. Hence, taking off from the coverage of Chapters 2 and 3, in Appendices D and
E we discuss some of the basic scientific principles that support this field; the reader
who may find these two appendices somewhat demanding may chose to skip this mate-
rial and move on to the chapters that follow; which are generally self-contained.

In Chapter 4 we look at nanomaterials and nanomaterial processing: Individ-
ual nanoparticles and nanostructure (e.g., nanotubes, nanowires) are discussed.
Nanophotonics is discussed in Chapter 5 (e.g., nanocrystals, nanocrystal fibers).
Nanoelectronics (e.g., metal nanoclusters, semiconducting nanoclusters, nanocrystals,
quantum dots) is covered in Chapter 6. Both Chapters 5 and 6 provide a discussion of
near-term and longer-term applications to the field of computers, telecommunications,
and networking. Appendix F discusses nanoinstrumentation, while Appendices A, B,
and C provide other background material. Appendix G provides information on
quantum computing.

The goal of this book is to provide a self-contained, reasonably pedagogical intro-
duction to the field for professionals wanting to obtain an entry-level view of this
rapidly evolving field. It is not the purpose of this book to be a research monogram
for the in-field scientist, nor to describe ultrarecent research breakthroughs. The
treatment is not intended to be exhaustive: We only survey some of the more well-
established/well-developed areas. We believe that we have provided for the prospec-
tive reader a reasonable mix of technical (introductory) material and a sense of the
applications to enable the practitioner to get started in this field.



I CHAPTER 2

Basic Nanotechnology
Science—Physics

As we saw in Chapter 1, nanoscience (nanotechnology) is the field of study that
explores activity at the molecular and submolecular level and deals with the precise
manipulation (manufacturing) of materials at this atomic and/or molecular level.
Advocates see nanotechnology as the “next industrial revolution.” In Chapters 2 and 3
and Appendices D and E we discuss some of the basic scientific principles that support
this field. Appendices A, B, and C provide some supplementary information. The
reader who may find these chapters and/or appendices somewhat demanding may
choose to only read selected subsections or to move on to the chapters that follow,
which are generally self-contained.

Physics and chemistry have always dealt at the molecular and/or atomic level, but
not in the true sense of material “fabrication” per se. These fields have looked at the
issues either from a science point of view (“how things work™) or from an (exploitable)
phenomenon point of view (e.g., how to make use of the fact that when a photon hits
a detector a current flows). By now the reader will have internalized that nanotech-
nology relates to the design, creation, and utilization of materials whose constituent
structures exist at the nanoscale (10~° m). Hence, an understanding of nanotechnology
requires a (fundamental) understanding of the physics and chemistry that operates at
this molecular/atomic level. These disciplines provide the understanding and a predic-
tion model of the properties of matter at this scale. In turn, the disciplines of physics
and chemistry have to advance in the next few years at the technological—application
level, so that atom-level nanostructures can be fabricated reliably and cost effectively—
new techniques and/or understandings may need to evolve within the context of
physics and chemistry to harvest in full the benefit of nanotechnology. With molec-
ular manufacturing one can “essentially” get every atom in the right place, thereby
making almost any structure consistent with the laws of physics that one can spec-
ify in molecular detail [7].

A comprehensive description of the basic sciences requires a complex mathe-
matical framework; in these chapters that follow and in the appendices, however,
we only look at some basic concepts with, relatively speaking, light mathematical
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machinery. In this chapter (physics) and in Chapter 3 (chemistry) we cover topics such
as physics and chemistry basics (e.g., electron, atoms, atomic structures, molecules,
bonded structures), electrical properties (e.g., insulators, semiconductors, conduc-
tors), and chemical bonds and reactions. Quantum theory comes into play at the
nanoscale; hence, in Appendices D and E we discuss some of the basic scientific
principles that support this field. Application of the sciences to nanotechnology per
se, for example, individual nanoparticles (e.g., metal nanoclusters, semiconducting
nanoclusters, nanocrystals) and nanostructures (e.g., quantum wells, quantum wires,
quantum dots), is provided starting in Chapter 4.

2.1 APPROACH AND SCOPE

In this section we look at some basic ideas to start the discussion. These issues are
then treated in more detail in the sections and chapters that follow. The focus of nan-
otechnology is the technical and scientific ability to work at the molecular level,
atom by atom, to create large structures with fundamentally new molecular organi-
zation. Functionality, behavior, and performance of structural features in the range
of 107°~10"7m (1-100nm) demonstrate important changes compared to isolated
molecules of about 1 nm (10~°m) or of bulk materials [2, 33].

It turns out that the machinery required to understand nanotechnology (at least at
the theoretical level) is quantum theory (also known as quantum mechanics or quan-
tum physics). Some call quantum physics “just the physics of the incredibly small”
[49]; quantum theory can be used to describe the behavior of electrons, atoms, mol-
ecules, and photons, among other particles. While empirical methods may suffice in
some cases, particularly at the higher range of the dimensions (e.g., 100 nm) and/or
for practical chemistry applications, quantum theory is needed for a thorough com-
prehension of the nanotechnology field. In general, quantum theory will be needed
at the atomic level (e.g., 0.5 nm and smaller.) Quantum theory differs from classical
Newtonian physics, the latter being the science governing the motions of macro-
scopic entities. Quantum theory aims at explaining the behavior of matter and, with
extensions, it aims at explaining the interaction of matter with light. Quantum the-
ory describes the laws of physics that apply on very small (atomic) scales: The essen-
tial feature is that energy (charge), momentum, and angular momentum come in
discrete amounts called quanta [50].

The discovery and formulation of the fundamental concepts of atomic/quantum
physics took place in the early part of the twentieth century (1900-1930) by such peo-
ple as Planck, Einstein, de Broglie, Schrodinger, and Heisenberg, among others.
Additional refinements were brought in the 50 years that followed. Because of what
sounds like an esoteric name, people are either intimidated or believe that it is some-
thing new. It is true that the equations involved may be difficult to solve in closed form,
but with supercomputers one does not always have to have a closed-form formula to
obtain an answer or predict an outcome under some new set of parameters. Also, while
it may be “startling” to some that some well-accepted rules for environment x do not
apply to environment y, we do not believe that this is a far-fetched logical concept.
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A priori, the rules that apply at 1 + 103°K of temperature do not necessarily apply at
1 —1073°K of temperature; the rules at 10°° atm of pressures do not necessarily
apply at 1073 atm of pressures; and the rules at play at 10*® m from a nucleus are not
necessarily the same rules at play at 1072 m from a nucleus. And so on.

Our approach in this chapter 2, Chapter 3, and Appendices D and E is to provide
a mix of the practical empirical science as well as some of the formalism. We cover
the pragmatics and tangible results. We also briefly allude to the complex science,
but do so only at a high level.

2.2 BASIC SCIENCE

2.2.1 Atoms

Atoms are fundamental particles of matter: They are the smallest particle of an ele-
ment that can take part in a chemical reaction. The hypothesis that matter is com-
posed of particles dates to the sixth-century BC: the idea of “atomicity” was studied
by Greek scholars of antiquity such as Leucippus, Democritus, and Epicurus. Of
course, most of the scientific understanding was developed in the twentieth century
(see Appendix A). An element is a simple substance that cannot be resolved into sim-
pler substances by normal chemical means' [51].

Particle physics? is a branch of physics that studies the elementary constituents of
matter (subatomic particles) and radiations; it also studies the interactions between
them. Subatomic particles include atomic building blocks such as electrons, protons,
and neutrons (protons and neutrons are composite particles, comprised of quarks)
and particles produced by radiative and scattering processes, such as photons, neu-
trinos, and muons.

At a simplified level, atoms consist of a positively charged nucleus with negatively
charged electrons “orbiting” around it. See Figures 2.1 and 2.2. The electron is pres-
ent in all atoms. The diameters of nuclei fall in the range of 1 X 10" and 1 X 10~ m
(i.e., a million times smaller than the nanoscale we are focusing on in this book); the
diameter of an atom is typically of the order of magnitude of 1 X 10~'°m (i.e., 10 times
smaller than the nanoscale of 107 m—a cube that is 1 X 1 X 1 nm could contain up to
125 such atoms of diameter 2 X 10~'°m). An electron is an elementary particle’ of
an atom having a low negative charge and mass (e =1.602192 X 10" C and
m=9.109381 X 10~28 g). The electron has a mass of 1/1836 the mass of a hydrogen

Because of the existence of isotopes of elements, an element cannot be regarded as a substance that has
identical atoms but is regarded as one that has the same atomic number. Isotopes are defined as two or
more nuclides having an identical nuclear charge (i.e., same atomic number) but differing atomic mass;
such substances have almost identical chemical properties but differing physical properties, and each is
said to be an isotope of the element of a given atomic number; the difference in mass in accounted for by
the differing number of neutrons in the nucleus [51].

2Following convention, we use “elementary particles” to refer to entities such as electrons and photons, with
the understanding that these “particles” also exhibit what can be considered “wavelike” properties. Some
recent models attempt to dispense with the “particle” and “wave duality” view altogether, e.g., string theory.
Elementary particles are also known as subnuclear particles or subatomic particles.
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Diameter of an atom is typically of the order of magnitude of 1 x 10710
10 smaller than the nanoscale of 107" m

Nucleus
The nucleus is small compared to the overall size of the atom
Protons and neutrons are located in the nucleus of the atom
The mass of the proton and neutron are nearly identical
The nucleus (protons plus neutrons) contains virtually all of the mass of the atom

Aggregate electron cloud

The bulk of the space of an atom is the space where the electrons orbit

Electrons are attracted to the protons in the nucleus by the electrostatic force of attraction between
particles of opposite charge

Electrons play a major role in chemical reactions

Electrons, while equal and opposite in charge to the protons, have only 0.05% the mass

Atoms have an equal number of electrons and protons, hence they have no net electrical charge

FIGURE 2.1 Simplified view of an atom.
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o
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FIGURE 2.2 Another view an atom.

atom. The electrons occupy a volume of space through their orbital motion many times
larger than that occupied by the nucleus (said volume is of the order of the nanoscale).

2.2.2 Key Subatomic Particles

As noted, atoms are comprised of a number of different subatomic particles. In terms
of practical engineering applications (at the present time) the following are of inter-
est: protons, which have a rest mass m = 1.6726231 X 10~** g, a diameter of the order
of 1 X 10~ m, and a positive charge; neutrons, which have approximately the same
mass as the proton and a diameter of the order of 1 X 10~ m but have no charge;
electrons (already discussed), which are small (about 1/2000 mass of proton), have
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a diameter of the order of 1 X 10~'¥m, and have negative charge; and photons, the
carrier particle of electromagnetic interactions, moving at the speed of light (299,
792,460 m/s). The nucleus, which comprises most of the mass of an atom (but
encompasses only a small part of atom’s volume), contains protons and neutrons.
Protons are present in all atoms; a proton is about the same mass as a hydrogen atom
and carries positive charge equal in magnitude but opposite in sign to an electron.
Neutrons are electrically neutral and have about the same mass as a proton.

Table 2.1 describes some of these subatomic particles, along with other key con-
cepts [50, 51]. Table 2.2 lists a few terms from classical physics that should be
known [654]; other terms are provided in the Glossary at the end of the book.

The electron cloud around the nucleus typically has a radius of 0.05-2nm
(0.5-20 A). Table 2.3 depicts the radius of the elements in angstroms. Notice that Ne
(neon) has the smallest radius (0.51 A), while Fr (francium) has the largest radius
(2.7A). As seen later in the chapter, electrons move not in spherical orbits but in a
variety of “fuzzy orbits” (some of these orbits, however, are spherical); furthermore,
we can only determine the probability of finding the electron(s) at some distance
from the nucleus, not a deterministic certainty.

As seen in Figure 2.2, the diameter of an atomic nucleus is about 104 A (1X
107'%), making it about 0.01% the diameter of the atom. The nucleus of an atom is
dense. For example, a nucleus containing one neutron and one proton has the fol-
lowing parameters:

 Mass of nucleus = (approximately) 3.32 X 10~ **g.

« Diameter of nucleus = (approximately) 1 X 1074 A=1X 10~ m.

« Volume of nucleus = (3) X (%) X (radius of nucleus)’ = 5.24 X 10~ m?.

¢ Ratio of mass/volume = 3.32 X 10724 ¢/5.24 X 107 m? = 6.34 X 10'8 g/m?.

As a point of reference, the hydrogen atom has a radius of 0.208 X 10~?m (0.28 nm)
while the radius of an electron is 0.2817 X 10~ m (radius of the nucleus is about
100,000 times smaller than the radius of the entire atom). The radius of atomic
nuclei falls in the range of 0.5 X 1071°-5 X 107> m. This means that the hydrogen
atom has a radius about 73,837 the radius of an electron and that, for hydrogen, the
nucleus is approximately but not exactly the size of the electron. Figures 2.3 and 2.4
depict these distances diagrammatically.

We want to give the reader a sense of scales involved. If we were to think of Earth,
with its 3987-mile radius, as being the electron, then the center of the nucleus could
be as far away as 294,352,858 miles out (= 3987 X 73,837). Now, the mean distance
of Earth from the sun is 93,505,864 miles (149,600,000 km).* Hence, if Earth were
an electron, the center of the nucleus could be as far as (about) 3 times further out
than our distance from the sun. (This model is for scale purposes only and should
not be construed as in any way implying a planetary configuration of the atom.)

4For comparison Mars’ distance from the sun (maximum) is 154,700,000 miles; Jupiter’s distance from
the sun (maximum) is 507,000,000 miles.
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TABLE 2.2 Basic Physics Terms of Interest

Amplitude For a wave or vibration, the maximum displacement on
either side of the equilibrium (midpoint) position
Kinetic energy Energy of motion, described by the relationship

Kinetic energy = % X Mass X Speed?

Momentum Product of an object’s mass and its velocity

Node Point of zero amplitude in a standing wave. Antinodes are
points of maximum amplitude.

Potential energy Stored energy that an object possesses by virtue of its

position with respect to other objects; for example,
gravitational potential energy by virtue of the position of
one mass relative to other(s)

Wavelength Distance between successive crests, troughs, or identical
parts of a wave
Wavelength—-momentum Wavelength = Planck’s constant/momentum, namely,
relation A = h/momentum

TABLE 2.3 Atomic Radius in Angstroms (1 A=0.1 nm)

H He
2.08 NA
Li Be B C ||N O ||[E |[Ne
1.55 ||1.12 0.98 [|0.91|0.92 [|0.65([{0.57 || 0.51
Na ||Mg AL |ISi [|B |[S ||C [fAr
1.9 |[1.6 1.43 |[1.32 [[1.28 |[1.27 ||0.97 ||0.88
K |[Ca ||Sc |[Ti ||V |[Cr |Mn |[Ee |[Co |[[Ni |[Cu [[Zn |/Ga |[Ge |[As |[Se ||Br |[Kr
2.35 ||1.97 |[1.62 |[1.45 |[1.34 |[1.3 |[1.35||1.26 |[1.25 ||1.24 |[1.28 ||1.38 |[1.41|[1.37 |[1.39|[1.4 |[1.12]|1.03
Rb (St ||Y |{Zr ||[Nb |[Mo |[Tc |[Bu ||[Bh |[[Pd ||Ag [[Cd |In_ |[[Sn |[Sb ||Te |[L |[Xe
2.48||2.15|[1.78|1.6 |[1.46(|1.39 |[1.36 ||1.34 |[1.34||1.37 || 1.44||1.71 || 1.66 || 1.62 || 1.59 || 1.42|[1.32 || 1.24
Cs |[Ba ||La ((Hf ||Ta |[W ||Re |[Os ||lIr_ [Pt |/Au [[Hg ||TL [|Rb ||BL [|Po ||/At [IRn
2.67 ||2.22|[1.38|1.67|[1.49||1.41 |[1.37||1.35 |[1.36||1.39 || 1.46||1.6 |[1.71||1.75|[1.7 ||1.67|[1.45]/1.34
Fr |[Ra |[|Ac
2.7 ||2.33[1.88
Lanthanides Ce |[|Pr |INd ||py, [|Sm ||Eu ||Gd |[Tb |[Dv |[Ho |[Er [|Tm |[|Yb (iLu
1.81[1.82]|1.82 || ||1.81][1.99]|1.8 [[1.8 ||1.8 |[1.79]|1.78][1.77]|1.94|[1.75
Actinides Th |[Pa [|U |[Np ||Pu |[Am ||Cm |IBk ||Cf ||Es ||Em [[Md ||No |fLr
1.8 [[1.61]/1.38 (1.3 |[[1.51[|1.84||NA [[NA |[NA || NA ||NA [[NA [[NA || NA

Nanotechnology is currently focused at the molecular level; hence, one is able to
“zoom” out one “layer” from the subatomic particles listed in Table 2.1. However, to
understand molecules one needs to understand the atomic structure, particularly the
structure of the set of electrons that comprise the atom. The number of electrons in a
stable atom is equal to the number of protons; therefore, the overall electrical charge
in an atom is zero. All atoms of an element have the same number of protons in the
nucleus. It follows that since the net charge on an atom is zero, all atoms of an ele-
ment must have an equal number of electrons. Although the number of neutrons
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1.66 x 107 m Proton

22x10"%m Neutron

38x10 "% m
5.635881 x 107" m

Helium nucleus

Electron
FIGURE 2.3 Scale for a few atomic entities.
. 0.208 x 10°m )
' (20.8 x 10" m) '
Nucleus Radius 0.281 x 107"*m
Radius 0.17 x 107"*m Electron
— Maximum
‘/ 73,837 times the electron's radius
namely, 73,837 x 0.281 x 107 '#m =20.8 x 107" m

| Radius 3987 miles
N - — Earth metaphor
T Sun
About 2x additional earth-sun distances - ~
| 93,505,864 miles
(or 23,452 times Earth's radius)

Earth

18,825 times the electron's radius
namely, 18,825 x 0.281 x 1074 =5.29 x 107"
Electron

— Most likely (Bohr's radius) 5.29 x 10" m

| Radius 3987 miles

— Earth metaphor

I 93,505,864 miles
(or 23,452 times Earth's radius)

FIGURE 2.4 Some atomic distances and some metaphors.

typically is equal to the number of protons, the number of neutrons can vary to some
degree: atoms that differ only in the number of neutrons are called isotopes; it fol-
lows that given that the neutron has a mass of about 1.0087 amu, different isotopes
have different masses.

In general scientific terms, the understanding that matter is comprised of atoms goes
back (in modern times) to Dalton, who, in 1803, stated that the atom is an “indivisible,
indestructible, tiny ball.” By the middle of the nineteenth century evidence was accu-
mulating that the atom is itself composed of smaller particles. J. J. Thompson (1897)
measured the charge-to-mass ratio for a stream of electrons (using a cathode ray tube
apparatus) at 1.76 X 108 C/g. Robert Millikan (1909) measured the charge on a single
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electron (the well-known Milliken oil drop experiment), obtaining 1.60 X 10~'°C. It
follows that the mass of a single electron could then be determined to be 9.10 X
1028 g (this being derived as 1g/1.76 X 108 C multiplied by 1.60 X 10~ C). As
noted in Table 2.1, the currently accepted value for the mass of the electron is
9.109381 X 10~ ?% g. Atomic physics progressed rapidly at the beginning of the last
century, due in large part, to optical spectroscopy; quantization and spin were discov-
ered through optical studies. With the introduction of the laser, physicists learned how
to manipulate atomic wave functions by applying coherent optical fields [52] (wave
functions are discussed in Appendix D; refer to Appendix A for some additional his-
torical background).

The discovery of the “secondary” subatomic particles listed in Table 2.1 took
place during the middle of the twentieth century. All the particles observed in the
past 100 years have now been catalogued in a theory called the standard model. The
standard model is a theoretical framework whose basic idea is that all the visible
matter in the universe can be described in terms of the elementary particles leptons
and quarks and the forces acting between them [53]. Leptons are a class of pointlike
fundamental particles showing no internal structure and no involvement with the
strong forces. Electrons and neutrinos are among the particles classified as leptons.
The strong force (nuclear strong force) is one of the four fundamental forces: the grav-
itational force, the electromagnetic force, the nuclear strong force, and the nuclear
weak force; the strong force approximately one hundred times stronger than the elec-
tromagnetic force. A quark is a hypothetical fundamental particle having charges
whose magnitudes are one-third or two-thirds of the electron charge and from which
the elementary particles may in theory be constructed. At the present time, ongoing
experimental projects in particle physics are expected to permit a completion of
the standard model, but a unified theory of all forces known to physics is not yet in
sight [53].

The standard model defines fundamental subatomic particles (e.g., quarks and
several other particles) and describes how all other atomic entities are constituted
from these fundamental particles. The model contains 24 fundamental particles (plus
corresponding antiparticles—47 species of elementary particles including particles
and antiparticles) that are the constituents of matter. Some of these species can com-
bine to form composite particles, accounting for the hundreds of other species of
particles discovered since the 1960s. For example, protons and neutrons are com-
posed of quarks. The standard model has been found to agree with almost’ all the
experiments conducted to the present time. However, most particle physicists believe
that it is an incomplete description and that a more fundamental theory awaits future
discovery. Another approach utilizes string theory (see Appendix D.3).

Table 2.4 provides a summary of atomic particles (also see Figure 2.5 [54]). One
(but not the only) question of interest is whether the particle is affected by the strong
interaction or not: If it is affected by the strong interaction (term defined in Table 2.1),
it is called a hadron; if not, it is called a lepton [55]. Particle physics follows the

SIn the recent past, measurements of neutrino mass have provided the first experimental deviations from
the standard model.
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TABLE 2.4 Atomic Particles—A Current View

Nonelementary Particles

Molecule. Consists of atoms (a molecule is comprised of two or more chemically bonded
atoms; the atoms may be of the same type of element or they may be different)
* Arom. Consists of a nucleus containing both protons (baryon variety of hadron) and
neutrons (baryon variety of hadron) with an orbiting electron (lepton) cloud
Hadrons. Composed of quarks and gluons of three types:
* Baryons. Three quarks:
(a) Proton. Part of the atomic nucleus
(b) Neutron. Part of the atomic nucleus
* “Exotic baryons”:
(a) Pentaquark. Made of five quarks
* Mesons, quark, and antiquark:
(a) Pion
(b) Kaon

Elementary Particles

Fermions. Of these particles there also exist an antiparticle
* Leptons. Six types:
(a) Electron. The antiparticle of the electron is called a positron
(b) Muon
(c) Tauon
(d) Electron-, muon-, and tauon-neutrino
* Quarks. Six types (up, down, strange, charm, top, and bottom). Quarks form protons
and neutrons.
Bosons. These particles are their own antiparticle. They carry the fundamental forces of
nature.
* Graviton. Transmits gravity (not yet observed)
* Higgs boson. Gives particles mass (not yet observed)
* Photon. Transmits electromagnetic force
* Wand Z bosons. Transmits weak nuclear force
* Gluons. Transmits strong nuclear force

principles of quantum theory (e.g., see [56, 57, 58]). Subatomic particles exhibit what
is peceived (by some) as wave—particle duality. This means they display particlelike
behavior under certain experimental conditions and what can be considered wavelike
behavior in others. At the theoretic level, these particles are described neither as
waves nor as particles, but as state vectors in an abstract Hilbert space (this is cov-
ered in Appendix D; also see Appendix B for a short tutorial on the pure mathemat-
ical concept of Hilbert spaces).

2.2.3 Atomic Structure

In physics and chemistry, one is interested to determine how the electrons are
arranged when they bind to nuclei to form atoms and molecules. This arrangement
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FIGURE 2.5 Quarks, leptons, and other particles.

of electrons is termed the electronic structure of the atom or molecule. There is a
relationship between the electronic structure of an atom and its physical properties.
The forces that bind the atom (aside from the nuclei themselves) are electrostatic:
The positively charged nucleus attracts the negatively charged electrons. There also
are magnetic forces that arise from the motions of the charged particles; these mag-
netic forces, however, are smaller in magnitude than the electrostatic forces and are
not responsible for binding matter (these magnetic forces do, however, give rise to a
number of important phenomena). (These forces, known as bonding forces, are dis-
cussed in more detail in Chapter 3.)

The electron cloud is the space where the electrons orbit the nucleus at very high
speed; the cloud comprises a large part of an atom’s volume. The cloud is subdivided
into energy levels (also called shells.) Electrons occupy the lowest energy levels. For
energy level n the maximum number of electrons is 2n?. For n = 1, the maximum
number of electrons is 2, for n =2 the number is 8; for n =3 the maximum is 18,
and for n =4 the maximum is 32. Table 2.5 shows the electron shell configuration
for the first few elements (see Appendix C for a more inclusive list).

The electronic structure is altered during a chemical reaction; however, only the
number and arrangement of the electrons are changed. During a chemical reaction
the nucleus remains unaltered. This mechanism is responsible for retaining the atom’s
chemical identity during the chemical reaction. It follows that for the purpose of
understanding the chemical properties and behavior of atoms, the nucleus of a given
element may be regarded as a point charge of constant magnitude, giving rise to a
central field of force that binds the electrons to the atom [59, 60].

The atomic number is the number of protons in the atom. As noted, the number
of electrons is equal to the number of protons. The mass number is the total number
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All atoms of the element carbon (C) have 6 protons and 6 electrons
The number of protons in the carbon atom are denoted here

Called the atomic number \

Always 6 for carbon ec
Usually omitted

"Mass number" denotes the sum of the number of protons and neutrons in the particular isotope

12C
6

Carbon element has six protons, and six neutrons

Isotope has 6 protons (atomic number) and 8 neutrons (8 = 14 —-6)

140

FIGURE 2.6 Nomenclature.

of particles in the nucleus, namely, number of protons in the nucleus plus the num-
ber of neutrons in the nucleus. The notation used is (by way of an example) '%,C,
where the top number is the mass number in the carbon element and the bottom
number is the atomic number (see Figure 2.6). An element consists of atoms all hav-
ing the same atomic numbers. Atoms that have the same atomic number but different
mass numbers are called isotopes (i.e., they belong to the same element but have
different number of neutrons). Elements are known by common names as well as by
their abbreviations, these consisting of one or two letters with the first one capital-
ized. Some examples are carbon, C; oxygen, O; sulfur, S; aluminum, Al; copper, Cu
(from cuprum); iron, Fe (from ferrum); lead, Pb (from plumbum); and mercury, Hg
(from hydrargyrum). Names are maintained by the International Union of Pure and
Applied Chemists (TUPAC).5

2.2.4 Substances and Elements

Next we look at matter and forms of matter. Matter is an aggregate of atoms. Matter
is defined as anything that has mass and occupies space. It can be manifest in three
physical states, as depicted in Table 2.6: gas (vapor), liquid, and solid.”

%Since elements above 109 have not yet been proven to exist, they have only generic names and symbols
based on those by the IUPAC. The name is based on the digits in the element’s atomic number. Simply
replace each digit with the expression shown next, then end the name with the usual -ium suffix. The cor-
responding chemical symbol is the first letter of each of the three main syllables. The symbols are 0 = nil;
1 =un; 2 =bi; 3 =tri; 4 = quad; 5 = pent; 6 = hex; 7 = sept; 8§ =oct; 9 = enn. Example: Element 125:
1 =un, 2 =bi, 5 = pent, so one has un-bi-pent-ium or unbipentium, Ubp.

7Liquid crystals can be considered a fourth phase of matter, a state qualitatively different from the ordi-
nary three phases, gas, liquid, and solid. Liquid crystals flow like a liquid, but there is order in at least one
dimension in the arrangement of the molecules [31]. Some physicists consider plasma as yet another state
of matter. Plasma is a mixture of ions and electrons (such as in an electrical discharge).



40 BASIC NANOTECHNOLOGY SCIENCE—PHYSICS

TABLE 2.6 States of Matter

Gas Form of matter without fixed shape or volume. Shape: This form of matter
conforms to the shape of its container. Volume: Can be compressed or expanded
(up to a certain limiting point), to encompass different volumes.

Liquid Form of matter where there is a fairly definite volume but there is no specific
shape. Shape: This form of matter conforms to the shape of its container.
Volume: Liquids can be compressed, but only to a limited degree.

Solid Form of matter where there is definite shape and volume. This form of matter
is rigid. Volume: Solids can be compressed, but only to a very limited degree.

A pure substance has a fixed composition and has distinct properties (note that
most “everyday” matter is not a pure substance but a mixture of substances). Pure
substances have a set of properties that are fairly unique to each specific substance,
particularly if the substance is a pure element. These characteristics allow us to dis-
tinguish a substance from other substances. These properties fall into two general
categories: physical properties and chemical properties. Physical properties are prop-
erties that can be measured without altering the basic identity of the substance. These
include but are not limited to weight, temperature, electrical resistance, and so on.
Chemical properties are properties that describe the manner in which a substance
may change or “react” to form other substances. Some of the key physical proper-
ties of elements (of possible interest to nanotechnology), making them unique, are
defined in Table 2.7 [61, 62, 63, 64, 65, 66, 67]. Also see Appendix C for some
numerical values and the Glossary for additional terms.

For illustrative purposes, Table 2.8 provides some of these parameters for three
elements.

Substances can undergo a series of changes in properties, and these changes may
be classified as either physical changes or chemical changes. Physical changes are
those changes where a substance changes its physical state or structure but not its
basic identity. Examples include going from solid to liquid, heating up a substance,
electrically charging a substance, and/or magnetizing a substance. Chemical changes
(also known as chemical reactions) are changes where a substance is transformed
into a substance with different chemical properties. It has been demonstrated empir-
ically (and also theoretically) that all chemical and physical differences between ele-
ments are due to the differences in the number of protons, electrons, and neutrons in
the atom.

A mixture is a combination of two or more substances where each substance
retains its own chemical and physical identity and/or properties. Because in mixtures
the individual components retain their physical and chemical properties, it is possi-
ble to reversibly separate the components based on their properties. For example, we
can separate salt from water by removing (evaporating) the water. Mixtures can be
heterogeneous or homogeneous. Heterogeneous mixtures are not uniform through-
out the resulting aggregate and may have areas of different appearance and proper-
ties. Homogeneous mixtures (also called solutions) are uniform throughout the
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TABLE 2.7 Key Physical Properties of Elements

Atomic number

Atomic radius

Atomic volume

Atomic weight

Boiling point

Covalent radius

Density at 300 K
Electrical
conductivity

The number of positively charged protons in the nucleus of an atom.
Atomic number Z is a characteristic property of an element, equal to
the number of protons present in the nucleus of an atom. In neutral
species, it is also equal to the number of electrons present in the atom.

Atomic radius is usually referred to as one-half of equilibrium
internuclear distance between two adjacent atoms (which may either
be bonded covalently or be present in a closely packed crystal lattice)
of an element.

The atomic (or molecular) volume V,, is the average volume per 10°N,,
of atoms in the structure, where N, is Avogadro’s number
(6.022 X 10%/mol). Units: SI: m*kmol; cgs: 10°%cm?/kmol,

Imperial: in.>/kmol.

For a pure element, the atomic volume is V,, = A/p, where A is the
atomic weight in kg/kmol and p is the density in kg/m?. For
compounds the average atomic volume is V,, = M/np, where M is the
molecular weight and »n is the number of atoms in the molecule.
Thus, for a compound with the formula A B, the atomic volume is

_ XA YA
(x+y)p

where A, is the atomic weight of element A and Ay is the atomic
weight of element B. For a polymer (C,H,0,), the atomic volume is

XA YA+ ZA,
mT (X+Y+Z)p

where A is the atomic weight of carbon, and so on. The atomic
volume is involved in many property correlations (and thus is crucial
for checking and estimating properties) and, together with the
density, it gives the atomic weight.

The average relative weight of the atoms of an element referred to an
arbitrary standard of 16.0000 for the atomic weight of oxygen. The
atomic weight scale used by chemists takes 16.0000 as the average
atomic weight of oxygen atoms as they occur in nature. The scale
used by physicists takes 16.00435 as the atomic weight of the most
abundant oxygen isotope. Division by the factor 1.000272 converts
an atomic weight on the physicists’ scale to the corresponding atomic
weight on the chemists’ scale. See also “atomic number.”

The temperature at which the vapor pressure of a liquid is equal to the
atmospheric pressure. The normal boiling point is the boiling point at
normal atmospheric pressure (101.325 kPa).

Half the distance between the nuclei of two identical atoms when they
are joined by a single covalent bond.

Mass per unit volume of a substance at 300 K.

Characterizes the conduction capacity (electrical and thermal) of a
substance. Electrical conductivity is expressed in siemens per unit of
length. Electronic or ionic conduction is the phenomenon by which
an electron or an ion moves in a material. (Sideline: Thermal
conduction is the phenomenon by which, in a given medium, heat

m
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TABLE 2.7 (Continued)

Electronegativity

Electronic
configuration
(structure)

Energies of
electrons

First ionization
potential

Heat of fusion

Heat of
vaporization
Melting point

Specific heat
capacity

flows from a high-temperature region to a lower temperature region
or between two media in contact with each other. Ionic or protonic
conductivity quantifies the ease with which an ion or a proton moves
in a material.)

Electronegativity is a parameter that describes, on a relative basis, the
power of an atom or group of atoms to attract electrons from the
same molecular entity.

Electronic configuration is the arrangement of electrons in an atom
when it is in its ground state. All the properties of elements depend
on their electronic configuration.

Measured and expressed in terms of a unit called an electron volt (eV),
the most commonly used unit of energy, defined as the energy
acquired by an electron when it is accelerated through a potential
difference of 1 V. If the charge on the electron is denoted by e, then
the energy change in EV is given by the charge multiplied by the
voltage V, namely, ; mv*> = eV. One electron volt equals
1.6021 X 107" joules (J). Also note that 1 eV = 1.602 X 10~ % erg
and charge on electron = e = 4.8029 X 10~ ¥esu.

Ionization energy is the minimum energy required to remove an
electron from an isolated atom or molecule (in its vibrational ground
state) in the gaseous phase.

The energy absorbed during the change of a mole of a solid to
liquid without a change in temperature. (The heat of atomization
is energyneeded to decompose 1 mol of a certain substance into
atoms.)

The energy absorbed during the change of a mole of liquid to a vapor
without a change in temperature.

The temperature at which the solid and liquid phases of a substance
are in equilibrium at a specified pressure (normally taken to be
atmospheric unless stated otherwise).

(Or also specific heat.) The heat capacity of a system divided by its
mass. It is a property solely of the substance of which the system is
composed. As with heat capacities, specific heats are commonly
defined for processes occurring at either constant volume (C,) or
constant pressure (Cp).

Heat capacity (also called thermal capacity) is the ratio of the energy or
enthalpy absorbed (or released) by a system to the corresponding
temperature rise (or fall). Heat capacities are defined for particular
processes. For a constant-volume process,

¢~
aT
where U is the internal energy of a system and 7 is its temperature.
For a constant-pressure process,
¢-&
where H is the system enthalpy.
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TABLE 2.7 (Continued)

The heating rate Q for a constant-volume process is
Q= C, dT/dt (V= const), whereas in a constant-pressure process,
Q= C,dT/dt (p= const).

Temperature The thermal state of matter with respect to its ability to transfer heat
to other matter. Heat is the energy that is transferred between matter
by means of radiation, conduction, and/or convection. The common
scales for measuring temperature are Celsius (centigrade),
Fahrenheit, and Kelvin.

Thermal Rate of heat flow divided by area and by temperature gradient.

conductivity

resulting aggregate. The most common type of solution is comprised of a solid (the
solute) dissolved in a liquid (the solvent).

Pure substances are composed of either elements or compounds. Elements are
substances that cannot, when in pure form, be altered, reduced, or decomposed into
other substances by chemical techniques. It is a substance that cannot be broken
down or reduced further. They correspond to matter comprised of a single type of
atom. Compounds are substances that can be altered, reduced, or decomposed into
other substances by chemical techniques. In other words, they can be decomposed
into two or more elements. Compounds are substances of two or more elements
united chemically in specific proportions by mass. For example, pure water is com-
posed of the elements oxygen (O) and hydrogen (H) and at the defined ratio by mass
of 89% oxygen and 11% hydrogen. The specific ratio representing the elemental com-
position of a pure compound is always the same; known as the law of constant com-
position (or the law of definite proportions), this is credited to the eighteenth-century
French chemist Joseph Louis Proust. Most elements are found in nature in molec-
ular form with two or more atoms bonded together. For example, oxygen is found
in its molecular form O, as well as O; (also known as ozone). Although O, and O,
are both compounds of oxygen, they are different in their chemical and physical
properties.

Eventually we will be interested in the following entities and how they exist and/or
can be improved by nanotechnology means:

* Conductor: A material through which electricity can flow with relatively little
resistance.

e Insulator: A material that does not allow electricity to flow through it.

» Semiconductor: A substance (such as silicon) through which electricity can
flow under certain circumstances. Its conductive properties are between those
of a good conductor and an insulator.

* Superconductor: A material through which electricity flows with basically zero
resistance.
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TABLE 2.8 Example of Elements and Physical Parameters

Hydrogen 1.00794 Helium 4.0026 Carbon 12.011
yerog Atomic weight Atomic weight Atomic weight

Atomic number

1 1

Oxidation states | | Atomic number

2

Atomic number

6 *4,2

Boiling point, K

20.28

Boiling point, K

4.216

Boiling point, K

5100

13.81 H

Melting point, K Symbol

0.95 He

Melting point, K Symbol

3825 C

Melting point, K Symbol

Density at 300 K

0.0899

Density at 300 K

0.1785

Density at 300 K

2.26

Is!
Electron configuration

1s?
Electron configuration

1s%2s%p?
Electron configuration

0.32
Covalent radius

2.08
Atomic radius

0.93
Covalent radius

0.77
Covalent radius

0.91
Atomic radius

14.1
Atomic volume

31.8
Atomic volume

53
Atomic volume

13.598
ITonization potential

24.587
ITonization potential

11.26
Ionization potential

14.304
Specific heat capacity

5.193
Specific heat capacity

0.709
Specific heat capacity

hep
Crystal structure

2.1
Electronegativity

0.4581
Heat of vaporization

0.0585
Heat of fusion

0.1815

hep
Crystal structure

hep
Crystal structure

0
Electronegativity

2.55
Electronegativity

0.084
Heat of vaporization

715
Heat of vaporization

0.021
Heat of fusion

0.07
Electrical conductivity

0.152

Thermal conductivity

155

Thermal conductivity

Thermal conductivity

Oxidation states
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2.2.5 Nomenclature and Periodic Table

Elements are the fundamental substances from which all matter is composed. Figure 2.7
provides a useful taxonomy related to properties of matter. The current number of
known and officially named elements is 109 (a tentative 110th element has been
synthesized); a handful of other elements could be synthesized at higher atomic num-
ber in the future.

Elements can be organized according to a table (the periodic table of the elements)
based on the atomic number, where elements share some of their physical and chemi-
cal properties. In the midnineteenth century researchers realized that elements could be
grouped, or classified, according to their chemical behavior. For example, certain ele-
ments have similar characteristics: helium (He), neon (Ne), and argon (Ar) are very
nonreactive gases; lithium (Li), sodium (Na), and potassium (K) are all soft, very reac-
tive metals. When the elements are arranged in order of increasing atomic number,
their chemical and physical properties exhibit a repeating, or periodic, pattern. This
kind of investigation eventually (1869) resulted in the development of the periodic
table. The elements in a column of the periodic table are known as a family or group.

Matter

Heterogenous
mixture

Homogenous

Separated
via physical means?

Homogenous

Pure substance mixture

Decomposed
into substances

via chemical
means?

Element Compound

FIGURE 2.7 Taxomomy.
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The periodic table (see Table 2.9) is an arrangement of elements in a geometric
pattern designed to represent the periodic law by aligning elements into periods and
groups. Periods are shown as horizontal rows and groups are vertical columns.
Elements follow a standard arrangement in octaves (groups of eight) where the prop-
erties of each “note” (individual entries) are to some extent repeated by heavier ele-
ments within subsequent octaves; after the first two octaves, subsequent octaves are
disrupted by the introduction additional blocks of elements between the second and
third notes for the next three octaves; the sixth octave remains to be completed and
awaits the discovery of new elements [68]. Elements with the same number of
orbitals are in the same period; elements with the same number of electrons in the
filling orbital have a number of properties that are similar to the properties of ele-
ments in the same group. Periods are characterized by the number of energy levels
(shells) of electrons surrounding the nucleus. Elements in first period have only one
shell and have a 2-electron maximum (hydrogen has 1 electron and helium has 2
electrons); elements in second period have two shells and have a 10-electron maxi-
mum; and so on [61].

TABLE 2.9 Periodic Table of the Elements by Atomic Number

| ” Group

|Period|1 2 |[a |4 ||5 |6 ||7 |8 |9 10 [[11 ||12 [[13 |[14 |[15 |16 [[17 ||18
H He
1 1 2
> || ee Blc|N [ |E [|Ne
3 |4 5 (|67 |8 |[9 |10
s |[Na|{Mg ALIISiIIP s [ict |l Ar
11 {| 12 13 || 14 ||15 ||16 [|17 || 18
s K |lca||se||Ti |V [lcr [[MniFe |CoINi |ICu|lzn ||GallGellAs |Se |Br | Kr
19 (|20 ||21 |22 |[23 || 24 || 25 |[26 || 27 ||28 ||29 |[30 ||31 ||32(|33 |/34 [|35 ||36
s ||Ro||Sr|lY_||zr |[Nb [ Mo | Tc ||Ru || Rh |IPd ||Ag ||Cd |in |ISnISb [ Te |[I_||Xe
37|38 (|39 |[40 || 41 |[42 |[43 ||44 | 45 ||46 || 47 ||48 ||49 ||50|[51 ||52 |[53 ||54
6 |[Cs||Ballta|iHt |ITa W |Re [lOs [lIr |IPt ||Au ||Hg ||Ti |IPb|Bi |IPo |IAt ||Rn
55|56 (|57 (|72 ||73 || 74 || 75 ||76 || 77 ||78 || 79 ||80 ||81 ||82]|[83 || 84 |[85 || 56

s ||Fc||RajlAc || Rt |IDb I Sg || Bh [IHs [l Mt ||Uun || Uuu||Uub

87 (/88 ||89 || 104 || 105 || 106 || 107| 108 || 109(|110 || 111|112
. Ce |[Pr || Nd |[Pm | Sm||Eu |[Gd ||Tb Dy ||Ho||Er ||Tm [|Yb ||Lu
Lanthanides — Il= =l l= = = |li=lis=sll=z = = =
58 ||59 || 60 ||61 |[62 |[63 ||64 ||65 ||66 |[87 |88 |[89 |[70 || 71
. Th || Pa | U |[Np | Pu |fAm || Cm ||Bk ||Cf ||Es|[Fm ||Md ||No (|Lr
Actinides 90 || 91 || 92 [|[93 |94 ||95 || 96 |[[97 ||98 || 99 ||100 |[101]|/102||703
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2.2.6 Making Compounds

Quantum theory shows that atoms contain electrons that are constrained to exist in
locations relative to one another that are strictly prescribed (as discussed in Appendix
D). These possible locations are termed atomic orbitals, with the most important
ones, frontier orbitals, being on the outside. When two atoms are brought together
to form a molecule, the atomic orbitals on each atom can mix to form a new set of
molecular orbitals, which are termed bonding, antibonding, or nonbonding, depend-
ing on whether electrons in the molecular orbitals have a stabilizing, destabilizing,
or neutral effect, respectively, on holding the molecule together. When atoms

-
-

Notes to Table 2.9

The group number is an identifier employed to describe the column of the periodic table,
based on IUPAC conventions. Moving down a group, the elements all have the same
valence structure but with an increasing number of shells. Groups 1-2 (except hydrogen)
and 13-18 are termed main-group elements. Groups 3—11 are termed transition elements.
Transition elements are those whose atoms have an incompleted subshell or whose cations
have an incomplete d subshell. Main-group elements in the first two rows of the table are
called typical elements. The first row of the f-block elements are called lanthanoids (or, less
desirably, lanthanides). The second row of the f-block elements are called actanoids (or,
less desirably, actanides) [69]. The following names for main groups in common use are as
follows:

e Group 1: alkali metals (Li, Na, K, Rb, Cs, Fr)

* Group 2: alkaline earth metals (Be, Mg, Ca, Sr, Ba, Ra)

* Group 11: coinage metals (not an IUPAC approved name)
e Group 15: pnictogens (not an IUPAC approved name)

* Group 16: chalcogens (“chalk formers™) (O, S, Se, Te, Po)
e Group 17: halogens (“salt formers”) (F, Cl, Br, I, At)

* Group 18: noble gases (He, Ne, Ar, Kr, Xe, Rn)

In addition, groups may be identified by the first element in each group, so the group 16 ele-
ments are sometimes called the oxygen group.

Observation: There is considerable confusion surrounding the group labels (the above is
based on the current IUPAC convention). The other two systems are less desirable since they
are confusing, but they are still in common usage. The designations A and B are completely
arbitrary. The first of these (A left, B right) is based upon older IUPAC recommendations and
frequently used in Europe. The last set (main-group elements A, transition elements B) is still
used in the United States [69, 70, 71, 72]:

IUPAC, EUROPEAN, AND AMERICAN GROUP LABELLING SCHEMES

Group 1 2 3 4 5 6 17 8 9 10 1112 13 14 15 16 17 18
European IA IIA IIIA IVA VA VIA VIIA VIIIA VIIA VIIA IB IIB IIIB IVB VB VIB VIIB VIIIB
American IA IIA IIB IVAB VB VIB VIIB VIIIB VIIB VIIIB IB IIB IIIA IVA VA VIA VIIA VIIIA
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combine to form molecules, the number of orbitals is conserved. For example, bring-
ing together an atom with four frontier atomic orbitals with an atom containing three
frontier atomic orbitals results in a molecule with seven frontier molecular orbitals,
perhaps as a set of three bonding, three antibonding, and one nonbonding orbital. If
three atoms were combined, more molecular orbitals would result and similarly with

Na~ Sodium atom Na*-Sodium ion

Reaction

FIGURE 2.8 Example of electronic orbits and a chemical reaction.
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four, five, or six atoms. When the number of atoms becomes large, the differences in
energies among adjacent orbitals becomes small as more and more are packed into
the same energy region [73].

Under the right conditions, groups of elements can combine through a chemical
reaction to form compounds. A variety of “empirical laws” describe these processes
(some of these are discussed in Chapter 3); in reality some very complex quantum the-
ory mechanism is at play, but the outcome may be explainable and/or predictable
through one of these “empirical laws.” The chemical formula for water, H,O, illus-
trates the method of describing compounds in atomic terms: in this particular com-
pound there are two atoms of hydrogen and one atom of oxygen (the 1 subscript is
omitted). H,O, is a different compound: hydrogen peroxide. Although both com-
pounds are composed of the same types of atoms, they are chemically different:
Hydrogen peroxide is reactive (i.e., tends to participate readily in chemical reactions),
while water is inert.

Figure 2.8 shows for illustrative purposes a sodium chloride (NaCl) molecule
being formed via a chemical reaction. Sodium (in its neutral atom state) has two
electrons in the first orbital (K shell), eight electrons in the second orbital (L shell),
and one electron in the third (M shell). The M-shell electron is loosely bound and
can be removed to form a positive sodium ion. Chlorine has two electrons in the K
shell, eight electrons in the L shell, and seven electrons in the M shell. The CI atom
is short one electron for completely filling the last orbital. When a Na and a Cl atom
come in close proximity, they easily bond together. The electron given up by a Na
atom is easily accommodated in the last orbital of a Cl atom. The Na and CI atoms
are attracted to each other because of opposite electrical charges and the final reac-
tion between Na and Cl- is Na*—CI". This topic of chemical formulas and which are
feasible and why is treated in more detail in Chapter 3 (there is a strong relationship
to the electronic structure).

2.3 BASIC PROPERTIES OF CONDUCTORS, INSULATORS,
AND SEMICONDUCTORS

To get a full sense of the properties of conductors, insulators, and semiconductors,
one must utilize condensed-matter physics. Condensed-matter physics is a subdisci-
pline of physics that focuses on the various properties that describe solid and liquid
substances, including their thermal, elastic, electrical, chemical, magnetic, and opti-
cal characteristics. In terms of solid matter, theoretical advances have been made in
recent years to study crystalline materials whose simple repetitive geometric arrays
of atoms are multiparticle systems. These systems are described in terms of quantum
theory; however, because atoms in solids are coordinated over large distances, the
theory must extend beyond the atomic and molecular levels. In addition, conductors
such as metals contain free electrons that govern the electrical conductivity of the
whole material, which is a property of the entire solid rather than its individual
atoms. Crystalline and amorphous semiconductors and insulators as well as proper-
ties of the liquid state of matter (e.g., liquid crystals and quantum liquids) are also
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studied in condensed-matter physics. The macroscopic quantum phenomena observed
in quantum liquids, such as superfluidity, is also seen in certain metallic and ceramic
materials as superconductivity [22].

Metals® do not hold on to their electrons very tightly. An important effect of the
electropositive nature of metals is that the orbitals in metals are highly diffuse and
cover a large volume of space around the atoms, which allows the orbitals to interact
directly with many other atoms at once to create molecular orbitals which are delocal-
ized, or spread out over a large distance. The net effect is a continuous band of avail-
able locations and energies for the electrons within the substance. Finally, metals tend
to have more orbitals available than electrons to fill them. Combining this fact with the
banded nature of the available energies and the delocalization of the orbitals results in
material that easily transports excess charge from location to location within the bulk
substance—a conductor in other words.

The electrons in nonmetals are held more tightly to the atomic nuclei. Those elec-
trons used for bonding are not diffuse and interact strongly only with a few neigh-
bors. Instead the molecular orbitals and the electrons in them are constrained to exist
only in small areas between individual atoms. This results in consequences for the
band structure of nonmetals. Bulk nonmetals also contain many atoms and therefore
many molecular orbitals that form continuous bands. Unlike metals, however, the non-
metals are characterized by multiple nonoverlapping band sets. The lower energy
bands that are full of electrons are referred to as the valence band, whereas the empty
higher energy bands are referred to as the conduction band. The energy difference
between the valence and conduction bands, referred to as the bandgap, is usually
much too large to easily promote an electron from the valence band to the conduc-
tion band or even to add an electron to the conduction band using an external elec-
trical bias. For this reason, these materials are termed insulators.

The semimetal or metalloid materials such as aluminum and silicon are interme-
diate in properties between metals and nonmetals. For these materials in the bulk
(with many atoms), a band structure develops into distinct bands separated by a
bandgap, such as in insulators; however, the bandgap can be small. Under the right
conditions (e.g., applied electrical potential, heat, or light), the conduction band
becomes accessible and the material can be induced to conduct like a conductor. Such
materials with intermediate properties are termed semiconductors. For semiconduc-
tors, the size of the bandgap is a critically important parameter that determines among
other things the color of the material since light of wavelengths comparable to the
bandgap can be absorbed by the material to promote an electron from the valence
band to the conduction band.

Expanding on the observations above, a bandgap is a forbidden energy band;
specifically a “band” is a closely spaced group of energy levels in atoms, a range of
energies that electrons can have in a solid. Each band represents a large number of
allowed quantum states. The outermost electrons of the atom forms the “valence band”
of the solid. In order for electrons to move through a solid, there must exist empty
quantum states with the same energy, and this can occur only in an unfilled band, the

8These observations are based on reference [73].
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“conduction band.” In general, so-called metals are good conductors because the partly
filled conduction band overlaps with a filled valence band, and vacant energy states
in the conduction band are thus readily available to electrons. In “insulators,” the
conduction band and valence band are separated by a wide forbidden band, and
electrons do not have enough energy to jump from one band to another. In intrinsic
“semiconductors,” the forbidden gap is narrow, and at normal temperatures some
electrons at the top of the valence band can move by thermal agitation into the con-
duction band. In a so-called doped semiconductor, the doping impurities essentially
create one or more thin separate conduction bands in the forbidden band. In this
context, the “gap” refers to the gap between energy bands, that is, from the upper
boundary of the valence band to the lower boundary of the conduction band [31].

2.4 BASIC PROPERTIES OF SILICON AND BASICS
OF TRANSISTOR OPERATION

This section provides a basic view of the operation of a transistor, which rests on the
operation of semiconductors discussed earlier. The field of physics, which we briefly
introduced above, naturally has a very broad (even universal) scope, but, consistent
with the focus of this book, we are looking at a very specific and pragmatic set of
issues. Hence, we focus parochially on microelectronics in the subsections that follow.

The development of microelectronics, starting with the transistor and then the aggre-
gation of transistors into microprocessors, memory chips, and controllers, has ushered
in the age of information technology (IT); these devices all work by streaming elec-
trons through silicon [74]. Field-effect transistors (FETSs), among the workhorse
devices of microelectronics technology, are small switches in which the passage of
electric current between a “source” and a “drain” is controlled by an electric field in a
middle component called a “gate.” Researchers exploring ways to build ultrasmall elec-
tronic system these days start with the existing semiconductor science and then move
forward by utilizing extensions, expansions, or new phenomena. For example, devices
made of atom-thick carbon cylinders have incorporated “carbon nanotubes” into a new
kind of FET [75]; there is also interest in developing polymer FETs and semiconduct-
ing polymer blends, with submicrometer critical features in planar and vertical
configurations [76, 77]. Some basic methods of traditional operation are discussed
below; the topic of nanoelectronics is revisited in Chapter 6.

2.4.1 Transistors

A transistor operates on the principle of semiconducting. Silicon (Si) is the most
common element used commercially to date for this purpose. A material such as sil-
icon acts as insulator; to obtain semiconducting behaviors in silicon, impurities are
added to form a compound. A semiconductor’s structure is comprised of electronic
bands (a direct or indirect electronic bandgap) characterized by the presence of a
bandgap between an allowed and full band (or almost full band) called the valence
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FIGURE 2.9 Field-effect transistor.

band and an empty band (or almost empty band) called the conduction band [64].
The operation of the semiconductor is expected to be at room temperature.’

Silicon has four outer orbital electrons that form tetrahedral bonds to four other
Si atoms in a crystal; it follows, as noted, that all electrons are bound and the mate-
rial acts as insulator. When a phosphorus atom with five electrons in the outer orbital
(or some other group V element) is added, after four electrons are used to bond the
surrounding Si atoms, there is one “leftover” electron. This orbital arrangement allows
electronic conduction when a voltage is applied. The Si atom is said to form an
n-type (region): The electron conduction is via the electrons which carry a negative
charge.

When an atom such as boron (or some other group III element) replaces one sil-
icon atom, the silicon is said to be a p-type (region). In this arrangement, the boron
can bond to three silicon atoms in the crystal lattice; however, there is a “hole” left
where the fourth bond used to be. It follows that bonding electrons from the outer
orbital of other Si atoms can move to fill this hole; in turn, this leaves a hole behind
where the electrons came from in the crystal. The net effect is that the Si can sustain
conduction as electrons move into holes in the system.

If a p-type Si region is placed beside an n-type Si region, then a depletion layer
forms where electrons and holes “annihilate” each other; also, electrons cannot flow
between these two regions unless a suitable voltage is applied between them (stated
in other words, the p—n junction stops electrons from flowing across the system).

These observations can be used to construct a usable transistor, such as the
metal-oxide—semiconductor field effect transistor (MOSFET), depicted diagrammati-
cally in Figure 2.9. A MOSFET is a planar device of semiconducting material whose
free-carrier concentration and, hence, its conductivity are controlled by the gate. This
transistor is a p-type silicon substrate with an insulator (oxide) and a metal strip (gate)
on top. It is comprised of two back-to-back p—n junctions. Without a gate voltage
applied, no current flows from the source n-type Si contact and the sink (drain) n-type
Si contact. When a voltage is applied to the gate, electrons are attracted to the gate and
they form a thin layer in the proximity of the surface of the p-type Si. It then follows

The rest of Section 2.4 is loosely based on references [19] and [26].
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that electrons can be transported from the source contact to the drain contact. The gate,
in effect, switches the current off and on between the source and the drain. The gate
operates by inducing electrical charge in the silicon below it, which provides a chan-
nel for current to flow; if the capacitance of the gate is too low, not enough charge will
be present in this channel for it to conduct; hence, capacitance must be properly engi-
neered [19].

Microprocessing unit (MPU) chips in use today employ a CMOS architecture that
incorporates two MOSFET transistors; one transistor uses electrons as the conduct-
ing layer and a second transistor uses holes. The advantage of this arrangement is
that power is only dissipated (aside from that resulting from any leakage currents in
the transistor) when the circuit is switched, thereby substantially reducing the power
consumption of the chip. Since the integration density of a chip is limited by the
power dissipation, the ability to scale to smaller transistors facilitates the integration
density from both the power and size requirements. Figure 2.10 depicts two exam-
ples of memory gates.

2.4.2 Manufacturing Approaches

Microprocessing units are built through the use of wafers which provide the under-
lying substrate upon which the multitude of transistors are placed (grown). At this
time, CMOS wafers are fabricated using a top-down approach.!® Here, deep ultravi-
olet photons are shone through a patterned mask made of glass (or quartz) and
chrome; where the light is transmitted through the mask, it reacts with an optical
resist on the wafer and this area may be dissolved in a solvent to leave the mask pat-
tern in the resist; this pattern is then transferred to the underlying substrate by etch-
ing. By blanket deposition of insulators or metallic layers along with lithography and
etching, complex circuits are patterned onto chips. The smallest feature which may
be produced using this lithographic technique is given by the Rayleigh resolution
criteria kA/NA, where k is a constant, A is the wavelength of light, and NA is the

10“Top-down™ assembly is the building of nanostructures and materials by mechanical methods (e.g.,
molding, machining, and laser-based tools) and by bulk technology. This topic is revisited in Chapter 4.
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numerical aperture of the lens in the system. At press time, 248 nm KrF excimer laser
sources were being utilized in most instances, as noted (197 nm ArF lasers were also
available and/or contemplated as well as EUV). To produce smaller features, the
wavelength must be reduced and the numerical aperture of the lens in the optical sys-
tem must be increased. By using phase-shifting technology (i.e., parts of the mask also
rotate the polarization of the light), interference effects can be achieved which produce
smaller features than the Rayleigh criteria; the drawback is that phase-shifting tech-
nology is complex.

Advances in the engineering of the silicon substrate have proven useful in recent
years. For example, recently manufacturers have utilized a technique called strained
silicon: Stretching the crystal lattice by about 1% increases the mobility of electrons
passing through it, enabling the transistors to operate at a faster rate (as an example
Intel was using strained silicon in a Prescott processor).

The design of the transistors built out on silicon substrates themselves has also
improved over time. One of the steps in the fabrication of transistors on a chip is
growing a thin layer of silicon dioxide on the surface of a wafer (this is done by
exposing it to oxygen and water vapor). The oxide layers insulate the gates of the
discrete transistors. Semiconductor manufacturers have also looked at materials other
than silicon dioxide to insulate the gate; for example, high-K materials have been
used, but the manufacturing process to place these insulators on top of silicon is
more complex, involving atomic-layer deposition (see Glossary).

After the insulator material is put in place, portions of it must be selectively
removed using lithographic methods (lithography is used to imprint desired topologi-
cal features). For a while manufacturers operated under the assumption that it is
impossible to use lithography to define features smaller than the wavelength of
light employed; however, as of press time 70-nm features were being routinely created
using ultraviolet light with a wavelength of 248 nm, as mentioned earlier. Techniques
such as but not limited to optical proximity correction and phase-shifting masks are
used for these reduced-size features. When the size of the features is smaller than the
wavelength of the light, the distortions that arise through optical diffraction can be cal-
culated and compensated for. Namely, one can establish an arrangement for a given
mask that, after diffraction takes place, yields the desired pattern on the silicon that the
manufacturer was looking for (e.g., if a rectangle is needed, a dog-bone biscuit shape
can be used; this is because if the mask had an actual rectangular-opening shape,
diffraction would round the corners projected on the silicon, while if the pattern on the
mask resembles a dog-bone biscuit, the outcome is a rectangle with sharp corners).
This technique now allows transistors with 50-nm features to be produced using light
with a wavelength of 193 nm. However, one can extend these diffraction—correction
techniques only to a point, which is why manufacturers are seeking to develop the
means for higher resolution patterning; the most promising approach employs lithog-
raphy but with light of much shorter wavelength at the EUV range (e.g., 13 nm wave-
length). This reduces the wavelengths, and in turn the size of the features that can be
printed, by an order of magnitude; however, manufacturers face a number of chal-
lenges as they migrate to EUV lithography [19].
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Manufacturers must also deal with the removal of exposed parts of the photoresist
and with etching the material that remains uncovered in such a manner that there is no
damage to adjacent areas. Also, manufacturers must be able to wash off the photoresist
and the residues left over after etching (this is now done with supercritical fluids,
e.g., supercritical carbon dioxide). The next step is the addition of the junctions of
the transistors to serve as the current “source” and “drain.” Junctions are made by
infusing the silicon with trace elements that transform it from a semiconductor to a
conductor. Finally, atomic-layer deposition is used to lay down an insulating layer of
glass on which a pattern of lines is printed and etched; the grooves are then filled
with metal to form the wires [19].

2.4.3 Manufacturing Limitations

While semiconductor technology has sustained significant (exponential-growth)
advancements in Boolean gate density on a chip during the past 40 years, these
advancements may be reaching an asymptotic limit in the next 10 years or so. In
CMOS-based systems, as interconnects are reduced in size, the resistance increases
faster than the decrease in capacitance (ability to store electrical charge/energy);
therefore, the RC time constants increase for reduced interconnect size and the speed
of the circuit correspondingly is reduced. This is just one of several problems faced
with miniaturization.

At a given design rule, the scaling of the physical processes breaks down and new
phenomena that are absent in larger structures start to dominate the device behavior.
For example, at some point, upon decreasing the size of the MOSFET, the channel
length approaches the depletion layer widths of the source and drain. This results in
a degradation of the subthreshold characteristics of the device and a failure to
achieve current saturation, among other challenges. One can suppress these and other
short-channel effects by high doping in the channel, but this comes at the expense of
reduced mobility, lower operating speed, and increased risk for avalanches at the drain
[78] (second-order effects in CMOS design such as mobility degradation, corrected
threshold value, corrected bulk threshold parameter, and effective channel length are
due to narrow or short-channel dimensions less than 3 wm). In MOSFETS, at a given
drain current, there are two independent degrees of design freedom: (i) inversion level
and (ii) channel length (note that channel width, required for layout, is found from
the operating drain current and selected inversion level and channel length). There are
fairly conspicuous trade-offs in circuit bandwidth, transconductance, output conduc-
tance, direct-current (DC) gain, DC matching, linearity, white noise, flicker noise, and
layout area resulting from the selection of inversion level and channel length [79]. As
the MOSFET devices are scaled into the 100-nm-gate-length arena, it becomes
important to reduce the short-channel effect (SCE). Furthermore, if one wants to
advance into 100-nm area with lower threshold voltage, it is more important to
reduce SCE, which is manifested as the lowering of the threshold voltage at short
channel lengths for a given technology; it has been reported that the channel and
drain engineering can reduce the SCE [80]. Some of the approaches studied in this
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context include SSR (supersteep retrograde) channel profile, halo structure, recessed-
channel structures, and silicon-on-insulator (SOI) devices. In SOI devices the silicon
channel can be fully depleted; moreover, SOI allows for the fabrication of 3D struc-
tures with the gate surrounding the channel. The specific gate geometry may invert
the channel, under favorable conditions, and this volume inversion is believed to be
advantageous for the electrical properties [78].

Besides the 248/197-nm lithographic techniques, other lithographic-oriented
approaches at the research stages include EUV sources, X-ray, and electron beams (see
Fig. 2.11 for a sense of the throughput of the various methods). These approaches,
however, all had technical limitations at press time. For example, early electron beam
lithography systems used a single focused beam with a spot of a few nanometers; the
pattern is then built up by rastering the beam over the chip area, but for large com-
plex chips this is a very slow process. Vector beam systems have been developed
where a much larger standard feature (e.g., a rectangle or a repeated feature) can be
exposed at one time, substantially increasing the throughput. Imprint lithography is
a recent development where a master mold is imprinting into a polymer resist
through pressure and heating. When the mold is removed, the polymer may be trans-
ferred to the underlying substrate using etching. This technique can potentially be
applied on a wafer scale; the present limit appears to be more related to the ability
to fabricate small features on the master mold rather than through the imprint tech-
nique itself. Features as small as 10 nm have been demonstrated, although for high
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FIGURE 2.11 Throughput versus resolution for various lithographic techniques.
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throughput, features are typically 50 nm or above. The major problem with such a
technique is that it is difficult to align and calibrate the mold to different layers. As
a first-stage lithographic process this is adequate, but for large-scale nanofabrication,
many different layers are required; an additional potential problem is that the mechan-
ical contact is prone to dirt and defects and may be damaged over time. A derivative
of the imprint technique is inking; with inking, the polymer or ink is applied to the
mold so that only raised features have any ink on them; the pattern is then transferred
to the substrate through contact. These techniques show promise to scaling to fea-
tures of tens of nanometers but may ultimately be limited by their inability to be
flexible to other layers in real structures.

Lithographic approaches require very clean environments because particulates
and dust can mask part of the exposed area. For high yields, clean rooms must have
particulate densities that are extremely low and at sizes much smaller than the lith-
ographic minimum feature size. These requirements imply that the cost of lithogra-
phy is nontrivial, and it increases rapidly as the feature size decreases and may
eventually slow down the progress of microelectronics.

Self-assembly approaches attempt to address these limiting issues. In a bottom-up
technique the devices self-assemble into circuits; if successful, these techniques will
be substantially cheaper than lithographic techniques. This work, however, is at a rel-
atively early stage of research. In the late 1990s and early 2000s, a number of bio-
logical, organic, and inorganic systems have been shown to be able to self-assemble.
Examples of documented self-assembly include Langmuir-Blogett films, S-bacterial
layers, self-assembled monolayers, and antibody—antigen recognition. Much of this
self-assembly, however, has been in the area of metallic and semiconductor dots that
have some optoelectronic properties for detectors, light-emitting diodes (LEDs), and
lasers. Most of these approaches are not appropriate for electronic systems because
no interconnects are available. In conclusion, these techniques are still at a very early
stage, and substantial research is required to get any of the techniques to a manu-
facturing level for computing and telecom applications.

We make some passing comments on optics as we wrap up this chapter in the
context of the desire to develop integrated optoelectronic devices. Compared with
groups III-V semiconductors (e.g., GaAs and InAs), silicon is a poor material for
optical components due to the indirect bandgap. However, since the Si-based
technology is more widespread and much cheaper than the groups III-V technol-
ogy, it would be desirable if effective Si-based optical materials can be developed.
An area with some potential promise is Si and SiO, with nanocrystalline inclu-
sions. Silicon layers can be fabricated by molecular beam epitaxy (MBE) which are
doped with In and As at levels above their solubility as well as SiO, layers doped
with Ge. With MBE it is possible to grow layers (<1 nm) embedded in undoped Si
films. The layers can be grown into a diode structure with optical properties [33].

Nanotechnology (nanophotonics and nanoelectronics) is being studied as a way
to break through the design restrictions and bottlenecks. Nanophotonics is discussed
in greater detail in Chapter 5; the topic of electronics, specifically nanoelectronics,
is discussed in more detail in Chapter 6.
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2.5 CONCLUSION

In this chapter we looked at basic topics in the area of physics, for example, elec-
trons, atoms, atomic structures, and electrical properties, among others. Appendices
A-D provide additional information; in particular, Appendix D (optional reading)
provides a basic introduction to quantum theory. Chapter 3 looks at basic chemistry
principles.



I CHAPTER 3

Basic Nanotechnology
Science—Chemistry

This chapter continues the technical treatment of nanoscience, by exploring activity at
the molecular and submolecular level from the perspective of chemistry. One of the
most important observation of chemistry is that there are functional groups of elements
that share a characteristic set of properties. This empirical observation, and the ancil-
lary implications, enable the practitioner to predict the behavior of chemical reactions.
However, while a chemist can write down a certain “feasible” chemical formula for a
compound of interest, to actually carry out the chemical reaction and affect the molec-
ular synthesis is, often, more demanding: Certain reaction-inducing processes (e.g.,
addition of heat, pressure, catalysts, accelerators, etc.) are typically required. Even
beyond this basic synthesis, generally speaking, nanotechnology-based products entail
the assemblage of large molecules; hence, in a way, this is (and/or may require) an
extension of traditional chemical procedures where the chemist is involved with com-
pounds comprised of a handful of atoms in the basic molecule.

In this chapter we provide a short synopsis of the highlights of chemistry that the
reader needs to be familiar with, at least at the superficial level. We look at basic
chemistry concepts such as bonding, molecular structure, ionic properties, cova-
lency, carbon strings (chains) and rings, and other key concepts. Appendix E extends
this discussion: After some basic concepts, we look at empirical methods (“mechan-
ical” molecular model, in particular), followed by a brief application of quantum the-
ory methods to chemistry (the reading of Appendix E is optional.) Chemistry is a
very broad field, and only the very basics are included herewith.

3.1 INTRODUCTION AND BACKGROUND

Chemistry is the discipline that studies the properties of materials and the changes
that materials undergo under various circumstances. Practical chemistry, in contrast
to physics, which leans toward abstract mathematical representation, relies more on
symbolism and empirical approaches [68]. Chemists make their observations in the
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macroscopic world and then seek to understand the fundamental properties of matter
at the level of the microscopic world (i.e., molecules and atoms) [81]. Researchers are
making progress in developing new tools to understand atomic/molecular structure;
these tools include but are not limited to X-ray diffraction, linacs (linear accelerators),
colliders, electron microscopes, and nuclear reactors (see Appendix F for a description
of some of the tools used in physics, chemistry, and nanoscience.) Computer graphics
allows chemists to calculate key variables related to molecular structures and then
visualizing such structures on a computer screen.

As the reader may be aware by now, the arrangement of electrons around the
nucleus is known as the electronic structure of the atom or molecule. The reason
why certain chemicals react the way they do is a direct consequence of their atomic
(electron) structure. In the previous chapter we looked at the arrangement of elec-
trons in energy levels or “shells.”” Also we have noted that physicists have identified
a long list of particles that make up the atomic nucleus. Chemists, however, are pri-
marily concerned with key subatomic particles: electrons, protons, and neutrons
(more interested with former and to a lesser extent with the latter) [81].

3.2 BASIC CHEMISTRY CONCEPTS

3.2.1 Physical Aspects

We start this section with a quick pass at some of the basics; then we expand further
in the subsections that follow. In effect, the paragraphs that follow summarize the
key takeaways from Chapter 2. For reference, Table 3.1 depicts a list of topics typi-
cally covered in a one-year college chemistry course [82].

As noted in Chapter 2, there are only about 109 kinds of known atoms, based on
the number of protons, neutrons, and electrons. All matter as we know it, is comprised
of combinations of these atoms. Molecular structure determines not only the appear-
ance of materials, but also their properties. Electrons and protons have, respectively,
negative and positive charges of the same magnitude, 1.6 X 107°C. Neutrons are
electrically neutral. Protons and neutrons have the same mass, 1.67 X 1072*g. The
mass of an electron is much smaller, 9.11 X 10~28 g (this mass can be neglected in cal-
culation of atomic mass). The atomic mass (A) is equal to mass of protons added to the
mass of neutrons. The number of protons in effect determines the chemical identi-
fication of the element. The atomic number (Z) is equal to the number of protons. The
number of neutrons defines the isotope number of the atom.

Atomic weight is often expressed in terms of the atomic mass unit (amu): 1 amu is
defined as ﬁ of the atomic mass of the most common isotope of the carbon atom; this
isotope has 6 protons (Z = 6) and 6 neutrons (N = 6). Hence, by definition, the atomic
mass of the '2C atom is 12 amu. The mass of a proton, which is also the approximate
mass of a neutron, is 1.67 X 10~?*g = 1 amu. The atomic weight of an element is
defined as the weighted average of the atomic masses of the atom’s naturally occur-
ring isotopes. It follows that the atomic weight of carbon is 12.011 amu.



BASIC CHEMISTRY CONCEPTS 61

TABLE 3.1 Typical Introductory Topics in Chemistry

Basics of chemistry Chemistry and measurement
Atoms, molecules, and ions
Calculations with chemical formulas and equations
Chemical reactions, and introduction
The gaseous state
Thermochemistry
Atomic and molecular structure Quantum theory of the atom
Electron configurations and periodicity
Ionic and covalent bonding
Molecular geometry and chemical bonding theory

States of matter and solutions States of matter; liquids and solids
Solutions
Chemical reactions and equilibrium Rates of reaction

Chemical equilibrium

Acids and bases

Acid-base equilibria

Solubility and complex-ion equilibria
Thermodynamics and equilibrium

Electrochemistry
Nuclear chemistry and chemistry Nuclear chemistry
of the elements Metallurgy and chemistry of the main-group metals

Chemistry of the nonmetals

Transition elements and coordination compounds
Organic chemistry

Biochemistry

The atomic weight is also often specified in mass per mole. A mole is the amount
of matter that has a mass in grams equal to the atomic mass in amu of the atoms. For
example, a mole of carbon has a mass of 12 g. The number of atoms in a mole is
called the Avogadro number, N,, = 6.023 X 10%; N,, = 1 g/l amu.

The number n of atoms per cm?® for a material of density d (g/cm?) and atomic mass
M (g/mol) is defined to be n = (N,, X d)/M. The mean distance between atoms L can
be computed as follows: L= (1/n)3. For example, for the graphite form of carbon:
d=23g/cm’, M=12g/mol; it follows that n=6X 10?* atoms/mol X 2.3 g/cm?/
12 g/mol = 11.5 X 10?? atoms/cm?. By way of comparison, the diamond form of car-
bon has a higher density, and, hence a higher number of atoms per cm?®; here,
d=3.5g/cm’, M=12g/mol, so that n=6X 10 atoms/mol X 3.5 g/cm?/12 g/
mol = 17.5 X 10?* atoms/cm?. For a substance with n = 6 X 10?* atoms/cm?® the mean
distance between atoms is L = 0.25 nm (2.5 A), or nanoscale levels. The electrons form
a (probabilistically defined) cloud around the nucleus of radius of 0.05-2 nm.

An element is a substance composed of atoms with identical atomic number. A
compound is a substance comprised of two or more atoms joined together chemically
with a bond (such as a covalent or ionic bond.) An inorganic compound is a compound
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that does not contain carbon chemically bound to hydrogen. (Note: bicarbonates, car-
bides, carbonates, and carbon oxides are considered inorganic compounds, even though
they contain carbon.) An organic compound is a compound that contains carbon chem-
ically bound to hydrogen. These compounds often contain other elements (particularly
O, N, halogens, or S). While organic compounds may exist in nature, they can also be
synthesized in the laboratory. Table 3.2 provides a short list of some key chemistry
concepts.

We have seen in Chapter 2 (also Appendix D) that electrons move “around” the
positively charged nucleus in various orbits. Only certain orbitals or shells of elec-
tron probability densities are possible. The electron topology of the orbital of the
electrons is determined by n, the principal quantum number, and /, the orbital quan-
tum number. The principal quantum number also correlates to the size of the shell
(atom): n =1 is the smallest atom and higher numbers represent larger shells/atoms.
The second quantum number [ identifies subshells within each shell. For example,
Na can be written as 1s:2; 2s:2; 2p:6; 3s:1; or, by convention: 1s?2s?2p%3s!. Cl can
be written as 1s:2; 2s:2; 2p:6; 3s:2; 3p:5; or, by convention: 1s? 2s? 2p® 3s? 3p°.
Electrons that occupy the outermost filled shell—the so-called valence electrons—
are responsible for bonding.

The first orbital closest to the nucleus is taken as the first orbital (n = 1) and is
called the K shell, the next higher orbital is assigned n =2 and is called the L shell,
and so on. The electron also has an orbital (angular momentum) number / that takes
values [=0,1,...,(n—1). As discussed in Appendix D, shapes of the electron
orbital depend on the number /. When /=0, the electron orbital is called the s
orbital and is spherical. When /= 1, the electron orbital is called the p orbital and
is dumb-bell shaped. This shape can be oriented in space in three different direc-
tions; the shapes are denoted three types p,, p,, p,- When /=2, the electron orbital
is called d orbital and has a complex shape in the three-dimensional space. See
Table 3.3. Electrons also have a spin assigned with them. There are only two ways
an electron spin is oriented: either “up” or “down.” Electrons have a tendency to
pair with other electrons: a single electron orbiting with spin in state up, will have
an affinity for another electron that has spin in state down. In the electronic
configuration the first number shows the main shell (K, L, M, etc.), the second let-
ter shows the shape of the orbital (s, p, d, etc.), and the next number shows how
many electrons are there in the shell. In pictorial representations of atoms, as con-
ceived by the chemist, spherical pictograms are given. Loosely, these can be inter-
preted as the s shells of the atom.

In Chapter 2 we introduced the periodic table. In the table, elements in the same
column (elemental group) have similar properties. The group number indicates the
number of electrons available for bonding. Electronegativity is a measure of how
“willing”! atoms are to accept electrons. Electronegativity increases from left to
right in the periodic table. Subshells with one electron have low electronegativity,

!Anthropomorphic terms such as “willing,” “cooperative sharing,” “gain,” “give up,” etc., are shown in
quotes. These anthropomorphic words have no real scientific definition in the atomic context.
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TABLE 3.2 Short List of Some Key Chemistry Concepts

Acid

Addition compound

Alkaline earth

Alkane

Anhydrous
Base

Catalyst

Efflorescent

Formula weight
Halide

Hydrate
Hydrocarbon
Hygroscopic
Molecular weight

Polyatomic ion

Polymer

Valence

Compound that releases hydrogen ions (H') in solution and/or that
can accept a pair of electrons from a base.

Compound that contains two or more simpler compounds that can be
packed in a definite ratio into a crystal. Hydrates are a common
type of addition compound.

Oxide of an alkaline earth metal, which produces an alkaline solu-
tion in reaction with water.

Series of organic compounds with general formula C,H,, , ,. Alkane
names end with —ane; examples include propane (with n = 3) and
octane (with n = 8).

Compound where all water has been removed.

Compound that reacts with an acid to form a salt and/or produces
hydroxide ions in aqueous solution. It can also be seen as a mole-
cule or ion that captures hydrogen ions or that donates an electron
pair to form a chemical bond.

Compound that accelerates the rate of a chemical reaction and is not
itself consumed in the reaction.

Substances that lose water of crystallization to the air. The loss
of water changes the crystal structure, often producing a
powdery crust.

Sum of the atomic weights of the atoms in an empirical formula.
Formula weights are usually written in atomic mass units (u).

Compound or ion containing fluorine, chlorine, bromine, iodine,
or astatine.

Addition compound that contains water in weak chemical combina-
tion with another compound.

Organic compounds that contain only hydrogen and carbon.

Able to absorb moisture from air.

Average mass of a molecule, calculated by summing the atomic
weights of atoms in the molecular formula.

Charged particle that contains more than two covalently or ionically
bound atoms.

Large molecule (molecular weight ~10,000 or greater) composed of
many smaller molecules (monomer) covalently bonded together. A
substance consisting of molecules characterized by the repetition
(neglecting ends, branch junctions, and other minor irregularities)
of one or more types of monomeric units.

Number of electrons needed to fill out the outermost shell of an
atom. Example: a carbon atom has 6 electrons, with an electron
shell configuration of 1s?2s?2p?. Hence, carbon has a valence of
4, since 4 electrons can be accepted to fill the 2p orbital. Some
exceptions exist; therefore, the more general definition of valence
is the number of electrons with which a given atom generally
bonds or number of bonds an atom forms (e.g., iron may have a
valence of 2 or a valence of 3).
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TABLE 3.3 Quantum Numbers and Orbitals

Total Number of Nomenclature/
Orbital Orbital Electrons Accommodated Electronic

n 1 Name Shape on Orbital Configuration
1 0 S Spherical 2 1s?
2 0 s Spherical 2 2s?

1 p Dumb-bell 6 2p, 2p, 2p%,
3 0 s Spherical 2 3s?

1 p Dumb-bell 6 3p%,. 3p%, 3p%

2 d Complex 10 Topologically

complex

etc.

while subshells with one missing electron have high electronegativity. The follow-
ing observations are pertinent:

* Inert gases with group number = 0, (He, Ne, Ar...), have filled subshells; these
elements are chemically inactive.

 Alkali metals with group number = 1, (Li, Na, K...) have one electron in outer-
most occupied s subshell; these elements have a tendency to “give up” elec-
trons, and so they are chemically active.

* Halogens with group number =7 (F, Br, CI...) are missing one electron in out-
ermost occupied p shell (they have seven when the shell can accept eight elec-
trons); these elements have a tendency to want to “gain” an electron, and so
they are chemically active.

Metals (generally in the middle of the table with group number = 8) are electropos-
itive, and so they can “give up” their few valence electrons to become positively
charged ions.

3.2.2 Bonding

There is a definite way atoms of one element interact with other atoms (of the same
element or other elements) in a chemical reaction. A chemical bond (also called
bond, bonding, or chemical bonding) is a strong attraction between two or more
atoms. Bonding is a critical concept: Bonds hold atoms in molecules and crystals
together. A bond involves energetic couplings between molecules [31]. There are
many types of chemical bonds, but all involve electrons that are either shared or
transferred between the bonded atoms [83].

First, let us focus on the unit of measure. The electron volt (¢V) is used in
descriptions of atomic bonding. It is the energy lost and/or gained by an electron
when it is taken through a potential difference of 1V. Namely, E = ¢ X V. With
g=1.6%X10""Cand V=1V, we get 1eV = 1.6 X 107! J. Next, we define (again)
some basic terminology:
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 Jon: a charged atom.

* Anion: a negatively charged atom. For example: Cl has 17 protons and 17 elec-
trons: CI: 1s? 2% 2p® 3s? 3p°. By receiving an electron, 18 electrons are obtained,
and a negative ion results: CI~. We now have: C1™: 1s? 252 2p° 3s? 3p°. Nonmetals
typically form anions.

 Cation: a positively charged atom. For example: Na has 11 protons and 11 elec-
trons 1s?2s> 2p% 3s!. By “donating” an electron, 10 electrons are left, and a pos-
itive ion results: Nat. We now have: Na*: 1s? 2s? 2p°®. Metals typically form
cations.

In summary the ion that looses an electron is called a positive ion or a cation, and
the ion that gets an electron is called a negative ion or an anion.

All bonding forces are due to electrostatic charge: Opposite charges attract. Like
charges repel. Figure 3.1 shows the attraction and repulsion between atoms. Electronic
configuration and valence of the atoms (valence is the number of electrons needed
to fill out the outermost shell) play a determining role in the types of bonds. There
is both a repulsive force and an attractive force. A point of equilibrium can be
reached (until such time as an external force is applied that might change the equi-
librium point, particularly if a new quantum state is reached). The repulsion between
atoms in close proximity is related to the Pauli exclusion principle: When the elec-
tronic clouds surrounding the atoms begin to overlap, the energy of the system
increases, giving rise to a repulsive force. The attractive force, more pronounced at
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FIGURE 3.1 Basic forces impacting atoms.
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(relatively) large distances, depends on the type of bonding. Some of the basic con-
cepts associated with bonding are as follows [83]:

e Covalent bond A very strong attraction between two or more atoms that are
sharing their electrons. In structural formulas, covalent bonds are represented
by a line drawn between the symbols of the bonded atoms.

e Covalent compound A compound made of molecules (not ions.) The atoms in
the compound are bound together by shared electrons. Also called a molecular
compound.

 Diatomic molecule A molecule that contains only two atoms. All of the non-
inert gases occur as diatomic molecules, for example, hydrogen, oxygen, nitro-
gen, fluorine, and chlorine are H,, O,, N,, F,, and Cl,, respectively.

e Jonic bond (also used if the forms of “ionically bound” and/or “ionic bonding”)
An attraction between ions of opposite charge. Potassium bromide consists of
potassium ions (K*) ionically bound to bromide ions (Br~). Unlike covalent
bonds, ionic bond formation involves transfer of electrons, and ionic bonding is
not directional.

e Jonic compound A compound made of distinguishable cations and anions,
held together by electrostatic forces.

e Polyatomic molecule An uncharged particle that contains more than two
atoms.

Two types of bonding are of particular interest (see Table 3.4):

e Primary bonding Electrons are transferred or shared. This is a strong bond; it
measures in the range 100-1000kJ/mol or 1-10eV/atom.

o Secondary bonding Van der Waals effects; physical bonding. No electrons are
transferred or shared. This weaker bond results from interaction of atomic or
molecular dipoles. It measures about 10kJ/mol or 0.1 eV/atom.

A discussion of these bonds follows. As we go through the discussion, keep in
mind that metals are impacted the most by metallic forces/bonding; ceramics depend
on ionic and covalent forces/bonding; polymers? depend on covalent and secondary
forces; and semiconductors rely on covalent and/or ionic bonds.

lonic Bonding
Mutual ionization occurs by electron transfer (based on electronegativity values).
Tons are attracted by strong coulombic interaction: Oppositely charged atoms attract.

’The first polymeric materials to attract recorded scientific interest were silk and cobwebs: In 1665 Robert
Hooke suggested that the products of the silkworm and spider could be imitated by drawing a suitable
gluelike substance out into a thread. This is basically the process used today in industry to manufacture
synthetic polymer fibers such as rayon. It was not until the 1920s that it was understood that plastics con-
sisted of linear molecular chains rather than disorderly conglomerates of small molecules [31].
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TABLE 3.4 Generic Bonding Types

Features Details/Subtypes Example
Primary Bonding
Strong effect: electrons Ionic: strong Coulomb interaction among negative Na*Cl™

are transferred or
shared

Weak effect; interaction
of atomic/molecular
dipoles; no electrons
are transferred or
shared

Very weak bonds
usually found between
gaseous compounds.
In solids there is one
example of a graphite
crystal; each planar
hexagonal structure
in a graphite crystal is
attracted to the other
by van der Waals
forces or bonds.

atoms (have an extra electron each) and positive
atoms (lost an electron).

Atomic bonds where electrons are transferred
between the constituent atoms of a compound.
Typically, ionic bonds are formed between
metallic atoms having extra electron to share
and nonmetallic atoms that are electron deficient.

Covalent: electrons are shared between the H,
molecules, to saturate the valency.

Atomic bond where electrons are shared. If the
atoms in proximity share a pair of electrons,
then the covalent bond is called a single
covalent bond. If the atoms in proximity share
two or three pairs of electrons, then the
covalent bond is called double or triple
covalent bond, respectively.

Metallic: the atoms are ionized, loosing some
electrons from the valence band. Those electrons
form a electron sea, which binds the charged
nuclei in place.

Situation (occurring in metals only) where the
valence electrons of metal atoms are shared by
more than one neighboring atom. The metal
atoms are held together by a “sea” of electrons
floating around.

Secondary Bonding

Fluctuating-induced dipole. Inert gases,
H,, Cl,,
etc.

Permanent dipole bonds. Polar
molecules:
H,0,
HCI...
Polar molecule-induced dipole bonds (a polar
molecule induces a dipole in a nearby nonpolar
atom/molecule).
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An ionic bond (also known as electrovalent bond) is nondirectional: Ions may be
attracted to one another in any direction. lonic bonds are strong bonds; ionic com-
pounds are crystalline in nature. Due to this crystalline nature, these compounds
have high melting points. Because of availability of ions, such compounds are good
conductors of heat, but they are nonconductors of electricity when solid, the atoms
being locked together in a crystal [84].

Consider the example of NaCl, which was discussed in Chapter 2. Na has 11 elec-
trons, 1 more than needed for a full outer shell, while CI has 17 electrons, 1 less than
needed for a full outer shell. During a chemical reaction, a bond is formed by con-
sidering the ions that are formed: by donating an electron, 10 electrons are left with
Na, and a positive ion results: Na*. One now has Na*: 1s? 25> 2p%. By receiving an
electron, 18 electrons are obtained by Cl, and a negative ion results. One can say that
“Na shrinks and CI expands.” See Figure 3.2, top. The electron transfer reduces the
energy of the system of atoms, that is, electron transfer is energetically sustainable.
Other examples of ionic compounds include magnesium oxide (MgO), potassium
chloride (KCl), and iron oxide (FeO).

Table 3.5 shows the electron structure, along with an “electronic dot notation,” of
some atoms. For example, the Cl shown in boxed bracket represents the dot struc-
ture for a chlorine ion. Using the electron-dot structure notation the reaction Na* +
CI~ — NaCl can be written as:

Na + CI —»Na+[~.C|}]

Covalent Bonding

Covalent bonding is based on cooperative sharing of valence electrons. It can be
described by orbital overlap. Covalent bonds are conspicuously directional: The
bond is manifest in the direction of the greatest orbital overlap. The potential energy
of a system of covalently interacting atoms depends not only on the type of
atoms and the distances between atoms but also on the physical angles between
bonds. The covalent bond model asserts that an atom can covalently bond with at
most 8 —n', where n' is the number of valence electrons. Compounds that are
formed due to covalent bonding of atoms are called covalent compounds. See
Figure 3.2, middle. Covalent bonds are generally formed between nonmetals.
Nitrogen gas (N,), hydrogen gas (H,), oxygen gas (O,), and hydrochloric acid
(HCI) represent some of the examples of covalent bonded compounds. Most of the
carbon bonds in organic materials (cells, sugar, etc.) are examples of covalent
bonds. Since covalent bonds are directional in space, the molecules that arise have
definite shapes.

The physical length of covalent bonds (distance between the atoms forming the
respective bonds) is shorter than the length of an ionic bond. It follows that covalent
bonds are harder to break compared with ionic bonds. Due to the absence of free ions,
covalent compounds are not good conductors of heat and electricity. The characteristics
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FIGURE 3.2 Bonding mechanisms: (top) ionic; (middle) covalent; and (bottom) metallic.

of covalent bonding are perhaps (better) appreciated when one considers the follow-
ing: if one were to drop some ionically bonded compound (salt) into water one just
ends up with salty water: The positive and negative charges on the sodium and chlo-
ride atoms are surrounded by water molecules that break the ionic bonding. On the
other hand, if one were to drop a diamond into water, it remains a diamond because it
has a much more resilient bond: a covalent bonding between its carbon atoms.

We now look at a few specific examples of covalent bonding.



70 BASIC NANOTECHNOLOGY SCIENCE—CHEMISTRY

TABLE 3.5 Electron Structure And Electronic Dot Notation For A Few Elements

. Electronic
Atomic Configuration Number of Electron Dot

Element Number Outermost Notation
(Symbol) Z) KLMN Electrons Valence Ton (Atom)
Sodium 11 2 81 1 1+ Na* Na*
(Na) (185)(2s22p®)(3s") (cation)
Magnesium 12 282 2 2+ Mg+ M
(Mg) (18)(2522p%)(3s?) (cation) &
Aluminum 13 283 3 3+ AP .

21(962916)(3<23 | : -Al-
(Al (1s%)(2s72p°®)(3s°3p') (cation)
Fluorine 9 27 7 - F R
(F) (18%)(2s22p%) (anion) .
Chlorine 17 287 7 1- Cl- Cl .
(Cn (18»)(25*2p°)(3s°3p°) 7 1- (anion) .o
Oxygen 8 26 6 2— o 0.
(0) (1s%)(2s22p) (anion) B

¢ Consider the Cl, molecule. We have Cl: 1s? 282 2p® 3s? 3p% n' =7,8 —n' =1,
therefore, it can form only one covalent bond. See Figure 3.2, middle.

* As another example, consider the ethene molecule (C,H,) that we discuss in
Appendix D. Since C has the electron distribution 1s? 2s? 2p?, n' = 4, hence, the
number of covalent bonds is 8 —n' = 4.

* As an example, the ethylene molecule has the form
H H
||
C—C
||
H H
while the polyethylene molecule has the form
P T
T
H H H H H H

The diamond form of carbon has four covalent bonds with four other atoms.

* As a final example, consider an oxygen (O) atom. The electronic configuration is:
two electrons in the K shell and six electrons in the L shell; that is, (1s?)(2s?2p™).
The oxygen atom would rather “borrow” two electrons from some other atom to
complete its last shell than give up its six electrons. Hydrogen (H) atom has only
one electron and needs to “borrow” only one additional electron to complete its
first shell. Two atoms of H and one atom of O “fulfill each other’s needs” by
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sharing electrons in their outermost orbitals and form H,O or a water molecule.
In an H,O molecule, the electrons are not totally “given up” but are shared by
each of the neighboring atoms.

Metallic Bonding

In these arrangements, the valence electrons are detached from atoms and spread in
an “electron field (sea)” that “holds” the ions together. A metallic bond is nondirec-
tional: Bonds form in any direction, leading to dense packing of atoms. See Figure 3.2,
bottom. Metals consist of a lattice of positive ions through which a cloud of elec-
trons moves. The positive ions tend to repel one another, but are held together by the
negatively charged electron cloud. These mobile electrons make metals good con-
ductors of heat and electricity. Because of the fact that the positive ions in a metal
are not held by rigid bonds, they are capable of sliding past one another if the metal
is deformed, making metals malleable and ductile.

Secondary Bonding

Secondary bonding is based on van der Waals forces (named after the Dutch physi-
cist Johannes van der Waals), hence, it is a physical phenomenon. Bonding results
from interaction of atomic or molecular dipoles, rather than on chemical bonding
that involves the transfer of electrons. Molecules are able to attract each other at
moderate distances and repel each other at close range. The attractive forces are col-
lectively called van der Waals forces.

A van der Waals force is a weak physical force that holds together two mole-
cules or two different parts of the same molecule. These forces arise from electric
dipole interactions (See Table 3.6 partially based on [85]). They can lead to the
formation of stable but weakly bound molecules or clusters. Van der Waals forces
are much weaker than the chemical bonds discussed earlier: Random thermal
motion (even at room temperature) can usually overcome or disrupt them.
Intermolecular forces are responsible for many properties of molecular com-
pounds, including crystal structures (e.g., the shapes of snowflakes), melting
points, boiling points, heats of fusion and vaporization, surface tension, and den-
sities. Intermolecular forces impact large molecules like enzymes, proteins, and
DNA, by molding these molecules into the shapes required for biological activity.
For example, water would not condense from vapor into solid or liquid forms if its
molecules did not attract each other [85].

Considering molecules that have permanent dipoles and molecules that can have
dipoles induced by the electric fields of other molecules, there are three possible mech-
anisms recognized in the formation of the van der Waals bonds [31, 86]: (1) the orien-
tation effect in which molecules rearrange themselves in their mutual electrical fields,
the rearrangements involving reorientations of whole molecules; (2) the static induc-
tion effect in which molecules that are static monopoles (ions) or dipoles may induce
a static rearrangement of the electron distribution of other molecules; and (3) the
dynamic induction effect, or “dispersion” effect in which any molecule, polar or non-
polar, may induce in other molecules transient electron distribution rearrangements
that are time variant.
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TABLE 3.6 Terms Related to Secondary Bonding

van Der Waals force Force acting between nonbonded atoms or molecules. Includes
the following forces: dipole—dipole, dipole—induced dipole,
and London forces.

Dipole—dipole interaction A dipole—dipole force based on electrostatic attraction between
oppositely charged poles of two or more dipoles.

Electric dipole moment Measure of the degree of polarity of a polar molecule. Dipole
moment is a vector with magnitude equal to charge separa-
tion times the distance between the centers of positive and
negative charges. Chemists point the vector from the positive
to the negative pole; physicists point it the opposite way.
Dipole moments are often expressed in units called debyes.

Hydrogen bond Relatively strong dipole—dipole force between molecules
X-H---Y, where X and Y are small electronegative atoms
(usually F, N, or O) and “. . .” denotes the hydrogen bond.
Hydrogen bonds are responsible for the unique properties of
water, and they loosely pin biological polymers like proteins
and DNA into their characteristic shapes.

Intermolecular force Attraction or repulsion between molecules. Intermolecular
forces are much weaker than chemical bonds. Hydrogen
bonds, dipole—dipole interactions, and London forces are
examples of intermolecular forces.

London force Intermolecular attractive force that arises from a cooperative
oscillation of electron clouds on a collection of molecules at
close range. These forces (also known as transitory forces)
arise when electron clouds oscillate in step on two molecules
at close range. Bond vibrations in molecules may produce
the oscillations or they may be triggered by random, instan-
taneous pile-ups of electrons in atoms.

Permanent dipole moments exist in some types of molecules (e.g., H,O, HCI),
called polar molecules, that arise due to the asymmetrical arrangement of positively
and negatively charged regions. Bonds between adjacent polar molecules—known
as permanent dipole bonds—are strongest among secondary bonds. Polar molecules
can induce dipoles in adjacent nonpolar molecules and a bond is formed due to the
attraction between the permanent and induced dipoles.

Even in electrically symmetric molecules/atoms an electric dipole can be created
by fluctuations of electron density distribution. The fluctuating electric field in one
atom is picked up by the electrons of an adjacent atom, and it can induce a dipole
momentum in this atom. This bond due to fluctuating induced dipoles is the weak-
est of these kinds of bonds (inert gases, H,, Cl,).

As examples, consider the hydrogen bond in water, which we have just alluded
to. This so-called hydrogen bond is a secondary bond formed between two perma-
nent dipoles in adjacent water molecules: the H side of the molecule is positively
charged and can bond to the negative side of another H,0O molecule (the O side of
the H,O dipole).
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3.2.3 Basic Formulation/Machinery of Chemical Reactions

Here we provide at a very high level some principles that drive (explain) chemical
reactions. Bonding, valance, and catalysis are fundamental factors.

The terms and concepts that follow define some of the key (empirical) mecha-
nisms and concepts involved in chemical process and reactions [83]:

* Empirical formula Formula that shows which elements are present in a com-
pound, with their mole ratios indicated as subscripts. For example, the empiri-
cal formula of glucose is CH,O, which means that for every mole of carbon in
the compound, there are 2 moles of hydrogen and one mole of oxygen.

* Law of conservation of mass This law states that there is no change in total
mass during a chemical change. The demonstration of conservation of mass by
Antoine Lavoisier in the late-18th century was a milestone in the development
of modern chemistry.

* Law of definite proportions This law states that when two pure substances
react to form a compound, they do so in a definite proportion by mass. For
example, when water is formed from the reaction between hydrogen and oxy-
gen, the “definite proportion” is 1 g of H for every 8 g of O.

e Law of multiple proportions This law states that when one element can com-
bine with another to form more than one compound, the mass ratios of the ele-
ments in the compounds are simple whole-number ratios of each other. For
example, in CO and in CO,, the oxygen-to-carbon ratios are 16 : 12 and 32 : 12,
respectively. Note that the second ratio is exactly twice the first, because there
are exactly twice as many oxygen atoms in CO, per carbon as there are in CO.

* Molecular formula Notation that indicates the type and number of atoms in a
molecule. The molecular formula of glucose is C;H,,0O,, which indicates that
a molecule of glucose contains 6 atoms of carbon, 12 atoms of hydrogen, and
6 atoms of oxygen.

* Molecular model (also called stick model, ball-and-stick model, space-filling
model) Graphical representation of a molecule. The model can be purely com-
putational or it can be an actual physical object. Stick models show bonds, ball-
and-stick models show bonds and atoms, and space-filling models show relative
atomic sizes.

» Stoichiometry Branch of chemistry that quantitatively relates amounts of
elements and compounds involved in chemical reactions, based on the law of
conservation of mass and the law of definite proportions. (Also it can refer to
the ratios of atoms in a compound or to the ratios of moles of compounds in
a reaction.)

* Structural formula Diagram that shows how the atoms in a molecule are bonded
together. Atoms are represented by their element symbols and covalent bonds are
represented by lines. The symbol for carbon is often not drawn. Most structural
formulas do not show the actual shape of the molecule (they are like floor plans
that show the layout but not the 3D shape of a house).
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One important concept that relates to facilitating chemical reactions is catalysis
(and the agent is the catalyst). The term catalysis was invented in 1835 by the chemist
J. J. Berzelius, and the term was later amended by W. Ostwald, who proposed the
more modern definition: “A catalyst is a substance that accelerates the rate of a chem-
ical reaction without being part of its final products.” Essentially, the catalyst acts by
forming intermediate compounds with the molecules involved in the reaction, pro-
viding an alternate and more rapid path to the final products. Hence, catalysis is a
process whereby the rate of a particular chemical reaction is hastened, sometimes
enormously so, by the presence of small quantities of a substance that does not itself
seem to take part in the reaction. For example, powdered platinum will catalyze the
addition of hydrogen to oxygen and to a variety of organic compounds [87]. Catalysis
is critical: In biological systems enzymes are essential catalysts for various biosyn-
thetic pathways; in the chemical and petroleum industries key processes are based on
catalysis; in environmental chemistry catalysts are essential to breaking down pollu-
tants such as automobile and industrial exhausts. If the catalyst and the reacting
species are in the same phase (e.g., in a liquid), then the process is known as homo-
geneous catalysis; more relevant in industrial processes is heterogeneous catalysis,
where the catalyst is a solid and the reacting molecules interact with the surface of the
solid from the gaseous or liquid phases [87]. Catalysis would deserve several chap-
ters (books) to fully describe. As we saw in passing in Chapter 1, it is one of the top-
five areas of research and publication in the context of nanotechnology.

3.2.4 Chemistry of Carbon

Chemistry of carbon compounds is known as organic chemistry. Organic chemistry
encompasses the study of all carbon—hydrogen compounds (except as noted earlier).
Carbon and its chemistry are very important: Living cells, food, petrochemicals,
cooking gas, and so on are all comprised of carbon atoms, along with other atoms.
The carbon atom is unique: It can form long-chain molecules (this ability called cate-
nation.) Carbon compounds exist by forming covalent bonds. These compounds have
low melting points, are generally insoluble in water, and are inflammable (inorganic
compounds, by contrast, usually dissolve in water and have high melting points).
Some nanotechnology materials are carbon based.

As we can see in Appendix D, carbon has six protons, six neutrons, and six elec-
trons. The electronic configuration is two electrons in the K shell, and four electrons
in the L shell. In theory, while forming compounds, carbon should either give up
four electrons or borrow four electrons. However, carbon does not form ionic bonds;
the mechanism, instead, is to share its four electrons with other atoms and form
covalent bonds instead. When a carbon atom forms a compound, it always forms
covalent bonds. Carbon covalent bonds are the strongest in nature. The six electrons
of carbon are distributed as shown in the top row of Figure 3.3.

Carbon exhibits tetravalency: Since the 2s and the 2p orbitals are very close in
energy, one electron from the 2s orbital jumps to the 2p_ orbital. The one 2s and three
2p orbitals mix together and give rise to four new altogether different types of orbitals
(as seen in the lower part of Fig. 3.3). This arrangement, seen only in the carbon atom,
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FIGURE 3.3 Carbon orbits.

is called hybridization. The four orbitals are at an angle of 109°28’, giving rise to what
is labeled as tetrahedral-type hybridization and shown as sp’. There also are sp? and sp
types of hybridization. The sp? hybridization is depicted as in the top portion of Figure
3.4. The methane CH, molecule is an example of sp* hybridization. The methane mol-
ecule has a tetrahedral shape. The C atom is at the center of the tetragon and the four
H atoms in the four corners of the tetragon. Each carbon bond in methane makes an
angle of 109°28" with the other bonds, as seen in the bottom portion of Figure 3.3. In
a sp? hybridization, two of the four carbon bonds are parallel; the sp? hybridization is
depicted as shown in the middle portion of Figure 3.4. The sp? hybridization leads to
carbon double bonds. The angle between the three directions of the bonds is 120°. An
example of sp? hybridization is the molecule of ethene (CH,=CH,). The molecule of
ethyne is an example of sp hybridization; here three of the bonds lie parallel to each
other (CH=CH) and the angle between the direction of the bonds is 180°. The carbon
chains we mentioned above are formed because carbon atoms form tetravalent bonds
with other carbon atoms. This structure is repeatable endlessly without disturbing the
stability of the bonds and the compounds formed.
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FIGURE 3.4 Representation of covalent bonds and depiction of sigma (¢) and pi () bonds.

There are two types of covalent bonds for carbon: sigma and pi bonds (see bot-
tom two diagrams in Fig. 3.4):

 Sigma (6) bond: covalent bonds are linear or aligned along the plane contain-
ing the atoms. Sigma bonds are strong and the electron sharing is maximum.
Example: methane (CH,) (it has four ¢ bonds).

* pi (1) bond: electron orbitals overlap laterally. The resulting overlap is not max-
imum, hence, it follows that the bonds are relatively weak. Example: molecule
ethene (C,H,) (it has four ¢ bonds and two 7 bonds).

Carbon can form chains with branches and subbranches (open-chain com-
pounds are known as aliphatic compounds), as well as rings with other rings
attached to them (closed-chain compounds are known as cyclic compounds; when
the cycle is six, the compound is known as an aromatic compound>—as the name
suggests these give off an aroma.) The rings are formed with six carbon atoms
only. No other element in the periodic table bonds to itself in an extended network
with the strength of the carbon—carbon bond [88]. Figure 3.5 depicts some basic
patterns of chains and rings; Figure 3.6 depicts classical carbon forms for pure
carbon, while Figure 3.7 depicts some of the forms discovered in the late 1980s
and early 1990s (Figs. 3.6 and 3.7 depict allotropes of carbon; see main Glossary).
Aliphatic compounds (compounds forming carbon—carbon chains) are found in fats;
the alkanes (sp® hybridization), alkenes (sp? hybridization), and alkynes (sp hybridiza-
tion) fall under this category (one finds a large number of alkanes, alkenes, and
alkynes in nature). As noted, compounds form closed rings along with the branches
of the rings are called cyclic or aromatic compounds. The number of variation of
ringed compounds is large (perfumes and fruits/flowers smells are due to such
compounds).

Next, we focus briefly on electrical conductivity. Carbon in a planar graphene sheet
is bonded in such a way that one electron per carbon atom is freed up to move freely,
rather than stay near its “base” atom. This is the situation in metals, where some
electrons are not bound to their donor atom but can easily be pulled in different direc-
tions under the influence of an electric field. The quantum mechanics of graphene

3To be considered aromatic the compound also has to contain alternating single and double bonds.



BASIC CHEMISTRY CONCEPTS 77

-
46644 98900 £y

Straight chain of Branched chain of Closed chain of
carbon atoms carbon atoms carbon atoms

FIGURE 3.5 Carbon chains/rings.

)
}
L}
5t

A
!
4

Graphite (10,10) tube

FIGURE 3.7 Carbon forms (classical and more recent discoveries). (Courtesy: Carbon Nano-
technologies Incorporated).
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result in a semimetal: the in-plane conductivity is only moderate and similar to that
of a poorly conducting metal, such as lead [89]. On the other hand, the carbon struc-
tures (nanotubes) discussed in the next chapter have excellent electrical conductiv-
ity characteristics.

3.2.5 Graphical View of the Atomic Structure of Materials

In this section we briefly look at some key structures that result from the bonding
mechanisms discussed earlier. The characterization of the materials is performed
using modern analytical methods. These include X-ray diffraction (XRD), high-reso-
lution scanning electron microscopy (HRSEM), high-resolution transmission electron
microscopy (HRTEM), electron microprobe analysis (EMPA), secondary ion mass
spectroscopy (SIMS), atomic force and scanning tunneling microscopy (AFM/
STM), Mossbauer spectroscopy (MS), depth-sensitive conversion electron Mossbauer
spectroscopy (DCEMS), Auger electron spectroscopy (AES), X-ray photoelectron
spectroscopy (XPS), ion scattering spectroscopy (ISS), nitrogen adsorption, small-
angle neutron scattering (SANS), and extended X-ray adsorption fine structure
(EXAFS) [16] (also see Appendix F). In addition, several accelerator facilities such
as Rutherford backscattering spectroscopy (RBS) or nuclear reaction analysis (NRA),
can be used for ion beam analysis of thin-film structures and nanocrystalline materi-
als after ion implantation and ion beam modification.

We start with shapes that arise from bonding between electrically charged ions
(ionic bonding); then we look at covalent bonding. Superconducting and magnetic
materials are also briefly discussed. This section is partially based on [90].

Packing of Atoms
Three basic atomic packing structures are as follows (see Fig. 3.8):

e Cubic close-packed (ccp) atomic structure This structure is comprised of
atoms that reside on the corners of a cube, with additional atoms residing at
the centers of each cube face [also called face-centered cubic (fcc)]. The sym-
metry is described by nomenclature as Fm-3m where F means face-centered, m
signifies a mirror-plane (there are two) and -3 indicates that there is a three-fold
symmetry axis (along the body diagonal) as well as inversion symmetry. Many
metals have this fcc structure, for example, gold.

e Hexagonal close-packing (hcp) atomic structure This structure is comprised
of layers with stacking (e.g., the structure of sodium at low temperatures). The
formation dynamic between ccp and hcp is determined by longer-range forces
between the atoms.

e Body-centered cubic (bcc) atomic structure This structure is comprised of a
unit cube with atoms at the corners and center of the cube. The bec structure is
less closely packed than fcc or hep. Often bece is the high-temperature form of
metals (these being close-packed at lower temperatures). For example, the struc-
ture of iron (Fe) can be either ccp or bee depending on the temperature, while
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Gold
Cubic close-packed (ccp)

Sodium
Hexagonal close-packing (hcp)

Chromium
Body-centered cubic (bcc)

FIGURE 3.8 Examples of close packing.

chromium is consistently bce. Usually bee-based metals are harder and less mal-
leable than close-packed metals such as gold. When the metal is deformed, the
planes of atoms must slip over each other, and this is more difficult in the bcc
structure.

Different Sized Atoms Packing Together

Typically when two or more different atoms combine to form molecules, the packing
is determined by the larger atoms, as illustrated in the case of lithium chloride (LiCl)
(see Fig. 3.9). Lithium is a relatively small atom (in the sense that it only has a 2s
shell) and the larger chlorine atoms (in the sense that it has a 3p shell), just pack
together with the ccp structure, leaving the small lithium atoms to fit into the octahe-
dral “holes.” Each space (hole) occupied by a lithium atom is surrounded by six chlo-
rine atoms at the vertices of an octahedron. Crystallographers represent the “big”
atoms as small spheres to emphasize the “coordination polyhedrae” to help one under-
stand the coordination of atoms (their nearest neighbors). Common kitchen salt
(NaCl) is also shown in Figure 3.9. The structure of sodium chloride (NaCl) can be
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FIGURE 3.9 Two-atom geometries.

regarded as a cubic packing of almost equal spheres. Notice the actual radii at the
physical level are:

1s 2s 2p 3s 3p Actual Radius

Li 2 1 1.55 A
Na 2 2 6 1 1.9 A
Cl 2 2 6 2 5 0.97 A

In the ccp structure, in addition to the octahedral holes described above, there are
also tetrahedral holes. For example, Figure 3.9 depicts the structure of zinc sulfide
(ZnS). The Zn atom prefers to occupy these tetrahedral holes, where it is sur-
rounded by only four S atoms; while one can depict the coordination polyhedrae
around zinc, in this case it is better to emphasize the actual bonds between the Zn
and S atoms, using a so-called ball-and-stick model, which is what is shown in
Figure 3.9 [90].

Other geometries are possible, as shown in Figure 3.10 (this figure is not exhaus-
tive in terms of possible geometries). For example, zinc oxide (ZnO) has a hcp pack-
ing of oxygen anions (the coordination of Zn is still tetrahedral.) When the cations
are large, such as those of calcium, a structure like that of CaF, fluorite is the topo-
logical outcome. The TiO, rutile structure is typical of quadrivalent metals or diva-
lent metal fluorides; here, the Ti cations are in octahedral holes between the oxygen
anions, which is easily seen in the coordination octahedrae.

Ferroelectrics and Antiferroelectrics
Perovskites include materials that fall in the ferroelectric and superconductor cate-
gories. These substances have generic formulas ABX, (e.g., BaTiO,). Figure 3.11
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FIGURE 3.10 More two-atom geometries.
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(BaTiOg)
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FIGURE 3.11 Ferroelectric types.
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depicts the structure (along with the BX; octahedra enclosing the B cation). The
large A cations and the X anions, often oxygen, are ccp structures, with the smaller
B cations occupying the octahedral holes between the X anions. The stability of the
structure depends on the relative ionic radii: if the cations are too small for close
packing with the oxygen atoms, they can be displaced slightly. Since these ions carry
electrical charges, such displacements can result in a net electric dipole moment
(opposite charges separated by a small distance); the material is said to be ferro-
electric. An alternative type of structural transition, called antiferroelectric, is also
common in perovskites (also see Fig. 3.11 for this structure.) This occurs when/if the
A cation is too large for close packing; the net result is that the X cations are dis-
placed, however, the BX, octahedrae are relatively rigid units connected at their
apexes, and they twist together as seen in the case of NaNbO, [90].

Chemical/Covalent Bonding (and Carbon)

Building on the Section 3.2.2, we now look at examples of covalent bonding between
atoms (the reader may want to refer to Fig. 3.12). (Strong) covalent bonds are usually
represented by drawing them as sticks between the atoms. The covalent bonding in
diamond consists of electrons that are “intimately” shared between the carbon atoms.
Other important materials, such as silicon and germanium used for computer chips

Diamond Diamond
perpendicular view

Graphite Graphite
perpendicular view

Buckyball Nanotube

FIGURE 3.12 Covalent bonding in carbon.
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also have the diamond structure. (Unfortunately?) there is another alternative arrange-
ment of carbon: plain old graphite. The carbon atoms in graphite are strongly joined
by covalent bonds, but only within a plane, unlike the 3D network of bonds in dia-
mond; these planes of carbon atoms simply stack together one on top of the other,
with relatively weak forces between them.

In the past 25 years a large number of new carbon structures with interesting prop-
erties have been discovered. The buckyball, already introduced in Chapter 1, consists
of 60 carbon atoms bonded together to form a hollow sphere. Larger spheres and
ellipsoids can also be synthesized; hollow nanotubes of carbon expressed as graphite
layers rolled up to form microscopic pipes can be manufactured. These new fullerenes
materials have interesting physical and chemical properties that are part of nanotech-
nology science. These are discussed in Chapter 4.

Catalysts and Sieves

Crystal structures can form networks of atoms. These materials, called zeolites (see
Fig. 3.13), can be used as microscopic filters and also to break up molecules (molec-
ular sieves—e.g., purify water or to separate out molecules of different sizes), or to
join them together (catalysts). Zeolites swell and lose water from their porous struc-
ture when heated. Over 600 zeolites exist, and new synthetic zeolites are developed
and patented on a routine basis. They have many industrial applications due to their
unique architecture. As an example, ZSM-5 (A1,0,-Si0, artificial zeolite) is a cata-
lyst for converting methanol into gasoline; the catalytic activity of ZSM-5 is due

Zeolite

FIGURE 3.13 Zeolites.
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both to its acidity and to size/shape of the channels that hold the intercalated mole-
cules. Linde Zeolite-A (LZA) is used in washing powders to remove calcium and
magnesium ions from hard water [90].

Superconductors

Metals can conduct electrical currents because, as hinted at in Chapter 2 and above,
the electrons are relatively free. Oxides (e.g., silica) are normally electrical insula-
tors because the electrons are intimately associated with the individual bonds or ions.
Some oxides exist that can become metallic conductors or even superconductors. Of
particular interest are those that contain “mixed-valence” atoms (e.g., copper) that
can give up a variable number of electrons when bonding. These kinds of materials
have zero electrical resistance even above the temperature of liquid air; this was
thought to be impossible just a few years ago.

One example follows. Consider the following ceramic oxide superconductor
YBa,Cu,0, (YBCO) and examine the coordination of copper (Cu) in Figure 3.14.
There are two kinds of copper atoms: (i) those that are coordinated by four oxy-
gen atoms (squares), typical of divalent Cu?*, and (ii) those that have a fifth oxy-
gen atom (pyramids). When one heats this superconductor in the absence of
oxygen, it loses one of its oxygen atoms and becomes the insulator YBa,Cu;O,.
Similar materials that conduct at even higher temperatures can be made by replac-
ing the CuO, chains by layers of other materials, such as heavy-metal oxides. The

YBCO
Ba,Cu30,

Mercury-based
superconductors

FIGURE 3.14 Examples of superconductors.
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TABLE 3.7 Key Superconducting Concepts

Josephson effect Effect observed in two superconductors that are separated by a thin
dielectric when a steady potential difference V is applied. An
oscillatory current is set up with a frequency proportional to V.

Meissner effect When a superconducting loop (see superconductivity) or hollow
tube, in a weak magnetic field, is cooled through its transition
temperature (7,) the magnetic flux is trapped in the loop, this is
the Meissner effect. The flux is constant, being unchanged by
variations in the external field. It is sustained by supercurrents
circulating around the loop, any field variation is countered by
the induction of an appropriate supercurrent.

Superconducting One of a family of devices capable of measuring extremely small
quantum currents, voltages, and magnetic fields. Based on two quantum
interference effects in superconductors: (1) flux quantization and (2) the
device (SQUID) Josephson effect.

Superconductivity Phenomenon occurring in many metals and alloys. Super-

conductivity is the ability of certain materials to conduct electric
current with near-zero resistance: If these substances are cooled
below a transition temperature, 7., close to absolute zero, the
electrical resistance becomes vanishingly small.

highest superconducting temperature (7,) so far obtained is for a material based
on mercury oxide; here T, is 50% higher than in YBCO. Table 3.7 lists some key
superconducting concepts [51].

Magnets

Unpaired electrons orbiting an atom act as small electromagnets pointing in vari-
ous directions. When magnetic moments or “spins” point in the same direction in
all the atoms, the material itself behaves like a magnet and it is called a ferromag-
net. Because a material like iron consists of many magnetic crystallites whose
magnetic moments cancel each other until they are aligned, iron is not normally a
magnet, however, it can be “magnetized” by other magnets. If the atomic-scale
“spins” are in opposite directions, they cancel out, and the material is called an
antiferromagnet. Magnetite (Fe,O,) is a well-known magnet: It is one of the common
oxides of iron and is also cubic, with iron in two valence states. Many magnetic
structures are more complex. Neutron diffraction has been used to identify the
topology of these more complex magnetic structures. Magnets are used in motors
of all types and sizes and in communication equipment (e.g., relays). In recent
years, giant magnetoresistance (GMR) oxides have being used by manufacturers
to make computer hard drives of much higher capacity. The phenomenon of GMR
relates to the decrease of electrical resistance of materials when exposed to a mag-
netic field. This phenomenon was first observed (in the late 1980s) in multilayer
ferromagnetic/nonferromagnetic thin-film systems; GMR has now also been
observed in granular nanocrystalline materials [91].



86  BASIC NANOTECHNOLOGY SCIENCE—CHEMISTRY
3.3 CONCLUSION

This chapter introduced very basic concepts in the field of chemistry. While very
superficial compared with a standard college chemistry book (e.g., [82]), it provides
enough background to discuss basic nanotechnology concepts as we do in the rest of
the book.



I CHAPTER 4

Nanotubes, Nanomaterials, and
Nanomaterial Processing

In the past few years, nanotechnology research has been carried out in the context of
understanding and developing of nanoscale molecular assemblies and related new
products. Nanostructures have attracted considerable attention of late because of
their prominent properties, and their applications to novel devices that have advanced
features have been studied and planned. While the scale may be small, the number
of atoms in these assemblies can be large. Nanomaterials’ features depend on quan-
tum effects and typically involve movement of a small number of electrons to sup-
port specific usable actions and phenomena. The previous chapters (and Appendices
A through F) provided some (but in no way, all) of the basic science for nanotech-
nology at the physics and chemistry level. From this chapter forward we concen-
trate on nanotechnology per se from an engineering and applications point of view.
The theory provided in Chapters 2 and 3 and Appendices D and E is routinely
employed by nanotechnology researchers to study, develop, and explain the behav-
ior of nanostructures; however, we will not utilize the mathematics of quantum the-
ory in the chapters that follow but sensitize the reader at this juncture that such
methods are fundamental to any understanding and/or advancements in this field.
The reader should generally be able to follow this material, and the material that
follows, even if he or she skipped some portions of the previous chapters and/or
appendices.

At a basic stage, nanotechnology requires an understanding of elemental carbon
materials on an atomic level. The following list identifies some areas of research and
development (R&D) interest: carbon nanostructures (e.g., carbon molecules, carbon
clusters, and carbon nanotubes), bulk nanostructured materials, nanofabrication tech-
niques (e.g., nanoimprint, soft lithography, scanning probe microscopy, and traditional
lithography), self-assembly methods, nanostructured ferromagnetism, and organic
compounds and polymers. Nanomaterials come in all shapes and sizes: They can range
from small molecules to complex composites and mixtures [92]. The mechanical, ther-
mal, and electrical properties of carbon nanostructures allow a wide gamut of applica-
tions. Besides carbon there are other elements that are beginning to be important as

Nanotechnology Applications to Telecommunications and Networking, By Daniel Minoli
Copyright © 2006 John Wiley & Sons, Inc.
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nanostructures; this chapter, however, generally only provides an overview of carbon
structures, such as fullerenes and nanotubes.

It is worth noting that there are R&D efforts underway to integrate nanoscience
and electronics. From an electronic switching perspective, nanotechnology devices
operate faster than larger mesoscopic components (the mesoscopic scale ranges from
10 to 10,000 nm, that is, 0.01-10 um). Today’s computers use conventional elec-
tronics that require costly fabrication techniques; molecular electronics has the poten-
tial to shrink devices to the nanoscale with improvements in the power consumption
and speed profiles. Techniques have already been developed for the production of
structures on a molecular level by suitable sequences of chemical reactions or litho-
graphic techniques (e.g., the latter allows one to manipulate individual atoms on sur-
faces using a variant of the atomic force microscope*). These and other techniques
have been used to manufacture, for example, high-density data storage devices. One
is also interested in developing nanocomputers: computers whose fundamental com-
ponents measure only a few nanometers in size; at press time state-of-the-art com-
puter components are no smaller than about 40-100 nm. Researchers believe that
nanoscale devices may lead to computer chips with billions of transistors, instead of
millions—which is the range in today’s semiconductor technology [93, 94, 95]. This
may eventually allow one to develop quantum computers. Quantum computers and
memory devices are expected to have applications in cryptography and informa-
tion technology within a few years [45, 96]. These applications will be explored in
Chapter 5 (nanophotonics) and Chapter 6 (nanoelectronics).

4.1 INTRODUCTION
There are three distinct but interdependent nanotechnology areas [97]:

e “Wet” nanotechnology: This is the study of biological systems that exist pri-
marily in a water environment. The functional nanometer-scale structures of
interest here are genetic material, membranes, enzymes, and other cellular com-
ponents; the success of this nanotechnology is demonstrated by the existence of
living organisms whose form and function are governed by the interactions of
nanometer-scale structures.

* “Dry” nanotechnology: This is the study of fabrication of structures in carbon
(e.g., fullerenes and nanotubes), silicon, and other inorganic materials. This area
is based on and derives from surface science and physical chemistry. Unlike
the wet technology, dry techniques make use of metals and semiconductors. The
active-conduction electrons of these materials make them too reactive to operate
in a wet environment, but these same electrons provide the physical properties that
make dry nanostructures promising as electronic, magnetic, and optical devices.
An R&D objective of many in the industry is to develop dry structures that pos-
sess some of the same attributes of the self-assembly that the wet ones exhibit.

* The atomic force microscope is discussed in Appendix F.
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» Computational nanotechnology: This is the modeling and simulation of com-
plex nanometer-scale structures. The predictive and analytical power of com-
putation is critical to success in nanotechnology.

As implied, this chapter focuses on dry nanotechnology and on fabrication of struc-
tures based on carbon. Nanoparticles have distinctly different properties compared
with bulk materials because the number of atoms or molecules on their surface is
comparable to that inside the particles; therefore, nanoparticles can be used to develop
materials with unique properties [98]. Figure 4.1 depicts some key commercial areas
of current commercial interest in nanotechnology.

Elemental carbon is the simplest example of nanotechnology-usable materials;
these carbon nanomaterials are based on covalent bonding. Fullerene research lead to
the discovery of the Cg, buckyball (a molecule comprised of 60 carbon atoms arranged
in a soccer ball shape) by Robert F. Curl, Harold W. Kroto, and Richard E. Smalley.
Since the identification of the buckyball in 1985, the field of fullerenes has experienced
significant expansion: the discovery lead, soon thereafter, to the synthesis of a large
class of new molecules. Volume availability of fullerenes was achieved in 1990.

Richard Smalley postulated in 1990 that, in principle, a tubular fullerene should be
possible: These are capped at each end by the two hemispheres of Cg, and are con-
nected by a straight segment of tube, with only hexagonal units in their structure [89].
Carbon nanotubes were indeed discovered in 1991 by the Japanese researcher Sumio
Iijima of NEC [99, 100, 101]: In 1991 he observed multiwall nanotubes (concentric
cylinders of carbon, typically 10-100nm in diameter); and, in 1993 he and Donald
Bethune at IBM independently observed experimentally single-wall nanotubes.

Each fullerene (e.g., Cy, C;, and Cg,) possesses the essential characteristic of
being a pure carbon cage, with each atom being bonded to three others as in graphite;
however, unlike graphite, every fullerene has exactly 12 pentagonal faces with a
varying number of hexagonal faces (e.g., buckyball—C¢,—has 20) [89]. Single-wall
nanotube molecules are fullerenes with relatively high count (e.g., C,y, Csup. €tC.);
in fact, in these cases they are macromolecules. Nanotube molecule of pure carbon
are linked together in a hexagonally bonded chain to form a hollow cylinder;

Nanoelectronics and Computing
Molecular electronics & photonics
Computing architectures
Assembly

Stractural materials

Sensors

Compositgs ' Homeland security
Multifunctional materials Biological/chemical agents
Self healing Bioengineering/medicine

FIGURE 4.1 Key commercial areas of focus.
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these materials constitute a new type of pure carbon polymers. See Figure 4.2. Some
view nanotubes based on carbon (or other elements) as the most significant spin-off
product of fullerene research. As mentioned, other nanotechnology materials (e.g.,
containing boron and nitrogen) are also becoming important from a research point
of view and provide alternative components with unique mechanical and electronic
properties [102, 103] (these other materials, however, are not described here).
Table 4.1 identifies some key nanotechnology terms and concepts used in this
chapter and the ones that follow; refer to the Glossary at the end of the book for other
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terms. Nanoscale microstructures are investigated experimentally using electron
microscopies (SEM—scanning electron microscopy—and STM—scanning tunnel-
ing microscopy) and atomic force microscopy (AFM). (These tools and techniques
are discussed in greater detail in Appendix F.)

Before proceeding further, we identify two key approaches to the manufacturing
of nanostructures. Nanostructured materials can be synthesized by either bottom-up
or top-down processes. The bottom-up approach starts with atoms, ions, or mole-
cules as “building blocks” and assembles nanoscale clusters or bulk material from
these building blocks [105].

Top-down assembly is the building of nanostructures and materials by mechanical
methods (e.g., molding, machining, and lasers-based tools) and by bulk technology.
Bulk technology is the (chemical/physical) technology where atoms and molecules are
manipulated in bulk, rather than individually, as would be the case in nanotechnology.
Table 4.2 depicts some the traditional fabrication techniques. The top-down methods for
processing of nanostructured materials involve starting with a bulk solid and then
obtaining a nanostructure by structural decomposition. One such top-down approach
involves the lithography/etching of bulk material analogous to the processes used in the
semiconductor industry wherein devices are formed out of an electronic substrate by
pattern formation (such as electron beam lithography) and pattern transfer processes
(such as reactive ion etching) to make structures at the nanoscale. Notice, however, that
the wave nature of light imposes a fundamental resolution limit on optical lithography:
objects and features much smaller than the wavelength of light are difficult to image and
produce. There are also methods for the preparation of nanostructured materials from
the bulk by the use of mechanical/thermal methods; for example, severe plastic defor-
mation to introduce defects and/or dislocations into the material, which can then aggre-
gate into nanoscale grains (with or without the aid of external thermal sources) [105].

TABLE 4.2 Traditional Fabrication Techniques (Partial List)

Bulk micromachining Fabrication process of creating structures by etching into (and
through) silicon wafers.
Etching Removal of material from a surface. Wet etching of silicon uses

a chemical bath (usually potassium hydroxide). Dry etching
uses gas, plasma, or the blasting of particles.

LIGA (German-language acronym from the words for lithography,
electroplating, and molding). Micromachining technique used
to create tall, straight-walled structures for microsystems.

Lithography Process of copying a pattern onto a surface using light, electron
beams, or X-rays (etymology: “writing on small rocks”).
Mask Pattern used in lithography that determines which areas are

exposed and which are not.
RIE (reactive ion etching)  Form of dry etching where ions are blasted at a wafer’s surface.
Surface Fabrication process for MEMS based on standard CMOS
micromachining microelectronic processes. MEMS structures are
photolithographically patterned in alternating layers
of deposited polysilicon and silicon dioxide, and then are
“released” by dissolving away the silicon dioxide layers.
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Self-assembly is a bottom-up assembly method where individual components of
a structure come in proximity, usually by way of a solution or gas; individual com-
ponents connect to each other based on their structural (or chemical) properties. This
technique is used by chemists in attempting to create structures by connecting mol-
ecules. If molecules have suitable complementary surfaces, they can bind, and, thus,
assemble to form a specific structure. Bottom-up, as noted, refers to the construction
of larger objects from smaller building blocks, namely, the construction of nano-
structures using atoms and molecules, rather than bulk materials. The assembly of
molecular-materials in nanoscale architectures is a crucial step for the future molec-
ular-scale electronics [106]. Hence, in summary, top-down methods create nano-
structures out of macrostructures, while bottom-up methods entail self-assembly of
atoms or molecules into nanostructures. Nanostructures encompass not only with
engineered materials such as semiconductor quantum wells, quantum wires, and
quantum dots, but also with domain formation and self-assembly in polymers,
molecular crystals, Langmuir—Blodgett films, and organic self-assembled monolay-
ers and multilayers [ 107].

4.2 BASIC NANOSTRUCTURES

4.2.1 Carbon Nanotubes

Basic nanostructures of interest include carbon nanotubes; these structures are also
known as buckytubes, single-wall carbon nanotubes (SWCNTSs), or single-wall nan-
otubes (SWNTs). SWNT is the term used here. As discussed earlier, extensive
research has taken place since the early 1990s in the field of SWNT: The past decade
has seen great interest in fullerenes and related carbon nanomaterials. See Table 4.3
for a partial timeline of some key advancements in the field. There have been rapid
developments in the past decade in understanding the chemistry and physics of car-
bon nanotubes, and there is interest in both the materials science and electronics
communities concerning possible applications of these unique structures [31].

Carbon nanotubes consist of graphitic layers seamlessly wrapped to cylinders: the
SWNT has a cylindrical structure made of a single graphene sheet with a diameter
of about 1 nm. A carbon nanotube is a single molecule of graphite, a large macro-
molecule, shaped in a cylindrical sheet (a hexagonal lattice of carbon); the ends of
the cylinder are terminated by hemispherical caps. See Figure 4.3; Figures 1.6, 3.5,
3.6, 3.7, and 3.12 also provided additional pictorial views. The molecular formula-
tion of single-wall carbon nanotubes requires that every atom be in the right place;
this structure provides single-wall carbon nanotubes with their unique properties.
Carbon-based SWNT can be metallic or semiconducting; they offer interesting pos-
sibilities to create future nanoelectronics devices, circuits, and computers.

Carbon nanotubes are a macromolecule of carbon (one can visualize this as a sheet
of graphite rolled into a cylinder; graphite looks like a sheet of “chicken wire,” a tes-
sellation of hexagonal rings of carbon). Different kinds of nanotube are defined by the
diameter, length, and chirality (twist). In addition to single cylindrical SWNTs nan-
otubes, one also has multiple-wall nanotubes (MWNTs) with cylinders inside the
other cylinders. The length of the nanotube can be millions of times greater than its
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TABLE 4.3 Partial Time Line of Carbon Nanotubes Advancements

1991  Discovery of multiwall carbon nanotubes

1992 Conductivity assessment of carbon nanotubes

1993 Structural rigidity assessment of carbon nanotubes

1993 Synthesis of single-wall nanotubes

1995 Nanotubes applications as field emitters

1996 Ropes of single-wall nanotubes

1997 Quantum conductance assessment of nanotubes

1997 Hydrogen storage in nanotubes

1998 Chemical vapor deposition synthesis of aligned nanotube films

2000 Thermal conductivity assessment of nanotubes

2000 Macroscopically aligned nanotubes

2001 Superconductivity of carbon nanotubes

2001 Single-wall carbon nanotube directly grown onto
silicon tip

2001 Flat-panel display prototype using gated carbon
nanotube field emitters

2002 Magnetic systems with carbon nanotubes

2002 Integration of suspended carbon nanotube

arrays into electronic devices and
electromechanical systems

2002 Carbon nanotube memory devices of high
charge storage stability
2003 Carbon nanotube tips for thermomechanical
data storage
2003 High-mobility semiconducting nanotubes
2003 Room temperature fabrication of

high-resolution carbon nanotube
field emission cathodes by
self-assembly

2004 Growth of high-quality single-wall
carbon nanotubes

diameter (tubes can be 1-2mm long, and recently researchers have developed tech-
nique for growing nanotubes in straight structures as long as half an inch [75].)

The fortuitous nature of the carbon bonding apparatus (Chapter 3) supports the
“molecular perfection” (also called “ideal configuration”) of nanotubes, giving rise to
allotropes with valuable properties such as electrical conductivity [108], thermal con-
ductivity, strength, stiffness, and toughness. This new class of carbon materials consists
of closed (sp? hybridized) carbon chains, organized on the basis of 12 pentagons and
any number of hexagons except for the number one [109]. In SWNT the delocalized &t
electron donated by each C atom is free to move about the entire structure, rather than
stay “home” with its donor atom, giving rise to the first known molecule with metallic-
type electrical conductivity [88]. Furthermore, the high-frequency carbon—carbon bond
vibrations provide an intrinsic thermal conductivity that is higher than the conduc-
tivity of diamond. In diamond the thermal conductivity is the same in all directions;
SWNTs, on the other hand, conduct heat down the tube axis. As noted in Chapter 3,
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no other element bonds to itself in an extended chain with the strength of the
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C—C bond.
ple, they are 100 times stronger than steel while being 6 times lighter. Nanotubes

strong. Carbon nanotubes have interesting and useful physical properties; for exam-

nanotube. (Courtesy: Carbon Nanotechnologies Incorporated).

FIGURE 4.3 SWNT: (left) Section of a (10, 10) single-

(center) section of a (10, 10) single
other and can be separated easily;
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high stiffness toward bending exceeds that of known materials. Individual nanotubes
may be the thinnest manmade structures that are stiff enough to be self-supporting
[110]. Nanotubes are also very good electrical conductors. Carbon nanotubes have
the same electrical conductivity as copper (they have the ability to be either semi-
conducting or metallic, depending on the “twist” of the tube). Nanotubes are light,
thermally stabile, and are chemically inert. Furthermore, nanotubes can resist to very
high temperatures (up to 1500°C under vacuum.) SWNTs also have a high surface
area (~1000 m?/g). Nanotubes are the best-known electron field emitter. SWNT can
be modeled as a 1D electron transport (see Glossary). According to theoretical stud-
ies, such systems should be sensitive to Coulomb repulsion and become insulators at
low temperatures; however, researchers have demonstrated that it is possible to cre-
ate superconducting junctions when carbon nanotubes are connected to supercon-
ducting contacts, a phenomenon called proximity-induced superconductivity [31].
Some of the physical properties of carbon nanotubes are still being discovered.

Nanotubes are “molecularly ideal” (some say “molecularly perfect”), which implies
that they are free of property-degrading flaws in the structure; their material proper-
ties can, therefore, approach closely the high theoretical levels intrinsic to them.
Nanotube molecules can be manipulated chemically and physically. As polymers of
pure carbon, nanotubes can be reacted and manipulated using the well-developed
chemistry of carbon (this provides opportunity to modify the structure and to opti-
mize solubility and dispersion) [88]. Carbon nanotubes are ideal for investigation at
the interface of atomic and nanoscopic physics [111].

The following list provides some of the physical parameters of nanotubes. These
kinds of molecules are remarkable for macroscopic devices of this size: Nanotubes
are only a few nanometers in diameter (1.2 nm for SWNTs) and are up to about 1 mm
in length (hence, single-wall nanotube lengths are typically thousands of times their
diameters). The carbon bond length is 1.42 A; the C—C tight-bonding overlap energy
is on the order of 2.5 eV. Nanotubes are not always perfectly cylindrical because they
can bend on themselves or even support Y-junctions.

Diameter of SWNTSs: 12-14 A 4
(1.2-1.4nm) —

Distance from opposite carbon atoms (segment 1):  2.83 A 2

Analogous carbon atom separation (segment 2): 2456 A 3

Parallel carbon bond separation (segment 3): 245 A

Carbon bond length (segment 4): 142 A

Nanotubes can be categorized in different types; these types are characterized by
the vector R =(n,m) where n and m are integers of the vector equation R = na, + ma,.
The values of n and m determine the chirality, or “twist,” of the nanotube. The chi-
rality affects the conductance of the nanotube, its density, its lattice structure, and
other physical properties. For example, a SWNT is considered metallic if the value
n —m is divisible by 3; otherwise, the nanotube is semiconducting (note that when
tubes are formed with random values of n and m, one can expect that two-thirds of
nanotubes to be semiconducting, while the other third to be metallic, a fact that is
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TABLE 4.4 Physical (Electrical, Thermal, Elastic) Properties

Metallic behavior (n, m); n — m is divisible by 3
Semiconducting behavior (n, m); n— m is not divisible by 3
Conductance quantization nX (12.9 kQ)™!

Resistivity 107* Q-cm

Maximum current density 10" A/m?

Thermal conductivity ~2000 W/m/K

Phonon mean free path ~100nm

Relaxation time ~107""'s

Young’s modulus (elastic) (SWNT) ~1 TPa

Young’s modulus (elastic) (MWNT) 1.28 TPa

Maximum tensile strength ~30 GPa

confirmed empirically) [112, 113, 114, 115]. If one (imaginarily) slits open a nan-
otube by cutting all the bonds along any straight line parallel to its axis, it uncurls to
form a strip of graphite. The lattice vector connecting the sides of the strip is (n,m);
this vector completely characterizes the tube. There are an infinite number of possi-
ble tubes characterized by different lattice vectors [116]. If n = m (“armchair tubes”)
or m = 0 (“zigzag” tubes), there is n-fold rotational symmetry; otherwise, the tube has
helical symmetry (it is chiral). The theory implies that armchair tubes, having n = m,
should be metals; those with » —m = 3i (i an integer) should be narrow-gap semi-
conductors, and the rest should be insulators' [116, 117, 118].

Table 4.4 provides a tabulation of some electrical and thermal properties of nan-
otubes. Nanotubes can vary in size; larger nanotubes [e.g., a (20, 20) tube], tend to
bend to some degree under their own weight [119]. See Figure 4.4 for an example of
a nanotube that bends on itself [120]. Many materials are stiff but they are also brit-
tle; SWNTSs, on the other hand, are stiff but also tough: they can stretch 20% of their
normal length and can be bent over double and/or tied into a knot and then released
with no resulting defect. The combination of stiffness and toughness makes SWNT
the strongest known fibers (as noted, about 100 times stronger than high-strength
steel at one-sixth the weight of steel—normalized strength-to-weight ratio with steel
is over 460, as seen in Table 4.5 [89]). The current price for SWNT material is
$100/g for small quantities (50 g or less), $50 for larger quantities.

A key capability of single-wall nanotubes relates to the electrical conductivity. As
we noted in the previous chapter, carbon in a planar graphene sheet has poor elec-
trical conductivity. Interestingly, when rolled into a perfect tube and the graphene
carbon—carbon bonds are perpendicular to the tube axis, the resulting electronic struc-
ture becomes that of a true metal; this is the first and only known instance of a mole-
cule being a true metallic conductor. Other ways of rolling up the grapheme sheet
produce semiconducting tubes with such a small gap that at a few degrees above

'Ab initio simulations have been conducted on the deformation of carbon nanotubes; one finds that the
electric conductivity of the carbon nanotubes shows transitions from metallic to semiconducting and vice
versa under axial tension; one also finds that the semiconducting nanotubes become metallic under radial
compression, while the metallic nanotubes do not show the transition [121].
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FIGURE 4.4 Nanotube with bends.

absolute zero they have a high conductivity; yet others are similar to silicon in their
conductivity [89, 122]. Recently, scientists were also able to cause an individual car-
bon nanotube to emit light; this may help materialize many of the proposed applica-
tions for carbon nanotubes, such as in electronics and photonics development.

As we discussed above single-walled carbon nanotubes exhibit either a metallic
or a semiconducting character depending on their helicity. Metallic tubes have micron-
long paths and behave as long ballistic conductors (see Glossary). The intrinsic
properties of conducting multiwalled nanotubes, on the other hand, were considered
“elusive” at press time. Indeed, reported ballistic, diffusive, or insulating experi-
mental behaviors remain difficult to relate to the number and helicities of constitu-
tive shells and interlayer coupling. It is usually assumed that the outermost shell, in
contact with metallic electrodes, determines the metallic or semiconducting charac-
ter of multiwalled carbon nanotubes [123]. Depending on how they are fabricated,

TABLE 4.5 SWNT Comparison

Normalized
Strength-to-Weight
Material Density (g/cm?) Ratio (to steel)
Single-wall nanotube 1.4 462
Multiwall nanotube 1.8 15
Graphite fiber 1.6 13
Titanium 4.5 2
Aluminum 2.7 2

Steel 7.8 1
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carbon nanotubes can act as metallic or semiconducting substances. However,
researchers have recently shown that a coaxial magnetic field can be used to convert
nanotubes from metallic to semiconducting and vice versa. As noted, the manner in
which the sheets are rolled and seamed determines whether the tubes are metallic or
semiconducting; while one cannot undo the seam and rejoin it when one wants to
change the electronic properties of the nanotube, one can tune these materials not by
restructuring the molecules themselves but by moving their energy levels with a
strong magnetic field [124]. MWNT with diameter of about 30 nm allows one to
apply a magnetic field strong enough to significantly modify the energy spectrum and
convert the nanotube’s electronic properties. As an electron moves, the wave actually
takes multiple paths, including ones that encircle the nanotube and the magnetic flux
threading it. Depending upon the strength of the magnetic field, the properties of the
molecule will change from metallic to semiconducting, and back again [124].

The electronic properties of MWNTSs are rather similar to those of SWNTSs because
the coupling between the cylinders is weak in MWNTSs. Because of the nearly one-
dimensional electronic structure, electronic transport in metallic SWNTs and MWNTs
occurs ballistically (i.e., without scattering) over long nanotube lengths, enabling
them to carry high currents with essentially no heating. Phonons also propagate eas-
ily along the nanotube [125].

The SWNTs also self-assemble into “ropes” of up to 100 aligned tubes, running
side by side, branching and recombining; these ropes form long conductive path-
ways that can be put to use in making electrically conductive compounds. Ropes of
carbon nanotubes are bundles of tubes packed together in an orderly manner. SWNTs
pack into a close-packed triangular lattice with a lattice constant of about 1.7 nm; the
density, lattice parameter, and interlayer spacing of the ropes is dependent on the chi-
rality of the tubes [126, 127]. Typical rope diameter are ~20 nm. Figures 4.5 and 4.6
depict nanoropes. Also, SWNTs have the ability to be precisely derivatized:
Nanoscale Y-type tubes have been designed. Figure 4.7 shows a MWNT [128]; quite
a variety of MWNT arrangements exist [129].

The SWNTs are grown by several techniques in the laboratory. The formation of
a SWNT is relatively straightforward and a reasonable quantity of SWNTs of high
purity can be obtained. One approach uses the degradation of high-pressure CO with
Fe(CO) at about 1000°C; additional information on manufacturing methods is pro-
vided in Section 4.3. There have been demands for structural control of SWNTs
along with better methods of controlling the diameter and chirality. Although chiral-
ity control is difficult, partial success in diameter control has been achieved of late
by controlling the furnace temperature or choosing the metal catalysts in the laser
ablation process [130].

4.2.2 Nanowires

Nanowires [also called quantum wires (QWR)] are 1D nanoscale molecular structures
with electrical and/or optical properties. Nanowires, which we introduced in Chapter
1 as an example of a nanostructure, have attracted extensive interest in recent years
because of their unusual quantum properties and potential use as nanoconnectors and
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FIGURE 4.5 Nanoropes (diagram). (Courtesy: Carbon Nanotechnologies Incorporated).
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FIGURE 4.6 Nanoropes (scanning electron microscope images): (a) General example;
(b) Torn edge of a bucky paper showing alignment of ropes; (¢) SEM image of a bucky paper,
prepared from filtering buckytubes. (Courtesy: Carbon Nanotechnologies Incorporated).



104 NANOTUBES, NANOMATERIALS, AND NANOMATERIAL PROCESSING

FIGURE 4.7 Strand of carbon atoms (center) tunneled in a multiwalled carbon nanotube.

nanoscale devices. In order to have enhanced physical properties, the wires must be
of small diameter, must have high aspect ratio (i.e., ratio of length to thickness), and
must be uniformly oriented [131]. Nanowires are not (as of yet) based on nanotube
materials, but a nanorope could theoretically be used, at some point in the future, to
construct a nanowire [132, 133]. Nanowires have potential applications in areas
ranging from probe microscopy to nanoelectronics. Nanowires are considered one of
the key components for the envisioned creation of molecular electronics chips: They
can be assembled in grids and become the basis of nanoscale logic circuits [134,
135]. Clearly, nanowires need to have physical connection capabilities at each end
of the conductor/wire. The stability of the nanowires, however, is a concern since
metal nanowires of approximately 1 nm diameter may exist only transiently in some
manufacturing instances (less than 10s in ultrahigh vacuum); work is underway to
ameliorate this situation [131].

We have already mentioned that carbon nanotubes are the ultimate candidate to
replace (some) wires inside chips; this is expected to be feasible in the early part of
the 2010 decade. As noted, carbon nanotubes conduct electricity well and are very
small, allowing manufacturers to deploy billions of transistors onto a single chip. At
this time nanotubes can only be manufactured in small numbers in labs, and cost-
effective mass-marketing techniques remain a future goal. The current generation of
nanowires is based on other mechanisms and compositions.

Engineered nanowires that are 50-100nm in diameter and 1pum to 10cm in
length are now being developed that perform ferroelectric, dielectric, or sensor func-
tions in nanoelectronics. Semiconductor nanowires can transport electrons and holes,
hence, they can function as building blocks for nanoscale electronics [136] (recently
some researchers have reported the synthesis of single-crystalline silver nanowires
of atomic dimensions, namely, having 0.4 nm width [131]). There are a number of
methods of producing 1D nanoscale structures, but so far none of them has allowed
sufficient control of structure parameters to be satisfactory; hence, researchers are
looking into finding effective ways to synthesize nanomaterials such as ceramics,
metals, and composites, in nanowires (1D) and thin-film (2D) forms (thin films are
discussed in a section that follows).
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As an illustrative example, 50-nm-diameter nanowires have been manufactured
using 19-nm core of pure silicon and a shell of silicon doped with boron [137]. Other
nanowires reported include a 26-nm germanium core with a 15-nm doped silicon
shell; a 21-nm doped silicon core with a 10-nm germanium shell; and a 20-nm sili-
con core with a 30-nm middle layer of germanium and a 4-nm outer shell of doped
silicon [137]. Nanowires are relatively easy to produce and can have very different
shapes. They are often thin and short “threads” but can also have other manifesta-
tions. Gallium-arsenide quantum wires have been produced (these are referred to
as GaAs/AlGaAs quantum wire). Nanowires are being considered for use in next-
generation computer chips, as illustrated in Figure 4.8.

The propagation of electromagnetic energy has been demonstrated along noble
metal stripes with widths of a few microns [138]; propagation has also been demon-
strated along nanowires with subwavelength cross sections and propagation lengths

FIGURE 4.8 Use of nanowires in next-gen computer chips. This image and the diagram
below it show a transistor made from a multilayer nanowire. The core of the nanowire is
doped silicon and the first layer is germanium. The second layer is the insulator silicon oxide.
The outer layer is doped germanium. S is the source electrode, G is the gate electrode, and D
is the drain electrode. (Source: Lieber Group, Harvard University).
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of a few microns [139, 140, 141]. Metal nanowires can also be used to “transmit”
photons [142] (this topic is discussed in Chapter 5). The optical properties of metal
nanowires can be optimized for particular wavelengths of interest, and nonregular
cross sections and coupling between closely spaced nanowires allows a tuning of the
optical response [142, 143, 144].

As noted, semiconductor nanowires are of interest. Along these lines, researchers
report that boron- and phosphorous-doped silicon nanowires can be used as building
blocks to assemble three types of semiconductor nanodevices: (i) passive diode struc-
tures consisting of crossed p- and n-type nanowires exhibit rectifying transport sim-
ilar to planar p-n junctions. (ii) Active bipolar transistors, consisting of heavily and
lightly n-doped nanowires crossing a common p-type wire base, exhibit common
base and emitter current gains. In addition, (iii) p- and n-type nanowires have been
used to assemble complementary inverterlike structures [135].

Nanowires also will find applications to optics. While optical studies of 1D
nanostructures have in the past focused primarily on lithographically and epitaxi-
ally defined quantum wires embedded in a semiconductor medium, free-standing
nanowires (e.g., indium-phosphide-based nanowires) have several attractive differences
from these systems, including a large variation in the dielectric constant between the
nanowire and the surrounding medium, and a cylindrical and strongly confined poten-
tial for both electrons and holes [145]. Free-standing nanowires can be used to cre-
ate polarization-sensitive nanoscale photodetectors that may prove useful in
integrated photonic circuits, optical switches and interconnects, near-field imaging,
and high-resolution detectors.

With ongoing research, a new practical science of bottom-up nanoelectronics is
beginning to emerge, where 1D nanowire building blocks of inorganic conductors,
semiconductors, and dielectrics are used to create nanocomponents such as transis-
tors, diodes, capacitors, and resistors, which are then assembled into dense circuits.
With this arrangement the possibility exists of achieving 1 terabits/cm? density [146].
Nonowires will be discussed again in Chapter 6.

4.2.3 Nanocones

Single-walled carbon cones, as depicted in Figure 4.9, were first reported by Harris
and co-workers in 1994 [147]. They were produced by high-temperature heat treat-
ments of fullerene soot. Sumio Iijima’s group later showed that this structure can
also be produced by laser ablation of graphite (lijima’s group gave them the name
“nanohorns”). It has been shown that nanohorns (nanocones) have good adsorptive
and catalytic properties and that they can be used as components for high-quality
fuel cells.

4.2.4 Applications of Nanotubes, Nanowires, and Nanocones

Fullerene science in general, and nanotubes in particular, open ways for construct-
ing new materials with predetermined properties on the atomic scale and actually
create the fundamentals of material science in the 21st century [148]. The number of
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FIGURE 4.9 Nanocones (nanohorns).

applications of nanotubes is growing on a regular basis. The “extraordinary” tech-
nical characteristics of nanotubes imply that there are numerous potential applica-
tions. Applications include the ones shown in Table 4.6 (based loosely on [88]).
Applications of carbon nanostructures include field emission displays (field emis-
sion), electron sources (nanoelectronics, superconductivity), transistors, chemical and
biological sensors [149], hydrogen storage [150], fuel cells, supercapacitors, second-
ary batteries, nanocomposites (composite materials), lubricants, and biotechnology.
For example, Samsung has already demonstrated a flat-panel display prototype using
nonotubes as the field emission source. Fuel cells can be developed having an elec-
trode and/or catalyst formed from a nanocarbon material, such as fullerene, carbon
nanotube, carbon nanohorn, carbon nanofiber, or metal-encapsulated fullerene.

Manufacturing electronic circuitry at the nanoscale level by building integrated
components at the molecular level is a topic of fairly sustained research. For exam-
ple, in 2001 IBM announced the fabrication of the world’s first array of transistors
made from carbon nanotubes [151], and a lot of work has taken place since. This
topic is revisited in Chapters 6.

In addition to making use of the electrical conductivity of SWNT, there are also
applications that exploit the thermal and mechanical properties. For example, SWNT
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TABLE 4.6 SWNT Applications (Partial List)

Field Emission

Conductive plastics

Energy storage

Conductive
adhesives and
connectors

Molecular
electronics/
microelectronics

Because of their high electrical conductivity, SWNTs are excellent

field emitters; in fact, they are the best known field emitters of any
material. Note that the sharpness of the tip of a SWNT is at the
nanoscale (as seen in the figures in this chapter). Clearly, the sharper
the tip, the more concentrated will be the electric field, leading to
field emission. The sharpness of the tip also implies that the SWNTSs
emit at low-voltage levels, while at the same time there will be high
current density (some claim high as 1000 A/cm?). An application of
these features now receiving interest is in field emission flat-panel
displays where high current density and low turn-on and operating
voltage are very desirable. Other applications include electron micro
scope sources, general cold-cathode lighting sources, and lightning
arrestors [152, 153, 154, 155, 156, 157, 158, 159].

In structural applications (as a replacement for metal), plastics have

seen major penetrations in the past several decades. However,
plastics are electrical insulators; there are situations where
electrical conductivity is required. This can now be addressed

by loading plastics with conductive fillers of the nanotube kind (the
loading required to provide the necessary conductivity using con
ventional products is typically high, resulting in heavy parts,

which is often undesirable) [160].

SWNTs have functional characteristics that are desirable for materials

used as electrodes in capacitors and batteries. Wireless and mobility
electronics are driving the need for improved energy storage; SWNTSs’
high strength and toughness (in relation to weight) are valuable

for fuel cells that are deployed in transportation applications

where durability is important. SWNTs have a high surface area,
good electrical conductivity, and linear geometry that makes the
surface well-accessible to the electrolyte. SWNTSs have the highest
reversible capacity of any carbon material for use in lithium-ion
batteries. SWNTs also have applications in a variety of fuel cell
components, again because of the high surface area and thermal
(they may be used in gas diffusion layers as well as current collectors)

Same characteristics that make SWNTs attractive as conductive cores

for use in shielding make them attractive for electronics connectors.

Next-gen components. Manufacturing electronic circuits at the

nanoscale by building at the molecular level is receiving a lot of
attention of late. Two approaches are contemplated: (i) as limiting
process, as traditional methods lead to sub-0.1-um components and
(i) as new technology, e.g., quantum computers. As dimensions
shrink to the nanoscale, the interconnects between switches and
other active devices become increasingly important. Y-type SWNT
make them the ideal candidates for the interconnects in molecular
electronics. In addition, they can be used to buildout as logical
switching elements directly at the nanoscale [95, 161, 162, 163, 164,
165, 166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177].
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TABLE 4.6 (Continued)

Thermal materials ~ Best-in-class anisotropic thermal conductivity of SWNTSs
gives rise to heat sink/conduit applications, where heat
needs to be removed. Electronic systems, such as blade
computers, supercomputers, and advanced computing, can
generate surface heat as high as 100°C. Aligned structures
and ribbons of SWNTs can be utilized to develop efficient
heat conduits [178].

Structural Mechanical properties of SWNTs (stiffness, toughness, and

composites strength) support a plethora of applications, including
advanced composites.

Fibers and fabrics ~ Superstrong fibers spun of SWNTs (including SWNT ropes) will have
applications ranging from body armor and vehicle armor to
transmission line cables to textiles.

Catalyst supports SWNTs have a high surface area, and their ability to attach chemical
compounds to their sidewalls make them useful for catalytic

applications.
Biomedical Significant opportunities exist in the medical/biomedical fields
applications (this topic is not emphasized here). Cells have been shown

to grow on SWNTs but do not adhere to the SWNTSs.
Hence, SWNTSs can be used as coatings for prosthetics,
vascular stents, and neuron growth and regeneration, to list
just a few [179, 180].

have been used to enhance the primary components of composites, as well as poly-
mer resins and fibers. SWNT nanotubes can be blended with yet other materials to
improve existing properties or provide new ones. The resulting materials are called
composites nanostructured materials. Carbon nanotubes are considered ideal reinforc-
ing fibers since, as we have noted, they have high aspect ratios, are very strong indi-
vidually, and are very light. The use of nanotubes as additives in thermoplastics and
thermosets, for example, is now undergoing rapid development as sufficient quanti-
ties of high-quality single-wall nanotube material are becoming available to permit
such investigations [89]. Recent work has focused on developing ceramic and poly-
mer composites with multiwalled and single-walled carbon nanotubes as fillers for
fabricating high-strength, high-toughness, and lightweight composites [181]. Nano-
fibers can also be for clean-room products, filtration, surgical gowns, biomedical
devices, and specialty fabrics.

The SWNTs can also be used as additives for conductive plastics. Conductive plas-
tics can be utilized as antistatic, electrostatic, dissipative, and electromagnetic shield-
ing and/or absorbing materials. For example, electromagnetic interference shielding is
important in laptop computers and other electronic devices to prevent interference with
and from other electronic equipment. Currently, there is no suitable pure-plastic mate-
rial for this application (e.g., for electronic equipment cases), and metal is typically
added to the plastic to provide this function; unfortunately, this adds significant weight
and manufacturing cost. SWNT-filled plastics can also be employed in electromagnetic
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interference shielding for military applications and radar absorption. SWNT-based
materials represent the future aerospace vehicle construction material of choice based
on predicted strength-to-weight advantages and inherent multifunctionality [182].
SWNT-based composites are still in their infancy.

Nanoparticles can be incorporated into polymeric coatings to facilitate measurable
improvements in targeted properties, for example, scratch resistance, UV resistance,
conductivity, and the like. Commercial-grade processing methods have been devel-
oped in the recent past to control the average particle size and particle size distribution
of the dispersed nanoparticles; these integrated technologies allow transparent coatings
containing nanoparticles to be formed in a plethora of resin formulations [183].

As pure carbon molecules, SWNTs offer a wide variety of derivatives for com-
patibilizing, dispersing, and coupling with a host polymer; furthermore, SWNTs can
be considered a new type of polymer because the molecules can be modified chem-
ically and regarded as a backbone polymer—the basis of new classes of block-and-
graft copolymers [89].

Nanotubes are especially promising for biomedical applications because one is able
to tailor them for specific parts of the body. For example, nanotubes that assemble
themselves using the same chemistry as DNA may be used for creating better artificial
joints and other body implants. Researchers have discovered that the self-assembling
nanotubes represent an entirely new and potentially superior material to use for
artificial body parts [184, 185]. Bone cells (osteoblasts) attach better to nanotube-
coated titanium (Ti) than they do to conventional titanium used to make artificial joints.
Bone cells and cells from other parts of the body attach better to various materials that
possess surface bumps about as wide as 100nm; conventional titanium used in
artificial joints has surface features on the scale of microns, causing the body to rec-
ognize them as foreign and prompting a rejection response. Helical rosette nan-
otubes (HRN) are a new class of self-assembled organic nanotubes possessing
biologically inspired nanoscale dimensions. Because of their chemical and structural
similarity with naturally occurring nanostructured constituent components in bone such
as collagen and hydroxyapatite, researchers believe that an HRN-coated surface may
simulate an environment that bone cells are accustomed to interacting with [184, 185].

Other applications envisioned include the following [2]: solar cells in roofing tiles
and siding that provide electricity for homes and facilities; this can result in a much
cleaner environment due to greater use of solar energy. Prototype tires exist today that
provide improved skid resistance, reduced abrasion, and resulting longer wear,
although a date for market introduction had not been announced as of press time. The
nanocomposites being used in tires can be used in other consumer products such as
high-performance footwear, exercise equipment, and car parts (belts, wiper blades, and
seals). (Nanocomposites, not just SWNT-based nanocomposites are discussed further
in a subsection that follows.) New commercial applications of nanotechnology that are
expected within 5 years in the pharmaceutical and chemical industries include
advanced drug delivery systems (e.g., implantable devices that automatically adminis-
ter drugs and sense drug levels) and medical diagnostic tools, such as cancer tagging
mechanisms. Finally, some researchers also contemplate nanoscale machines com-
prised of gears built with nanotubes and close variants, as illustrated in Figure 4.10.
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Gear rotation at room
temperature

Fast (>100 rot/ns) drive gear
rotation at room temperature;
teeth slip

Long gear rotation at room
temperature

Rotation of gears with two
in-line rows of teeth

Rotation of gears with two

off-line rows of teeth

Gear and shaft operation

Small gear drives large gear

Large gear drives small gear

FIGURE 4.10 Carbon nanotube gears. (Courtesy: NASA).

4.2.5 Quantum Dots

Technological advances of the last two decades have opened windows of opportu-
nity for designing and controlling electronic states in novel systems. Quantum dots
(QDs) are nanometer-scale “boxes” for selectively holding or releasing electrons
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[40, 41]. They are small physical devices that contain a “tiny droplet” of free elec-
trons [186, 187, 188, 189, 190]: small metal or semiconductor boxes that hold a
specified number of electrons (the number can be adjusted from zero the several hun-
dred by changing the dot’s electrostatic status). See Figure 4.11 [191, 192] (QDs
generally look more like pyramids than actual dots). QDs are a grouping of atoms so
small that the addition or removal of an electron will change its properties in a
significant way [36]. QDs are a semiconductor structures where the electron wave
function is confined in all three dimensions by the potential energy barriers that form
the QD’s boundaries [52]. Specifically, QDs are semiconductor structures that
confine the electrons and holes to a volume of the order of 20 nm? (or slightly larger
in some cases). These structures are similar to atoms, but they are more than an order
of magnitude larger. Hence, using nanoscale techniques it is feasible to manipulate
their quantum wave functions; with this ability, promising applications can be devel-
oped, such as quantum logic gates [193]. There is a plethora of interesting phenom-
ena that have been measured in QD structures over the past decade [43, 44].
Modern semiconductor processing techniques permit the artificial creation of
quantum confinement (quantum confinement in all three spatial dimensions) of
only a few electrons; such finite fermion QD systems have much in common with
atoms, yet they are manmade structures, designed and fabricated in the laboratory
[194]. The fabrication of QDs in semiconductor devices has led to the invention of
single-electron transistors and controllable single-photon emitters; such “designer
atoms” are ideal settings for the control and manipulation of electronic states [111].
As noted, QDs are small semiconductor or metal structures in which electrons
are confined in all spatial dimensions; as a consequence, discreteness of the energy
and charge arises—for this reason QDs are often referred as artificial atoms. In
contrast to real atoms, different regimes can be studied by continuously changing

FIGURE 4.11 Quantum dot. (Courtesy: Kavli Institute of Nanoscience Delft, The Faculty
of Applied Sciences at Delft University of Technology).
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the applied external potential. A QD array can be considered as an artificial mol-
ecule or artificial crystal [195]. Specifically, the physics of QDs shows many par-
allels with the behavior of naturally occurring quantum systems in atomic and
nuclear physics. As in an atom, the energy levels in a QD become quantized due
to the confinement of electrons; unlike atoms, however, QDs can be easily con-
nected to electrodes and are therefore excellent tools to study atomiclike proper-
ties [43, 44].

Quantum dots are promising systems due to their physical properties, as well as
their potential applications in electronic devices. A QD’s electronic response, like
that of a single atom, is manifest in its discrete energy spectrum, which appears
when electron—hole pairs are excited; although the wave function of a QD electron
and its corresponding hole extends over many thousands of lattice atoms, the pair
(termed an exciton) behaves in a quantized and coherent fashion [52]. Over the past
10 years QDs have evolved from laboratory constructs to the building blocks for a
future computer applications. QD elements can also be used for next-generation tele-
com devices and can be incorporated into optical circuits for high-speed signal pro-
cessing applications in optically routed networks [195]. Resesarchers believe that if
QDs can be integrated onto a chip, their unique electrical properties can be put to
work to perform functions similar to those of conventional transistors, while requir-
ing only a small fraction of the space; hence, QDs may allow a computer processor
many times more powerful than current supercomputers to be constructed on single
chips. Self-assembled QDs can also act as lasers; recent advances in QD lasers val-
idate that self-assembled QDs provide an opportunity for the development of new
electronic and optoelectronic devices [196].

The size and shape of QD structures, and, therefore, the number of electrons they
contain, can be precisely controlled: A QD can contain a single electron or a collec-
tion of several thousand electrons. The size, shape, and composition of QDs can be
tailored to create a variety of desired properties; these “artificial atoms” can, in turn,
be positioned and assembled into complexes that serve as new materials. Below we
discuss briefly the parallels between atoms and QDs (artificial atoms). Researchers
that work on QDs anticipate that a host of complex, customized QD-based materials
will become available [52]. QDs’ properties can be changed in a controlled way by
electrostatic gates, changes in the dot geometry, or applied magnetic fields [186, 187,
188, 189, 190, 194]. For example, work by Loss and DiVincenzo [186] suggests that
the spin of a single electron confined in a QD could be used as a quantum bit (qubit),
the building block of a quantum computer. Lateral QDs (e.g., like the one of Fig. 4.9)
are best suited as all the tunnel barriers can be freely controlled using electrostatic
gates [187, 188, 189, 190].

Quantum dots are considered 2D analogies for real atoms by researchers; but
because they have much larger dimensions, they are suitable for experiments that can
not be carried out in atomic physics. The 3D spherically symmetric potential around
atoms yields degeneracies known as shells, 1s, 2s, 3s, 3p, and so forth; each shell can
hold a specific number of electrons. The electronic configuration is particularly sta-
ble when these shells are completely filled wih electrons, occurring at “magic”
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atomic numbers 2, 10, 18, 36, and so on. In a similar way, the symmetry of a 2D,
disk-shaped QD leads to a shell structure with magic numbers 2, 6, 12, 20, and so
on. The lower degree of symmetry in 2D results in a different sequence of magic
numbers than in 3D. By measuring electron transport through QDs, a periodic table
of artificial 2D elements can be obtained, as shown in Figure 4.12 [43, 44].

Researchers at The Delft Spin Qubit Project at the Kavli Institute of Nanoscience
[43, 44] describe the process as follows: For this purpose, dots are connected via
potential barriers to source and drain contacts. If the barriers are thick enough, the
number of electrons on the dot, N, is a well-defined integer. This number changes
when electrons tunnel to and from the dot. However, due to Coulomb repulsion
between electrons, the energy of a dot containing N + 1 electrons is larger than when
it contains N electrons. Extra energy is therefore needed to add an electron to the dot.
Consequently, no current can flow, which is known as the Coulomb blockade. The
blockade can be lifted by means of a third electrode closeby, known as the gate con-
tact. A negative voltage applied to this gate is used to supply the extra energy and
thereby change the number of free electrons on the dot. This makes it possible to
record the current flow between source and drain as the number of electrons on the
dot, and hence its energy is varied. The Coulomb blockade leads to a series of sharp
peaks in the measured current. At any given peak, the number of electrons on the dot
alternates between N and N+ 1. Between the peaks, the current is zero and N
remains constant. The distance between consecutive peaks is proportional to the so-
called addition energy, which is the difference in energy between dots with N + land
N electrons. The magic numbers can be identified because significantly higher volt-
ages are needed to add the 2nd, 6th, and 12th electron.

Quantum dot composites can be used for next-generation telecom devices and can
be incorporated into planar lightwave circuits for high-speed signal-processing
applications in optically routed networks. QDs can be utilized in the manufacturing
of telecom lasers that operate well at relatively high temperatures (thereby eliminat-
ing the need for cooling of the laser, which adds cost to the system): QD lasers can

2D artificial atoms

Ta Q Ha
5 6
Ko Oo

10 11 12
Mi Cr Ja

17 18 19 20
Fr El Da

FIGURE 4.12 Periodic table of artificial 2D elements. (Courtesy: The Delft Spin Qubit
Project, Kavli Institute of Nanoscience at Delft).
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operate at 100°C. However, developers see a 2007-2009 commercial realization
rather than a short-term rollout: The main challenge here relates to manufacturabil-
ity and reliability. Material growth (creating the QDs on a wafer) is the issue: One
needs to be able to grow them in a uniform and predictable manner, in high-yield envi-
ronments. Given that there has been a slowdown in the consumption (and develop-
ment) of (commercial-level) optical telecom technology in the 2001-2005 time frame,
the overall engineering production cycle has eased a bit of late; however, the produc-
tion cycle is expected to resume its historical trend in the near term. It should be noted,
though, that other (non-QD-based) uncooled-laser technology is emerging of late; a
number of manufacturers have announced uncooled distributed feedback (DFB) lasers
that operate in the 100-120°C range and can transmit information at 10 Gbps.

As noted above, QDs can also be used for information technology (IT) applica-
tions. Traditional IT is based on incoherent processes in conventional semicon-
ductor devices. To facilitate future quantum-based IT, which is based on coherent
phenomena, a new type of “hardware” is required. Semiconductor QDs are promis-
ing candidates for the basic device units for quantum information processing; one
approach is to exploit optical excitations (also known as excitons) in QDs (as previ-
ously indicated, an exciton is a quasi-particle comprised of a negatively charged
electron bound together with a positively charged “hole”) [197]. This topic is revis-
ited in Chapter 6.

4.2.6 Quantum Dots Nanocrystals

Somewhat related but not exactly identical to QDs are quantum dots nanocrystals
(QDNs5s). QDN are “tiny” (5—10nm) semiconductor nanocrystals that have the ability
to glow in various colors when excited by laser light. QDNs are used to tag biological
molecules [198]. QDNSs’ cores contain paired clusters of atoms that combine to create
a semiconductor; the clusters are surrounded by a shell made of an inorganic substance
to protect the clusters. The cluster releases light of a specific color when stimulated by
ultraviolet light. QDN in solid matrix (composite) materials allow product developers
to control the form factor of nanocrystals. QDN matrix material allows creation of films,
beads, fibers, and micron-sized particles for numerous applications. QDN composites
accelerate engineering and development of nanocrystal applications including photon-
ics, LEDs, ink, and paints [199]. See Figure 4.13 for one example of a QDN [198].

Because QDNs are nanosized semiconductor crystals that fluoresce in several
different colors upon excitation with a laser source, they are finding applications in
biotechnology (biological reagents and cellular imaging), and in engineering (LEDs,
lasers, and telecommunication devices such as optical amplifiers and waveguides)
[199]. Quantum dot composites accelerate engineering and development of nanocrystal
applications including photonics, LEDs, ink, and paints; the spectral features, that is,
wavelength and intensity, of fluorescence generated from semi-conductor nanocrystals
can be used for coding information; unlike the 1D and 2D barcodes, the information
carrier is applied to a very small area and is inconspicuous; the information is retrieved
by a fluorospectrometer. This technology can be applied to small products labeling,
document security, and object identification [198, 200, 201, 202].
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FIGURE 4.13 QDN. (Courtesy: Quantum Dot Corporation).

Quantum dot nanocrystals can be utilized as nanosized markers to visualize DNA
sequences, proteins, or other molecules and track them in the cell; the QDNs glow in
a variety of colors and are up to 1000 times brighter than conventional fluorescent dyes
[203]. These crystals also enable the researchers to generate real-time video-clips of
signal transmission in receptors, which are important targets for many antitumor drugs.

The recent research has been directed to achieving better control of QDN self-
assembly with the goal of eventually using these unique materials for quantum com-
puting. Semiconductor quantum dots combine many of the properties of atoms, such
as discrete energy spectra, with the capability of being easily embedded in solid-
state systems [199].

The semiconducting materials include cadmium selenide (CdSe), cadmium sulfide
(CdS), zinc selenide (ZnSe), and zinc sulfide (ZnS). QDNs can be made from a sin-
gle compound, such as CdSe or ZnS, or from multiple compounds in a specific man-
ner such as CdSe-ZnS core—shell configuration. For the same materials system, the
smaller the QDN particles, the shorter the emitted fluorescent wavelength. For exam-
ple, CdSe nanoparticles with a nominal diameter of 2.8 nm show the fluorescence at
535nm,* while CdSe QDNs of 5.6nm diameter have an emission centered at
640 nm. QDNs of lead selenide (PbSe) of various diameters can emit fluorescence in
the near-infrared range. A properly designed mixture of QDNs with different emis-
sion wavelengths can emit light with spectral features that represent a set of data.
The idea of using QDNs for spectral coding has been demonstrated in the bioana-
Iytical area. Prototype systems capable of retrieving the information coded with
QDN s on the surface of an object, including the passport page, ID card, and even a
nail of a human finger, have been advanced [200, 201, 202, 202a, 202b, 202c, 202d].

*The visible light region spans the wavelength from around 400 nm (violet) to around 700 nm (red).
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4.2.7 Ultrananocrystalline Diamond

Ultrananocrystalline diamond (UNCD), a form of industrial diamond, captures many
of the best properties of natural diamond in thin-film form. UNCD has unique prop-
erties not found in any other carbon-based material and can be considered a new
allotrope of carbon along with diamond, graphite, and fullerenes. UNCD is currently
being evaluated for a variety of applications including MEMS (RF and optical-
MEMS, BioMEMS), cold-cathode electron sources, chemical process pump seals,
bioelectrochemical electrodes, among others. The extreme hardness of UNCD makes
it ideal for MEMS: UNCD is harder than any other material currently used in macro-
or microdevices. It is highly wear resistant, lasting 10,000 times longer than silicon
in MEMS devices [204].

4.2.8 Diamondoids

Diamondoids are diamond molecules that possess the same rigid carbon framework
as diamond, making them attractive materials for nanometer-scale construction and
other applications. Adamantane (C,,H,,) is the smallest member of the diamondoids
family, consisting of one diamond crystal subunit. Diamantane contains two diamond
crystal subunits and triamantane contains three. Recently, researchers discovered
larger members of this class of compounds. These are known as higher diamondoids
[205]. These diamondoids include tetramantanes through undecamantane, 1- to 2-
nm hydrogen-terminated diamonds containing 4—11 face-fused diamond crystal sub-
units. These molecules encompass a variety of 3D shapes, including rods, helices, and
discs, arising from different ways of face-fusing diamond crystal subunits. The expec-
tation is that higher diamondoids make possible new applications in a wide range of
fields, including pharmaceuticals, microelectronics, and optics, employing poly-
mers, films, and engineered crystals [205].

4.2.9 Nanocomposites

Within the class of nanoscale materials (e.g., see Table 4.7 inspired by [206]), nanocom-
posites are of major interest. In nanocomposites the components are mixed at the
nanoscale, resulting in materials that often have properties that are superior to conven-
tional microscale composites and, at the same time, can be synthesized using simple
and inexpensive techniques (see Table 4.8 [206]). A nanoscale dispersion of sheetlike
inorganic silicate particles in a polymer matrix, for example, is superior to either
constituent in such properties as optical clarity, strength, stiffness, thermal stability,
reduced permeability, and flame retardancy (see Table 4.9 for a list of properties of
interest [17, 206]). Recent examples of composite materials with unique character-
istics include magnetic and semiconductor multilayers made from magnetite
nanoparticles, which can also be combined with carbon nanotubes and clay platelets
[207]. Nanostructured materials include metals, composites, polymers, liquid crystals,
clusters, quantum dots, colloids, and nanotubes; nanostructures include fullerenes,
nanotubes, clusters, layers, quantum dots, thin films, surfaces, and interfaces [208].
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TABLE 4.7 Taxonomy of Nanocomposites

1. Bulk Metal and Ceramics Nanocomposites
Ceramic/metal nanocomposites
Nanocomposites by mechanical alloying
Nanocomposites from solgel synthesis
Nanocomposites by thermal spray synthesis
Metal matrix nanocomposites
Bulk ceramic nanocomposites for desired mechanical properties
Thin-film nanocomposites: multilayer and granular films
Nanocomposites for hard coatings
Carbon nanotube-based nanocomposites
Functional low-dimensional nanocomposites
Inorganic nanocomposites for optical applications
Inorganic nanocomposites for electrical applications
Nanoporous structures and membranes: other nanocomposites
Nanocomposites for magnetic applications
Particle-dispersed magnetic nanocomposites
Magnetic multilayer nanocomposites
Nanocomposite structures having miscellaneous properties

2. Polymer-Based and Polymer-Filled Nanocomposites
Nanoscale fillers
Nanofiber or nanotube fillers
Carbon nanotubes
Other nanotubes
Platelike nanofillers
Equi-axed nanoparticle fillers
Inorganic filler polymer interfaces

3. Biomimetic-Inspired Nanocomposites

Natural nanocomposite materials
Biologically synthesized nanoparticles
Biologically synthesized nanostructures

Biologically derived synthetic nanocomposites
Protein-based nanostructure formation
DNA-templated nanostructure formation
Protein assembly

Biologically inspired nanocomposites
Lyotropic liquid-crystal templating
Liquid-crystal templating of thin films
Block-copolymer templating
Colloidal templating

The key to the synthesis of nanocomposites is how the silicates are made to dis-
perse in the polymer; since the organic and inorganic components are typically
immiscible (like water and oil), the silicate surface is modified by attaching surfac-
tant molecules [17]. Polymer-based nanocomposites are also being developed for
electronics applications such as thin-film capacitors in integrated circuits and solid
polymer electrolyes for batteries. There are nature-inspired nanocomposites (e.g.,
nanobiocomposites, biomimetic nanocomposites, and biologically inspired
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TABLE 4.8 Processing of Polymer Nanocomposites

Layered filler polymer composite processing
Polyamide matrices
Polyimide matrices
Polypropylene and polyethylene matrices
Liquid-crystal matrices
Polymethylmethacrylate/polystyrene matrices
Epoxy and polyurethane matrices
Polyelectrolyte matrices
Rubber matrices
Nanoparticle/polymer composite processing
Direct mixing
Solution mixing
In situ polymerization
In situ particle processing ceramic/polymer composites
In situ particle processing metal/polymer nanocomposites
Modification of interfaces
Modification of nanotubes
Modification of equi-axed nanoparticles
Small-molecule attachment
Polymer coatings
Inorganic coatings

TABLE 4.9 Properties of Polymer Composites

Mechanical properties
Modulus and the load-carrying capability of nanofillers
Failure stress and strain toughness
Glass transition and relaxation behavior
Abrasion and wear resistance

Permeability

Dimensional stability

Thermal stability and flammability

Electrical and optical properties
Resistivity, permittivity, and breakdown strength
Optical clarity
Refractive index control
Light-emitting devices
Other optical activity

nanocomposites) that scientists are trying to emulate for industrial applications (as
an example, the shell of some mollusks like abalone have alternating layers of cal-
cium carbonate and a rubbery biopolymer that make it twice as hard and a thousand
times tougher than its components).

To attain higher-speed communication, one needs to use photons, rather than elec-
trons, to transmit signals. The nanocomposite materials used for optical components
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are called photonic crystals. These materials are two-phase periodic structures
with a large difference in refractive index between phases. Block copolymers offer
a convenient route to create self-assembled photonic materials, but native refrac-
tive index contrast is low. To address this, researchers have proposed methods for
embedding nanoparticles within one microphase to create dielectric contrast. In
fact, these nanoparticles do provide the necessary contrast, but they also alter the
onset and growth of defects, such as crazes; these defects or crazes naturally will
affect the dielectric properties. Research is currently underway to understand the
design constraints [209] (the field of nanophotonics is discussed in greater depth
in Chapter 5.)

Layered nanocomposites with a high degree of organization can be prepared from
polymers and a variety of nanocolloids such as nanoparticles, nanowires, nanotubes,
clay platelets, and proteins by thin-film deposition technique known as layer-by-
layer assembly. Here, (sub)monolayers of the organic and inorganic materials are
deposited in regular stacks determined by the deposition protocol [207]. Control of
distance and orientation of nanocolloids in the multilayers affords fine tuning of the
composite properties—optical, electronic, and magnetic. The technique also makes
possible the preparation of the ordered composites from core—shell nanoparticles.
The successful deposition of the multilayers with complex nanostructures can also
be extended to include biological applications, which include implantable sensors
and artificial tissues [207].

4.2.10 Thin-Films

At the nanoscale level, thin films are 2D nanostructures. Thin-film nanocomposites
are typically composed of nanocrystalline grains with sizes in the range 3—10 nm of
a hard, ceramic material in a matrix of an amorphous or crystalline material. Compared
with existing technologies, thin nanocomposite films offer a much wider variety of
opportunities for structural control: The structure may be tailored not only at the
molecular and microlevel but also at intermediate scales. This offers the potential of
hierarchical control similar to the more sophisticated morphologies present in mate-
rials synthesized in nature [210]. For example, the architecture of mother-of-pearl,
consisting of alternating tablets of aragonite (a few hundreds of nanometers thick)
and thin organic films (a few tens of nanometers thick) gives the mollusk shell
exceptional strength without the brittleness associated with pure inorganic phases.
While this construction model has been of interest to material scientists, research
involving organic/inorganic interfaces, thin layers, and lamellar heterostructures has
expanded beyond their mechanical properties to include structural, electronic, and
optical properties of mesoscale composites [211].

There are major potential application opportunities for thin nanocomposite films
in the areas of new paints, coatings, diffusion barriers, and functional polymer films;
also, a large variety of processing strategies are possible, including solvent casting,
water suspensions, and UV and thermal curing [210]. For example, there is a lot of
interest in studying ferroelectric/oxide thin-film structures that are nanopatterned
and/or compositionally graded. The properties of these ferroelectric films are expected
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to have a broad technological impact on applications such as dynamic random-
access memories (DRAMs), nonvolatile RAMs (NVRAMs), thermal imaging,
piezoelectric displays, electronic data storage, sensors, transcapacitors, and MEMSs
[146]. GMR are also based on layers of small ferromagnetic single-domain particles
with randomly oriented magnetic axes in a nonmagnetic matrix; as noted briefly in
Chapter 3, GMR relates to the decrease of electrical resistance of materials when
exposed to a magnetic field [91].

The unique microstructures of nanocrystalline materials suggest that these materials
have the potential of exhibiting exceptional mechanical properties. As a consequence,
they have been attracting wide attention in materials research [212]. For example,
capacitors in which the main dielectric layers are made from sintered nanocrys-
talline BaTiO; (grain sizes less than about 100 nm) have been fabricated and tested in
a continuing effort to increase energy densities, breakdown potentials, and insulation
resistances beyond those of prior commercial capacitors that contain coarser-grained
sintered BaTiO, [213]. Inorganic/organic thin films include:

* Organic/inorganic interfaces and biomimetic thin films
 Polymer films on inorganic substrates

e Patterned polymer and inorganic films on inorganic substrates
* Organic monolayers and organic/organic nanolaminate films
* Inorganic-on-inorganic thin films and microlaminates

The synthesis of inorganic-on-organic thin films and nanolaminates can be taxono-
mized into two general approaches [211]: (i) nanoparticle-based synthesis, where the
inorganic phase is preformed and (ii) molecular precursor-based synthesis, where the
inorganic phase forms in situ, either by precipitation or hydrolysis/condensation
reactions. Synthesis methods using preformed inorganic particles generally fall into
four categories: (a) Langmuir-Blodgett (LB) deposition (already used successfully
with a variety of near-symmetric nanoparticles; recent examples include semicon-
ductors, ferroelectrics, and metals transferred onto oxide substrates), (b) covalent
self-assembly, (c) alternating sequential adsorption, and (d) intercalation of organics
into layered inorganic structures.

Alkanethiol self-assembled monolayers (SAMs) are one type of nanometer-scale
chemical systems that are being studied for applications such as chemical sensing,
biological assays, and molecular electronics [214]. For over 15 years, scientists have
studied alkanethiol monolayers because they allow researchers to pattern molecules
on surfaces in reproducible ways. Alkanethiol SAMs form spontaneously on gold
surfaces; the molecules are anchored strongly to gold by their sulfur atoms resulting
in densely packed, single-molecule-thick thin films. The functional group on the
other end of the alkanethiol molecule can be tailored to obtain desirable surface
properties of the monolayers; for example, DNA chips used to identify unknown
DNA sequences are created using alkanethiol chemistry, with DNA serving as the
functional group that can capture complementary DNA molecules for analysis [214].
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4.2.11 Nanofoam

Recently, researchers announced that they had created a new form of carbon: a spongy
solid that is extremely lightweight and is attracted to magnets. The new structure was
created when physicists bombarded a carbon target with a laser capable of firing
10,000 pulses a second. As the carbon reached temperatures of around 10,000°C,
it formed an intersecting web of carbon tubes, each just 1nm in diameter. The
researchers have called the solid a nanofoam [215]. Applications are still evolving.

4.2.12 Nanoclusters

Nanoscale metal and semiconductor particles are of interest because they mark a
material transition range between quantum and bulk properties. With decreasing par-
ticle size, bulk properties are lost as the continuum of electronic states becomes dis-
crete (the quantum size effect) and as the fraction of surface atoms becomes large.
The electronic and magnetic properties of metallic nanoparticles and nanoclusters
have new characteristics that can be utilized in novel applications. Applications
range from nonlinear optical switching and catalysis to high-density information
storage [216]. A number of methods have been developed to synthesize metal
nanoparticles, but there currently continues to be major challenges with scaling-up
of these methods.

4.2.13 Smart Nanostructures

Researchers from Duke University have described building so-called smart nanos-
tructures, including nanoscale nanobrushes that can selectively and reversibly sprout
from surfaces in response to changes in temperature or solvent chemistry. Using an
atomic force microscope (AFM) (see Appendix F) researchers reportedly created
reprogrammable ‘“nanopatterns” of large biologically based molecules that can
potentially be used to analyze the protein contents of individual cells, among other
uses [217].

4.2.14 Environmental Issues for Nanomaterials

Some nanomaterials may have environmental effects that require proper handling
and disposing of the material. In effect, this is no different than chemicals currently
being used in the production of standard highly integrated chips. Recent toxicology
studies appear to show that some adverse effects of nanoparticles (buckyballs in par-
ticular) on aquatic animals may exist (could apparently cause brain damage in fish),
but the issue needs further study according to most observers. The toxicity of the
nanoparticles was not conclusive and, in fact, it was suggested that the clumping was
a good sign, since it prevented the nanotubes from reaching deeper into the lungs
[218]. Eva Oberdorster, the study’s leader and an environmental toxicologist with
Southern Methodist University, was quoted as saying “I want to emphasize that the
benefits of nanotech are great, and we definitely should not put the brakes on positive
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nanotechnology research”; buckyballs show promise for electronic, industrial, and
pharmaceutical applications [219, 220].

4.3 MANUFACTURING TECHNIQUES

Earlier we mentioned the bottom-up (self’) assembly approach, as well as the top-
down approach that involves the lithography/etching of bulk material similar to the
processes currently used in the semiconductor industry. Example of top-down tools
include (but are not limited to) the atomic force microscope and scanning tunneling
microscope (STM); these tools have allowed researchers to both detect and manipu-
late individual atoms [9]. Top-down methods create nanostructures out of macro-
structures, while bottom-up methods entail self-assembly of atoms or molecules into
nanostructures. Self-assembly has the advantage of mimicking biological systems.
This section briefly looks at these two classes of manufacturing methods.

Microfabrication techniques are being increasingly used to manufacture nanoscale
devices as well as conventional optoelectronic structures. However, one must find an
efficient method of manipulating molecules on an industrial scale, if nanotechnology
is to be economically feasible: The major limitation of the positional assembly method
is its low throughput and cost because even though one can bind molecules with an
STM, it is not (yet) economically feasible.

Traditional manufacturing techniques for nanomaterials are based on vapor-phase
processes such as molecular beam epitaxy (MBE), chemical vapor deposition (CVD),
and DC and RF magnetron sputtering for thin films and multilayers; and on chemical
vapor synthesis (CVS) and inert gas condensation (IGC) for clusters and nanocrys-
talline materials [713]. Self-assembly relies on weak atomic and molecular interac-
tions to hold the macromolecule together and is efficient at building complex molecules
[9, 221]. Table 4.10 identifies some of the major approaches and techniques for nano-
material synthesis and assembly, while Table 4.11 summarizes some of the fabrica-
tion processes for nanodevices/nanostructures.

A variety of manufacturing techniques are surveyed below. Some of these apply to
the manufacturing of SWNT; other techniques apply to a variety of nanomaterials.

4.3.1 General Approaches

Fullerenes and carbon nanomaterials can be prepared from a number of starting mate-
rials by diverse techniques. Carbon nanotubes manufacturing techniques include the
following three main techniques:

e Carbon arc discharge (CA)
Pulsed-lased vaporization (PLV)

* Chemical vapor deposition (CVD) (see Table 4.12 for a description of traditional
methods, including CVD, as used in semiconductor/microchip fabrication)

* High-pressure CO conversion (HiPco)
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TABLE 4.10 Fabrication Techniques for
Nanodevices/Nanostructures

Top-Down Approaches

Scanning probe microscope (SPM)
Dip-pen nanolithography (DPN)
Extreme ultraviolet (EUV)
Electron beam nanolithography
Molecular beam epitaxy (MBE)
X-ray nanolithography

Focused ion beam

Light coupling nanolithography:
Imprint nanolithography

Bottom-up Approaches

Selective growth
Self-assembly
Scanning tip manipulation

TABLE 4.11 Nanomaterials Synthesis and Assembly

Approaches to Manufacturing Nanodevices

9 < LT

Biomimetic approach ~ “Copying,” “emulating,” “imitating,” or “learning” from nature.
The biomimetic approach for manufacturing nanosystems was
proposed by Feynman and Drexler. Nanotechnology has been
linked with biological systems since its inception by Richard
Feynman in his 1959 speech. In 1981, Eric Drexler published
on molecular engineering and manipulation on the atomic scale
and focused on protein synthesis as a mechanism for creating
nanoscale devices [222]. The advantage of the biomimetic
approach is that nature has already proven that it is possible
to make complex machines on the nanoscale [9].

Inorganic methods Richard Feynman also mentioned the possibility directly
manipulating atoms and molecules. Major progress has been
made in the last half-century, and, at this time, a number of
approaches, including among others, conventional
photolithography-based approaches, AFM-based approaches,
and STM-based approaches can be utilized in conjunction with
inorganic materials [9].

Assembly of Nanodevices

Positional assembly Historically, machinery in the macroworld is assembled by physi-
cally bringing components together and then fastening them in a
process referred to as positional assembly. In the nanoscale, the
idea of bringing atoms together and “fastening” them becomes
somewhat challenging. However, there appears to be no
fundamental barrier for using positional assembly to create
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TABLE 4.11 (Continued)

Self-assembly

nanodevices; however, we have yet to match the efficiency and
precision of biological positional assemblers [9].

Molecular self-assembly is a process in which molecules
spontaneously form ordered aggregates and involves no human
intervention; the interactions involved usually are noncovalent
[223]. Molecular self-assembly is ubiquitous in biology;
examples include protein folding, formation of nucleic acid
structures and macromolecules such as the ribosome
[9, 223, 224].

TABLE 4.12 Subset of Basic Traditional Growth Techniques
(Semiconductor/Microchip Methods)

Chemical vapor
deposition (CVD)

Molecular beam
epitaxy (MBE)

Chemical growth process where a reaction between
gaseous reactants creates products that are deposited
as solid. It is a fabrication technique used to deposit thin layers
of material on a substrate. Often, a crystalline substrate is
employed leading to epitaxial growth of the deposited material.
Deposition occurs when a heated substrate is placed in a stream
of vapor containing materials that react on the hot substrate
surface, leading to growth. CVD is the general term used to
describe MCVD, OVD, VAD and other preform manufacturing
processes (for optical materials) where chemical vapors
(presence of heat) are deposited on the surface of a substrate.

Metalorganic chemical vapor deposition (MOCVD) is a type of

chemical vapor deposition process where metalorganic materials
(group III elements such as Ga and Al) are employed as source
gases for the deposition process. One of the two main techniques
for fabricating epitaxial layers of compound semiconductors
[the second technique being molecular beam epitaxy (MBE)].

Process used to make compound (multilayer) semiconductors. The
process consists of depositing alternating layers of materials,
layer by layer, one type after another (such as the semiconductors
gallium arsenide and aluminum gallium arsenide). A form of
vacuum evaporation where the vacuum levels (referred to as ultra
high vacuum conditions) are on the order of 10~!" torr, which
permit molecular flow (i.e, molecules from the source arrive at the
substrate without suffering collisions with other molecules). The
sources provide beams of material used for deposition. MBE is one
of the most sophisticated epitaxial techniques available, offering
high flexibility during growth and highest quality material.
Considering the slow growth rates, this technique permits
atomically engineered device structures (specifically,
nanostructures) to be fabricated.




126 NANOTUBES, NANOMATERIALS, AND NANOMATERIAL PROCESSING

Currently, processes for carbon nanotube synthesis use either of the following
methods:

e Group 1: arc, laser, solar, plasma (vapor) methods
* Group 2: catalytic methods

Approaches in group 1 employ high-temperature methodologies. Here, the car-
bon nanotube formation process is based on the sublimation and recondensation of
the carbon precursor. Within group 1, the first three processes have reached their lim-
its in production rate. A fundamentally new approach is employed with the plasma
process. Here, the carbon mass flow is no longer limited by a physical ablation rate
but is freely adjustable. Moreover, the process is operated at atmospheric pressure
and the carbon nanotube soot is extracted continuously. Plasma technology shows a
significant potential for the continuous production of bulk quantities of carbon-based
nanotubes having controlled properties and novel structures [225].

The current bottom line is that manufacturing techniques have limited the devel-
opment of production of methods to produce large quantities of SWNTs, includ-
ing the laser ablation/oven technique, the arc vaporization process, and the chemical
reaction methods such as the high-pressure carbon monoxide (HiPco) dispropor-
tionation and combustion techniques. Currently, there is insufficient understanding
of the growth mechanisms to be able to translate the mechanisms into better pro-
duction methods [226].

Researchers (including Richard E. Smalley’s group at Rice University) have devel-
oped HiPco processes to produce SWNT from gas-phase reactions of iron carbonyl in
carbon monoxide at high pressures (10-100 atm). The HiPco process is a relatively
clean process, that is, SWNT is obtained without the graphitic deposits and amorphous
carbon; and, the process has the potential for producing SWNT in reasonable quanti-
ties (currently 10 g a day) since it is from a gas-phase reaction [227, 227a].

The synthesis of nanotubes by laser evaporation of graphite enriched by a
nickel—cobalt alloy is relatively uncomplicated when measured by today’s technol-
ogy standards. The 80-90% efficiency of nanorope production from the raw material
is advantageous, given that it implies a catalytically assisted self-assembly mecha-
nism on the atomic scale. Still, significantly more research is needed before bulk
production can be expected [110].

Among the starting materials tested for SWNT manufacturing, different types of
coals have been examined by the arc discharge method. The advantage of preparing
fullerenes and carbon nanomaterials with this method lies both in cost and in the
fact that coal contains weak covalent bonds linking macromolecular units together
(whereas the covalent bonds in graphite are all the same strength). The weak bonds
present in coal and coal-based cokes may break preferentially, resulting in the forma-
tion of larger fragments other than mono or dimeric carbon species [109]. Currently,
multiwall nanotubes can be produced by these methods, but they have a high percent-
age of structural defects; these defects affect the material properties of the substance
(e.g., strength or electrical conductivity.) Improvements, clearly, are being sought.
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There is interest in characterizing the purity and dispersion of nanotube material.
No single experimental technique exists that can reliably determine the purity of
SWNT material, nor can one assesses the composition and properties of the impuri-
ties that are generated during SWNT production. The same is true for assessing the
degree of dispersion in liquids and matrices that can influence the SWNT interactions
with other materials. Understanding the properties that facilitate purification and dis-
persion are critical to the development of all SWNT applications and for further
improving the current purification protocols. Researchers worldwide resort to a com-
bination of available techniques to characterize SWNTSs; however, such a variety of
techniques combined with differences in methodology and interpretation complicates
the data comparison of SWNT materials. Furthermore, thorough criteria for assessing
dispersion are lacking [228]. In general terms, quality and reproducibility of the mate-
rials are achieved by establishing clean conditions such as ultra-high-vacuum envi-
ronments, computer control of the synthesis parameter, and in situ analysis techniques
such as reflection high-energy electron diffraction (RHEED) [16].

In conclusion, the commercial potential of SWNTs is limited by the (current)
inability to produce large quantities of the nanomaterial. The development of a reli-
able source of large quantities of SWNTSs depends on better production methods;
however, the growth mechanisms of single-wall carbon nanotubes are not well
understood as of yet. The following list identifies some key goals related to nanotube
manufacturing [226]: (i) Ensure a reliable source of nanotubes with controlled prop-
erties (length, purity, diameter, chirality) using diagnostics, parametric studies, and
modeling to understand and improve processes; (ii) develop and employ characteri-
zation techniques to examine nanotubes and nanoscale materials; and (iii) develop
processing methods for nanotubes from various sources to enhance structural, ther-
mal, electrical, and chemical properties.

4.3.2 Self-Assembly Methods

Self-assembly refers to the ability of (specific) organic or inorganic molecular struc-
tures to spontaneously organize into ordered 1D, 2D, or 3D arrays under appropri-
ate processing conditions. It needs to be noted, however, that the majority of current
self-assembly mechanisms lack the reliability and reproducibility necessary for
the deposition of individual nanotubes and wires controllably and consistently on
microprocessor chips; the current techniques result, in many cases, in bundling, over-
lapping, and/or crossing of multiple tubes and wires. In addition, self-assembly fab-
rication techniques are, in general, incompatible with prevailing semiconductor
processing procedures. These incompatibilities include vapor deposition approaches
for carbon nanotubes that require high processing temperatures and liquid-phase
deposition approaches that are not amenable to high-volume processing on wafer
platforms [229].

As noted, in the context of self-assembly, the challenge is for scientists and
researchers to uncover, understand, and develop repeatable processes for self-assembly;
specifically how self-assembly is achieved, how it can be controlled, and how it can
be effectively applied to strategies for nanofabrication. Nature uses self-assembling
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materials for nanostructures as the components for living cells; however, human
attempts at similar structures are limited to building self-assembling nanoscale mate-
rials a few atoms or molecules at a time. A variety of examples of self-assembly can
be observed in biology, in the fields of embryology and morphogenesis; in chem-
istry, where groups of molecules form more loosely bound supramolecular struc-
tures; and in robotics, where some efforts are aimed at producing and programming
robots capable of self-assembly. In constructing nanostructures and nanoelectronic
devices, chemical self-assembly has become an important factor in building supramol-
ecular nanostructures with useful electrical properties. One example is in the field of
X-ray nanolithography, which is well-suited for generating patterns on the submi-
cron scale. However, it is not the best method for accurately manipulating structures
that are less than approximately 30 nm wide; therefore, new self-assembly techniques
are now being investigated for going beyond the limits of this technology [22].
Several self-assembly approaches have been studied and employed over the years.
Some of these approaches are discussed in this section.

Biomimetics and molecular self-assembly (MSA) are now attracting interest from
many researchers and industries. These self-organized systems are important in nano-
technology research because of their potential use in the bottom-up development of
functional supramolecular structures. The construction of complex assemblies using
molecular entities is a key point for the development of novel functional materi-
als [230].

Biomimetics refers techniques that aim at copying, emulating, imitating, or learn-
ing from nature; it is the study and process of optimizing functions in nature to
look for design solutions in biology. Nanoscale devices already exists in nature;
hence, researchers have a plethora of components and techniques already available.
Biomimetics is the study of the structure and function of biological substances
with the goal of making artificial products that mimic nature. It also refers to the
process of designing molecules, molecular assemblies, and macromolecules having
biomimetic functions; hence, biomimetic materials are materials that copy, emulate,
or imitate nature. Biomimetics provides a set of techniques used to develop novel syn-
thetic materials, processes, and sensors through advanced understanding and exploita-
tion of design principles found in nature.

The MSA method is an efficient mechanism for the self-regulated creation and/or
fabrication of nanoscale elements and machinery; it is a chemistry-based method for
assembling atomically precise materials, similar, in some ways, to biological-based
mechanism. Applications include, among others, electronics, energy, material sciences,
and medicine. Learning from nature, one can improve biocompatability, produce more
complex electronic circuits, engineer material surfaces to have many different proper-
ties, efficiently harvest energy from natural light, and provide locomotion and motility
to nanoscale objects and mechanisms [231]. MSA research for nanotechnology appli-
cations, however, is just at its infancy. Some see chemistry and polymer science of the
future as being directed at making materials that are able to orchestrate their own growth
in an autonomous fashion: with self-assembly one lets nature do most of the work.

The MSA technique is an important and exploitable method for assembling atom-
ically precise materials and (in the future) atomically precise devices. Biological
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organisms (including humans) are composed of molecular building components
(e.g., nucleic acids, proteins) that they are able to assemble into well-organized cel-
lular or other structures. Leveraging MSA will provide, over time, a cost-effective
mechanism for the creation and/or fabrication of nanoscale machinery and micro-
electronics. Macroscale-level self-assembly exists throughout the natural world, and
self-assembled monolayers are already found in a number of industries (e.g., 3M
manufactures a polish that uses a self-assembling monolayer system to prevent sil-
ver from tarnishing). Now, the idea is to look at these approaches as a discrete set of
processes that can enable nanotechnology to engineer and fabricate devices at a
molecular level [232]. Although the microfabrication of electronic circuits currently
uses solid-state or inorganic materials, one would want to be able to use organic and
biological materials for electronic purposes. Some areas of interest in MSA include:

Fluid self-assembly (FSA)
* Labs-on-a-chip

* Material self-assembly

e Smart plastics

Fluid self-assembly has already been used to deposit integrated circuits across
plastic substrates. Here, the transistors are made on standard silicon wafers and are
etched to separate them; then the transistors are floated into place across a large sur-
face area covered with holes shaped like the transistors. Once a circuit lands in a
hole, it lines itself up perfectly because it only fits one way. The process uses a thin,
light, flexible, low-cost plastic film and allows continuous flow, roll-to-roll (web)
processing [232]. Monochrome display for smart cards have already been manufac-
tured using this technique.

According to some, tailor-made, submicrometer particles in colloidal suspensions
will be the building blocks of a new generation of nanostructured materials with
unique physical properties; the basis of this prediction is that the macroscopic phys-
ical properties of colloidal suspensions can be influenced by tuning the interactions
between their building blocks [233]. If the forces between macromolecules in solu-
tion were similar in shape to those between gas atoms, then all colloidal suspensions
would exhibit the same phase diagram as an assembly of argon atoms; however, the
forces between macromolecules in solution manifest themselves in a variety of
ways. One is able to “tune” these forces by choosing an appropriate combination of
solvent, solute, and additives. It follows, according to some, that far from being simply
a scale model for atomic fluids, colloidal suspensions can form new states of matter,
the building blocks of which are large “designer atoms” [233, 234].

Self-organized supramolecular organic nanostructures have potential applica-
tions that include molecular electronics, photonics, and precursors for nanoporous
catalysts. It follows that understanding how self-assembly is controlled by molec-
ular architecture will enable the design of increasingly complex structures [235].
Molecular self-assembly into a variety of bulk phases with 2D and 3D nanoscale peri-
odicity, such as cubic, cylindrical, or mesh phases, has been researched in lyotropic
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FIGURE 4.14 Bottom-up synthesis of a self-assembled monolayer (SAM). Self-assembly
occurs spontaneously as molecules with a specially chosen “end group” (yellow) attach them-
selves to a substrate material. Typically the molecules do not end up perpendicular to the sub-
strate. (Courtesy: Esko Forsén, Technical University of Denmark, Department of Micro and
Nanotechnology).

(e.g., surfactant—water) liquid crystals (LCs) [236], block copolymers [236a, 236b,
236¢], and thermotropic (solvent-free) LCs [236d]. Figure 4.14 [237] depicts for illus-
trative purposes one example of a self-assembly technique.

Self-assembly is also usable for lab-on-a-chip, which is a commercial sensor
array for high-throughput screening in genomics and drug development. Some ven-
dors already market such systems; plans exist to extend the technology further by
combining electronic concentration, focusing, transport, and analysis of a biological
sample on an integrated device [232]. Researchers have used the concept to allow
molecules to self-assemble in order to identify molecules that bind to receptors;
these methods may find application in the production of next-generation chemicals
(other than drugs) by developing a group of molecules that can self-assemble and by
developing a selection system to pull out the molecules that are desirable. Currently,
there is information in chemical signatures that is not being used because it is costly
to extract such information; hence, efforts have been underway to develop sensors
about the size of a palm-top computer (based on the lab-on-a-chip concept) that is
able to detect explosives and chemical warfare agents. The midterm goal is building
labs-on-a-chip that simultaneously identify hundreds of liquids and gases.

The feasibility and commercial promise of labs-on-a-chip and fluidic self-assembly
techniques have led to more advanced plans that seek to exploit MSA to construct
new materials and control their properties. The ability to directly monitor self-assembly
and self-organizing processes, to probe single particles and nanoscale architectures,
and to perform sophisticated physical measurements with high spatial resolution is
central to the development of such advanced materials. These materials are expected to
have applications in light-emitting diodes, optical memories, switching devices, and
improved chemosensors (e.g., intelligent spray-on materials that assemble themselves
into circuits, as a new, quicker way to build sensor chips for handheld chemical
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analyzers) [232]. For example, one can spray sensor arrays onto a silicon substrate
using an ink-jet printer; sprayed in a line on the substrate, the pores spontaneously form
a waveguide measuring about 2.5nm in diameter and become solid when heated.
The technique may also prove useful for molecular filters, nanocomposite materials,
and passive circuits for devices with dielectric constants lower than those made
using conventional lithography, all of which are critical to realizing molecular-scale
electronic devices. There is interest in applying these techniques to patterned nanos-
tructures for use as optical waveguides, laser/waveguide microarrays, and optical
fiber microring lasers [232]. At Northwestern University, for example, researchers
have developed a dip-pen nanolithography (DPN) technique based on an atomic force
microscope that enables the researchers to draw fine lines one molecule high and a
few dozen molecules wide; this nanoplotter lays down a series of molecule only
15 nm wide, with 5 nm separating each line.

Smart plastics are plastic materials that assemble themselves into photonic crystals
using hierarchical self-assembly. Many research groups have built photonic crystals,
but the standard manufacturing approach usually involves laborious and expensive
fabrication processes. “Smart plastics” are the first photonic crystals to grow them-
selves. The control of electrons led to the microelectronics evolution; one would like
to be able replicate these advancements using photons. To achieve these advance-
ments one needs materials such as photonic crystals that allow one to trap light and
control the way it propagates. Light can carry much more information than electrons.
Applications include optical data storage (including holographic storage), telecom-
munications, high-resolution video imaging, ultrafast switching, logic devices, and
solar power generation. (The Oak Ridge National Laboratory has reportedly used
self-assembly to create spinach-based optoelectronic circuits; the goal of the research
is to preformat, predesign, and preink substrates onto which molecular components
can be assembled into functional devices—this being done in a less expensive and
less energy-intensive manner than conventional lithography) [232].

Another promising building block is the organic semiconductors (poly- and oligo-
thiophenes). These structures have been studied extensively in the last few decades.
n-Conjugated macrocycles are of interest as modular building blocks for the assem-
bly of new materials and supramolecular chemistry. There is an expectation that
these macrocycles will play an important role as key components (e.g., “molecular
circuits”) for emerging nanoelectronic devices [230, 238, 239].

As noted, self-assembling materials have been around for a number of years. But
until recently scientists only had figured out how to get layers of material to stack one
on top of another, building a structure that is essentially flat (2D). In 2003 IBM and
Columbia University constructed a 3D material that builds itself: IBM T.J. Watson
Research Center and Columbia University announced the development of self-assem-
bled bimodal superlattice of nanocrystals. The iron oxide molecules were 11 nm, with
each molecule being 60,000 atoms across; and the lead selenium quantum dots were
5nm across, each of which contains 3000 atoms. By varying the experimental con-
ditions, the researchers could “coax” them to assemble into a uniform lattice [240].

Some researchers hold a different view than that offered above (e.g., [32]).
Self-replication and nanotechnology are often discussed together, since it has
been suggested that no large-scale nanotechnology industry can develop without
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self-replication. The self-replicating entities of the biological arena are often used
as an existence proof for the possibility and inevitability of self-replicating machin-
ery. Manmade self-replicating machinery, however, has not seen much progress
since the demonstrations of the first rudimentary self-reproducing machine demon-
strations [241, 242]. The concept of molecular assemblers (as envisioned by Eric
Drexler) is rejected by some as “unworkable and unnecessary” [15]. Fortunately,
completely self-replicating systems may not be required for near-term practical
nanotechnology: More basic systems containing some (but not a totality of ) repli-
cating aspects may (and have) become available. The future outcome of these man-
ufacturing methods will determine who is right in this context.

In fact, Eric Drexler and Chris Phoenix (Directors of Research at the Center
for Responsible Nanotechnology) recently published the article “Safe Exponential
Manufacturing” in the Institute of Physics’ Nanotechnology journal, that analyzes risks,
concerns, progress, misperceptions, and safety guidelines for future MNT development
[243]. As we saw in Chapter 1, Drexler introduced the concepts of nanotechnology
through his 1981 article in the Proceeding of the National Academy of Sciences (PNAS)
and his 1986 book Engines of Creation. The PNAS article was based on a biological
model of molecular machine systems—hence the early focus on self-replication—but
the logic of the technology led to the very different, nonbiological approach described
by Nanosystems in 1992 and in the more recent literature. Drexler now notes:
“Research and thinking in this area has come a long way since the earlier works.
Molecular machine systems can be thoroughly nonbiological, and self replication is not
necessary.” In particular, it turns out that developing manufacturing systems that use
tiny, self-replicating machines would be needlessly inefficient and complicated. The
simpler, more efficient, and more obviously safe approach is to make nanoscale tools
and put them together in factories big enough to make what a manufacturer has in
mind. Throughout history, people have used tools to make more and better tools. That
is how one progressed from blacksmith’s tools to automated industries; the natural path
for nanotechnology is similar. Since the publication of Nanosystems, the focus for
Drexler and his colleagues has been on desktop-scale manufacturing devices. This
nanofactory is based on the convergent assembly architecture where small parts are put
together to form larger parts, starting with nanoscale blocks. The machines in this
would work like the conveyor belts and assembly robots in a factory, doing similar jobs.
With the fear of runaway replicators now in better perspective, attention on molecular
nanotechnology can be directed to more important issues, including how the technol-
ogy will be used, and by whom. Molecular nanotechnology will, according to propo-
nents, introduce a clean, large-scale manufacturing capacity; these systems will affect
all areas of society including medicine, the environment, national security, space devel-
opment, economics, intellectual property, and privacy [243].

4.4 SYSTEM DESIGN

The ultimate challenge is to take the materials discussed in this chapter and incor-
porate them for use in actual microelectronic systems. Fortunately, a lot of research
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and related work is underway, for example, see [95, 161, 162, 163, 164, 165, 166,
167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177]. In this context, the invention
and development of scanning probe microscopy has given researchers the ability to
image matter to the atomic scale and opened new perspectives from semiconductors
to biomolecules, and new methods are being developed to modify and measure the
microscopic landscape in order to explore its physical, chemical, and biological
features [244].

Observers expect a profound change to microelectronics in the next few years. In
the 1980s and 1990s digital design was almost entirely separate from manufacturing,
but going forward, as manufacturing issues begin to limit chip performance, digital
design engineers must reconnect and work together with process engineers [245].
The issue is that while individual transistors may be manufacturable at 45-nm design
rules, but system-level chips composed of millions of 45-nm transistors may not be.
Hence, the challenge is: “What tools will be needed to automate the arrangement of
100 million (or even a billion) transistors, while also taking into account the physics
implications of layouts resulting from an increasingly complex manufacturing process?
Design below 100nm ‘is not business as usual’” [245]. Developers are now con-
templating efforts whereby bottom-up manufacturing, device test, device yield, and
mask and lithography considerations become embedded in the design process from
the very beginning; these more symbiotic approaches are in preparation for the even-
tual use of nanotechnology-based building elements expected 5—10 years out.

Two current trends in microelectronics are (i) the reduction of the dimensions and
(ii) the search for new devices based on new phenomena, as in the case of a single-
electron transistor (SET) that is based on the Coulomb blockade effect. The near-term
limitation related to the development of devices of smaller dimensions, is the fact that
we are reaching the resolution limits of conventional lithography techniques. Among
new manufacturing approaches, atomic force microscope lithography is one of the
more promising because of the fact that good resolution that can be obtained (less than
10nm, with improvement capabilities when using carbon nanotubes). Furthermore,
AFM lithography is fully compatible with CMOS technology. In addition, the use of
SOI as a substrate ensures reproducible devices with very thin monocrystalline films
(15nm) and with good interface quality [246]. The topic of microelectronics is revis-
ited in Chapter 6, while the topic of high-resolution tools is covered in Addendix F.

4.5 CONCLUSION

This chapter looked at the basic building blocks now being developed, via a number
of manufacturing techniques, to support developments in next-generation optics
(nanophotonics) and electronics (nanoelectronics). Basic building blocks include
nanotubes, nanowires, quantum dots, and other nanocomposites. Specific applica-
tions of these technologies to telecommunications and computing are discussed in
the chapters that follow.



I CHAPTER 5

Nanophotonics

Photonics is the science of shaping (molding) the flow of “light”! for the purpose,
among others, of transporting a modulated signal, amplifying a signal, generating an
electric signal from a group of photons, or supporting a logical Boolean function.
Nanophotonics? is the manipulation of light at a spatial scale considerably smaller
than its wavelength, which is typically? 1300-1500nm for telecom applications.
From another perspective, nanophotonics is the study of the interaction of light and
matter at the nanometer scale; it is the use of photons instead of electrons to support
transmission and computing. Nanophotonics is also defined as a technology to fab-
ricate and operate nanoscale photonic devices.

This chapter focuses on an overview of the basic concepts and application of
nanoscale photonic technologies and structures. A number of important recent devel-
opments in nanophotonic materials and nanophotonic devices are covered. Only the
basic concepts are discussed and not the physics itself. We have made an effort to
define and describe the many terms used in this chapter in the chapter glossary as
well as in the more inclusive Glossary at the end of the book. The reader may find it
useful to refer to the glossaries while reading the text.

5.1 INTRODUCTION AND BACKGROUND: A PLETHORA
OF OPPORTUNITIES

A photonic device is a device that uses photons in a function-specific (e.g., switch-
ing element, logic element) and function-rich manner. In turn, there is a desire to
develop complex multicapability components that can be used in engineering appli-
cations. Photonic microchips of various degrees of complexity and functionality are
now beginning to appear at the commercial level. While nanophotonics is not strictly

'For telecom applications the signal is actually below the visible range, more specifically in the infrared
range; hence, the term “light” is (often) used euphemistically in this chapter.

The term nanooptics is also used by some.

3Operation at 850 nm is also of interest for other applications.

Nanotechnology Applications to Telecommunications and Networking, By Daniel Minoli
Copyright © 2006 John Wiley & Sons, Inc.
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necessary to develop all-optical components, the major thrust of the forward-looking
research is now in the realm of nanoscience; ongoing work is directed at advancing
the fundamental basic science as well as advancing the technology and its commer-
cial deployment.

At the basic science end one finds, among others, research on quantum optics
(including atom—photon interactions in the optical near field and the potential appli-
cations for atom trapping and manipulation), research on photonic crystals and pho-
tonic bandgaps, and research on plasmonics. At the technological end one finds
engineering initiatives in, among others, new optical materials (e.g., photonic crys-
tal fibers), near-field microscopy, nanolithography, integrated optoelectronic devices,
and high-density optical transmission, computing, and data storages [193].

The field of photonics has seen a number of efforts, yet unsuccessful to the pres-
ent, to develop a universal, fully integrated platform for optical functions that from
a capabilities perspective is at least comparable to the functionality provided by tra-
ditional electronics-based integrated circuits, but preferably with higher performance
in the speed and throughput dimensions [247]. Nanophotonics-based approaches are
expected to lead, in the relative short term, to the development of high-bandwidth,
high-speed, and ultraminiturized optoelectronic components. Industry stakeholders
believe that nanophotonics technology has the potential to revolutionize telecom-
munications, computation, and sensing. Developers are beginning to use nanoscale
fabrication techniques to make the silicon components for optical repeaters, switches,
and routers; the next step is to move to all-optical devices [248]. In particular,
nanophotonic integrated circuits are expected to perform optical-switching functions
that currently require large assemblages of components; in fact, up to now optical
switches have been electrooptical and/or electro-mechanical-optical in nature (e.g.,
MicroOptoElectroMechanical Systems). Off-the-shelf photonic chips that support
all-optical switching are expected be available commercially by 2010 or thereabouts,
and the optical computer may become a reality by 2015.

Recent advances in top-down and bottom-up nanofabrication techniques (as
was discussed in the previous chapter) as well as electromagnetic computational
methods have created conditions for scientific progress with the potential to yield a
new class of nanophotonic materials for subwavelength optical components [249].
Nanolithography (or nanoimprinting) is already being utilized at this time in the pro-
duction of subwavelength optical components [250]. The goal of nanotechnology is to
exploit the new properties of nanomaterials by acquiring control of structures and
devices at atomic, molecular, and supramolecular levels and to establish how
to efficiently manufacture and use these structures and devices. Newly developed
nanophotonic structures provide the basic building blocks for an all-optical circuit,
where passive and active components are integrated on a single chip. In photonic
microchips, flows of electrons are replaced by beams of photons (light). There is
interest both in the transmission and in the processing (e.g., switching) of photons
and/or coded information.

The information-carrying capacity of a strand of standard single-mode fiber
stood at around 7 Tbps at press time for laboratory systems (about 1 Tbps for field-
deployable systems). Over the last decade, transmission capacity has been doubling
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every 9-12 months. If such growth is sustained, one will reach the theoretical limit
of communications capacity on conventional glass fiber (generally thought to be
around 100 Tbps) by 2010. If (when) there is renewed end-user/commercial demand*
for higher bandwidth compared with current pragmatic levels, typically in the T1-
(1.544-Mbps)-to-OC3 (155-Mbps) ranges for most enterprises, new technologies
will be required; therefore, nanophotonics in general and photonic crystal fibers in
particular may be a possible solution. In addition to advances in transmission mech-
anisms, one also needs complementary advances in switching systems.

Emerging photonic technologies that are expected to be (or become) important
in this context include, among others, (1) nanometer-scale optical devices that are
able to operate below the wavelength of light; (2) (an enabler of such devices), the
creation of planar-silicon optical-bandgap materials, including photonic crystals
(PCs) and photonic crystal fibers (PCFs); and (3) plasmonics (plasmonic devices are
devices that make use of optical properties of metallic nanostructures and near-field
phenomena). Maintaining the stability of interfaces and the integration of these
nanostructures with other elements at micrometer-length dimensions (and/or meso-
scopic level) is intrinsic to achieving commercial success for the emerging metama-
terials and nanostructures [2, 33]. Ultimately one is interested in “laser-on-a-chip”
applications.

Nanophotonics encompasses the areas of optical response theory, nonlinear optical
properties, luminescence, photonic crystals, and quantum optics [208]. Nanophotonics
(including completely optical chips) can open the door to new communications and
computer technologies that are free from traditional microelectronics-imposed
limitations [251]. As noted above, optical data links with field-deployable band-
width in the 10-100-Tbps range and that reach in the tens of kilometers will be
needed in the near term to deploy telecom and next-generation computer networks
serving metro and long-haul geographies; nanophotonics will facilitate these
deployments. On the computing front, researchers are looking to fabricate all the
components for silicon-optical computers that use light instead of electrons; wires
have already been replaced in laboratory experiments by beams of light routed on-
chip through air by silicon waveguides controlled by electrooptical switches and
routed off-chip by a “pin hole” lens connecting to standard optical fibers. For
example, Cornell University is developing photonic chips in nanoscale silicon by
routing light through “slot waveguides” filled with air, vacuum, or new organic
polymers [248, 248a, 248b].

The scientific and commercial evolution towards nanoscience and nanotechnol-
ogy (discussed throughout this book) makes it desirable to address optics issues at
the nanoscale. Because the diffraction limit does not permit one to focus light to
dimensions smaller than roughly half a wavelength (A/2), traditionally it has not
been possible to interact selectively with nanoscale features. In recent years, how-
ever, several new approaches have emerged to “shrink” the diffraction limit (e.g.,

“Demand for bandwidth by commercial enterprises reached a “soft spot” in the early part of the decade,
and at press time it was not yet clear what the exact future trend would be, at leat in the short and medium
term.
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confocal microscopy) or even to overcome it (through near-field microscopy) For
example, with tip enhancement techniques one is able to undertake Raman spec-
troscopy and multiphoton fluorescence imaging with a spatial resolution of less than
20nm [193] (see Appendix F for a discussion of imaging tools and techniques appli-
cable to various environments).

The advances cited thus far are just some of the areas of interest within the space
of nanotechnology in general and nanophotonics in particular. The sections that fol-
low survey some of the major and promising areas of research. As already suggested,
the field of nanophotonics includes photonic crystals devices (where a high-index
contrast lattice creates “photonic bandgaps” that forbid light propagation—photonic
bandgaps and other resonant nanoscale structures can be used to control the propa-
gation of light) and plasmonic devices (where surface plasmons in metals convey
and/or concentrate optical energy), among several other devices and phenomena
[33]. Hence, the concepts of photonic crystals, integrated photonic circuits, photonic
crystal fibers, superprism effects, and optical properties of metallic nanostructures
are addressed in this chapter.

5.2 GENERAL PHOTONICS TRENDS

We open this discussion with a short review of the middecade status of
communications-related photonics in general; the sections that follow then look at
nanophotonics. Because of the telecom perspective taken by this book, we approach
optics from a transmission and computing angle. Table 5.1 depicts some basic con-
cepts and key terms in the field of optics; these terms are grouped here to convey to
the reader a sense of the range of applicable approaches and constituent technologies
(the Glossary at the end of the book contains and describes additional concepts). A
major portion of this research is currently at the mesoscopic scale (10—10,000 nm,
that is, 0.01-10 um), but nanoscale work is also taking place in earnest, as the rest
of the chapter demonstrates. In microphotonic integrated circuits (at the mesoscopic
scale) light is guided in optical waveguides that are made on a planar substrate. By
proper materials design and engineering, passive devices such as optical splitters and
multiplexers can be constructed, and by adding optically active impurities (such as
rare-earth ions), optical amplifiers (e.g., erbium-doped fiber amplifier) and lasers can
be realized. Microresonater designs have also been introduced where light can be
stored and confined in small volumes at high intensities [252, 253] (microresonators
are discussed later).

Current optical research is directed towards (1) the advanced design and fabrica-
tion of optical fibers, (2) integrated optics, (3) optical amplifiers, (4) optoelectronic
devices and, as noted, (5) nanostructures [ 254]. In the paragraphs that follow each
of these areas are briefly surveyed.

1. Optical fibers are used for information transport and also for optical
amplification. Specific areas of recent interest include but are not limited to fiber fab-
rication methods, doped fibers, specialty fibers (e.g., polarization-preserving fibers,
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144 NANOPHOTONICS

dispersion-shifted fiber, dispersion-compensating fibers, active fiber devices, holey
fibers, and fiber Bragg gratings), and fiber fabrication processes (e.g., MCVD process
and sol-gel process). Optical sources (laser diodes and LEDs), photodetectors, trans-
mission media (principally for guided applications but also for unguided free-space
optics), components (passive and active), and full-blown systems are all areas of cur-
rent development. Some related emerging trends in photonics include the following.
(1) New modulation formats: In high-end products the signaling format is starting a
transition from the traditional return to zero/nonreturn to zero to a differential-phase
shift keying (DPSK) format; quadrature phase shift keying (QPSK) is also currently
under study, with the goal of achieving increased transport throughput. (ii) Transparent
systems, that is, optical-signal-based systems without OEO conversions, MOEMSs
(aka MEMSs), and PLC devices are still being investigated (and deployed), but
the focus is increasingly on all-optical networks, especially through the use of simple
single SOA (semiconductor optical amplifier) devices. And, (iii) polymer wave-
guides: New, highly nonlinear polymers are being investigated, along with new tech-
niques to create waveguides (e.g., printing/burning waveguides into a 3D polymer
with a laser).

2. Integrated optics deals with the modeling and fabrication of integrated and
microoptical components and, in turn, systems. This area includes materials, pro-
cessing, and fabrication. The integration of bulk and waveguide systems and the
efficient coupling between source, waveguide, and detector are important to inte-
grated and microoptics.

3. Optical amplifiers operating in a wide range of wavelengths are key to high-
speed communications, particularly in ultralong-distance environments. The goal is
to extend the functionality of the now-ubiquitous EDFAs. Issues here relate to design
and fabrication of doped fiber amplifiers with dopants such as Nd, Er, Yb, among
others; Raman fiber amplifiers; and double-clad fiber amplifiers.

4. The focus of work in reference to optoelectronic devices and nanostructures
is on advances in optoelectronic devices, systems, and applications. Constituent
subareas include electrooptic effects, material research, device design and fabri-
cation, and packaging. A list of disciplines of active research include photonic
switching, nonlinear optics, electrooptic materials, quantum well devices, modula-
tors, multiplexers, sensors, integrated optics, instrumentation probes, optoelectronic
integrated circuits, optoelectronic switching, and sources such as semiconductor
lasers [ 254]. Distributed feedback (DFB) lasers have been used over the years for
optical sources for fiber communication systems. In Chapter 4 we covered quantum
dots (QDs) as another possible (uncooled) laser technology under the rubric of
nanostructures.

For optoelectronic devices, there are efforts in the development of multifunc-
tional photonic chips to support evolving high-capacity optical networks. Sought-
after multifunctional capabilities include reconfigurable optical add/drop multiplexer
(OADM) with switching, routing, amplification, and/or multiplexing capabilities.
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Emerging high-capacity transparent optical networks plan to use flexible and trans-
parent nodes based on multifunction photonics (e.g., optical switching fabrics,
reconfigurable OADMSs) to route optical signals while minimizing OEO conver-
sions. The integration of passive and active photonic components to support some or
all of the multiple functionalities just listed on a PLC chip, along with embedded
electronic control functions, enables developers to bring to market compact, low-
cost optical subsystems on an ultradense footprint format.

MicroOptoElectroMechanical systems are another example of optoelectronic
device technology that has experienced considerable progress during the past decade.
The MOEMSs are small integrated devices or systems that combine electrical and
mechanical components (MOEMS are MEMS devices with integral optical compo-
nents such as mirrors, lenses, filters, laser diodes, emitters, or other optics.) The
basic MEMS concepts were developed in the 1980s and the technology has contin-
ued to make progress over time. They range in size from the submicrometer level to
the millimeter level, and there can be any number, from a few to millions, in a par-
ticular system. The next level of development is expected to be at the nanoscale. The
MEMSs in general, and MOEMSs in particular, extend the fabrication techniques
developed for the integrated circuit industry to add mechanical elements such as
beams, gears, diaphragms, and springs to devices [258]. Examples of MOEMS device
applications include inkjet printer cartridges, accelerometers, miniature robots, micro-
engines, locks, inertial sensors, microtransmissions, micromirrors, microactuators,
optical scanners, fluid pumps, transducers, and chemical/pressure/flow sensors. New
applications are emerging as the existing technology is applied to the miniaturization
and integration of conventional devices. The MOEMSs are already being used in
components for telecom switches: Optical switching is possible with the aid of
micromirrors that mechanically deflect the input optical signal into desired output
ports (mirrors are mounted on tiltable cantilevers). The next evolutionary step would
be to develop and make use of nanoscale NEMSs and/or make use of nonmechani-
cal tilting. The technology at press time was seeing the introduction of MOEMS-
based switches that incorporate planar light circuits on a single silicon chip. The
MOEMSSs/NEMSs are electromechanical micro/nanorange devices that can be used
as sensors, actuators, and light-switching systems. In addition to traditional telecom
applications, MOEMS/NEMSs can be used in video-routing/video-on-demand
applications. For example, companies have developed MOEMS-based switches that
control the flow of light on a single silicon chip; the technology allows one to shrink
what normally would require racks of equipment into a 1-in.> package. The
MOEMS-based optical components can act as variable optical attenuators and/ or
photonic switchers.

A recent trend in optoelectronics relates to chip-scale integration of optical and
electronic circuitry with IC on PLCs and/or PLC on ICs. Increasingly, electronics
will be integrated with PLCs to reduce component size and to provide embedded
intelligence. This integration may be viewed either as “electronics-enhancing pho-
tonic functionality” or, alternatively, as “a photonic overlay to enhance electronic
functionality.” Silicon microphotonics is the high-density integration of individual
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FIGURE 5.1 Example of integrated optics-on-silicon technology.

optical components on a single chip [259]. In planar optical waveguides, the light is
confined to substrate-surface channels and routed onto the chip [260]; these channels
are typically less than 10 um across and are patterned using microlithography tech-
niques. With appropriate optical circuits based on these channel guides, both passive
functions (i.e., power splitting from one to several channels) and active functions
(i.e., modulation) can be performed on the light. The primary materials used in the
commercial market are glass or fused silica for passive devices and lithium niobate
for active devices. Again, there is interest in moving further along, from the micro-
scopic (submicrometer) level to the nanoscale. A closely related area, currently in
the early R&D stage, is that of photonic IC devices, where a variety of semiconduc-
tor optoelectronic devices are monolithically integrated and interconnected with
waveguides. Planar lightguide circuits using silica-based optical waveguides are fab-
ricated on silicon or on a silica substrate by a combination of flame hydrolysis dep-
osition and reactive ion etching [260]. Figure 5.1 depicts an illustrative example of
integrated technology.

Related to optoelectronic devices, an example of electronics-enhancing photonic
functionality is the integration of all the driver and control functions on a compact
silicon-based PLC switch matrix [257, 261]. A more forward-looking example of
electronics-enhancing photonic functionality is the incorporation of a 2D photonic
crystal (discussed later) layer on silicon electronics as a parallel optical routing
plane. Photonic crystal-based PLCs can be fabricated on a SOI platform and inte-
grated with silicon electronics [262]. Wavelength-division multiplexing technology
has already facilitated an increase in transmission capacity and an improvement in
flexibility in broadband optical telecommunication networks; additional advances
are being sought in this area by network operators. The wavelength multiplexer/
demultiplexer subsystem (chip) is one of the key constituent components in WDM
networks. Various material systems, including AlInP (aluminum indium phosphide)
alloys, lithium niobate polymer, and silica (glass), have been used to implement
wavelength multiplexers around the 1550-nm wavelength. The SOI technology
(more on this in Chapter 6) has been shown to be a promising technology for guided-
wave photonic devices operating in this infrared region. A number of SOI guided-wave
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optical devices and circuits with high performance have already been demonstrated
[263]. The recent emergence of SOI-CMOS integrated circuits ensures the avail-
ability of high-quality, low-cost substrates; these circuits are based on low-power,
high-speed electronic technology. In addition, silicon germanium heterostructures
permit the realization of silicon-based photodetectors within the 1200-1600-nm
infrared region. It follows that SOI technology offers potential for cost-effective inte-
gration of a monolithic multiwavelength optical receiver system, including the wave-
length demultiplexer, photodetectors, and electronic circuitry [263].

5. For the general realm of nanotechnology and nanostructures, microstruc-
tured photonic crystal fibers are an example of new technology being investigated.
Nanophotonic devices hold the promise for applications in high-speed optical
switching in telecommunication networks as well as in high-sensitivity chemical
sensing, to list just a few. The development of artificially microstructured materials
known as photonic crystals has resulted in new opportunities. Photonic crystals have
newly discovered optical properties that allow both passive and active optical com-
ponents to be realized within an ultrasmall (but not nanoscale) volume; photonic
crystal structures have periodic index of refraction. The PCFs can be tailored by
design to exhibit new transmission properties and enhanced operation. They exploit
unusual properties of the new photonic crystal materials to deliver previouslyu-
nattainable optical performance [264]. They enable novel applications in nonlinear
optics that are of interest for telecom applications, for example, pulse compression,
soliton formation, and wavelength conversion [257]. Focusing on nanophotonics
proper, there is currently sustained research on metallic nanostructures (specifically,
plasmonic devices) that “concentrate light”; related to this, scientists studying the
way light interacts with (metallic) nanostructures are now “throwing out their old optics
textbooks and brushing up their quantum mechanics instead” [265]. Nanophotonic
circuits are planned to be used in repeaters, multiplexers, switches, and routers for
high-throughput fiber-optic communication systems, e.g., for cost-effective fiber-to-
the-home (FTTH) applications. The topic of photonic nanostructures is discussed in
more detail later.

Table 5.2 depicts some related recent trends [257]. The sections that follow
immediately below focus on nanotechnology per se.

5.3 BASIC NANOPHOTONICS

The previous section looked at photonics from a general perspective and at some of the
areas of ongoing research and development. We now concentrate more specifically on
nanophotonics. Nanoscale photonic structures can manipulate light in a useful manner.
Many (if not most) of the phenomena that are being studied in nanooptics at this time
have been already topics of research for a number of prior years (even decades), but
the application of scanning probe techniques and single-molecule detection, along
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150 NANOPHOTONICS

with the “revival” of high-resolution optical microscopy in the 1990s (e.g., NSOM/
SNOM—see Appendix F), have added new impetus of late. Recent developments in
micro- and nanophotonic materials and devices includes the areas listed in Table 5.3;
nanophotonics areas that we cover here include the following:

* Photonic crystals devices and lasers (making use of “photonic bandgaps”)
» Plasmonic devices (supporting the concentration of optical energy)

* Nanointegrated photoelectronics

e Other new technological areas/opportunities

We provide below a brief overview on each of these topics followed by a more
inclusive discussion. In some cases a single molecule or nanoparticle is itself the
subject of the ongoing research; in some cases the single molecule or nanoparticle is
an active source of light; and in yet other cases, the single molecule or nanoparticle
is a subwavelength detector of the electromagnetic radiation [284].

5.3.1 Photonic Crystals

Photonic crystals are a new class of materials (expected to enter commercial appli-
cations in the 2006-2008 time frame) that make control over light propagation pos-
sible: By appropriately designing a photonic crystal, one can manipulate the manner
light propagates inside it [285]. Photonic crystals operate on the principle of refrac-
tion (bending) of the light as it travels from one material to another; refraction can
be used to block specific wavelengths of light [286, 287]. Photonic crystals have the
property that they can enhance the light-matter interaction by orders of magnitude,
enabling the devices’ optical properties to be controlled externally [251]. Photonic
crystals have been the subject of intensive studies in the past decade. In the late
1980s, researchers applied concepts that had been developed for engineering the
bandgaps of semiconductors to the field of optics; the research predicted that just as
electrons may be manipulated by the crystalline structure of a semiconductor, light
also may be confined by periodic patterns in glass [288]. Photonic crystals came into
existence as part of a program to modify spontaneous emission rates in optical
microcavities by modifying the optical mode density [289]. Photonic crystals open
up gaps in the optical spectrum via spatially and spectrally overlapping Bragg
planes; these electromagnetic bandgaps can be used to connect optical modes in
laser cavities. In high-contrast dielectric systems, only a few lattice periods may be
necessary to connect an electromagnetic mode; a lattice period has a length scale on
the order of one-half of the optical wavelength [290].

A point defect in a photonic crystal results in a resonance in the bandgap and
confinement of light to a region smaller than one wavelength. A linear array of such
point defects creates a photonic bandgap waveguide and the combination of such
waveguides is expected, in turn, to produce a wealth of optical elements such as beam
splitters and interferometers. Nevertheless, realization of high-quality two-dimensional
photonic crystals with depth of numerous wavelengths remains a nontrivial problem;
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most recent efforts have concentrated on very thin photonic crystals surrounded by
media of lower dielectric constants [284].

Photonic crystals facilitate a plethora of possible applications (e.g., lasers, anten-
nas, millimeter-wave devices, and efficient solar cell photocatalytic processes); addi-
tionally, they give rise to interesting new physics (e.g., including, but not limited to,
cavity electrodynamics and localization) [300]. Optical components that can be built
with photonic crystals include microlasers, wavelength division multiplexers, filters,
modulators, waveguides (specifically, PCFs), couplers, and lenses. Photonic crystals
have also been considered for optical switches and logic gates; photonic crystal-
based components and functionalities are integrable as dense photonic ICs
or can be employed as a photonic overlay on electronics for optical communication
applications. More details are provided in Section 5.4.

5.3.2 Photonic Crystal Fibers

The focus of telecommunications is transmitting pulses of light at high signaling
rates and in an efficient manner. Optical fibers and most microstructured optical
fibers have relied on the transparency of silica to provide low transmission losses.
Research aimed at reducing the power needed to transmit light signals over long
spans of optical fiber has studied the manufacturing of fiber cables utilizing photonic
crystal, which, as noted, is an artificial patterned structure consisting of a mix of
materials or a material and air [286]. Photonic bandgap structures are periodic
dielectric structures that preclude propagation of electromagnetic waves in a certain
frequency range. The PBG-based fibers (e.g., PCFs) present the opportunity for min-
imizing the interaction between the propagating waves and the material, thus allow-
ing for the use of materials that themselves do not have a high intrinsic transparency.

Key to the realization of this transmission improvement opportunity is the estab-
lishment of fibers with large PBGs [301]. Designs with high-refractive-index con-
trast lead to large PBGs and omnidirectional reflectivity; the large PBGs result in very
short electromagnetic penetration depths within the layer structure, significantly
reducing radiation and absorption losses while increasing signal robustness [302].
Photonic crystal fiber can be constructed by forming patterns of holes along the
length of a fiber; the photonic crystal fiber keeps light confined to a hollow core (typ-
ically 15 um in diameter) surrounded by a structure of glass and air. In contrast, tra-
ditional fiber strand is constructed from solid glass or plastic surrounded by a reflective
coating (e.g., see Fig. 5.2). Photonic crystal is better than traditional reflective coat-
ing at keeping light from scattering or being absorbed, which keeps signals stronger
over longer distances [287].

Recently researchers have developed prototypes that are 100 times more efficient
at carrying the 1550-nm-wavelength light widely used in telecommunications than
previous photonic crystal prototypes were able to (attenuation being improved from
1000 to 13 dB/km). More work remains to be done, however, since existing com-
mercial fibers have attenuation levels of around 0.5 dB/km (e.g., see Fig. 5.3); oth-
erwise, repeaters are required at very short distances, which is costly and undesirable
from a plant design perspective. Researchers are also working to develop techniques
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FIGURE 5.2 Internal reflections (applicable to fiber).
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FIGURE 5.3 Basic performance of a telecom fiber.

to ensure that the photonic crystal fiber does not affect signal properties, such as
polarization. The manufacturing goal is to make photonic crystal fiber structures that
are consistent enough to efficiently channel light over useful distances. The chal-
lenge to producing the more efficient fiber is keeping the structure consistent through-
out the length of the fiber [242, 287]. The material costs of the new fiber are lower
than those of existing fiber lines, but the cost of manufacturing the new fiber could
be higher, at least initially. More details are provided in Section 5.5.

5.3.3 Photonic Crystal Lasers

Photonic crystal lasers are lasers where the resonant cavity is formed by a periodic
dielectric constant; the dielectric constant is periodic in at least two dimensions [290].
In some ways, they are similar to distributed feedback lasers and to vertical cavity
surface-emitting lasers.
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5.3.4 Plasmonics

Plasmonics is an emerging field of optics aimed at the study of light at the nanome-
ter scale; as noted, these dimensions are far smaller than a wavelength of light
(e.g., 1550 nm), smaller than today’s smallest electronic devices [265]. Plasmons are
coherent oscillations of the conduction electrons of the metal against the static pos-
itive background of the metal ion cores [142]. Some nanostructures act as super-
lenses, capturing specific wavelengths of light, focusing the light to ultrasmall spots
at high intensities, and converting some electrical energy back into light that is reflected
away [265, 294]. These metallic nanoscale structures are being investigated for their
strong localization via the plasmon resonance; it is expected that these structures can
be used to guide light over extended distances with lateral dimensions much less
than the wavelength [250]. This research is expected to allow scientists and engi-
neers to design new optical materials and devices “from the bottom up” using metal
particles of specifically tailored shapes [294]. The further integration of optical
devices (also discussed next) will require the fabrication of waveguides for electro-
magnetic energy below the diffraction limit of light. Research shows that arrays of
closely spaced metal nanoparticles can be used for this purpose. Coupling between
adjacent particles sets up coupled plasmon modes that give rise to coherent propa-
gation of energy along the array. Studies have shown that one can obtain group
velocities of energy transport that exceed 0.1 ¢ along straight arrays and that energy
transmission and switching through chain networks such as corners and T structures
are possible and efficient. These plasmon waveguides and switches could be the
smallest devices with optical functionality [303]. More details are provided in
Section 5.6.

5.3.5 Integration

As already noted, integration is a desirable goal in order to support miniaturization,
improved power consumption profiles, reliability, and functionality. Interest exists to
develop an optical switching capability based on silicon in a planar geometry. We
already discussed this concept in Section 5.2 at the mesoscopic scale, but we revisit
it here at the nanoscale. The miniaturization of optical devices to dimensions com-
parable to VLSI-(very large scale integration) based electronic is a major goal of cur-
rent research efforts in optoelectronics, photonics, and semiconductor manufacturing
[142]. There is major interest in developing optical ICs with high complexity and
advanced functionality. Large-index contrast waveguides are seen as the building
blocks for future integrated optics systems. In many approaches, high-index contrast
structures are employed resulting in photonic wires either for conventional index
guiding waveguides or in photonic bandgap structures. The goal of the commercial-
ization initiatives is to achieve low-cost mass-produced photonic structures. To that
end, observers believe that an evolutionary path to complex index guiding devices is
closer to market than the more revolutionary approach of photonic crystals [304]. In
both cases the number of functional elements of a given chip area could be enhanced
by several orders of magnitude, eventually resulting in VLSI photonics. Optical
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microresonators are a promising basic building block for filtering, amplification,
modulation, and switching (this is discussed later). Active functions can be obtained
by monolithic integration or a hybrid approach using materials with thermo-, electro-,
and optooptic properties and materials with optical gain.

As just noted, some researchers believe that plasmon waveguides can facilitate
the goal of integration. A high level of integration of optical components enabling
the fabrication of all-optical chips for computing and sensing requires a confinement
of the guided optical modes to small dimensions along with the ability to route
energy around sharp corners. Technologies that are advancing the art (and the sci-
ence) of fabrication of integrated optical components include planar waveguides,
optical fibers, and photonic crystals, all of which can confine and guide electromag-
netic energy in spatial dimensions in the sub-micrometer range. Technologies based
on plasmonics can drive the minituarization to the nanoscale. “Optics-on-chip” is a
platform that is free from conventional microelectronics limitations. As mentioned
in the introduction of this chapter, up to now there has been somewhat limited
progress in this area, and most photonic devices are still constructed as discrete ele-
ments; this is mainly due to the fact that most of the work on active (or tunable)
devices is nonintegratable with present-day microelectronics, given the fact that sil-
icon has been considered primarily as a passive material. Recently, however, it has
been shown that optical properties of silicon (e.g., for optical switching) can be con-
trolled externally using photon absorption for carrier injection. Photonic crystals can
enhance the electromagnetic field and nonlinearities by orders of magnitude and,
hence, can be useful in this context [251]. A number of new photonic-level tech-
nologies are evolving; as an example, researchers are developing techniques for
making photonic microchips, including ways to guide and bend light in air or a vac-
uum, to switch a beam of light on and off, and to connect nanophotonic chips to opti-
cal fiber [305, 305a].

5.3.6 New Technologies

More advanced technologies deal with quantum-level phenomena, such as quantum
entanglement. Quantum entanglement is expected to be useful for quantum infor-
mation processing. Quantum theory is more than a (radical) departure from classical
physics: It also offers new possibilities in communications and computing. Quantum
theory is nonlocal: It predicts entanglement between distant systems leading to cor-
relations that cannot be explained by any theory, based only on local variables, as
demonstrated by Bell inequality. The state of a two-particle system is said to be
entangled when its quantum mechanical wave function cannot be factorized into two
single-particle wave functions (wave functions are discussed in Appendix D) [306].
Relevant experiments have been found to be in agreement with quantum theory;
hence, the physics community faces a “strange” world view: In theory, everything is
entangled; in practice, however, decoherence makes it impossible to reveal this
entanglement. Entanglement of photons or of material particles (electrons, atoms,
ions, etc.) has received attention in the recent past. Experimental realization of quan-
tum entanglement is relatively easy for photons: A starting photon can spontaneously
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split into a pair of entangled photons inside a nonlinear crystal. Quantum entan-
glement has recently gained interest and research attention because this phenome-
non can be key to massively parallel quantum information processing. The general
idea related to computing is that entanglement provides means to carry out tasks that
are either traditionally impossible (e.g., quantum cryptography) or would require
significantly more steps to perform on a classical computer (e.g., searching a data-
base, factorization) [307]. This topic is fairly advanced and is not pursued further at
this juncture; Appendix G provides a discussion from a quantum computing per-
spective.

Another trend is related to QD lasers and semiconductor optical amplifiers (QDs
were introduced in Chapter 4). Researchers have demonstrated quantum dot semicon-
ductor optical amplifiers (SOAs) with saturation power comparable to the best results
obtained for bulk and quantum well devices; quantum dot SOAs offer a wider gain
bandwidth, higher saturation power, very fast recovery time, and a very small
linewidth enhancement factor [254, 307a]. The unique properties of quantum dots may
also lead to higher speed for all-optical signal processing applications [268, 308].

5.3.7 Instrumentation

While there is a large engineering effort in the synthesis of nanostructures (clusters,
particles, tubes, layers, biomaterials, self-assembled systems), there is also a need
for techniques with which to interact with these nanostructures and to probe their
physical properties at the nanoscale. As an example, near-field optical techniques
can be applied to probe complex semiconductor nanostructures as well as indi-
vidual protein molecules [250] (we briefly describe this technique in Section 5.6.2).
However, there are many other techniques, for example, based on X-ray, electron
beam, ion beam, nuclear magnetics, and atomic force principles, as covered in
Appendix F.

Next, we provide more extensive discussion on the technologies identified in
Section 5.3.

5.4 PHOTONIC CRYSTALS

5.4.1 Overview

We expand here on the concepts that we introduced in the previous sections. Photonic
crystals are optical materials that allow for controlling and manipulating the flow of
light. Photonic crystals are composed of a regular arrangement of a dielectric mate-
rial that shows strong interaction with light; any material exhibiting spatial perio-
dicity in refractive index is a photonic crystal [252, 253]. Photonic crystals are
materials with repeating patterns spaced very close to one another, with separations
between the patterns comparable to the wavelengths of light. When light falls on
such a patterned material, the photons of light interact with it, and with proper design
of the patterns, it is possible to control and manipulate the propagation of light within
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the material [309]. Because the physical phenomenon in photonic crystals is based
on diffraction, the periodicity of the photonic crystal structure needs to be in the
same dimensional scale as the wavelength of the electromagnetic waves of interest.
The more the contrast in refractive index, the better the optical properties of the pho-
tonic crystal [285]. Photonic crystals are considered to be microphotonics structures,
but they are generally discussed in the context of nanophotonics.

Photonic crystals are artificially created, multidimensionally periodic structures.
Photonic crystals are 2D or 3D ordered structures composed from submicrometer-
sized objects. An example of a photonic crystal is opal, the gemstone: The opales-
cence is a photonic crystal phenomenon based on Bragg diffraction of light on the
crystal’s lattice planes. In general, photonic crystals are periodic dielectric structures
that control the propagation of light. The dielectric structures have lattice parameters
on the order of the wavelength of light. When these structures are periodic, that is,
when the refractive index exhibits 2D or 3D modulation effects, the structures are
“crystallinelike” and demonstrate “Bragg” diffraction. This is associated with the
opening of a “bandgap” in the photonic Brillouin zone, namely, there is a range of
frequencies at which the propagation of electromagnetic waves is forbidden [299].
Photonic bandgaps give rise to new possibilities for the design of optical switches,
wavelength-selective mirrors (Bragg mirrors), lossless reflectors, and lasers.

The propagation of light in photonic crystals has a strong similarity to the wave
propagation of a conduction electron in a crystalline solid; hence, the dispersion
relations of light can be described with band structures in a Brillouin zone in
reciprocal space. Photonic crystals are being pursued to obtain an optical range of
frequencies—a PBG—for which propagation is forbidden in all directions simulta-
neously, much like the energy gap in a semiconductor. This PBG has important
quantum optical consequences, such as the inhibition or enhancement of radiative
processes like spontaneous emission. Furthermore, point defects can act as small
cavities that may form the basis for efficient miniature light sources and for novel
solid-state quantum electrodynamics (QED) experiments in the strong coupling
regime [310] (see Appendices D and E for a discussion of QED). Photonic crystals
represent a new frontier in fundamental aspects of quantum and nonlinear optics
[18].

The basic form of a photonic crystal is a 1D periodic structure such as a multi-
layer film. Electromagnetic wave propagation in such systems was first studied by
Rayleigh in the late nineteenth century, when he demonstrated that any such 1D sys-
tem has a bandgap. The 1D periodic systems eventually appeared in applications
ranging from DFB lasers to reflective coatings. The 2D periodic optical structures,
without bandgaps, received initial study in the 1970s and 1980s. The possibility of
2D and 3D periodic crystals with 2D and 3D bandgaps was suggested a century after
Rayleigh: In 1987 Eli Yablonovitch and Sajeev John independently published arti-
cles describing these constructs [311, 312].

Figure 5.4 depicts how the periodicity defines dimensionality of photonic crys-
tals. When the index of refraction changes periodically along one direction only, then
the material is a 1D photonic crystal. A 2D photonic crystal has refractive index vary-
ing periodically along two directions. In dielectric structures with a 3D periodicity,
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FIGURE 5.4 1D, 2D, and 3D PCs. Different shades represent materials of different values
of refractive index.

there are no propagation modes in any direction for a range of frequencies, giving
rise to a complete photonic bandgap [285].

5.4.2 Applicability of Technology

The PBG structures represent a new class of dielectric materials that allow guiding
and manipulating the flow of light on the scale of the wavelength of light; PBG mate-
rials consist of a periodic arrangement of dielectric elements (e.g., hollow cylinders
in a dielectric host material with high refractive index) with a lattice constant compa-
rable to the wavelength of light [18]. Similar to the forbidden energy range (bandgap)
for electrons in a semiconductor, PBG materials can present a bandgap for the energy
spectrum of photons; it follows that the surface of the PBG materials can act like a
perfect dielectric mirror for light with incidence from all directions. In turn, this allows
one to capture (localize) light in nanoresonators and guide light in two and three
dimensions with radii of curvature that were previously inaccessible. In turn, again,
this enables new dimensions in terms of miniaturization of photonic devices—
microphotonics will be able to evolve to nanophotonics [18].

Most of the work in this field has focused on the manipulation of the photonic
bandgap, or the forbidden states for the photons. A photonic crystal with a full
photonic bandgap is like a photonic insulator in which photons are not allowed to
propagate. One can utilize the allowed states for photons and employ photonic crys-
tals as novel photonic conductors [285]. Periodic structures, including gratings and
3D arrays, have many possible optoelectronic applications. Photonic crystal appli-
cations include LEDs, optical fiber, nanoscopic lasers, photonic ICs, radio frequency
antennas and reflectors, and pigments.

Two-dimensional periodic photonic crystals already have reached a level where
integrated-device applications are in sight; 3D photonic crystals had not yet entered
commercialization as of press time (manufacturability considerations require further
resolution). Initial commercial products involving 2D periodic photonic crystals are
already available in the form of photonic crystal fibers that use a nanoscale structure
to confine light with distinct characteristics (compared to conventional optical fiber)
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for applications in nonlinear devices [292]. There is also interest in higher refractive
index material to develop 1D photonic bandgap structures that operate in the near-
infrared frequency region (850—1550 nm) (as well as in the visible region). An omni-
directional reflector consisting of alternating layers of tin sulfide and silica (lower
refractive index material) can be fabricated with a characteristic length scale on the
order of 100nm. These kinds of materials lead to several new possibilities
that include efficient reflectors, high-frequency waveguides for communications and
power delivery and high-Q cavities [313] (Q is a factor that measures the quality of
a cavity—it is often obtained experimentally—See Glossary for more information).

In electronic microcircuits, electrical currents are guided by thin metal wires;
electrons are bound within the cross section of the wire by the work function of the
metal; as a result, electrical currents follow the path prescribed by the wire without
escaping to the background. The predicament is different for optical waves: Light in
an optical fiber can easily escape into the background electromagnetic modes of
empty space if the fiber is bent or distorted on a microscopic scale [314]. Photonic
crystals with complete photonic bandgaps eliminate this problem by removing all the
background electromagnetic modes over the relevant band of frequencies. Light paths
can be created inside a PBG material in the form of engineered waveguide channels
to realize a number of microoptical functional elements such as straight waveguides
[315], sharp bends [316], beam splitters, and tiny interferometers. Similarly, isolated
defects in a PBG material act as microresonators and may be used to couple wave-
guiding structures to realize even more complex functional elements such as
add—drop filters [317].

The PBG material can act as a tailored quantum electrodynamic vacuum [318].
The quantum optical and the nonlinear optical properties of atoms, molecules, and
artificial atoms (e.g., semiconductor quantum islands or quantum dots) in such dielec-
tric environments are distinctly different from usual free space. The inhibition or
strong modification of spontaneous emission in a controlled fashion is one example
of distinct properties. At the same time, this new physics allows to design novel pho-
tonic devices such as ultralow-threshold lasers and/or ultracompact and ultrafast
nonlinear optical switching elements. The controlled incorporation of “defects” can
lead to allowed energies within the forbidden gap, which then act like extremely nar-
row optical filters. There is research underway on linear and nonlinear optical prop-
agation of light (wavelength range of 1300 and 1550nm) in PBG materials and
photonic devices made of them. The evolution of light pulses, “photonic bits,” is of
obvious relevance for applications in terms of telecommunication [18].

The controlled generation of “hot carriers” in the semiconducting constituents of
a photonic crystal may provide a novel avenue to realizing tunable photonic band
structure [319]. Similar considerations apply to the recently proposed photonic crys-
tal structures that employ metal-coated spheres [320, 321].

There are other effects related to photonic crystals that may be of interest for
future engineering applications. For example, while linear wave propagation is absent
in a PBG, nonlinear effects can still occur. When one of the materials exhibits an
intensity-dependent refractive index, certain high-intensity “light bullets” (solitary
waves) can pass through the material even at frequencies within the gap [18, 322].
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This effect may serve as the basis for ultrafast nonlinear switching devices. Conversely,
outside a PBG, the photonic band structure may exhibit flat bands over extended
frequency ranges, giving rise to extremely low group velocities [18, 323]. In addi-
tion, the corresponding photonic mode structure may exhibit strong resonant field
enhancements in certain spatial regions [18, 324]. Hence, when a nonlinear photonic
crystal is appropriately designed, these effects will lead to very large effective non-
linearities for propagating pulses and a number of nonlinear conversion effects such
as second harmonic generation may be realized with increased efficiencies. The
potential of nonlinear optics in PBG materials is only now beginning to be explored:
Undesired broadening of “optical bits” due to group velocity dispersion could be
avoided or reversed by soliton effects, optical bits could be switched or routed, and
so on [18] (nonlinear optics are revisited in Section 5.7.1).

5.4.3 Fabrication

The necessary precision in terms of fabrication is on the order of 10 nm; this manu-
facturing scale is somewhat of a challenge at this time, at least in terms of per-
unit costs and yields [18]. Photonic crystals take advantage of the nanofabrication
processes that are available to pattern the dielectric function at the subwavelength
scale; this patterning ability presents the possibility of designing the electromagnetic
modes of photonic devices in microscopic detail [290]. The fabrication of 2D and 3D
photonic crystals for near-infrared and visible frequencies remains a difficult under-
taking at this time [314]. “Top down” nanotechnology fabrication methods to grow
photonic crystals are not inexpensive; hence, researchers have sought approaches
based on self-assembled structures starting from colloidal crystals. The strategy used
by some researchers is to manufacture 2D PBG structures via self-assembly of func-
tional magnetic colloidal particles as building blocks: Under certain conditions self-
assembly of identical particles results in “photonic crystals” [325]. Some researchers
use magnetic interactions; this approach is promising for PBG applications since
these interactions (and the bandgap) can be tuned by the application of an external
magnetic field [299].

One-dimensional photonic crystals can be constructed from a variety of organic
and biopolymers, which can be dissolved or melted, by templating the solution-cast
or injection-molded materials in porous silicon or porous silicon dioxide multilayer
(rugate dielectric mirror) structures [326]. Synthesis of materials using nanostruc-
tured templates has emerged as a useful and versatile technique to generate ordered
nanostructures [327]. Templates consisting of microporous membranes [328, 329],
zeolites [330], and crystalline colloidal arrays [331] have been used to construct
fairly elaborate electronic, mechanical, or optical structures. Porous Si is a viable
candidate for use as a template because the porosity and average pore size can be
tuned by adjusting the electrochemical preparation conditions that allow the con-
struction of photonic crystals, dielectric mirrors, microcavities, and other optical
structures.

Besides the necessity for large-scale microstructuring of materials with precision
on submicrometer-length scales, there are only a limited number of materials with
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sufficiently high index of refraction such as Si, Ge, GaAs (gallium arsenide), GaP
(gallium phosphide), InP (indium phosphide), and SnS,. Because of their semi-
conducting nature, these materials exhibit a certain amount of frequency-dependent
absorption and associated frequency-dependent variations in the index of refraction
at near-infrared and visible frequencies [314]. (For example, it may be possible that
multiple Bragg scattering in photonic crystals could lead to a resonant enhancement
of otherwise negligible amounts of absorption in the bulk material and, as a conse-
quence, may compromise the performance of photonic-crystal-based devices).

The information presented above forms the rough outline of the general operation
of photonic crystals and PGB materials and its general applicability. The next sec-
tion looks at some of the specific applications.

5.5 TELECOM APPLICATIONS OF PHOTONIC CRYSTALS

5.5.1 Quantum Cascade Lasers

Quantum cascade (QC) lasers are relatively new devices that exploit photonic crystal
technology (as we saw in the previous section, photonic crystals are highly engi-
neered materials with useful optical properties). The QC lasers are a class of high-
performance semiconductor lasers invented in the mid-1990s. They are constructed
by stacking many ultrathin atomic layers of standard semiconductor materials (such
as those used in photonics) on top of one another. By varying the thickness of the
layers, it is possible to select the particular wavelength at which a QC laser will emit
light, allowing engineers to custom design a laser. These lasers are compact, rugged,
and powerful [309].

When an electric current flows through a QC laser, electrons cascade down an
energy “staircase,” and every time an electron hits a step, a photon of infrared light
is emitted. The emitted photons are reflected back and forth inside the semiconduc-
tor resonator that contains the electronic cascade, stimulating the emission of other
photons. This amplification process enables high output power from a small device.
In the decade since their invention, QC lasers have proved to be convenient light
sources and are commercially available [309]. Applications also include free-space
optics operating at 10 um transmission, rather than the usual 1-um range.

Standard QC lasers emit light from the edges (they cannot emit laser light
through the surface of the device). Recently, a surface-emitting QC laser was devel-
oped by using the precise light-controlling qualities of a photonic crystal to create
a QC laser (using electron beam lithography) that emits photons perpendicular to
the semiconductor layers, resulting in a laser that emits light through its surface.
The laser is “only” 50,000 nm across; this is quite a bit larger than the nanoscale,
but it is compact by standard considerations. Compact lasers enable large arrays of
devices to be produced on a single chip, each with its own designed emission prop-
erties. Such lasers-on-chips, if fabricated in the future, may lead to new possibilities
for optical communications as well as other optoelectronics and sensing technolo-
gies [309].
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5.5.2 Photonic Crystal Fibers

Standard silica-based optical fiber is a strand of glass that has a cladding 125 um in
diameter with an inner core that is 10 um diameter. The inner core has a refrac-
tive index higher than the surrounding cladding. This enables the core to trap and
guide the light down the waveguide by total internal reflection; light propagates
down the waveguide with relatively little loss (in the range of 0.5 dB/km). At this
time the principal source of optical loss is intrinsic scattering of light from the silica
due to the molecular structure of the glass itself. The injection of the optical amplifier
in the signal path has supported long-transmission circuits without requiring elec-
trical termination and remodulation, but this has also introduced a new limitation,
namely, dispersion (i.e., pulse broadening.)

To sustain bandwidth-carrying capacity in a single-fiber strand, one must address
loss, dispersion, and other constraints in the fiber. There have been a number attempts
to do this in the past (e.g., using new materials such as fluoride fibers), but these
initiatives have not progressed to fruition. As briefly discussed in Section 5.4.2, pho-
tonic crystals offer the possibility of novel optical devices, such as filters, attenua-
tors, polarization controllers, wavelength converters, and other in-fiber photonic
devices that manipulate light rather than just transporting or filtering it. Recently,
researchers have studied microstructured fibers where the light is confined by air
holes in the fiber rather than being confined by the slight index differential (contrast)
of conventional fibers. This provides a very large contrast. This placement of longi-
tudinal airholes around the optical core affords new capabilities regarding optical
properties (e.g., nonlinearity resulting from extremely tight light confinement and
very low dispersion) [288]. The high-refractive-index contrast between glass and air
holes permits light (under the right engineering circumstances) to be guided in air,
rather than being taken into the high-index glass. These fibers can support very high
information-carrying capacity because of the ability to multiplex across a wide band-
width.

The idea of using periodically spaced air holes to guide light longitudinally was
introduced in the mid-1990s and, although true bandgap operation was not achieved
at that time, a lot of research ensued, including but not limited to [332, 333, 334, 335,
336, 337]. The first air core fiber was actually demonstrated in 1998, with propaga-
tion over structures about 1 m in length; manufacturing progress is being made, as
was already noted earlier in the chapter. The holes in the fibers can also be filled with
other materials, such as polymers, liquids, or liquid crystals.

If these kinds of fibers can be manufactured in such a manner to achieve low loss,
they would become practical for telecom applications. It has been demonstrated that in
theory attenuation can be many orders of magnitude less than silica fibers. However,
other practical challenges exist: For example, the fiber must be fabricated with enough
dimensional accuracy over long lengths (one needs to maintain bandgap operation over
long lengths); low-loss splicing techniques need to be developed; and so on.

A resonant structure may be used to create as perfect a reflector as possible at
optical frequencies (creating a Bragg reflection). A resonant structure can be created
with a stack of dielectric films with alternating high and low refractive index.
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Constructive interference between reflections from each layer results in the inability
of the light to pass through the structure, giving rise to (near) perfect reflection. A
sheet of this material can be rolled into a hollow tube to confine and guide light down
the tube. Optical confinement by Bragg resonance can also be achieved in a 2D crys-
tal structure.

5.5.3 Superprism Effect in Photonic Crystal

The superprism® phenomenon in photonic crystals is an effect that utilizes the
allowed states for photons to manipulate the propagation of light. Polychromatic
light incident at an angle onto one of the surfaces of a prism is dispersed within the
prism; that is, light rays of different wavelengths propagate at different angles in the
prism. Rays exiting the prism have a wavelength-dependent propagation angle that
is due to the prism geometry. Conventional prisms rely on material dispersion;
because the change in refractive index with wavelength is rather weak for transpar-
ent materials, the obtainable dispersion is limited. On the other hand, photonic crys-
tal structures can be used to obtain much higher spatial dispersion. As a consequence
of the wavelength-scale feature sizes of photonic crystals, these structures exhibit a
behavior that is distinct from that of bulk materials. Wavelength regimes with high
dispersion have been observed in theory and in practice (experiments) for 1D, 2D,
and 3D photonic crystals. Considering the fact that these artificial structures exhibit
much higher dispersion than the material dispersion of conventional prisms, this
phenomenon has been termed the superprism effect [337a].

For certain wavelengths, light propagation inside a photonic crystal is significantly
different from that in ordinary crystals. In an ordinary prism, splitting of light depends
on the wavelength dependence of the refractive index; as noted, this dependence is
small and the light propagation angle is determined by Snell’s law. In a photonic
crystal, band structure anisotropy determines the internal propagation direction and,
consequently, the large angular dispersion. Due to this anisotropy, the propagation
direction of light inside a photonic crystal can be an extremely sensitive function of
parameters such as the wavelength or the incident angle. This effect, known as the
superprism phenomenon, is observed at high frequencies, where anisotropy in pho-
tonic band structure is strongest and effects such as negative refraction and birefrin-
gence are expected.

The basis for the superprism phenomenon is anisotropy in the photonic band
structure, a feature that is strongly present at frequencies near the photonic bandgap.
The effect is very sensitive to the particular choice of incident angle relative to the
orientation of the photonic crystal as well as sensitive to the incident wavelength.
Calculations show a wavelength sensitivity of 14 degrees/nm for an input wave-
length of around 1300 nm; calculations at constant wavelength show a change of 8°
in the internal propagation angle for a 1° change in the input angle; these sensitivi-
ties increase at lower wavelengths. However, there is a very narrow window of oper-
ation for superprism effect to occur.

SThis section is based on [285].
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Since the superprism effect is basically an extraordinary angle-sensitive and
wavelength-sensitive light propagation, a primary field of application of this effect is
the area of integrated optics. Wavelength-dependent propagation can be exploited for
WDM devices, whereas angle-sensitive propagation can be utilized for beam-steering
and waveguiding. The mechanism of superprism can be applied to a variety of opti-
cal modulation devices. The advantage of using photonic crystal for these devices is
that the device dimensions can be reduced given that the sensitivity is greater due to
large angular deviation of the light beam. There also are applications to an optical
sensing technique; this exploits the extreme sensitivity of the diffraction angle to the
material properties, such as the refractive index contrast.

5.6 PLASMONICS

5.6.1 Study of Light at the Nanoscale

While interesting, PCs and PCFs discussed in the previous sections are still
microlevel constructs. Plasmonics, on the other hand, is an emerging field of optics
aimed at the study of light at the nanometer scale. The goal of plasmonics is to
develop new optical components and systems that are the same size as today’s small-
est integrated circuits and that could ultimately be integrated with electronics on the
same chip [265, 294]. The properties of metallic nanostructures and their near-field
properties and applications are currently receiving increased research attention
[338]. There is interest in the manipulation and focusing of optical fields by metal
structures with subwavelength features. Advanced nanofabrication techniques that
realize subwavelength metal structures, the development of computational methods
to analyze their electromagnetic properties, and the observation of new phenomena
such as surface-enhanced Raman scattering have all contributed to this resurgence of
interest and to the development of a new field newly dubbed “plasmonics” [339]. An
entirely new technology is emerging to manipulate optical information on a scale
smaller than the wavelength of light, where optical energy is stored in plasmon states
of materials [252, 253]. Researchers see “intriguing” properties of small metal and
dielectric nanostructures from a physical and materials point of view.

New classes of metal-dielectric nanostructured materials with applications in
photonics and optoelectronics are emerging: Metal nanostructures are capable of
supporting various plasmon modes, which can result in high local fields (see Section
5.6.2) and, in turn, in major improvement of optical responses. These plasmonic
nanostructures act like nanoantennas accumulating and building up the electro-
magnetic energy in small nanometer-scale areas [340, 341, 342, 343]. Applications
envisioned for these nanomaterails typically entail arrays of closely spaced metal
nanoparticles (arrays of closely spaced metal rods): Arrays of nanoscale metal struc-
tures can be constructed to create plasmon waveguides that can be smaller than a
wavelength of light.

Plasmons can be thought of as “ripples of waves” in the “ocean” of electrons
flowing across the surface of metallic nanostructures. Plasmonic devices are ultrasmall
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metal structures of various shapes that capture and manipulate light; they make use
of optical properties of metallic nanostructures. The field of plasmonics has existed
for only a few years, but it is now attracting a lot of research interest (and funding).
The fact that light interacts with nanostructures is prima facia at odds with tradi-
tional optics, which for over a century postulated that light waves could not interact
with anything smaller than their own wavelengths [265, 294]. Recently, however, it
has been shown that nanoscale objects can amplify and focus light. References [344,
345] and [345a through 345t] comprise a short bibliography of recent papers on the
topic. Table 5.4 lists areas of research and applications within this field [338].
Individual noble metal nanoparticles strongly interact with visible light at their
dipole surface plasmon frequency due to the excitation of a collective electron

TABLE 5.4 Areas and Applications of Plasmonics

Nanofabrication of plasmonic Nanoparticle plasmonic structures
architectures: structures Chemical fabrication
and devices Lithographic and nanopatterning (nonlithographic)
fabrication

Materials fabrication

Biomimetic and bioinspired fabrication

Integration of nanophotonic materials and devices
with microphotonics (e.g., photonic crystal
devices and other monolithic integrated
photonic technologies)

Plasmonic properties and Spectroscopies (both spectral and time resolved)
characterization Local probes, nanooptics, and near-field
phenomena
Microscopies

Nonlinear optical properties.

Plasmonic phenomena and effects Surface plasmon optics in thin films
Surface-enhanced Raman scattering
Surface-enhanced nonlinear spectroscopy
Fluorescence enhancement
QED effects in plasmonic nanomaterials
Metallic arrays and plasmonic bandgap materials
Extraordinary transmission/diffractive/refractive

phenomena
Low-frequency plasmons and their applications
Left-handed plasmonic materials

Plasmonics and plasmonic Sensors
nanophotonics applications Waveguides
and devices Arrays

Devices

Plasmonic nanocircuits

Plasmonic sensors

Nanocrystal and nanowire lasers and LEDs
Micromirrors, microcavities
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motion (a so-called plasmon) inside the metal particle [303, 346]. The surface of the
nanoparticle confines the conduction electrons inside the particle and sets up an
effective restoring force, leading to resonant behavior at the dipole surface plasmon
frequency. Figure 5.5 shows the flow of electromagnetic energy around a single
spherical metal nanoparticle at two different excitation frequencies. When the fre-
quency of the light is far from the intrinsic plasmon resonance of the metal nanopar-
ticle (Fig. 5.5a), the energy flow is only slightly perturbed. At the plasmon resonance

2

=l

(b)

FIGURE 5.5 Energy flux around a metal nanoparticle under plane wave excitation. (a)
When the excitation occurs far from the plasmon resonance frequency, the energy flow is
only slightly perturbed. () When the excitation occurs at the plasmon frequency, the energy
flow is directed toward the particle. This resonant field enhancement is a key element of
plasmon waveguides. (From C. F. Bohren and D. R. Huffman, Absorption and Scattering of
Light by Small Particles, © Wiley, New York, 1983; by permission of John Wiley & Sons,
Inc. [356]).
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frequency, the strong polarization of the particle effectively draws energy into the
particle (Fig. 5.5b). This effect can be observed as a strong enhancement in the scat-
tering cross section in optical extinction measurements [303, 346]. The dipole surface
plasmon resonance is most pronounced for particles much smaller than the wave-
length of the exciting light, since in this case all conduction electrons of the particle
are excited in phase. The resonance frequency is determined by the particle material,
the shape of the particle, and the refractive index of the surrounding host. Surface
plasmons can be efficiently excited in the noble metals gold, silver, and copper due
to their free-electron-like behavior; for these metals the plasmon resonance occurs in
the visible range of light in a variety of hosts.

Integrated optics faces the fundamental limitation that, for the guiding, modula-
tion, and amplification of light, in a useful manner, structures are needed that have
dimensions comparable to the wavelength of light. Recently, it was shown theoreti-
cally that this problem can be avoided by transporting electromagnetic energy along
linear chains of closely spaced metal nanoparticles. This transport relies on the near-
field electrodynamic interaction between metal particles, resulting in coupled plas-
mon modes [347]. Waveguides based on the principle of total internal reflection
(e.g., optical fibers) do not allow for the guiding of light around sharp corners with
a bending radius considerably smaller than the wavelength of light A [142, 348].
Engineering of defect modes in photonic crystals has enabled the fabrication of
defect waveguides with (more) complex guiding geometries [142, 349, 350]. The
integration of active devices such as defect mode lasers into photonic crystals is
expected to advance the creation of optical chips [351]. The size and density of opti-
cal devices employing these technologies, however, are restricted by the diffraction
limit A/2n of light. This imposes a lower size limit of a few hundred nanometers on
the optical mode size; hence, a size mismatch between highly integrated electronic
devices with lateral dimensions of a few tens of nanometers and optical guiding
components persists and needs to be overcome [142]. The diffraction limit for the
guiding of electromagnetic energy can be overcome if the optical mode is converted
into a nonradiating mode that can be confined to lateral dimensions smaller than the
diffraction limit [142]. Examples of approaches of the latter kind that have been the
focus of research over the last few years are surface plasmon—polaritons in metals.
Whereas plasmons in bulk metal do not couple to light fields, a two-dimensional
metal surface can sustain plasmons if excited by light either via evanescent prism
coupling or with the help of surface corrugations to ensure momentum matching
[142, 352]. Such surface plasmons propagate as coherent electron oscillations paral-
lel to the metal surface and decay evanescently perpendicular to it. Thus, the elec-
tromagnetic energy is confined to dimensions below the diffraction limit
perpendicular to the metal surface. Corrugations can further act as light-scattering
centers for surface plasmons, allowing for the fabrication of interesting optical
devices such as an all-optical transistor [142, 353].

The new field of nanoplasmonics has applications to photonic devices. Plasmonics
research provides a model that describes how ultrasmall metal structures of vari-
ous shapes capture and manipulate light. Metal nanoparticles possess plasmon modes
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whose strong local fields may be useful for precise, photoinitiated processes in
nanostructured arrays [354]. The equations that describe the frequencies of the plas-
mons in nanoparticles are similar, but not identical, to the quantum theory equations
that describe the energies of electrons in atoms and molecules (e.g., Appendix D); this
means that nanophotonic structures can be modeled in quantum-theoretic terms,
rather than in classical optics terms. The type of plasmon that exists on a surface is
directly related to the surface’s topology, for example, a nanosized pore in metallic
foil or the curvature of a nanoscale gold sphere. When light of a defined frequency
interacts with a plasmon that oscillates at a compatible frequency, the energy from the
light is captured by the plasmon, converted into electrical energy that propagates
through the nanostructure, and ultimately reconverted back to light [265, 294].

Dielectric materials have modest refractive indices and, as a result, the range
wave vectors achievable at optical frequencies have held back the scaling of dielec-
tric optical components. Fortunately metallic, metallodielectric, and metal/semicon-
ductor hybrid photonic structures have the capability to significantly alter this situation
[249]. These structures support surface and interface plasmons that offer the ability
to localize, extract, and enhance electromagnetic fields at metallodielectric interfaces
and in nanostructures. The unusual dispersion properties of metals near the plasmon
resonance enables excitation of surface modes and resonant modes in nanostructures
that access a very large range of wave vectors over a narrow frequency range. This
feature constitutes a critical design principle for light localization below the free-
space wavelength and opens the path to truly nanophotonic and plasmonic optical
devices. Thus, truly nanophotonic components and systems based on such materials
now appear to be viable [249].

Another nanoscale arrangement that can sustain surface plasmons are metal
nanoparticles [355, 356]. In metal nanoparticles, the 3D confinement of the electrons
leads to well-defined surface plasmon resonances at specific frequencies. It has been
established that light at the surface plasmon resonance frequencies interacts strongly
with metal particles and excites a collective motion of the conduction electrons, or
plasmon [357]. These resonance frequencies are typically in the visible or infrared
part of the spectrum for gold and silver nanoparticles. For particles with a diameter
much smaller than the wavelength A of the exciting light, plasmon excitations pro-
duce an oscillating electric dipole field resulting in a resonantly enhanced nonprop-
agating electromagnetic near field (see Section 5.6.2) close to the particle surface
[142]. It has also been found that near-field interactions between closely spaced
metal nanoparticles in regular 1D particle arrays can lead to the coherent propaga-
tion of electromagnetic energy along the arrays with lateral mode sizes below the
diffraction limit [358]. For Au and Ag nanoparticles in air, group velocities for
energy transport higher than the saturated electron velocities in semiconductors and
energy decay lengths of a couple of hundred nanometers have been predicted.
Furthermore, it has been suggested that these so-called plasmon waveguides can
guide electromagnetic energy around sharp corners and T structures, and an all-opti-
cal modulator based on interference operating below the diffraction limit may be
possible [359].
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Metal nanoparticles can be fabricated using a variety of tools, including electron
beam lithography [360], colloidal synthesis [361], self-assembly [362], and ion irra-
diation [363]. Ion beams show the potential for large-volume fabrication of anisotrop-
ically distributed metal nanoparticles [354]°.

In particular, organized arrays of nanoparticles can be manufactured. An under-
standing of the interactions between nanoparticles in an array is important for the
development of nanoscale photonic devices. Interactions between nanoparticles serve
as communication mechanisms in nanoscale environments which are well below
the scale of the conventional semiconductor technology in use today. Fundamental
mechanisms of communication can involve transfer of energy in the form of photons,
charge, or spin [354].

Applications of Plasmonics

Applications of the new nanostructured materials include [340] (i) plasmonic bandgap
materials, (ii) light-gated optical transmitters that allow one to control photons with
photons and to develop photonic nanocircuits, (iii) plasmon-enhanced QED control
of spontaneous emission for surface-enhanced coherent spectroscopies, (iv) plas-
mon-enhanced nonlinear photodetectors and other optoelectronic devices, and (v)
novel “left-handed” plasmonic nanomaterials that have a negative refractive index
and appear to offer untapped potential for photonics (e.g., “superlenses.”)

At the practical level, the concept of surface plasmons is applicable to thin films,
nanowires, and clusters. Photonic and plasmonic applications range from energy
guiding and storage to imaging and sensing. Applications include but are not lim-
ited to chemical sensing where chemicals in quantities as small as a single mole-
cule can be detected; this has applicability, for example, to homeland security and
medicine. Applications such as waveguiding below the diffraction limit, sensing
and Raman spectroscopy, and integration of metal nanostructures with dielectric
microoptics in the near infrared are also being investigated [252, 253]. Geometrically
ordered metal nanostructures, such as periodic arrays of metal nanoparticles, arrays
of holes in metal films, and metal nanowire meshes are being evaluated for tun-
able optical responses with frequency-, polarization-, and angle-selective enhance-
ments [340].

Geometrically ordered metal nanostructure materials may also be developed as
robust photonic crystals with large and scaleable bandgaps due to their negative
dielectric permittivities. Researchers have designed and fabricated periodic metal
nanostructures as photonic devices for guiding light with unprecedented density
and performance [340]. Instead of making use of extended surfaces, a confinement
of energy-guiding surface plasmon modes can be achieved using metal nanowires
[142]. In nanowires, the confinement of the electrons in two dimensions leads to
well-defined dipole surface plasmon resonances when the lateral dimensions of the
wire are much smaller than the wavelength of the exiting light.

The dipolar coupling between metal nanoparticles can also be utilized as a model for the study of other struc-
tures such as quantum dot chains [365], magnetic nanoparticle arrays [366], and coupled-resonator optical
waveguides [367].
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Nanoparticle Waveguides using Plasmonics

In recent years, there has been significant progress in the miniaturization of optical
devices. As discussed earlier in the chapter, planar waveguides and photonic crystals
are technologies that are enabling advancements in integrated optical components
[303, 368, 369]. Still, the size and density of optical devices employing these tech-
nologies is limited by the diffraction limit of light, which imposes a lower size limit
on the guided light mode of about a few hundred nanometers [303, 368]. Another
limitation is the typical guiding geometry: While photonic crystals allow for guiding
geometries such as 90° corners, planar waveguides are limited in their geometry
because of radiation leakage at sharp bends [368, 369]. Scaling optical devices down
to the ultimate limits for the fabrication of highly integrated nanophotonic devices
and circuits requires electromagnetic energy to be guided on a scale below the
diffraction limit and that information can be guided around large corners (bending
radius much less than the wavelength of light).

The further integration of optical devices will, therefore, require the fabrication of
waveguides for electromagnetic energy below the diffraction limit of light. Recently,
new methods for the guiding of electromagnetic energy have been advanced that
allows for a further reduction of the device size to below the diffraction limit in a vari-
ety of geometries [303, 370, 371, 372, 373]. It has been shown that electromagnetic
energy can be guided in a coherent fashion via arrays of closely spaced metal nanopar-
ticles based on near-field coupling. As discussed earlier in this section, there is now
theoretical and experimental work underway on metal nanoparticle waveguides:
Research shows that arrays of closely spaced metal nanoparticles can be used for inte-
gration and miniaturization purposes [303]. Coupling between adjacent particles sets
up coupled plasmon modes that give rise to coherent propagation of energy along the
array; plasmon-based waveguides and switches currently are the smallest devices
with optical functionality. The basic underlying phenomena supporting nanoparticle
waveguides are plasmon resonance and near-field coupling, discussed in the previous
paragraphs [303].

The strong interaction of individual metal nanoparticles with light can be used
to fabricate waveguides (a.k.a. plasmon waveguides) if energy can be transferred
between nanoparticles. The dipole field resulting from a plasmon oscillation in a
single-metal nanoparticle can induce a plasmon oscillation in a closely spaced neigh-
boring particle due to near-field electrodynamic interactions [370]. The finding
that ordered arrays of closely spaced noble metal particles show a collective
behavior under broad beam illumination supports such an interaction scheme [303,
374].

When metal nanoparticles are spaced closely together (separation a few tens of
nanometers), the strongly distance-dependent near-field term in the expansion of the
electric dipole interaction dominates. The interaction strength and the relative phase
of the electric field in neighboring particles are both polarization and frequency
dependent. This interaction leads to coherent modes with a wave vector k along the
nanoparticle array. Calculations for 50-nm silver spheres with a center-to-center dis-
tance of 75 nm show energy propagation velocities of about 10% of the speed of light;
this is 10 times faster than the saturated velocity of electrons in typical semiconductor
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FIGURE 5.6 Plasmon waveguides: (a¢) SEM image of a 120° corner in a plasmon wave-
guide, fabricated using EBL (Au dots are ~50nm in diameter and spaced by ~75nm cen-
ter to center). (b) Straight plasmon waveguide made using 30nm diameter colloidal Au
nanoparticles; the particles were assembled on a straight line using an atomic force micro-
scope in contact mode, and then imaged in noncontact mode. (Courtesy: S. A. Maier,
et al., Plasmonics—A Route to Nanoscale Optical Devices, © Wiley-VCH, 2001 [303b]).

devices [303]. These nanoparticles act like a light waveguide. Figure 5.6 depicts
plasmon waveguides [303].

There are number of approaches for fabrication of nanoscale plasmon waveguides
with optical functionality [303a]. The fabrication method should produce a narrow size
distribution of the individual particles; additionally, a regular and uniform particle spac-
ing is critical for the transport properties because of the strong distance dependence
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of the electromagnetic near field. Gold nanoparticles with diameters between 30 and
50 nm can be used as building blocks for plasmon waveguides [303, 346]. Two fab-
rication techniques have been used: electron beam lithography (EBL) and atomic force
microscopy (AFM). Electron beam lithography provides good size and distance con-
trol of the nanoparticles constituting the waveguides. A second method of fabrica-
tion uses manipulation of randomly deposited nanoparticles using the tip of an
atomic force microscope; in this instance, the control of the particle spacing is lim-
ited by the spatial resolution of the atomic force microscope.

5.6.2 Physics of the Near-Field

Since plasmonics deals with the near field, a brief discussion of this topic follows;
the topic, naturally, is of interest on its own merit. Over the last decade, extensive
research on and exploitation of the different kinds of near fields existing sponta-
neously or induced artificially in immediate proximity to the surface of materials (or
at the interface of two materials) have resulted in a plethora of new technical devel-
opments. For example, these technologies permit advances in nanolithography and
nanoinspection of semiconductor materials: Because near-field optics permits the
interaction of light and matter with a resolution of nanometers, manipulation of mat-
ter at this scale becomes possible [193]. This section provides a very summarized
view of the physics of the near field and is completely based on and abstracted from
an excellent paper by Girard et al. [375].

The concept of the near field is not restricted to specific areas in physics but
actually covers numerous domains of contemporary physics (electronics, photonics,
interatomic forces, phononics, etc.). The theory mainly concerns phenomena involv-
ing evanescent fields (electronic density surface wave, evanescent light, local elec-
trostatic and magnetic fields, etc.) and/or localized interatomic or molecular interactions.
In fact, the practical exploitation of these waves and local interactions was latent for
a long time in physics, until the emergence and the success of local probe-based
methods [scanning tunneling microscopy (STM), SEM, SNOM]. Although near-
field physics was a well-established research area before the mid-1970s, its actual
and systematic investigation began in the early 1980s with the invention of the scan-
ning tunneling microscope. Within a few years of this important discovery there is
now an explosion of new experimental devices able to explore and measure many
different kinds of near fields (electronic, photonic, acoustic, force, etc.). At this time,
various theoretical approaches and powerful numerical methods well suited to near-
field physics are described in the literature.

It has long been known that the surface limiting a solid body locally modifies the
physical properties of many materials (dielectric, metal, or semiconductor). In other
words, the symmetry loss generated by the presence of an interface produces specific
surface phenomena that have been identified in the past (spontaneous polariza-
tion, electronic work function, electronic surface states, surface polaritons, surface-
enhanced optical properties, etc.). The near field can be defined as the extension
outside a given material of the field existing inside this material. Basically, it results
from the linear, homogeneous, and isotropic properties of the space—time that
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impose a continuous variation of field amplitudes and energies across the interfaces.
In most cases, the amplitude of the near field decays very rapidly along the direction
perpendicular to the interface, giving rise to the so-called evanescent wave character
of the near field.

In optics, the symmetry reduction occurring in the vicinity of an interface can
enhance some hyperpolarizabilities initially absent in the bulk materials. This has been
used for surface second-harmonic generation at the metal—air interface. In the vicinity
of a metal-vacuum interface, the electron density distribution tails off exponentially
into the vacuum and exhibits Friedel oscillations on the metal side. A long list of sim-
ilar effects extensively described in the surface science literature arise due to the exis-
tence of this near-field zone. In this context, surfaces can also be considered as a
privileged place to generate, guide, manipulate, and detect evanescent waves.

A given field F(r) lying in a spatial region A always presents a continuous exten-
sion inside an adjoining domain B. This proposition is true whatever the change
between the physical properties of the two regions A and B may be. In well-defined
conditions, this leads to the occurrence of a more or less rapid decay of the field F(r)
inside the domain B. One can distinguish two important categories of such interfa-
cial near fields:

1. The first corresponds to spontaneous near fields produced in B from a perma-
nently established field in A. For example, permanent electric fields in imme-
diate proximity to an ionic crystal belong to this category. This is also the case
of the wave functions of electrons that tail off the surface of a metal.

2. The second class gathers together surface near fields that can only be produced
by applying an external excitation (photon and electron beams impinging on
a surface). Both optical near fields and surface plasmon—polaritons excited at
a solid interface provide good illustrations of this category. These phenomena
have a special interest because they can be manipulated at will by an external
operator.

Four different kinds of near fields are common (among other): the electrostatic sur-
face field, the optical near field, the fluctuating electromagnetic field, and the elec-
tronic evanescent wave function near metallic surfaces. See Table 5.5.

Specifically, near-field principles can be applied to microscopy. The wave nature
of light causes it to diffract, which in turn limits the spatial resolution of a micro-
scope using near-field methods. Typically, the minimum detectable separation of two
light scatterers for a given optical system is the Rayleigh criterion (see Appendix F).
This limits traditional light microscopy to a resolution of 200-300 nm at best (some
state-of-the-art photolithographic systems achieve 100 nm resolution by using vac-
uum ultraviolet light [193]). New far-field methods, also in conjunction with scan-
ning tips, can extend resolution to 10nm. Figure 5.7 depicts the classical optical
method with the near-field method (e.g., see [193, 376]).

Of late there have been advancements in scanning near-field optical microscopy
techniques that allow near-field optical imaging using laser-illuminated metal tips.
Aperture scanning near-field microscopy is a technique that allows for nanoscale
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FIGURE 5.7 Optical microscopy enhanced by near-field techniques: (top) traditional opti-
cal microscopy, (middle) near-field approach, (bottom) system using a scanning tip (field-
enhanced microscopy).

resolution. Aperture scanning functions by scanning a small aperture over the object:
Light can only pass through the aperture, and so this size determines the resolution
of the system (see Fig. 5.7, middle). This technique is typically implemented by
tapering a fiber optic to a narrow point and coating all but the tip with metal.
However, the amount of light that can be transmitted by a small aperture poses a
limit on how small the aperture can be before no photons get though. Studies show
that when the aperture is 100 nm, only one photon in 10,000 makes it through; when
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it reaches 50 nm, only one photon in 100 million makes it through; and when it
reaches 10 nm, only one photon in 1 trillion makes it through. Additionally, the input
power cannot be increased arbitrarily because a major fraction of the power is
absorbed in the coating, so that increasing the input power above approximately 10
mW will destroy the coating. To address this issue, instead of using a small aperture,
one can use a metal tip to provide a local excitation. If a sharp metal tip is placed in
the focus of a laser beam, an effect called local field enhancement will cause the
electric field to become approximately 1000 times stronger. This enhancement is
localized to the tip, which has a typical diameter of 10 nm. As this tip is scanned over
the surface (as depicted in Fig. 5.7, bottom), an image can be formed with a resolu-
tion as fine as the tip. The tip typically has a diameter of 10 nm. As the tip is scanned
over the surface, an image can be formed with a resolution as fine as the tip [193].

5.7 ADVANCED TOPICS

In this section we briefly look at nonlinear optics, microresonators, and quantum
optics. These topics have applicability to nanophotonics.

5.7.1 Nonlinear Optics

In this subsection we look briefly at area of nonlinear optics. Only the simplest con-
cepts are introduced; the mathematics can quickly become fairly complex.

When a beam of light is launched into a material, it causes the charges of the
atoms to oscillate. Figure 5.8 depicts three basic mechanisms of response:

E

AVava = Absorption

Spontaneous
m MU\ “emission
Eq

E,
hv

VaVa's hv NN\ "> Stimulated
hy MU\ = emission

Eq

FIGURE 5.8 Photonic interactions with matter.
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e Absorption: An atom or molecule has many different energy levels. When the
atom or molecule absorbs a photon, its energy is increased by an amount equal
to the energy of the photon. The atom or molecule then enters an excited state.
Hence, absorption is the process by which the energy of a photon is taken up
by another entity, for example, by an atom that makes a transition between two
electronic energy levels; the photon is destroyed in the process.

* Spontaneous emission: This is the process by which matter may lose energy,
resulting in the creation of a photon.

o Stimulated emission: This is the process by which, when perturbed by a pho-
ton, matter may lose energy, resulting in the creation of another photon. The
perturbing photon is not destroyed in the process and the second photon is cre-
ated with the same frequency and phase as the original. Stimulated emission is
a quantum mechanical phenomenon. The process can be conceived as optical
amplification, and it forms the basis of the laser (these mechanisms are used,
for example, in EDFAS).

In a linear material the amount of charge displacement is proportional to the instan-
taneous magnitude of the electric field. The charges oscillate at the same frequency as
the frequency of the incident light. Either the oscillating charges radiate light at that
frequency or the energy is transferred into nonradiative modes that result in material
heating (or other energy transfer mechanisms). Generally, the radiated light travels in
the same direction as the incident light beam: The light is effectively “bound” to the
material; the light excites charges that reradiate light that excites charges; and so on.
As a result, the light travels through the material at a lower speed than it does in vac-
uum. If the motion of some of the charges within the material decays without giving
off light, some of the light intensity is lost from the incident beam by scattering and
absorbance. The absorbance is defined as the ratio of light exiting a material to the light
incident into the material divided by the material thickness. Both the absorbance and
refractive index (ratio of speed of light in vacuum to the speed of light in the material)
are linear optical properties of a material for low-intensity incident light [377].

In a nonlinear optical material, the displacement of charge from its equilibrium
value is a nonlinear function of the electric field (e.g., see Fig. 5.9). All materials
when exposed to a high enough light intensity show a nonlinear response. Nonlinearity
in optics occurs when the electromagnetic wave is large enough such that the
medium responds not only at the fundamental driving frequency but also at higher
harmonics. For small forces, the displacement of the charge is small and is approx-
imated by a harmonic potential. When the displacement away from equilibrium is
large, the harmonic approximation breaks down and the force is no longer a linear
function of the displacement. When the charges in a molecule are bound by a har-
monic potential, the induced dipole moment is linear in the applied field. The
response of a molecule is “nonlinear” if the charges are bound to the molecule by a
nonharmonic potential. In this case, the dipole moment of the molecule is a nonlin-
ear function of applied electric field. More generally, if a nonlinear molecule is
exposed to light, the time-dependent induced dipole moment is a nonlinear function
of the time-dependent electric field [377].
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Output

Input intensity

FIGURE 5.9 Nonlinearity.

When the intensity of the incident light to a material system increases to a large
value the response of medium is no longer linear. The response of an optical medium
to the incident electromagnetic field is the induced dipole moments inside the
medium [378]. Typically it takes fields greater than of 10° V/m to observe most non-
linear optical phenomena. These optical fields are easily generated by lasers: The
coherence of laser light makes it possible to observe many nonlinear phenomena;
when the molecules in the material respond coherently to the laser light, their com-
bined effect can be detected even for the weakest nonlinear effects [377]. Nonlinear
optics as a field started by the discovery of second-harmonic generation around the
time the laser was emerging. While nonlinear optical phenomena can be formulated
by Maxwell’s and Schrédinger’s equations, it was not until the advent of the laser
that most nonlinear optical phenomena could be tested; since the invention of the
laser researchers have indeed confirmed a large number of nonlinear optical effects
and have applied them to many practical uses. Nonlinear optical phenomena can be
described in terms of higher order susceptibilities. Various specific nonlinear phe-
nomena include electrooptic modulation, acoustooptic modulation, harmonic gener-
ation and frequency conversion, stimulated Raman and Brillouin scattering and
amplification, parametric oscillation and amplification, self-phase modulation, soli-
ton propagation, and photorefractive effects. Supportive technologies include
nanocomposites, quantum well and quantum dot devices, and photonic bandgap
crystals (see Table 5.6 [379]).

5.7.2 Confinement and Microresonators

A cavity resonator utilizes resonance to amplify a wave. Electronic and optical
confinement in semiconductor heterostructures enjoy a number of advantages for
device applications, including increased wavelength and temperature range and
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higher speed. A typical cavity has interior surfaces that reflect one type of wave
(specifically, a center frequency f;). When a wave that is resonant with the cavity
enters, it bounces back and forth within the cavity with low loss; as additional wave
energy enters the cavity, it combines with and reinforces the standing wave that is
created, increasing its overall intensity. Hence, resonant systems respond to fre-
quencies close to the natural frequency f; much more strongly than they respond to
other frequencies. Examples of cavity resonators include the tube in a microwave
oven, a laser cavity, and a tube of an organ.

To expand on the laser example, the components of a typical laser include the fol-
lowing: (i) an energy source (usually referred to as the pump or pump source); (ii) some
matter that amplifies light (“active medium,” “laser medium”); and (iii) some device
that traps the light around the space filled with the medium (“cavity,” a system of mir-
rors forming an optical resonator, or an electrophotonic equivalent). The feedback
mechanism is needed because the light would otherwise escape from the medium. An
optical cavity such as a Fabry—Perot resonator achieves this feedback because the light
can travel back and forth between two mirrors a large number of times.

In order to drive an amplifying medium, one has to “pump” energy into it. The
gain medium is effectively a converter between the pump energy and the light emis-
sion. The factor Q is the measure of the quality of the resonator; often, the conver-
sion efficiency is low, with values in the range 10-50% being considered “large.” In
optics, Q is a measure of how much light from the gain medium of the laser is fed
back into itself by the resonator; in other words, the optical Q of a resonant cavity is
the ratio of energy stored to energy dissipated in the cavity. This concept can, in fact,
be used to create “pulsed” signals: if the O of a laser’s cavity is abruptly changed, the
laser can be induced to emit a pulse of light; this technique is known as Q-switching.
The basis of Q-switching is the utilization of some kind of device or mechanism that
can alter the Q of the optical resonator (cavity) of the laser.

Since Purcell’s discovery in the 1940s that the spontaneous emission rate of an
atom can be changed by placing the atom inside a cavity, a number of interesting and
useful results relating to cavities have been discovered, in what is now called cavity
quantum electrodynamics. In particular, high-Q cavities supporting a single mode of
the electromagnetic field have proved to be excellent tools to study some counter-
intuitive consequences of quantum mechanics. Cavity effects, however, are limited
by damping: Real cavities are not made of perfectlyreflective mirrors and the radia-
tion inside a real cavity eventually decays because of losses [380, 381].

While confinement effects in one dimension (quantum wells and planar micro-
cavities) have been understood and exploited for a number of years, recent progress
has made it possible to tailor the bandgap and the refractive index in three dimensions,
opening new avenues for research and applications [382]. Electronic confinement in
3D nanoislands (quantum dots) leads to complete energy quantization and provides
a solid-state equivalent to atomic physics. Optical confinement in 3D microcavities
also allows complete control of spontaneous emission. This may lead to the control
of spontaneous emission at the single-photon level.

Microresonators are components that are expected to be used for photonic ICs.
Specifically, microresonators are miniature components that enable frequency-selective
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coupling between waveguides. As an example, a microresonator can completely
extract the resonant wavelength from the input port and reroute it to the dropped
port. It follows that a number of devices operating on a fixed wavelength, such as
add—drop filters, switches, and demultiplexers, can be built. Microresonators are very
small and facetless cavities where literally thousands of components can be integrated
into a single photonic chip by coupling the microresonator microdisks to the same
bus waveguide. Circuits containing laser sources, detectors, switches, routers, and
multiplexers are envisioned. The structure typically is 10 um in size and is grown in
a single growth process: a 1-pum-thick p-doped (InP) disk-cladding layer followed by
a 0.4-um-thick intrinsic disk core layer [383].

Optical ring resonators (e.g., based on GaAs—AlGaAs and GalnAsP-InP) are
promising building blocks for future all-optical signal processing and photonic
logic circuits. Their versatility allows the fabrication of ultracompact multiplexers—
demultiplexers, optical channel dropping filters, laser amplifiers, and OADM logic
gates (to name a few), which are expected to enable large-scale monolithic integra-
tion for optics [384]. One is interested in optical field distribution, resonance wave-
length, and the finesse of circular ring and disk microresonators. The microresonator
can be considered either as a circularly bent waveguide or as a resonant structure
with complex eigenfrequency. Very strong dependence of the finesse of 3D microres-
onators on their cross-sectional refractive index profile exists [385].

We conclude this section by providing some basic information on traditional
(optical) quantum wells (QWs), which are active elements found in optoelectronic
semiconductor devices. The term “well” refers to a semiconductor region that is
(processed) grown to possess a lower energy, so that it acts as a trap for electrons and
holes (electrons and holes gravitate towards their lowest possible energy positions).
They are referred to as “quantum” wells because these semiconductor regions are
only a few atomic layers thick; in turn, this means that their properties are governed
by quantum mechanics, allowing only specific energies and bandgaps. Because QW
structures are very thin, they can be modified easily [386]. For example, a 980-nm
pump laser array uses QW structures to provide more efficient and higher power
light output. The QW structures improve the laser performance by forcing electrons
from the n material and holes from the p material to be in the same small volume,
thereby optimizing the strength of the recombination process (which results in pho-
ton emission). By closely controlling the thickness of the quantum layer, the wave-
length of the emitted light can be controlled.

Quantum well intermixing (QWI) is a manufacturing technique that allows the
properties of a semiconductor material to be modified so that multiple optical
communication functions can be integrated on a monolithic chip. This is achieved
by depositing additional layers and then applying heat—exciting the atoms and
thereby causing intermixing with surrounding materials. By careful choice of cap-
ping layers, it is possible to selectively intermix the quantum wells across a wafer,
thus allowing a single chip to perform various optical functions [386]. The QWI
principles might be used to modify the absorption spectrum (e.g., allowing data
modulators), or filtering, for selecting and switching particular data transmission
wavelengths.
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5.7.3 Quantum Optics

Quantum optics is the science concerned with the applications of the quantum the-
ory of optics; that is, optics defined in terms of the quanta of radiant energy, or pho-
tons [34]. In particular, this field aims at understanding how virtual photons are
involved in molecular binding, understanding van der Waals and Casimir forces on
the nanoscale, and understanding interactions with semiconductor wave functions
(particles that do not have a permanent existence are called virtual particles; virtual
particles always come in pairs: a particle and antiparticle—these mutually annihilate
within an extremely short time—see Glossary). Considerable research work in under-
way in this field. In this section we limit our short discussion on quantum optics to
possible applications.

Compared with free propagating light, the optical near field is enriched by virtual
photons. These photons are similar to particles responsible for molecular binding
(van der Waals/Casimir forces) and, consequently, represent promising mechanisms
for selective probing of atomic structures. The consideration of virtual photons in the
field of quantum optics is expected to enlarge the range of fundamental new discov-
eries and applications [193].

Applications of quantum optics phenomena span optical imaging, communi-
cation, materials, biology, and devices for quantum computing, to list a just a few.
Researchers are now exploring methods where signals can optically interact with
semiconductor nanostructures on length scales smaller than the extent of their quan-
tum wave functions. Probing and manipulating these wave functions might open up
applications in optical switching based on quantum logic [250]. The exploitation of
quantum effects for technological applications is one of the most obvious driving
forces behind the current miniaturization in optoelectronics. The recent rapid advances
are due in large part to the industry’s newly acquired ability to measure and manip-
ulate individual structures on the nanoscale (scanning probe techniques, optical
tweezers, high-resolution electron microscopes, etc.) [193].

The energy of light lies in the range of electronic and vibrational transitions in
matter; therefore, the interaction of light with matter renders unique information about
the structural and dynamical properties of matter. These spectroscopic capabilities
are of importance for the study of biological and solid-state nanostructures: One can
apply near-field optical techniques to probe complex semiconductor nanostructures
as well as individual protein molecules. Probing and manipulating these wave func-
tions could open up applications such as data storage and optical switching based on
quantum logic [193]. In particular, there is interest in understanding the interaction
of a QD with an optical near field.

There is ongoing interest in developing quantum computers. Generation of single
quantum particles is rooted at the core of modern physics. Cold neutral atoms have
internal states that can store quantum bits (qubits); in turn, these bits can be used in
computing and information storage applications [387]. At this time all methods sup-
porting quantum information and quantum computation involve interferometry through
the definition of qubits and the entangled bit (ebit). Most of the successful and reli-
able applications of these concepts have been obtained so far in the field of quantum
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optics with the generation of single photons and entangled photon pairs and their
application to quantum information processes [388].
We revisit this topic in Chapter 6.

5.7.4 Superlenses

Along another line of investigation, surface plasmons can be exploited to develop
what have been called superlenses. Researchers at the University of California at
Berkeley recently announced the development of an optical superlens based on a thin
(35-nm thick) layer of silver; the lens has a negative refractive index. This lens can
be used to image structures with a resolution that is about one sixth the wavelength
of light, thus overcoming the so-called diffraction limit [388a]. Applications of these
new superlenses are expected to include detailed biomedical imaging in real-time
and in vivo, optical lithography to make higher density electronic circuits, and faster
fiberoptic communications.

Conventional lenses have positive-refractive-index; they create images by captur-
ing the light waves emitted by an object and then bending them. Materials negative
refractive index bend the light in the opposite direction to an ordinary material. The
idea of “superlens” was advanced three decades ago after Russian physicist Victor
Veselago first speculated that negative index materials could exist [388b].

It turns out that objects also emit “evanescent” waves that contain information at
very small scales about the object. These waves are more difficult to measure because
they decay exponentially and, so, do not reach the image plane—a threshold in optics
known as the diffraction limit. In 2000 John Pendry of The Imperial College in
London suggested that a material with a negative refractive index could capture and
“refocus” evanescent waves. In such a superlens, electromagnetic waves that reach
the surface of a negative refraction lens excite a collective movement of surface
waves (“surface plasmons”), such as electric oscillations. This process enhances and
recovers the evanescent waves.

In 2003, the University of California group showed that optical evanescent waves
could indeed be enhanced as they passed through a silver superlens. With recent
follow-up work they imaged objects as small as 40-nm across (in contrast current
optical microscopes can only resolve objects down to around 400-nm, which is about
one tenth the diameter of a red blood cell). This work provides a new imaging method
that can beat the optical diffraction limit.

5.8 CONCLUSION

The field of nanophotonics is vast and is growing rapidly. In this chapter we only sur-
veyed the most well-developed areas that comprise the field. In particular, we exam-
ined photonic crystals, photonic crystal fibers, and plasmonics. References to
integrated optoelectronics were made.
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Nanoelectronics

Nanoelectronics is the science related to the design of nanoscale devices that have
electronic properties, such as transistor, switching, amplifying, tunneling, and/or
logical relay capabilities. Silicon-based semiconductor technology has advanced at
exponential rates in both performance and functionality over a period of nearly
50 years. As might be expected, there is a desire at this juncture to continue to
decrease gate sizes and increase their intrinsic functionality. The need for smaller
and faster electronic devices has given life in the recent past to the new field of nano-
electronics. Researchers and developers are interested in nanoelectronic properties
of materials, for the purpose of communication, computation, storage, or control.
Given the steady advances in nanoelectronics in recent years, the possibility now
exists that current microelectronics could be eclipsed within a decade by the prom-
ise of quantum effect devices.

As noted, a trend has existed for several decades toward ultra-large-scale integra-
tion and miniaturization of electronic components, with “classical” methods already
having crossed the 100-nm range in the early 2000s and crossing the 50-nm range as
of press time. Future computational systems will likely consist of superdense, super-
fast, and very small logic devices [237]. Nanoscale researchers already work with
prototype electronic circuits as small as 10 nm. Microelectronics has seen major
improvements in gate density in recent decades, and nanoelectronics is simply per-
ceived as the next step in that miniaturization tradition. Currently, the majority of
microprocessors are constructed from silicon semiconductor transistors patterned
and carved by light beams through photolithographic techniques; new manufactur-
ing tecquniques are being sought.

Many (but not all) nanoelectronic devices now being studied still rely on electri-
cal charges being transferred between points on a device or circuit. Typical devices
of interest include reduced-size silicon transistors, single-electron transistors (SETs),
resonant tunneling diodes (RTDs), magnetic spin-based devices (spintronics, ofr,
more specifically, spin nanoelectronics), and molecular devices. SETs are devices
that have a switching capability controlled by the removal or addition of a single
electron (also, these devices allow a single electron to be transported at any one
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time). Tunneling refers to the ability of using the quantum wave properties of an
electron to allow transmission through a thin voltage-potential barrier. Spin nano-
electronics refers to the utilization of the electron’s spin for storage or computation.

This chapter focuses on the field of nanoelectronics. It provides an overview of
key emerging technologies and commercial opportunities thereof, particularly in the
networking and computing environments. After the introductory section that follows
(Section 6.1), the chapter is comprised of two parts. The first part (Section 6.2) pro-
vides a brief overview of the field; the second part (Section 6.3) covers a handful of
special topics. Appendix F expands on nanoinstrumentation while Appendix G expands
on the computing application; both of these topics are discussed in preliminary fash-
ion in the chapter itself.

6.1 INTRODUCTION

6.1.1 Recent Past

The microelectronics discipline started in the late 1940s. The first bipolar transistor
was demonstrated at Bell Telephone Laboratories in 1948. As discussed in Chapter 2,
a transistor is a multilayer device that can switch and/or amplify a signal. The inte-
grated circuit (IC) was developed in 1959, and the field-effect transistor (FET) became
available in 1960. A lot of progress has been made since; in particular, a lot of progress
has been made since the late 1960s, which were characterized by medium-scale inte-
gration technology and/or by the kind of discrete-level electronics with which this
researcher started out his career, as illustrated in the cover of this book (the device on
the desk is an example of discrete electronics).

The average physical size of microelectronic components and memory devices has
been decreasing monotonically over time. Since the mid-1960s, the microelectronics
advancements have followed the empirical rule of Moore’s law, which we already
introduced in Chapter 1. In the mid-1960s Gordon Moore made his now well-known
observation that an exponential growth in the number of transistors per integrated cir-
cuit could be observed in manufactured components and then predicted that this trend
would continue [389]. In fact, through technological advances, Moore’s law, the dou-
bling of the number of transistors that can be packed in an IC every 18 months or so,
has remained fairly accurate during the past 40 years and still holds true today. At the
macrolevel, the following evolutions have been observed over time:

e Small-scale integration (SSI): The chip contains of a number of transistors, but
not hundreds.

* Medium-scale integration (MSI): The chip contains hundreds of transistors, but
not thousands.

e Large-scale integration (LSI): The chip contains thousands of transistors, but
less than 100,000.

e Very large scale integration (VLSI): The processor or chip has on the order of
100,000 or more transistors, but not over a million.
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 Ultra large scale integration (ULSI): The processor or chip has over one mil-
lion transistors, but less than 1 billion.!

* Giga scale integration—our term (GSI): the processor or chip has over one bil-
lion transistors, but less than 1 trillion.

o Tera-scale integration—our term (TSI): The processor or chip has over one tril-
lion (10'?) transistors, but less than 1 quadrillion (10).

Saving space and reducing unit cost are not the only drivers: A useful by-product
of miniaturization is that the switching speed increases; this is because miniaturiza-
tion shrinks the size of the gate and the more narrow the gate is, the faster the tran-
sistors can turn electrical streams on and off. Observers (such as Intel Corporation)
expect that Moore’s law will continue to hold at least through the end of this decade
and into the early part of the next decade [25]. See Figure 6.1. At this juncture one
can place around 100 million transistors per square centimeter and a density of one
billion transistors per square centimeter is expected to be reached in the 2008-2009
time frame. Since the 1960s, the success of microelectronics is based on the fact that
miniaturization of electronic devices allows for large-scale integration of complex
electronic systems and higher data-processing rates, while reducing the energy dis-
sipation and improving the reliability of the overall system.

Another way of stating Moore’s law is that the size of a transistor gate is reduced
in half every 18 months. As noted, there are several advantages with this down-
scaling: the smaller the gate the less power it consumes, the larger the number of
transistors that can be integrated onto one silicon chip, and the faster the transistor
can switch state. Fortunately, the economics of fabrication (cost-per-chip) have
been favorable to the overall per-unit cost as the size is reduced, although the cost
of the required manufacturing plant (factory) has increased substantially. This trend
is now continuing toward the nanometer regime, down to the manipulation of sin-
gle atoms [18].

As a point of reference regarding recent trends, at the beginning of this decade the
gate length for metal-oxide—semiconductor field-effect transistors (MOSFETs) that
were typical of a computer chip set (e.g., Pentium) was around 100 nm and the thick-
ness of the oxide was around 2 nm; approximately 15-20 million transistors could
be placed on a microprocessor chip; densities for memory chips were better by an
order of magnitude (refer again to Fig. 6.1). By press time the density had just about
quadrupled compared with these numbers for both microprocessors and dynamic
random-access memory (DRAM) memory chips: PowerPC and Pentium chips had
in the range of 50—75 million transistors.

While extrapolations of Moore’s law as shown in Figure 6.1 suggests that CMOS
chips may be scaled to 20-nm transistor gate lengths by the middle of the next
decade, still there are significant technical manufacturing requirements that have to
be met to allow the scaling of silicon to continue to this level of miniaturization.
Many of these requirements have no present or known solutions, and, as a result, the

A 20-cm silicon wafer now contains more electronic components than there are people on Earth.
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ability to scale CMOS down to 20 nm is not necessarily guaranteed. In the scaling
process all the parts of the transistor need to be reduced in an attempt to keep all
the electric fields in the device constant; in reality, this cannot be achieved in short-
channel devices and a number of problems arise, as depicted in Table 6.1 [26]. The
main challenges lie in the area of the gate dielectric, gate electrodes, substrate and
device structure, and device interconnects [23]. Also, as MOSFETSs are shrunk, they
become sensitive to the fine structure of the random distribution of dopants (random
doping fluctuations) in the devices and not simply sensitive to the average or gross
distribution (e.g., see [390]).

Furthermore, as hinted above, a by-product of Moore’s law is that to increase the
yield and reduce the cost per transistor on a chip by scaling down the transistor size,
the cost of the semiconductor fabrication equipment (“the factory”) doubles every 4
years. While the cost of a DRAM bit was around 4 microcents/bit at press time and
the cost of a transistor in a microprocessor was around 60 microcents/transistor, the
cost of a semiconductor fabrication plant easily already reached into the $2.5 billion
range (some prognosticate that by the year 2012, a single fabrication plants could cost
up to $30 billion [391].) It follows that at some juncture in the future, these plants
could become too expensive to build, and a point could be reached where no accept-
able financial return for the investment can be secured. Because of these considera-
tions, some observers in the semiconductor industry predict that the economics of
manufacturing may eventually place a hold on Moore’s law before physical limita-
tions actually come into play [26]. It remains to be seen if these predictions hold true.

6.1.2 The Present and Its Challenges

As a point of calibration, looking at the state-of-the-art, at press time an SRAM chip
had a capacity of 52 megabits and packed 330 million transistors onto the surface of
each chip; that compares with about 50 million transistors on a Pentium 4 processor.
Historically, processor performance has been a key driving force behind semicon-
ductor technology innovations: a 30% dimension reduction delivers a twofold
increase in transistor density along with a 50% increase in device speed primarily
because of the shorter carrier transit [23]. As an illustrative example, a press time
announcement by AMD stated that the company had developed a double-gate tran-
sistor using industry-standard technology that is smaller than any yet created; as is
typically the case with any miniaturization initiative, many obstacles were overcome
to realize the 100-million-transistor processor: it required innovations in materials,
equipment, maskmaking, and process technology, combined with advancements in
design and testing. Figure 6.2 depicts one example of a 100-million-transistor chip.
The main challenges in reaching higher levels of integration include not only finer
lithography and etch processes, but also vertical scaling of junctions and gate dielectrics
(to optimize transistor performance), and advanced interconnects (to minimize RC
time-constant delay.) The perceived limit of optical lithography due to diffraction
has been continually pushed along with deeper ultraviolet lithography. The resulting
gate-level depth-of-focus problem has been accommodated by the adoption of both
shallow trench isolation and by chemical mechanical planarization at all levels [23].
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FIGURE 6.2 Radeon 9700, a graphic processor with more than 100 million transistors meas-
uring 14.8 X 14.8 mm. (Courtesy: ATI Technologies, Markham, Canada).

These advances could lead to the placement of 1 billion transistors on chips currently
holding 100 million transistors (as noted earlier, based on Moore’s law, the 1-billion-
transistor processor should be in commercial production around 2008). Around press
time, Intel also conceptualized a 1-billion-transistor processor, containing four Intel
Itanium 2 cores and a shared cache memory; fabricated at the 65-nm technology node,
it would use a gate length of 30nm and an equivalent oxide thickness of ~8 nm [23,
27a]. Research on productizing 45 nm semiconductor technology was advancing well
by press time, and planners were setting their eyes on 32 nm approaches. High-k and
low-k materials, improved interconnects, metal gates, and additional layers, such as
strained silicon on germanium, comprise the basic approaches of these advance-
ments [391a, 391b].

As we noted in Chapter 2, the fundamental building block of a microprocessor is
the FET. FETs act as basic switches. Specifically, when a voltage of the right level is
applied to the gate electrode, it induces charge along the channel; the channel then car-
ries current between the source and the drain, turning the switch on. With sufficiently
small gates, these transistors can switch on and off at gigahertz rates [19].

The chip-making process traditionally begins with a large crystal of silicon. With
this manufacturing technique one grows the large crystal by starting with a crystal
from a small seed crystal that is immersed in a bath of molten silicon. This process
yields a cylindrical ingot from which many thin wafers are then produced. For the
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sub-0.1-um gate sizes, these single-crystal ingots, however, are no longer adequate
because they have a relatively large number of “defects.” Defects basically are dis-
locations in the atomic lattice that degrade the silicon’s ability to conduct electrons.
It follows that manufacturers now proceed by depositing a thin, defect-free layer of
single-crystal silicon on top of each wafer by exposing it to a gas containing silicon.
An even better technique is to employ the silicon-on-insulator (SOI) approach. SOI
involves placing a thin layer of insulating oxide below the surface of the wafer in
order to lower the capacitance between the transistors and the underlying silicon
substrate. Capacitance introduces delays in the form of the RC constant and drains
power: SOI topologies can increase the switching rate of transistors by up to 30%
(this gain is equivalent to what one gets in moving one generation ahead in feature
size, per Moore’s law.) A specific approach is to bombard the silicon material with
oxygen ions that then implant themselves with atoms in the wafer, and in turn form
a layer of silicon dioxide. One drawback of this approach is that the oxygen implan-
tation process is relatively slow, which makes it costly. Hence, manufacturers tend to
reserve SOI methods for their high-end microprocesors, which command higher prices
and make the process financially viable (faster new methods are emerging of late).
Against the backdrop of the press time figures-of-merit listed above and the man-
ufacturing techniques just described, we make note that the demise of Moore’s law
as the scaling driver for integrated circuitry has been predicted a number of times in
the past 15 years; so far, this prediction has been proven to be premature. For exam-
ple, in 1988 it was predicted that devices with a feature size of 100 nm would no
longer function in a useful manner due to fundamental physical limitations; by con-
trast, today work for 65- and 45-nm device nodes is well underway [229].
Nonetheless, we are at a near-point of inflection: CMOS approaches will be stret-
ched for perhaps another decade, but nanoelectronics solutions are being sought to take
over where CMOS will leave off. Successful IC development beyond the 45-nm fea-
ture sizes is not guaranteed a priori because of fundamental limits imposed by the basic
laws of physics (as we have seen in Table 6.1). As the cross section of conventional
electrical wires reaches the mean free path for electronic scattering, surface scattering
from boundaries of ultranarrow conductors inhibits electronic conduction and becomes
a serious roadblock to additional miniaturization at a fundamental level. In the case of
copper metalization schemes, this problem is predicted to emerge as dimensions
approach the mean free path for electron scattering in copper, namely, 39 nm [229].
Morphological imperfections and finite-size effects tend to significantly increase
electrical dissipation as feature sizes decrease. Figure 6.3 displays a model of cop-
per line resistivity as a function of linewidth [392]; the figure plots the individual
detrimental effects on resistivity as a function of linewidth due to surface scattering,
grain boundary scattering, and surface roughness. Grain boundary and surface rough-
ness scattering are caused by morphological issues and can be addressed through the
use of epitaxial or single-crystal copper to mitigate grain boundary scattering effects;
other processes include the incorporation of surface pretreatment protocols combined
with tightly controlled film growth methodologies to produce narrow metal lines with
atomically smooth surfaces. On the other hand, surface scattering is a fundamental
quantum theory problem for which there are no known solutions within the scope of
conventional electrical conductivity. The most promising solutions to the scaling
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FIGURE 6.3 Theoretical predictions for the increase in copper resistivity as a function of
thickness under various effects.

issues are in the context of nanotechnology; potential solutions involve, among others,
novel conductivity mechanisms such as ballistic or scatterless electron transport phe-
nomena [229].

6.1.3 Future

Getting There

With CMOS being stretched to the “limit” as we discussed in the previous section,
it is advantageous to start looking at other technologies to sustain the miniaturization
process. As we noted, the exponential growth of the number of transistors per IC pre-
dicted by Moore’s law is accompanied by a steady reduction of the size of each indi-
vidual transistor. For the year 2016, the International Technology Roadmap for
Semiconductors predicts a physical gate length of 9 nm for both logic and memory
applications. Efforts were under way in Europe and elsewhere to demonstrate the
feasibility of 45-nm CMOS logic technology in 2005, while simultaneously starting
research activities for the next-generation 32- and 22-nm technology nodes; specifically
the objectives were to achieve a demonstration of feasibility of a 45-nm CMOS logic
as early as 2003, a first full CMOS process integration in 2007, and a demonstration
of feasibility of a 32-nm CMOS logic process as early as 2007. A project of this kind
was considered ambitious at press time: These smaller nodes were considered at the
limits of present-day technologies, and the move to these gate lengths may require
the use of new nanotechnologies, such as silicon nanowires and carbon nanotubes.
As part of these efforts, researchers were exploring introduction of the necessary
changes in the materials, process modules, device architectures, multilevel metal-
lization structures, and all related characterization, test modeling, and simulation
technologies to keep the scaling trends viable [393].
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It is worth noting that for decades, each IC generation could be derived from the
previous one by simple scaling of device geometry and voltages, the only limiting
factor at those stages being manufacturing technology. But scaling eventually will
reduce the extensions of semiconductor devices to sizes at which some of the assump-
tions underlying scaling break down; one example of this relates to the locality of
transport parameters [394]. An important question is “How small can electronic
devices be made before the classical laws of physics prohibit them from operating?”’
To answer this question one needs to bring together several scientific disciplines in
the nanoscience field: condensed-matter physics, solid-state electronics, chemistry,
materials science, and electrical engineering [22]. Examples for new nanoelectronic
devices and applications of interest include single-electron transistors for use as
ultra-high resolution charge sensors and memory devices, and molecular electronics
for the realization of circuit functions [18].

Some researchers take an optimistic view in reference to the outlook for minia-
turization using silicon methods. From 1960 to 2000, the energy transfer associated
with a binary switching transition—the canonical digital computing operation—
decreased by approximately 5 orders of magnitude, and the number of transistors per
chip increased by approximately 9 orders of magnitude. But such exponential advances
must eventually come to a halt imposed by a hierarchy of physical limits. The five
levels of this hierarchy are defined as [395]: fundamental, material, device, circuit,
and system. (Perhaps fortunately) an analysis of the key limits of each of these lev-
els reveals that silicon technology has the theoretical potential to achieve the TSI
goal of more than 1 trillion transistors per chip, with critical device dimensions or
channel lengths in the 10-nm range. This potential represents more than a 3-decade
increase in the number of transistors per chip and more than a one-decade reduction
in minimum transistor feature size compared with the state-of-the-art in the early
2000s. Researchers see limited TSI on a massive scale as being feasible assuming
the development and economical mass production of double-gate MOSFETs with
gate oxide thickness of approximately 1 nm, silicon channel thickness of approximately
3 nm, and channel length of approximately 10 nm. The development of interconnecting
wires for these transistors presents a major current challenge to the achievement of
nanoelectronics involving TSI [395].

Other researchers take a less optimistic view in reference to traditional silicon meth-
ods. Technical and economic difficulties in further miniaturizing silicon-based transis-
tors with present fabrication technologies have motivated a strong effort to develop
alternative electronic devices, including devices based on single molecules and/or nan-
otubes. Carbon nanotubes have already been successfully used in the lab for nanome-
ter-sized devices such as diodes, transistors, and random-access memory cells [396].

As noted earlier in the chapter, a large amount of money has been invested in the
semiconductor industry in order to consistently shrink and improve our semicon-
ductor electronics. However, this shrinking of components cannot continue for the
long haul [4]. Furthermore, the direct shrinking of circuits predicted by the Moore
law may not be the most economical method for the future. We have already noted
that as transistors such as the MOSFET, (one of the primary components used in
integrated circuits) are made smaller, both the properties and manufacturing expense
change with the scale. Currently, ultraviolet light is used to develop the silicon
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circuits with a lateral resolution around 200 nm (the wavelength of ultraviolet light).
As the circuits shrink below 50-100 nm, new fabrication methods must be created,
resulting in increasing costs. Furthermore, once the circuit size reaches only a few
nanometers, quantum effects such as tunneling be