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Preface

The Extensible Markup Language (XML) is used to represent fine-grained data that originates in reposi-
tories in machine readable format by providing structure and the possibility of adding type information,
such as XML Schema. A Web service is a software system that supports interoperable application-to-
application interaction over the Internet. Web services are based on a set of XML standards, such as
Web Services Description Language (WSDL), Simple Object Access Protocol (SOAP), and Universal
Description, Discovery and Integration (UDDI). Each service makes its functionality available through
well-defined or standardized XML interfaces. The result of this approach is a Service-Oriented Archi-
tecture (SOA). XML is playing an important role in the data transport protocol for Web services. For
example, SOAP messages are used both by service requestors to invoke Web services, and by Web
services to answer requests. This book aims to explore and investigate various research issues of XML
data and related applications that are encapsulated by Web services over the network. In particular, we
call these networked services as XML services.

Many commercial systems built today are increasingly using these technologies together and it is im-
portant to understand the various research and practical issues. The goal of this book is to bring together
academics and practitioners to describe the use and synergy between the above-mentioned technologies.
This book is mainly intended for researchers and students working in computer science and engineering,
and for industry technology providers, having particular interests in XML services as well as for users
of Web service and grid computing technologies.

This book is structured as follows. Chapter | presents a XML technical framework for administrators
to dynamically update a valid XML document without interfering with other documents in the XML
database. Then Chapter 11 describes the mechanism of change detection on semi-structured XML data
with various efficient algorithms for the XML databases. Next, Chapter III discusses an active XML
transaction approach to support locking protocol, dynamic construction of undo operation and chain-
ing the active peers. Based on the fundamental technologies for handling XML databases, Chapter IV
proposes an XML search engine which accepts keyword-based queries and loosely structured queries.

Chapter V presents an enterprise information system which integrates different XML data sources
by using Web services in the application domain of the digital libraries. Next, Chapter VI describes an
integration technique that embeds a declarative data transformation technique based on Semantic data
models. Chapter VIl addresses an approach automatically generates the data access components. Further,
Chapter V111 proposes a Web service-based framework for transcoding multimedia streams that supports
personal and service mobility. Chapter IX applies type-theoretic techniques to the service description and
composition verification. Applying the XML technologies into an illustrative example, Chapter X dis-
cusses the state-of-the-art technologies for compressing XML data and compacting SOAP messages.

On the other hand, Chapter XI presents some of the existing mining techniques for extracting asso-
ciation rules out of XML documents in the context of Web knowledge discovery area. For illustration,



XV

Chapter XII gives a tutorial on resource description framework (RDF) and Jena for manipulating RDF
documents. Chapter XI11 demonstrates the support of Web service technologies in Enterprise Architecture
Integration (EAI) and Business Integration (BI).

Chapter XIV describes the application of model-driven architecture (MDA) and UML for model-
ing business-to-business collaborations. Next, Chapter XV presents an enterprise SOA framework for
government during the response phase of the disaster. Chapter XV1 discusses the cases for using con-
vergent interviews as an appropriate and efficient method for modelling factors impacting the adoption
of emerging and under-researched innovations with XBRL.

Patrick C. K. Hung
University of Ontario Institute of Technology (UOIT), Canada
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ABSTRACT

The XML Messaging Protocol, a part of the Web service protocol stack, is responsible for encoding messages
in a common XML format (or type), so that they can be understood at either end of a network connection.
The evolution of an XML type may be required in order to reflect new communication needs, materialized
by slightly different XML messages. For instance, due toaservice evolution, itmightbe interesting toextend a
typeinordertoallowthe reception of more information, whenitisavailable, instead of always disregarding it.
The authors’ proposal consists in a conservative XML schema evolution. The framework is as follows:
administrators enter updates performed on a valid XML document in order to specify new documents
expected to be valid, and the system computes new types accepting both such documents and previously
valid ones. Changing the type is mainly changing regular expressions that define element content models.
They present the algorithm that implements this approach, its properties and experimental results.
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INTRODUCTION

The main contribution of the World Wide Web is
data exchange. The advent of web services has
compelled researchers to investigate different
problems concerning XML data when encapsu-
lated, to be used over the network. Several tech-
nologies have been proposed in order to support
service interactions. However, these technologies
do not consider the significant problem of how to
reconcile structural differences between types of
XML documents supported by two different web
services. Indeed, given two web services, they
can be required to communicate by exchanging
some XML documents. The type (schema) of the
documents should be known by both parties. The
successful composition of the services relays on
this condition.

Sometimes, changes in the requirements of
a service (or simple convenience of program-
ming), promote modifications on the schema of
documents used by the next version of a service
(w.r.t. the ones produced by previous versions).
This can affect the behaviour of the composed
service, since the new documents produced or
expected by the modified service do not match the
agreed type. Ifthe modifications are unavoidable,
then the type of the documents, as expected by
the other services, needs to be changed. As the
new type is a modified version of the old one,
we say that the new type is an evolution of the
original one.

Itwould be interesting to achieve the evolution
of this type in a validity-preserving way. More
precisely, we would like to change our XML type
in order to accept documents built on a slightly
different format, without modifying the XML
documents valid w.r.t. our original type. In other
words, we would like to perform a conservative
schema evolution.

Non-conservative schema evolution is prob-
lematic: documents valid for the original schema
arenomore guaranteed to meet the structural con-
straints described by the evolved schema. These
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documents should be revalidated against the new
schema and, if they are not valid, they should be
adapted to it. When documents to be revalidated
are stored in different sites, not only their transfer
costshould be considered (inaddition to the whole
revalidation cost) but also problems due to the
access control should be faced. Several propos-
als consist in offering schema update primitives
and, subsequently, in performing atransformation
(with or without user interference) to the XML
documents. Although some methods propose to
revalidate only the parts of the documents involved
in the schema updates, revalidation can still be
considered as an expensive step of this schema
evolution mechanism.

Toachieve our goal, we foresee two important
steps. The second one is the kernel of our work:

1. Compare two different XML documents D
and D’ in order to determine the structural
differences between them. These structural
differences can be expressed by means of the
necessary update operations on D to obtain
D’.

2.  Given a set of updates on D, if the update
is incompatible with the type of D, adapt
the type in order to obtain a more general
type that meets both the document structure
produced by the update and the original
document structure.

The first step has been treated in the area of
tree matching (for instance, in (Wang, Zhang,
Jeong & Shasha, 1994; Zhang, Statman, & Shasha,
1992)). The second step s, to our knowledge, much
more unexplored, since other schema evolution
approaches are not consistency preserving, i.e.,
they impose changes on documents which were
valid w.r.t. to the original schema.

Different situations may require changing
XML type in order to accept documents built on
aslightly different format, without modifying the
XML documents valid w.r.t. an original type. The
following three points summarise our motivation
on this domain.
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. In web services that use XML-based mes-
sage exchange, the problem of how to
reconcile structural differences between
types of XML documents supported by two
different web services must be considered,
as explained above.

. In XML applications (local or distributed
ones), itis natural and unavoidable that both
data and schemas continuously change for a
multitude of reasons, including the expan-
sion of the application scope over time or
(to allow) the merging of several businesses
into one.

. The increasing demand for tools specially
designed for administrators not belonging
to the computer science community, but
capable of making decisions on the evolu-
tion of an application (Roddick et al., 2000).
Thiskind of user needsasystemthatassures
a consistent evolution of the schema in an
incremental, interactive way.

In this paper, we consider an interactive data
administration tool for XML databases. In this
tool, changes on an XML type are activated by
(special) updates that violate the validity of an
XML document. Our approach offers the pos-
sibility of computing new schema options from
the characteristics of both the schema and docu-
ments being updated. Different choices of schema
are given to the administrator that decides which
schema is to be adopted, based on his knowledge
about the semantics of the documents.

Overview of our Method

An XML type (or schema) is a set of rules for
defining the allowed sub-elements of any element
in an XML document. In this paper, modifica-
tions on an XML type are changes on the regular
expressions defined by the schema rules. Thus,
our algorithm is based on the computation of new
regular expressions to extend a given regular

language in a conservative way, trying to foresee
the needs of an application. Our problem can be
formulated in terms of regular expression evolu-
tion, as follows:

. Given a regular expression E, suppose a
valid word w (i.e., a word belonging to the
language L(E) defined by E). Letw’ ¢ L(E)
be an invalid word obtained by performing
a sequence of updates on w.

. When this update sequence is performed by
an advised user, changes on E are activated
in order to propose several new regular
expressions E’ such that (i) w € L(E”), (ii)
L(E) < L(E’), and (iii) E* has a structure
as similar as possible to E.

We are neither interested in the trivial expres-
sion E | w’, that adds just w’ to L(E), nor in a too
general expression allowing any kind of updates.
We assume that the advised user is capable of
choosing the candidate that fits best his/her ap-
plication, based on its semantics.

In our method, changes on an XML schema
are activated by (special) updates that violate
the validity of an XML document. To deal with
updates, we consider a word w and its positions
(from 0O to |w| - 1). We assume three kinds of
update operations, namely, insertion, deletion
and replacement. Each update operations is rep-
resented by a triple:

. The insertion (pos, ins, a) which adds the
symbol a on position pos of w and shifts all
its right siblings to the right. The resulting
word has length |w| + 1.

*  Thedeletion (pos, del, null) which removes
the symbol at position pos of w and shifts
all its right siblings to the left. The resulting
word has length |w] - 1.

e Thereplacement(pos, rep, a) which replaces
the symbol at position pos of w by a. The
resulting word has length |w|.



This chapter focuses on the insertion case (the
most interesting one). Deletions can be solved
by simply marking as optional those elements
that were deleted. In this way, old documents
will still match the new schema. Replacements
can be treated as one deletion followed by one
insertion.

LetU=[u,...,u ] beasequence of nupdates
over aword w. The resulting word w’ is obtained
by applying each single update u, on w. Notice
that each u, refers to a position in the original
word w. The following example illustrates our
approach.

Example 1: Consider a hotel reservation system
using XML messages. These messages have
a schema. Suppose the following DTD for the
Reservation element:

<IELEMENT Reservation (Type (Date
Hotel*)*) >

In this case, we will have that the children
of a Reservation element are defined by a
regular expression E = Type (Date Hotel*)* #.
(We consider that the end of each expression and
each message are marked by #. This is a realistic
assumption since end markers are common in the
implementation of computer data.)

In the following, we analyze two cases of a
series of updates. The first one does not trigger
the evolution of the schema. The second case will
exemplify our schema evolution algorithm. Let
w = Type Date Hotel # be a word in L(E), where
w[0] = Type, w[1] = Date, w[2] = Hotel and w[3]
=#. LetU=ul, u2, u3] be asequence of updates
over w. The resulting word, w’ = Type Date Hotel
Date Hotel Hotel #, is obtained by applying each
single update as follows:

 Iful = (1, ins, Date) then w changes to a
new word w1 = Type Date Date Hotel #.

. If u2 = (1, ins, Hotel) then w1 changes into
wp = Type Date Hotel Date Hotel #.
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. If u3 = (3, ins, Hotel) then wp changes into
w’ = Type Date Hotel Date Hotel Hotel #
which represents the final result.

While intermediary words may not belong to
L(E), the resulting word w’e L(E). In this case,
there is no need for schema evolution.

On the other hand, given the same word w as
before, and given a set of updates U = [(Z, ins,
Date), (1, ins, Hotel), (3, ins, Restaurant), (3, ins,
Concert)], we have that the resulting word isw” =
Type Date Hotel Date Hotel Restaurant Concert
#. Thus w ¢ L(E). In this case, our evolution
algorithm, called GREC-e, can be used (by an
administrator) to compute new regular expres-
sions. Here, GREC-e proposes candidates such
as the following ones:

E1 = Type(Date Hotel* Restaurant? Con-
cert?)*,
E2 = Type(Date Hotel* Restaurant? Con-
cert*)*,
Es = Type(Date Hotel* Restaurant* Con-
cert?)*,
Es4 = Type(Date Hotel* Restaurant* Con-
cert*)*,
Es = Type(Date(Hotel | Concert | Restau-
rant)t)*.

So, the possible solutions for the evolution of
the schema, as proposed by our algorithm are:

<IELEMENT Reservation (Type (Date
Hotel™ Restaurant? Concert?)*) >
<IELEMENT Reservation (Type (Date
Hotel* Restaurant? Concert*)*) >
<IELEMENT Reservation (Type (Date
Hotel™ Restaurant* Concert?)*) >
<IELEMENT Reservation (Type (Date
Hotel™ Restaurant* Concert*)*) >
<IELEMENT Reservation (Type

(Date(Hotel|Concert |Restaurant))*)
>
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These solutions are proposed to the data
administrator, who will choose one of them, in
accordance to his/her needs and to the semantics
of the application.

Notice that the regular expressions E1 to E4, at
the end of the example above are almost identical.
Their only difference is in the operators affecting
the symbols Restaurant and Concert. This condi-
tion is recurrent for the solutions proposed by our
algorithm. In the rest of this paper, we will use
the notation a! as an abbreviation for both a? and
a* in regular expressions.

THEORETICAL BACKGROUND

Thetransformation process proposed in (Caron &
Ziadi, 2000) obtains a regular expression from a
finite state automaton, by using a reduction pro-
cess. In this process, the states of the (Glushkov)
automaton are substituted by regular expressions.
The algorithm of Glushkov, also given in (Caron
& Ziadi, 2000) obtains a finite state automaton M
= (2. O, A, q, F), called a Glushkov automaton.
Glushkov automata are homogeneous, this means
that one always enters a given state by the same
symbol. In a Glushkov automaton, each non ini-
tial state corresponds to a position in the regular
expression, denoted by subscripts: for instance,
given the regular expression E = (a(b|c)*)*d, the
subscribed regularexpressionisE = (a,(b,|c,)*)*d,.
The corresponding Glushkov graph is the graph
G = (X, U) where X is the set of vertices (isomor-

phic to the set of states of the automaton) and U is
the set of edges (corresponding to the transition
relation). As we are dealing with homogeneous
automata, we drop the superfluous labels on edges
and work with an unlabelled directed graph (see
Figure 1).

A graph is a hammock if either it has a unique
node without loop, or it has two particular nodes
r and s such that for any node v (i) there exists a
pathfromrtosgoingthroughv, (ii) there isneither
path from s to v nor from v to r. In this case, the
graph has both a root (r) and an antiroot (s), with
r#s. Thanks to the end mark (#), the Glushkov
graphs used in this work are hammaocks.

Given a Glushkov graph G = (X, U), an orbit
is a set © < X such that for all x and x” in © there
exists a non-trivial path from x to x’. A maximal
orbit O is an orbit such that for each node x of ©
and for each node x’ not in O, there does not exist
at the same time a path from x to x’ and a path
from X’ to x. The input and output nodes of an
orbit are respectively defined as follows: In(9) =
{xe 0|3 xe (X\9), (X', X)e U} and Out(9) = {xe
0 |3 xe (X\9), (X, X)e U} An orbit © is said to
be stable if ¥x eOut(0) and Wye In(0), the edge
(x, y) exists. An orbit O is transverse if Vx,y €
Out(0),V ze (X\9), (x,2)e U= (y,2)e U and if Wx,
ye In(0), vze (X\0), (z, X)e U= (z, y)e U.

An orbit O is strongly stable (resp. strongly
transverse) if it is stable (resp. transverse) and if
after deleting the edges in Out(©) x In(©) every
sub-orbit is strongly stable (resp. strongly trans-
verse). GivenaGlushkov graph G, agraphwithout

Figure 1. (&) A FSA for (a(b|c)*)*d; (b) its Glushkov graph




orbits G is defined by recursively deleting, for
each maximal orbit O, all edges (x, y) such that x
€ Out(0) and ye In(©). The process ends when
there are no more orbits.

Example 2: Figure 1(b) shows Glushkov graph
G corresponding to the Glushkov automaton of
Figure 1(a). Graph G has one maximal orbit: ©,
= {1, 2, 3} (with In(¢,) = {1} and Out(®,) = {1,
2, 3}). Orbit ©, is both transverse and stable. We
can build a graph without orbit from G as follows:
(i) Remove all the arcs in Out(©,) x In(®,) of G.
(i) The resulting graph G’ also has one maximal
orbit: 0, = {2, 3} (with In(0,) = Out(©,) = {2, 3}).
Delete the arcs in Out(©,) x In(0,) to obtain a
new graph without orbits, such as the graph in
Figure 3(@). Thus, both maximal orbits ©, and
0, are strongly stable and strongly transverse.

Given a graph without orbits G, it is said to
be reducible (Caron & Ziadi, 2000) if itis possible
toreduce it to one state by successive applications
of any of the three rules R,, R, and R, explained
below (illustrated by Figure 2). Let x be anode in
G,, = (X, U). We note Q(x) the set of immediate
predecessors of x and Q*(x) the set of immediate
successors of x. The reduction rules are defined
as follows (we denote r(x) the regular expression
associated to node x, and e the resulting regular
expression in each case):

Figure 2. Reduction rules

-~

N

-

sy 4 R
0w, o' —-
s =1
e, o
-— +
0 M, Lo R2
-~ \/_\/ ,+H
07w; ~ O By
#

.

Extending XML Types Using Updates

Rule R : Iftwo nodes x andy are such that Q (y) =
{x} and Q*(x) = {y}, i.e., node x is the only prede-
cessor of node y and node y is the only successor
of x, then concatenate r(x) and r(y) in e, assign e
to x, and delete y.

Rule R,: If two nodes x and y are such that Q*(x)
= Q(y) and Q*(x) = Q*(y), i.e., the nodes x and y
have the same predecessors and successors, then
build e that corresponds to the union of r(x) and
r(y), assign e to x, and delete y.

Rule R,: If a node x is such that y € Q" (X)=
Q*(¥W)< Q*(y), i.e., each predecessor of node x
is also a predecessor of any successor of node x,
then delete the edges going from Q(x) to Q*(x). In
this case the new regular expression is built in the
following way: if r(x) is of the form E (resp. E+)
then e will be E? (resp. E*). Recall that we use
the notation E! to stand for either E? or E+.

During the construction of G, , the orbits
are hierarchically ordered, according to the set
inclusion relation. The reduction process starts
at the lower level of the hierarchy of orbits and
works bottom-up, from the smaller orbits to the
maximal ones. The information concerning the
orbits of the original graph is used to add the
transitive closure operator (“+”) to the regular
expression being constructed. Thus, during the
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reduction process, whenasingle node representing
a whole orbit is obtained, its content is decorated
with a “+”.

Example 3: Figure 3 illustrates the reduction
process. Rule R, is applied on Graph (a), giving
Graph (b). Since the expression (2 | 3) represents
orbit ©,, the transitive closure symbol is added
(Graph (c)). Then rule R, transforms the graph
into Graph (d), rule R, gives Graph (€) and rule
R3 leads to Graph (f). By applying twice rule R,
the expression 0(1(2|3)*)*4 is obtained.

Theorem 1. (Caron & Ziadi, 2000) Graph G = (X,
U)isaGlushkov graphiffthe following conditions
are satisfied: (1) Gisahammock, (2) each maximal
orbitin Gisstrongly stable and strongly transverse
and (3) the graph without orbit of G is reducible.

We define now a very simple notion of distance
between two regular expressions:

Definition 1. Let E and E’ be regular expressions
and E (resp. E”) be the subscripted expression built
from E (resp. E”). Let St (resp. Se”) be the set of
positions of E (resp. E’). The distance between
E and E’, denoted by D(E, E’), is D(E, E’)=| [Se]
- [Se’] |, where [S] represents the number of ele-
ments of the finite set S.

THE ALGORITHM GREC-E

Let E be a regular expression and w a word in
L(E). Let Me = (3., O, A, q,, F) be the Glushkov

Figure 3. An example of a reduction
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automaton built as explained in the previous
section (Caron & Ziadi, 2000). In Me each state
(but the initial one) corresponds to a position in
the subscribed regular expression of E. The only
final state of ME is subscribed with the position
of the end mark (#).

We consider now the execution of Mt over an
updated word w’. We define the nearest left state
(s,) as astate in Me reached after reading the last
valid symbol in w’. Similarly, we define the near-
est right state (s_) as a state in M that succeeds
s, discarding all symbols that do not have a valid
transition froms .

Without loss of generality, we assume that
insertion operations always correspond to the
insertion of new positions in E. Thus, to accept
the new word, we should insertnew states (s ) in
ME and transitions froms _ tos  , while keeping
the properties of a Glushkov graph. Such changes
should be done for each new position inserted into
E. As one insertion can be related to another one,
we use two auxiliary structures, called RTStates
and STrans. Relation RTStates informs where
(and which) s is added to Me. RTStates is built
during the run of Me on w’ and contains triples
(S, Sur Sy TOr €aCh symbol to be inserted in E.
When several insertions are performed on the
same position of E, the order among the several
states s, should be considered. To this end, we
introduce set STrans composed by pairs (state,
symbol). Each pair indicates that, in the resulting
automata, there must exist an outgoing transition
from state state with label symbol.

The construction of RTStates and STrans is
guided by a mapping fromw to w’. A symbol w[i]



can be mapped to a symbol w’[j] if w[i] =w’[j].
A symbol a in w not mapped into a symbol in w’
indicates the deletion of a from w. A symbol a in
w’ that does not correspond to any symbol in w
indicates the insertion of ain w’. For instance, for
w = abcd and w’ = aefbcd we have that symbols
in positions 0, 1, 2, 3inware mapped to symbols
inpositions0, 3,4,5inw’, respectively. New posi-
tionsto be inserted are those corresponding to the
symbols e and f. This mapping can be computed
from the update operations.

To find s and s_, we consider the subtrings
defined by the mapping from w to w’. While the
mapping is such that w[i] = w’[j], the automaton
Me recognises the substring of w being considered
and the value of s is updated (it corresponds to
the last common symbol found in a recognised
substring). When symbols in w’ (correspond-
ing to insertions) are not recognised by Mg, our
algorithms scan w’ by going through the new
symbols until finding a symbol a such that 5(s ,
a) is defined in Me. The state s__is the one given
by transition (s ,, @). Remark that both s ands_
exist and, when Mk is deterministic (so E is said
to be unambiguous (Briggeman-Klein & Wood,
1992)), they are unique.

Example 4: Let E = ab*cd, w = abcd and w’ =
aefbcd. Let Mebe anautomaton wherethe states
= 1 is the one reached after reading a in w’. The
corresponding s = 2 is given by (1, b) in Me.
Tuples (1, 2,5) and (1, 2, 6) are added to RTStates,
where 5 and 6 are new states corresponding to
symbols e and f, respectively. To impose an order
between these two states we add to STrans tuple
(5, ). This should avoid solutions such as E’=
afle!b*cd which contain the new required states
but for whichw’ ¢ L(E’).

We notice that for a deletion of a mandatory
symbol s in E, tuples in RTStates are (s, s,
NULL), meaning that new transition rules of the
form 3(s,, s) ='s,, must be inserted into M.
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The rest of this section details our XML type
evolution method. Firstly we explain function
GREC-e showing how new regular expressions
are built and proposed as type candidates. Next
we give some implementation details. We fin-
ish the section by considering some important
properties of our approach and by presenting
experimental results.

GREC-e and LookGraphAlternative
Algorithms

In this section, we present the function GREC-e,
responsible for generating new regular expressions
from a Glushkov automaton and a set of updates.
Figure 4 presents a high level algorithm for the
function GREC-e (Generate Regular Expression
Choices-extended).

GREC-e generatesalistof regular expressions
and it has four input parameters: a graph without
orbits G, a hierarchy of orbits H built from the
original Glushkov graph and relations RTStates
and STrans.

Animportantgoal of ourapproachisto propose
only new regular expressions E’ such that D(E,
E’) < n, where n is the number of tuples in the
relation RTStates. Forageneral regular expression
E, the task of finding the places where the new
symbol may be addedisnottrivial. Thereisagreat
variety of possible solutions and it is hard to find
those ones that fit the best in a given context. We
want candidates that respect the nesting of sub-
expressions of the original regular expression.
The reduction process of (Caron & Ziadi, 2000)
is well adapted to our goal of proposing solutions
that preserve the general structure of the original
regular expression E, since it follows the syntactic
nesting of E using the orbits. Moreover, inserting
a new state in Me means inserting just one new
position in the corresponding E.

Each reduction step in (Caron & Ziadi, 2000)
consists in replacing a part of the graph by a node
containing a more complex regular expression
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Figure 4. Algorithm to generate regular expressions from a Glushkov graph and updates

if (RTStates is empty){
} /1 setRegEXxp is a global variable

R, := ChooseRule(G,, H)
foreach (G, H,.,, RTStates’):=

N o g s~ w D

new’

© ®

11.  return setRegExp }

function GREC-e (G,,, H, RTStates, STrans) {
return (setRegExp = Union(setRegExp, {GraphToRegExp(G, , H)})
if (G,,, has only one node) { return Empty-set }
LookGraphAlternative(G,, H, R,RTStates, STrans) do {
setRegExp := Union(setRegExp, GREC-e(G

. (G, H):=ApplyRule(R, G, H)
10.  setRegExp := Union(setRegExp, GREC-e(G’, ,, H’, RTStates, STrans))

H.. RTStates’, STrans))}

new’

(as illustrated in Example 3). In GREC-e we do
not only reduce a graph to a regular expression
but we also generate new graphs (that we reduce
to regular expressions too). This is the role of
function LookGraphAlternative, which
uses RTStates and STrans. More precisely, in line
6 of Figure 4, GREC-e chooses one reduction
rule by using the information concerning orbits
(Function ChooseRule). Then two different
directions are taken:

Before applying the chosenrule, for each tuple
(S, S, S,,) iINRTStates, GREC-e checks whether
nodess ands _satisfy some specified conditions.
When it is the case, it modifies the graph to take
into account the insertion of the corresponding
nodes . These modifications are driven by rules
R.R, and R, and by information concerning the
orbits of the original graph. Each modification is
performed by the iterator LookGraphAlter-
native (line 7), whose role is two-fold: (i) it
verifies whether nodes s ands__satisfy the con-
ditions stated in R, R, or R, and (ii) it generates
new data (graph G_, , its hierarchy of orbits (H__ )
and RTStates’, and updated version of RTStates
without the tuple just used), over which Function
GREC-e is recursively applied. When RTStates
is empty (line 3), no more insertions have to be

done, and Function GraphToRegEXxp computes
a regular expression from a given graph.

Function ApplyRule in line 9, computes a
new graph resulting from the application of the
selected rule on the original graph G . Function
GREC-e is recursively applied over this new
graph. The reduction process finishes only when
G,, is asingle node.

Before presenting how LookGraphAlter-
native works, let us define two sets that help
the construction of the candidates:

Definition 2. Given a graph G = (X, U) and a
node x e X, the set of nodes that immediately
follow a node x is defined as: Foll(x) = {y € X
| (X, y) € U}. The set of nodes that immediately
precede a node x is defined as: Prev(x) = {y € X

| (y, ) € U}

Note that the difference between Foll(x) (resp.
Prev(x)) and Q*(x) (resp. Q*(x)) is the graph used
to define them. The sets Foll(x) and Prev(x) are
defined over the Glushkov graph while the sets
Q*(x) and Q(x) are defined over the graph with-
out orbits.



Figures 5 to 9 summarise the behaviour of
LookGraphAlternative. They show the
tests done (column Condition) as well as the
modifications to be performed when the tested
conditions are met (column Result).

Figure 5 shows how LookGraphAlter-
native builds new graphs when rule R, is
applied.

Conditions for the first case are: (i) the node x
correspondsto s and (ii) the node y corresponds
to s, . In the first case, new graphs G', G* and G®
are built by adding nodes s betweens ands
as follows: (i) G adds the nodes s in a disjoint
way (there can be several triples having the same
s, and s ); (ii) G* adds a sequence of optional
nodes s, and (iii) G® has an optional sequence
of nodes s, . For example, let w = abc be a valid
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word belonging to E = abc and w’ = abxyc be w
updated with two new symbols x and y; then, G,
G2and G3 represent E! = ab(x]y)!c, E? = ab(x!y!)
¢ and E3= ab(xy)!c, respectively.

Conditions for the second case are: (i) the
node x corresponds to s and (ii) the node y cor-
responds to s . In this case, six new graphs are
built by considering the insertion of s nodes in
a disjoint way (Gt, G?), in a sequence of optional
nodes (G®, G* and in an optional sequence of
nodes (G°, G®). For example, let w = ababc be
a valid word belonging to E = (ab)c and w’ =
abxabyc be wupdated with two new symbols xand
y; then, G, G2, G*, G*, G® and G® represent E! =
(@bx|y)h *c, E2 = ((x|y)'ab) *c, E® = (abx!y))*c, E*

= (xlylab)*c, E® = (ab(xy)!")*c and E® = ((xy)!ab)*c,
respectively.

Figure 5. Graph modifications and conditions for Rule R,
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Figure 6 showshow LookGraphAlterna-
tive builds new graphs when rule R, is applied.
Three different cases are detected.

Conditions for the first case are: (i) the node
xiss_and (ii) s is a successor of x. Two graphs
are built by inserting nodes s, as successors of
X; as choices (G') or as a sequence (G?).

Conditions for the second case are: (i) the node
xiss_and (ii) s is an ancestor of x. Two graphs
are built by inserting nodes s as predecessors
of x.

Conditions for the third case are: (i) s, is
a predecessor of x and (ii) s is a successor of
X. Two graphs are built by inserting nodes s
as choices w.r.t. x and y. As an example, con-
sider the regular expression E = a(b|c)d and the
words w = abd and w = abxyd. The candidates
built by LookGraphAlternative with
rule R, (first case) are: E'= a(b(x|y)!|c)d, built
from G' and E?> = a(bx!y!|c)d built from G2
Figure 7 showshow LookGraphAlternative
builds new graphs when rule R, is applied. In
this case, one of the following conditions holds:

s,, precedes x and s__is a successor of x. As an
example, consider the regular expression E =
ab?c and the words w=ac and w’ = axyc. The
candidatesare (see Figure 7): E* = a(x|y)'b?c from
G', E>=ax!ylb?c from G2, E®* = ab?(x|y)!c from G3,
E* = ab?xlylc from G*, E® = a(b|(x]y)!)c from G,
and E® = a(b?|x!y"c from G¢.

Rules R,, R, and R, are first applied inside
each orbit (Caron & Ziadi, 2000). During the
reduction process, each orbit © of the original
graph is reduced to just one node containing a
regular expression. This regular expression is
then decorated by +. Before applying this decora-
tion we have to consider the insertion of s in
the orbit ©.

Figure 8 shows the conditions we have to check
and the candidate graphs built according to them.
Three cases are specified:

The first case is defined by the condition s |
€ In(9) and s_ e Out(0). Graphs G, G?, G?, G*,
G® and G° are built as follows: G* has nodes s,
inserted as input nodes of the orbit in a disjoint
way; G* is similar to G but nodes s_, are in-

Figure 6. Graph modifications and conditions for Rule R,
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Figure 7. Graph modifications and conditions for Rule R,
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serted in a sequence of optional nodes; G* has
nodes s . inserted as output nodes of the orbit
in a disjoint way; G* is the same as G but nodes
S,.,, are inserted in a sequence of optional nodes;
G® has nodes s inserted in a disjoint way and
they are disjoint in relation to the orbit, and G°
is the same as G° but nodes s, are inserted in a
sequence of optional nodes.

The second case is defined by the condition's |
€ Prev(z) and s = z. Four graphs are proposed,
corresponding to G, G?, G® and G® of the first
case.

The third case is specified by conditions s_ €
Foll(z) and s, = z. Four graphs are proposed and
they coincide with G, G*, G® and G of the first
case. Inall cases, nodes s, are added to the orbit
O reduced to z.

Figure 9 shows how LookGraphAlter-
native builds new graphs when a mandatory
symbol (a tuple (s, s,, NULL) in RTStates) is
deleted from a valid word. The candidate is built
as follows: all successors of nodes n representing
the deleted symbols s will be the successors of
all predecessors of s, i.e., for all p ¢ Foll(n), build
new arcs (Prev(n), p). As an example, consider
the regular expression E = abc*d and the words

12

w=abcd andw’ = ad. The candidate is (see Figure
9) E = ab?c*d.

Candidates proposed by GREC-e are easily
classified according to the context of the inser-
tion. It is straightforward to do it since: (i) for
each maximal orbits in G there exists a starred
sub-expression in E (Briiggeman-Klein & Wood,
1992); (ii) a context is composed by the symbols
of an orbitand (iii) the symbols that do not belong
to any orbit compose the general context. Thus,
the number of contexts in a regular expression E
is the number of orbits (or the number of starred
sub-expressions) plus one if E has symbols be-
longing to no orbit.

For instance, let E = ab(cd)*e be a regular
expression with two contexts (E = 12(34)*5). The
general context is composed by a, b and e while
the second context contains ¢ and d (correspond-
ing to the orbit {3, 4} and, consequently, to the
starred sub-expression (cd)*). Suppose that w =
abcdeandw’ =abcduve. Proposed solutions for the
contextof cand d are: ab(cd(uv)*)*e, ab(cdu'v!)*e
and ab(u!vlcd)*e. The distance between each of
these candidates and E is 2 since RTStates has 2
tuples. For example, for E1=ab(cd(u|v)*)*e, Se1 =
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Figure 8. Graph modifications performed after reducing an orbit

{1,2,3,4,5,6, 7}and, as Se = {1, 2, 3, 4, 5}, we

have D(E,E’)=1|5-7| =
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document D’, which is not valid w.r.t. the existing

schema (type) S. Function GREC-e is executed
and proposes candidates to build a new schema

which accepts D’ and a new class of XML docu-

ments. InFigure 10, GREC-e proposes candidates

E, E,.,

E.. An advised user chooses E, as the
type to replace S. This new type describes not
only D’, but also documents D,..., D_.

13
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Figure 9. Graph modifications performed from a deletion of mandatory nodes

Condition

Result

- -~
7
Sm T o 7
& (”;J . @ f‘\ll Sor
‘l’ - P e - !r_ - %
S

Figure 10. The workflow of our approach
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The following running example illustrates the

execution of GREC-e.

Example 5: We now consider the same regular
expression of Example 1. For the sake of simplic-
ity, we replaced the XML labels by letters. Thus,
the regular expression E is now represented as
E =T (D H"#, with w = TDH# and w = TDH-
DHRC#. The automaton Mk is associated to the
following graphs G and G, (G without orbits)
(see Box 1).

[ ]
W Replac

GREC-e (Figure 4) is called with argu-
ments G, RTStates = ((3, 4, 5), (3, 4, 6))
(where 5 and 6 represent the positions for
C and P, respectively), STrans = {(5, P)}
and the hierarchy of orbits H, composed
by 9,={3} and ©,={2, 3}. The execution
of GREC-e performs the following steps:
In line 6 of Figure 4, as ©4 is a singleton,
LookGraphAlternative tries to ap-
ply conditions stated in Figure 8. The third
condition of this figure is verified by both
tuples in RTStates, and four new graphs are

Box 1.

~Q- \L_— D

B

14
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built. GREC-e isexecuted over each of these
graphs (line 8) with an empty RTStates. The
following regular expressions are added to
setRegExp (line 3): T(D(H(R|C)*)*)*#
from G!, T(D(HR!CHYH)*# from G?, T(D
(HIR|C)")*# from G3, T(D(H|R!CH)*)*#
from G*.

*  Following the reduction process of G (the
original graph), function ApplyRule (line
9) adds the operator “+” to the node that
represents an orbit in G. Thus, this node
corresponds to the regular expression H™.
GREC-e isrecursively called at line 10 with
G,, and the new hierarchy of orbits (with
only 0,).

. In this recursive call, Rule R, is chosen at
line 6, since itisthe only one applicable over
the nodes in ©,. As conditions from Figure
Sarenotsatisfied, LookGraphAlterna-
tive does not propose new graphs. In line
9, R, is applied over nodes 2 and 3 from
G,,- GREC-e isrecursively called with G
having nodes 2 and 3 replaced by one node
labelled 2 3*.

. In this new recursive call, the choice of Rule
R, gives no new graphs. However, as there
exists a node that represents the entire orbit
9y, LookGraphAlternative builds
four new graphs, since the third condition
in Figure 8 holds. These candidates are:
T(D H*(R|C)*)*#, T(D H*RICH*# T(D
H*|(R|C)*)*#, and T(D H*|RIC!)*#.

. The reduction process of the original input
continues: Beforeapplying R, the procedure
ApplyRuledecoratesnode 2 3* witha “+”
resulting in (23*)*. By application of R, the
node (2 3*)* becomes (2 3%)*.

*  Next, R, ischosen to be applied over nodes
0 and 1 resulting in a node labelled (0 1).
Then, R, is again chosen to be applied over
nodes (0 1) and (2 3*)*, resulting in a node
labelled (0 1 (2 3*)*).

. R, is chosen again to reduce nodes (0 1 (2
3%*) and 4. In this case, the first condition

of Figure 5 is satisfied and three new graphs
are built. When GREC-e is called at line 9,
the parameter RTState is empty and thus,
this call results in adding candidates (line
5) T(D H*)*(R|C)*#; T(D H*)*RIC!# and
T(D HY*(RC)# to our result set.

. Finally, condition atline 5 holds and GREC-e
terminates.

Ourtool presents the candidate regular expres-
sions according to the context of insertions:

«  In the context of H (inside H*) we have: T
(D (H(RIC)*) ©)*, T (D (HR!C!) H)*, T (D
(HIRIC) H)* and T (D (H|RIC!) H)*.

+  Inthe contextof D (inside (D H*)*) we have
T (D (H) *|(RIC)®)*, T (D H*RIC)*, T (D
H*|(R|C)*)* and T (D HF|RIC!)*.

*  Finally, in the context of S i.e., outside
any starred sub-expression, we obtain
T (D HH*(R|C)*, T (D HY)*RIC!and T (D
HH*(RC)! .

Ourmethodwasimplemented in JAVA (Eclipse
Platform 3.3.1.1 and JDK 5.0). Figure 11 shows
how modules interact. The first step is to build a
table TMaps that stores the mapping between the
original word w and the updated word w’ (Figure
11 (1)). In our implementation, Table TMaps is
built based on w and the list of update operations
that defines w’. Procedure Module buildTable
inserts rows in Table TMaps. At the end of this
procedure, Table TMaps contains information
about the symbols that have been inserted into w,
the symbols that have been deleted from w and
the symbols that remained unchanged.

Table TMaps is used to build the relation RT-
States and the set STrans used to compute candi-
dates (step (2) in Figure 11). These two structures
are defined using the Glushkov automaton M,
corresponding to the original regular expression
(M, accepts w). We recall that relation RTStates
informs where (and which) s isadded to M. It
contains triples (s, s, S,.,) for each symbol to

nr?
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Figure 11. Approach’s modules and their interaction
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be inserted in E. The set STrans contains pairs
(state, symbol) which indicate that, in the resulting
automata, there must exist an outgoing transition
from state state with label symbol. In other words
STrans assures the order among several symbols
(or states) inserted in the same position. Thus, in
this step, Modules insertSubStr and deleteSubStr
are called. On the first hand, Module insertSub-
Str adds into RTStates a tuple (s, s, S,,,) that
represents an insertion and, on the other hand, it
adds (if necessary) a couple (state, symbol) into
STrans. Module deleteSubStr adds into RTStates
atuple (s, s,,, null) that represents a deletion.

RTStates and STrans are input parameters for
GREC-e, together with the Glushkov graph with-
out orbits G, (built from M), and its hierarchy of
orbits H (Figure 11 (3)). GREC-e calls functions
GraphToRegExp, ChooseRule, LookGraphAlter-
native and ApplyRule. At the end of the whole
process, candidates E, E,, ..., E_are presented
to the user for allowing him/her to choose one
of them.

Properties and Experimental Results

Some properties of GREC-e can be stated. In
particular, it can be proved that any given graph
G,., built by LookGraphAlternative(G,
H, R, RTStates, STrans) is reducible and that
GREC-e finds correct solutions, as stated by
theorem 2. As we focus on insertions, we have
the following property: givenktuples(s s, .S..)

16

GraphToRegExp

HeleteSubStr
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Build E
RTStates RTStates 2
and .
STrans STrans E,

ApplyRule

LookGraphAlternative
(3)

in RTStates, GREC-e returns, at least, one new
regular expression E’ different from the original
E and E’ has, at most, k new positions w.r.t. E,
i.e, D(E, E’) <k + 1. Moreover, the languages
associated to the solutions proposed by GREC-e
contain, at least, the original language as well as
the new word.

Theorem 2: Let E be a regular expression and
L(E) the regular language described by E. Given
w[0 : n] € L(E) (0 <n), let w’ be a word resulting
from a sequence of updates over positions p (with
0 <p <n) of wsuch that w ¢ L(E). Let Mk be a
Glushkov automaton corresponding to E and G
be a graph built from Me. Let (G, , H) be a pair
representing a graph without orbit obtained from
G and the hierarchy of orbits obtained during the
construction of G, respectively. Let RTStates
be a (nonempty) relation storing tuples (s, s,
s..,) and STrans be a relation with tuples (s, a),
constraining the construction of candidates. Let
k be the number of tuples (s, s, . S,.,) iIn RTStates
suchthats_+# null (tuples havings . = null de-
note deletions). The execution of GREC-e(G,,,
H, RTStates, STrans) returns a finite, nonempty
set of candidate regular expressions{E,, ..., E }
such that, foreach E, € { E, ..., E_} we have
L(E) v {w'} c L(E') and D(E, E)<*k.

The number of candidates built by GREC-e
depends on the number of orbits where the new
symbols are inserted and the matched conditions
described in Figures 5 to 8. Let us consider that
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k is the number of new graphs G’ proposed from
a given graph G by applying once the modifica-
tionsillustrated in Figures 5to 8, according to the
matching conditions. Notice that the maximum
value for k is 6, which is the number of variations
introduced at Case 4 of Figure 6 (considering the
use of the operator “!”). For each graph found
as a solution for one insertion, we build new
graphs when taking into account other tuples of
RTStates. Thus, if the number of such tuples is n,
then GREC-e builds k" candidate regular expres-
sions in the worst case. Notice that all insertions
at the same position are considered in only one
step (one rule application), thus the maximum
value n is reached only when all insertions are
performed at different positions.

Given a candidate graph G with m nodes,
the complexity of the reduction process that
transforms G into a regular expression is O(m?)
(proved in (Duarte, 2005)). As we have at most k"
graphs to be reduced, the worst case complexity
of GREC-e is O(k" x m?)

Although the complexity of our method seems
tobe discouraging, our experimental results show
that GREC-e can be reasonably used inthe context
of schema evolution, which is not an ordinary
operation. Our implementation has been done
in Java (JRE 1.5) running Window XP over an
Intel Pentium M, 1.6 GHz machine with 512Mb
of RAM, 80Gb of Disk.

We obtainthe following statistical measures for
160 experiments considering 8 different regular
expressions and 20 different kinds of updates:
the median (the value separating the highest half
from the lowest half of execution time) is 3.40
ms, the mode (the most frequent execution time)
is 2.30 ms and mean execution time is 9.05 ms
(with standard deviation 3.23 ms).

In terms of number of candidates, we have the
following results: the median is 6.25, the mode is
8, and the mean is 14.10 (with standard deviation
6.30). The number of (embedded) starred sub-
expressions has a strong impact on experimental
results. Inordertoillustrate this aspectwe showin
Figure 10 executiontime and number of candidates
(@) for E° = a b(c|d)e(f glh)# (E°=12(3|4)5 (6
718) 9), a regular expression with no starred sub-
expressions; (b) for E* = a(b(c|d))*e(fg|h)*# (E* =
1(2(3|4))*5(6 7]8)*9) with two non-nested starred
sub-expressions, and (c) for E** = a(b(c|d)*)*e(f
glhy*# (E** = 1(2(3]4)*)*5(6 7|8)*9) with nested
starred sub-expressions.

Thewordw =abdefg, to be updated isthe same
inall three cases (it belongs to all L(E®), L(E*) and
L(E**). Weassume seven insertion sequences over
w giving rise to seven invalid words, namely, wi
= abdvefg, w2 = abdvxefg, w3 = abdvxyefg, w4
= abdefvg, ws = abdefvxg, we = abdefvxyg and
w7 = avbxdeyfg. The horizontal axes of graphics
in Figure 10 are numbered by these seven cases.

Figure 12. Execution of GREC-e for (a) E°, (b) E* and (c) E**
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We count a? and a* as two different solutions.

Asitwas concluded by our complexity analysis,
results are better when the update position is the
same for all insertions. In this case, STrans con-
tains constraints that eliminate many candidates.
Consider, for instance Figure 10(c). For w7 and
wg, RTStates contains 3 tuples but w7 provokes
the construction of many candidates (less than
63), because it has each new symbol inserted
into different positions (so STrans is empty). For
wg GREC-e builds only 3 candidates thanks to
STrans that contains two tuples. Our intuition is
that the system could prune the combinatorial
computation by asking the user to make intermedi-
ary choices limiting the number of solutions over
which GREC-e continues to work.

RELATED WORK AND FUTURE
TRENDS

The approach presented here is an extension of
previous work by the same authors (Bouchou,
Duarte, Halfeld Ferrari, Laurent, & Musicante,
2004). While our previous work deals with only
one update at a time, our new algorithm GREC-
e, proposed here, deals with a more complex
scenario since it accepts any number of updates
- a much more realistic situation. GREC-e is
an automaton-based approach, inspired in the
work of (Caron & Ziadi, 2000) that transforms
regular expressions into finite state automata.
In (da Luz, Halfeld Ferrari, & Musicante, 2007)
we find another version of GREC, which deals
only with regular expressions, without using the
transformation into automata.

Schema evolution is usually preceded by a
step of tree matching, capable of finding the dif-
ferences between two XML documents A and B
and to translate these differences into updates to
be performed on A to obtain B. Much work has
been done in the area of tree matching (see for
instance (Wang et al., 1994; Zhang et al., 1992)).
Although this topic is out of the scope of this
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chapter, we refer to (Su, Kuno, & Rundensteiner,
2001) as an approach where the cost model pro-
posed in (Chawathe, Rajaraman, Garcia-Molina,
& Widom, 1996) is refined in order to take into
account XML characteristics, and to (Bouchou,
Cheriat, Halfeld Ferrari, & Savary, 2006), which
dealswith (incremental) correction of XML docu-
ments, and whose proposal might be adapted to
our context.

The goal of XML schema evolution research
(Roddicketal.,2000; Costello & Schneider, 2000)
is to allow schemas to change while maintaining
access to the existing data. Most existing work,
like (Kuikka, Leinonen, & Penttonen, 2000;
Rougemont, 2003; Su, Kramer, Chen, Claypool, &
Rundensteiner, 2001; Su, Kuno, & Rundensteiner,
2001), aimto change XML documentsto conform
to a given new schema (which can be the result of
updatingaschemawith primitives suchasthe one
proposed in (Al-Jadir & EI-Moukaddem, 2003;
Coox, 2003; Suetal., 2001)). In (Guerrini, Mesiti,
& Rossi, 2005), a set of schema update primitives
isproposed and the impact of schemaupdates over
XML documents is analysed. The basic idea is
to keep track of the updates made to the schema
and to identify the portions of the schema that,
because of the updates, require validation. The
document portions affected by those updates are
then revalidated (and changed, if necessary).

Ourapproach isthe opposite of these methods.
We intend to extend schemas in a conservative
way, i.e. keeping the existing document validity
without making any changes to them. Following
the idea of the current paperandthosein (Guerrini
et al., 2005), a new proposal in (Bouchou & Du-
arte, 2007) introduces a subset of schema update
primitives that is consistency-preserving.

Our work can be related to research on learn-
ing finite state automata (such as (Angluin, 1987,
Parekh & Honavar, 2001)), which deal with the
construction of automata from scratch, based on
examples and counterexamples. As in our ap-
proach we start from an automaton and we have
only one example (the updated document), we fall
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in the incremental learning automaton approach
presented in (Dupont, 1996). However, as we do
not have (and it is not necessary) the historical
of the automaton construction, the incremental
learning does not fit for our purpose. Moreover, the
automata built from the finite learning automata
approach may be non reducible.

We are studying the extension of our method in
order to consider not only one regular expression
but the entire XML type. Differentdirections can
be taken into account. One approach might com-
pare schema graphs and perform their evolution
in a conservative way. Another approach might
use logic programs to express the whole XML
type and adapt the evolution of regular expres-
sions to the evolution of the logic program. This
direction is explored in (da Luz et al., 2007) by
using Datalog programs.

Another perspective concerns the possibility
of adapting our approach to schema constraints
beyond regular (i.e., to consider XML trees re-
specting type constraints more powerful than
those imposed by a regular tree grammar).

More important for our current researches,
we plan also to investigate the use of GREC-e to
perform the evolution of programs that describe
or specify web service interfaces. Indeed, some
languages for describing web service composition
propose regular structures to define composed
services. In this case, the evolution of a service
interface can be seen as the evolution of an ex-
tended regular expression (one containing more
operators than the usual ones) and GREC-e may
be adapted to aid in the web service maintenance.
This situation is more conspicuous in PEWS (Ba,
Carrero, Halfeld Ferrari & Musicante 2005) but
we believe it can also be explored in languages
such as BPEL (Andrew et al., 2003). In a PEWS
specification, each composed service interface
defines a trace of operations or messages that
can be seen as the language described by the
program. Modifications to this language can trig-
ger modifications on the program that describes
the web service.

CONCLUSION

This paper presents GREC-e, an algorithm for
conservative evolution of schemas for XML.
The present work extends our previous algorithm
(Bouchou, Duarte, Halfeld Ferrari, Laurent, &
Musicante, 2004), in order to deal with multiple
updates, to trigger the evolution of aschema. This
extension deals with any number of updates over
awordw e L(E) (resulting inw’ ¢ L(E)) in order
to build new regular expressions E’, such that:

- wel(E)

*  LECLE)

«  E’still contains the starred sub-expressions
of E and

*  D(E E’) <k(withkthe number of insertions
performed on w).

We start from the finite state automaton Me
corresponding to E and we proceed by computing
information on changes performed on w, that we
store in two structures, RTStates and STrans: the
first one informs where (and which) states are to
be added to Me and specifies which transitions
must appear in the new automaton; the second
one is to avoid adding non accurate transitions.
Then we perform the reduction process, generat-
ing new regular expressions that match modifica-
tions performed on w, while maintaining a strong
syntactical relation to E. Although the complexity
of our method is exponential in the number of
updates (in the worst case), our experimental
results show that GREC-e gives good results in
most practical cases.

We have applied ouralgorithmto XML schema
evolution: based on the update of one document,
we allow an authoritative user to dynamically
change the schema without interfering with other
documents in the database. XML applications
usually require that both the original and the
derived regular expressions are unambiguous
(i.e., corresponding automata are deterministic).
If unambiguous expressions are required as a
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result, GREC-e can signal any ambiguity and
equivalent unambiguous regular expressions can
be computed along the lines of (Ahonen, 1997).
Our method can be useful for web services if we
consider the two different steps mentioned in In-
troduction: tree matching and validity-preserving
type changing. This paper presents a solution for
the second step. The first step can be solved by
computing the distance from a new document to
the language defined by the schema. We are cur-
rently considering different methods to perform
this computation.
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ABSTRACT

Change detection is an important part of version management for databases and document archives. The
success of XML has recently renewed interest in change detection on trees and semi-structured data, and
various algorithms have been proposed. We study different algorithms and representations of changes
based on their formal definition and on experiments conducted over XML data from the Web. Our goal
is to provide an evaluation of the quality of the results, the performance of the tools and, based on this,
guide the users in choosing the appropriate solution for their applications.

INTRODUCTION

The context for the present work is change
detection in XML data warehouses. In such a
warehouse, documentsare collected periodically,
for instance by crawling the Web. When a new
version of an existing document arrives, we want
to understand changes that occurred since the
previous version. Considering that we have only
the old and the new version for a document, and

no other information on what happened between,
a diff (i.e. the delta between the two versions)
needs to be computed. A typical setting for the
diff algorithm is as follows: the input consists in
two files representing two versions of the same
document; the output is a delta file representing
the changes that occurred.

In this paper, we consider XML input docu-
ments and XML delta files to represent changes.
The goal of this survey is to analyze the different

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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existing solutions and, based on this, assist the
users in choosing the appropriate tools for their
applications. We study two dimensions of the
problem: (i) the representation of changes (ii) the
detection of changes.

Representing changes. To understand the
important aspects of changes representation, we
point out some possible applications:

. In Version management Chien et al. (2001),
Marian et al. (2001), the representation
should allow for effective storage strategies
and efficient reconstruction of versions of
the documents.

. In Temporal Applications Chawathe et al.
(1999), Zhang et al. (2004), the support fora
persistent identification of XML tree nodes
ismandatory since one would like to identify
(i.e. trace) a node through time.

* In Monitoring Applications Chen et al.
(2000), Nguyen et al. (2001), Jacob et al.
(2005), changes are used to detect events
and trigger actions. The trigger mechanism
involves queries on changes that need to
be executed in real-time. For instance, in
a catalog, finding the product whose type
is “digital camera” and whose price has
decreased.

As mentioned above, the deltas, that we con-
sider here, are XML documents summarizing
the changes. The choice of XML is motivated
by the need to exchange, store and query these
changes. XML allows supporting better quality
services as in Chen et al. (2000) and Nguyen et
al. (2001), in particular query languages (Www.
w3.0org/TR/xquery), Aguiléra et al. (2000), and
facilitates data integration (www.w3.org/rdf).
Since XML is a flexible format, there are differ-
ent possible ways of representing the changes on
XML and semi-structured data Chawathe et al.
(1998), La Fontaine (2001), Marian et al. (2001),
XML Update Language (xmldb-org.sourceforge.
net/xupdate), and build version management

architectures Chien et al. (2001). In Section 3,
we compare change representation models and
we focus on recent proposals that have a formal
definition, a framework to query changes and an
available implementation, namely DeltaXML La
Fontaine (2001), XyDelta Marian et al. (2001),
XUpdate (xmldb-org.sourceforge.net/xupdate)
and Dommitt (www.dommitt.com).

Change detection. In some applications (e.g.
an XML document editor), the system knows
exactly which changes have been made to a docu-
ment, but in our context, the sequence of changes
is unknown. Thus, the most critical component
of change control is the diff module that detects
changes between an old version of a document
and the new version. The input of a diff program
consists in these two documents, and possibly
their DTD or XMLSchema. Its output is a delta
document representing the changes between the
two input documents. Important aspects are as
follow:

. Correctness: We suppose that all diffs are
“correct”, in thatthey find a set of operations
that is sufficient to transform the old version
into the new version of the XML document.
In other words, they miss no changes.

. Minimality: In some applications, the fo-
cus will be on the minimality of the result
(e.g. number of operations, edit cost, file
size) generated by the diff. This notion is
explained in Section 2. Minimality of the
result isimportant to save storage space and
network bandwidth. Also, the effectiveness
of version management depends both on
minimality and on the representation of
changes.

»  Semantics of the changes: This is a chal-
lenging issue that can help users to under-
stand “what happens” in the real world rep-
resented by the XML data. Some algorithms
consider more thanthetreestructure of XML
documents. For instance, they may consider
keys (e.g. ID attributes defined in the DTD)
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and match with priority two elements with
the same tag if they have the same key. This
may enable tracking the evolution of the
identified elements. In Zhang et al. (2004),
the tracked elements are identified using
XPATH expressions. This needs that the
information that identifies an element has
to be conserved across changes to a docu-
ment.

. Performance and complexity: With dy-
namic services and/or large amounts of
data, good performance and low memory
usage become mandatory. For example,
some algorithms find a minimum edit script
(given a cost model detailed in Section 2) in
quadratic time and space.

*  “Move” Operations: The capability to de-
tect move operations (see Section 2) is only
presentin certaindiffalgorithms. Thereason
is that it has an impact on the complexity
(and performance) of the diff and also on the
minimality of the result and the semantics
of changes.

To explain how the different criteria affect
the choice of a diff program, let us consider the
application of cooperative work on large XML
documents. Large XML documentsare replicated
over the network. We want to permit concurrent
work on these documents and efficiently update
the modified parts. Thus, a diff between XML
documents is computed. The support of ID at-
tributes allows to divide the document into finer
grain structures, and thus to efficiently handle
concurrent transactions. Then, changes can be
applied (propagated) to the files replicated over
the network. When the level of replication is low,
priority is given to performance when computing
the diff instead of minimality of the result.

Experiment settings. Our analysis relies on
experiments conducted over XML documents
found on the web. Xyleme (www.xyleme.com)
crawled more than five hundred millions web
pages (HTML and XML) in order to find five
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hundred thousand XML documents. Because
only part of them changed during the time of
the experiment (several months), our measures
are based roughly on hundred thousand XML
documents. Most experiments were run on sixty
thousand of them (because of the time it would
taketorunthemonall the available data). Itwould
also be interesting to run it on private data (e.g.
financial data, press data). Such data is typically
more regular. We intend to conduct such an ex-
periment in the future.

Our work is intended to XML documents.
But it can also be used for HTML documents,
after closing properly the HTML tags. However,
change management (detection+representation)
for XML documents is semantically much more
informative than for HTML. It includes pieces
of information such as the insertion of particu-
lar subtrees with a precise semantics, e.g. a new
product in a catalog.

The paper is organized as follows. First, we
presentthe data operations and cost model in Sec-
tion 2. Then, we compare change representations
in Section 3. The next section is an in-depth state
of the art in which we present change detection
algorithms and their implementation programs.
In Section 5, we present the results of our experi-
ments, and the last section concludes the paper.

PRELIMINARIES

In this section, we introduce the notions that will
be used along the paper. The data model we use
for XML documentsis labelled ordered treesasin
Marian et al. (2001). We will alsobriefly consider
some algorithms that support unordered trees.
Operations. The change model is based on
editing operations as in Marian et al. (2001),
namely insert, delete, update and move. There
are various possible interpretations for these
operations. For instance, in Kuo-Chung Tai’s
model Tai (1979), deleting a node means making
its children become children of the node’s parent.
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But this model may not be appropriate for XML
documents, since deletinganode changes its depth
in the tree and may also invalidate the document
structure according to its DTD.

Thus, for XML data, we consider Selkow’s
model Selkow (1977) in which operations are
only applied to leaves or subtrees. For instance,
when a node is deleted, the entire subtree rooted
at the node is deleted. This is more appropriate
for XML data, for instance removing a product
from a catalog by deleting the corresponding
subtree. Important aspects presented in Marian
et al. (2001) include (i) management of positions
in XML documents (e.g. the position of sibling
nodes changes when some are deleted), and (ii)
consistency of the sequence of operations depend-
ing on their order (e.g. a node can not be updated
after one of its ancestors has been deleted).

Edit cost. The edit cost of a sequence of edit
operations is defined by assigning a cost to each
operation. Usually, this costis 1 per node touched
(inserted, deleted, updated or moved). Ifasubtree
with n nodes is deleted (or inserted), for instance
using a single delete operation applied to the sub-
tree root, then the edit cost for this operation is n.
Since most diff algorithms are based on this cost
model, we use it in this study. The edit distance
between document A and document B is defined
by the minimal edit cost over all edit sequences
transforming A in B. A delta is minimal if its edit
cost is no more than the edit distance between the
two documents.

One may want to consider different cost mod-
els. For instance, assigning the cost 1 for each
edit operation, e.g. deleting or inserting an entire
subtree. But in this case, a minimal edit script
would often consist in the two following opera-
tions: (i) delete the first document with a single
operationappliedtothe document’s root (ii) insert
the second document with a single operation. We
briefly mention in Section 5.2 some results based
on a cost model where the cost for insert, delete
and update is 1 per node but the cost for moving
an entire subtree is only 1.

The move operation. The aim of move is to
identify nodes (or subtrees) even when their con-
text (e.g. ancestor nodes) has changed. Some of
the proposed algorithms are able to detect move
operations between two documents, whereas oth-
ers do not. We recall that most formulations of the
change detection problem with move operations
are NP-hard Zhang et al. (1995). So the drawback
of detecting moves is that such algorithms will
only approximate the minimum edit script. The
improvement when using amove operationisthat,
in some applications, users will consider that a
move operation is less costly than a delete and
insert of the subtree. In temporal applications,
move operations are important to detect from a
semantic viewpointbecause they allowto identify
(i.e. trace) nodes through time better than delete
and insert operations.

Mapping/matching. In this paper, we will
also use the notion of “mapping” between two
trees. Each node in A (or B) that is not deleted (or
inserted) is “matched” to the corresponding node
in B (or A). A mapping between two documents
represents all matchings between nodes from the
firstand second documents. In some cases, adelta
is said “minimal” if its edit cost is minimal for
the restriction of editing sequences compatible
with a given “mapping™.

The definition of the mapping and the creation
of a corresponding edit sequence are part of the
change detection. The change representation
consists in a data model for representing the edit
sequence.

COMPARISON OF THE CHANGE
REPRESENTATION MODELS

XML has been widely adopted both in academia
and in industry to store and exchange data. In
Chawathe et al. (1999), the authors underline the
necessity for querying semistructured temporal
data. Recent Works Chawathe et al. (1999), La
Fontaine (2001), Chien et al. (2001), Marian et al.
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(2001), Zhang et al. (2004) study version manage-
mentand temporal queries over XML documents.
Althoughan important aspect of version manage-
ment is the representation of changes, a standard
is still missing.

In this section we recall the problematic of
change representation for XML documents, and
we present main recent proposals on the topic,
namely DeltaXML LaFontaine (2001) and XyDelta
Marian et al. (2001). Then we present some ex-
periments conducted over Web data.

Aspreviously mentioned, the main motivations
for representing changesare: version management,
temporal databasesand monitoring data. Here, we
analyse these applications in terms of (i) versions
storage strategies and (ii) querying changes.

Versions storage strategies. In Chien et al.
(2000), a comparative study of version manage-
ment schemes for XML documents is conducted.
For instance, two simple strategies are as follow:
(i) storing only the latest version of the document
and all the deltas for previous versions (ii) stor-
ing all versions of the documents, and computing
deltas only when necessary. When only deltas are
stored, their size (and edit cost) must be reduced.
For instance, the delta is in some cases larger
than the versioned document. We have analyzed
the performance for reconstructing a document’s
version based on the delta. The time complexity
is in all cases linear in the edit cost of the delta.
The computation cost for such programs is close
to the cost of manipulating the XML structure
(reading, parsing and writing).

One may wantto consideraflattextrepresenta-
tion of changes that can be obtained for instance
with the Unix diff tools. In most applications, it
is efficient in terms of storage space and perfor-
mance to reconstructthe documents. Its drawback
is: (i) that it is not XML and can not be used for
queries (ii) files must be serialized into flat text
and this can not be used in native (or relational)
XML repositories.

Querying changes. We recall here that sup-
port for both indexing and persistent identifica-
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tion is useful. On one hand, labeling nodes with
both their prefix and postfix position in the tree
allows to quickly compute ancestor/descendant
tests and thus significantly improves querying
Aguiléra et al. (2000). On the other hand, label-
ing nodes with a persistent identifier accelerates
temporal queries and reduces the cost of updating
an index. In principle, it would be nice to have
one labeling scheme that contains both structure
and persistence information. However, Cohen et
al. (2002) shows that this requires longer labels
and uses more space.

Also note that using move operations is of-
ten important to maintain persistent identifiers
since using delete and insert does not lead to
a persistent identification. Thus, the support of
move operations improves the effectiveness of
temporal queries.

Change Representation Models

We now present change representation models,
and in particular DeltaXML La Fontaine (2001)
and XyDelta Marian et al. (2001). In terms of
features, the main difference between themisthat
only XyDelta supports move operations. Except
for move operations, it is important to note that
both representations are formally equivalent, in
that simple algorithms can transform a XyDelta
delta into a DeltaXML delta, and conversely.
DeltaXML.: In LaFontaine (2001) (or similarly
in Chawathe et al. (1999)), the delta information
is stored in a “summary” of the original docu-
ment by adding “change” attributes. It is easy
to present and query changes on a single delta,
but slightly more difficult to aggregate deltas or
issue temporal queries on several deltas. The
delta has the same look and feel as the original
document, but it is not strictly validated by the
DTD. The reason is that while most operations
are described using attributes (with a DeltaXML
namespace), a new type of tag is introduced to
describe text nodes updates. More precisely, for
obvious parsing reasons, the old and new values
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of a text node cannot be put side by side, and the
tags <deltaxml:oldtext>and <deltaxml:newtext>
are used to distinguish them.

There is some storage overhead when the
change rate is low because: (i) position manage-
ment is achieved by storing the root of unchanged
subtrees (i) change status is propagated to ancestor
nodes. A typical example is shown in Box 1.

Note that it is also possible to store the whole
document, including unchanged parts, along with
changed data.

XyDelta: In Marian et al. (2001), every node
in the original XML document is given a unique
identifier, namely XID, according to some iden-
tification technique called XidMap. The XidMap
givesthe list ofall persistentidentifiers in the XML
document in the prefix order of nodes. Then, the
delta represents the corresponding operations:
identifiers that are not found in the new (old)
version of the document correspond to nodes
that have been deleted (inserted)?. The previous
example would generate a delta as follows. Inthis
delta, nodes 15-17 (i.e. from 15 to 17) that have
been deleted are removed from the XidMap of the
second version v2. In a similar way, the persistent
identifiers 31-33 of inserted nodes are now found
between node 23 and node 24 (see Box 2).

XyDeltas have nice mathematical properties,
e.g. they can be aggregated, inverted and stored
without knowledge about the original document.
Alsothe persistent identifiers and move operations

Box 1.

areuseful intemporal applications. The drawback
is that the delta does not contain contexts (e.g.
ancestor nodes or siblings of nodes that changed)
which are sometimes necessary to understand the
meaning of changes. Therefore, the context hasto
be obtained by processing the document.

XUpdate (xmldb-org.sourceforge.net/xup-
date) provides means to update XML data, but
it misses a more precise framework for version
management or to query changes.

Dommitt (www.dommitt.com) representation
of changes is inthe spirit of DeltaXML. However,
instead of using change attributes, new node types
are created. For instance, when a book node is
deleted, a xmIDiffDeletebook node is used. A
drawback is that the delta DTD is significantly
different from the document’s DTD.

Remark. No existing change representation
can be validated by (i) either a generic DTD
(because of document’s specific tags) (ii) or the
versioned document’s DTD (because of textnodes
updates as mentioned previously). These issues
will have to be considered in order to define a
standard for representing changes of XML docu-
ments in XML.

Change Representation Experiments
Figure 1 showsthe size ofa deltarepresented using

DeltaXML or XyDelta as function of the edit cost
of the delta. The delta cost is defined according

</product>
</catalog>

<catalog deltaxml:delta="modified’>
<product deltaxml:delta="unchanged” />
<product deltaxml:delta='modified’>
<status deltaxml:delta="deleted’>Unavailable</status>
<name>Digital Camera</name>
<description>...</description>
<price deltaxml:delta="inserted’>$399</price>
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Box 2.

<xydelta
vl _ XidMap="(1-30)”"

</delete>

</insert>
</xydelta>

v2 _ XidMap="(1-14;18-23;31-33;24-30)"">
<delete xid=(15-17) parent=6 position=1>
<status>Not Available</status>

<insert xid=(31-33) parent=6 position=4>
<price>$399</price>

to the “1 per node” cost model presented in Sec-
tion 2. Each dot represents the average® delta file
size for deltas with a given edit cost. It confirms
clearly that DeltaXML is slightly larger for lower
edit costs because it describes many unchanged
elements. On the other hand, when the edit cost
becomes larger, its size is comparable to XyDelta.
The deltas in this figure are the results of more
than twenty thousand XML diffs, roughly twenty

Figure 1. Size of the delta files

percent of the changing XML that we found on
the web.

STATE OF THE ART IN CHANGE
DETECTION

Inthissection, we presentan overview of the abun-
dantpreviouswork inthisdomain. Thealgorithms
we describe are summarized in Figure 2.
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A diff algorithm consists in two parts: first it
matches nodes between two documents, or two
versions of adocument. Second it generates a new
document, namely adelta, representing asequence
of changes compatible with the matching.

For most XML diff tools, no complete formal
description of their algorithms is available. Thus,
our performance analysis is not based on formal
proofs. We compared the formal upper bounds of
the algorithms and we conducted experiments to
test the average computation time. Also we give
a formal analysis of the minimality of the delta
results.

Following subsections are organized as fol-
lows. First, we introduce the String Edit Problem.
Then, we consider optimal tree pattern matching
algorithms that rely on the string edit problem to
find the best matching. Finally we consider other
approaches that first find a meaningful mapping

Figure 2. Quick summary of tested diff programs

between the two documents, and then generate a
compatible representation of changes.

Introduction: The String Edit
Problem

Longest Common Subsequence (LCS). In a
standard way, the diff tries to find a minimum
edit script between two strings. It is based on edit
distances and the string edit problem Apostolico
& Galil (1997), Levenshtein (1966), Sankoff &
Kruskal (1983), Wagner & Fischer (1974). Inser-
tion and deletion correspond to inserting and
deleting a (single) symbol in a string. A cost (e.g.
1) is assigned to each operation. The string edit
problem corresponds to finding an edit script of
minimum cost that transforms a string x into a
string y. A solution is obtained by considering the
cost for transforming prefix substrings of x (up

Program Name | Author Time Memory Moves Minimal Notes
Edit Cost
Fully tested
DeltaXML DeltaXML.com Linear Linear No No
MMDiff Chawathe and al. Quadratic Quadratic No Yes (tests with our
implementation)
XMDiff Chawathe and al. Quadratic Linear No Yes Quadratic I/0 cost
(tests with our
implementation)
GNU Diff GNU Tools Linear Linear No - No XML support (flat
files)
XyDiff INRIA Linear Linear Yes No
Not included in experiments
LaDiff Chawathe and al. Linear Linear Yes No Criteria based
mapping
XMLTreeDiff IBM Quadratic Quadratic No No
DiffMK Sun Quadratic Quadratic No No No tree structure
XML Diff Dommitt.com We were not allowed
to discuss it
Constrained Diff | K. Zhang Quadratic Quadratic No Yes -for unordered trees
-constrained mapping
X-Diff Y. Wang, D. De- | Quadratic Quadratic No Yes -for unordered trees
Witt, Jin-Yi Cai (U. -constrained mapping
Wisconsin)
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to the i-th symbol) into prefix subtrings of y (up
to the j-th symbol). On a matrix [1..|x]]*[1..]y[]], a
directed acyclic graph (DAG) representing all
operationsand their edit cost is constructed. Each
path ending on (i,j) represents an edit script to
transform x[1..i] into y[1..j]. The minimum edit
cost cost (x[1..i] — Yy[1..j] is then given by the
minimal cost of these three possibilities:

cost(deleteCharSymbol(x[i]+cost(x[1..
i—1]1-y[1.j])

cost(insertCharSymbol(y[j]))+cost(x[1..i]—y][1..
-1

cost(updateCharSymbol(x[i],y[j]))cost(x[1..
i—1]-y[1..j-1])

The edit distance between x and y is given
by cost(x[1..]x|]]—y[1..]y]]) and the minimum edit
script by the corresponding path. Note that for
example the cost for updateCharSymbol(x[i],y[j])
is zero when the two symbols are identical.

The sequence of nodes that are not modified
by the edit script is a common subsequence of x
andy. Thus, finding the edit distance is equivalent
to finding the “Longest Common Subsequence”
(LCS) between x and y. Note that each node in
the common subsequence defines a matching
pair between the two corresponding symbols in
strings x and y.

The space and time complexity are O(|x[*|y]).
This algorithm has been improved by Masek
and Paterson using the “four-russians” technique
Masek & Paterson (1980) in O(X‘*‘%g\x\) and
O (H1¥l+1oaloax])”  Yworst-case running time for

/log|x| .
finite and arbitrary alphabet sets respectively.

D-Band Algorithms. In Myers (1986), a
O([X| * D) algorithm is exhibited, where D is the
size of the minimum edit script. Such algorithms,
namely D-Band algorithms, consist of comput-
ing cost values only close to the diagonal of the
matrix [1.|x|]*[1..]y|]]- A diagonal k is defined by
(i,j) couples with the same difference i —j =k, e.g.
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for k=0 the diagonal contains (0,0),(1,1)(2,2),....
When using the usual “1 per node” cost model,
diagonal areas of the matrix, e.g. all diagonals
from—KtoK, containall editscripts Myers (1986)
of cost lower than a given value K. Obviously, if
a valid edit script of cost lower than K is found
to be minimum inside the diagonal area, then it
must be the minimum edit script. When k is zero,
the area consists solely in the diagonal starting at
(0,0). By increasingk, it is then possible to find the
minimum edit script in O(max(|x|+|y|)*D) time.
Using a more precise analysis of the number of
deletions, Wu et al. (1990) improves significantly
this algorithm performance when the two docu-
ments lengths differ substantially. This D-Band
technique is used by the famous GNU diff (www.
gnu.org/software/diffutils/diffutils.html) program
for text files.

Optimal Tree Pattern Matching

Serialized XML documents can be considered
as strings, and thus we could use a “string edit”
algorithm to detect changes. This may be used as
a raw storage and raw version management, and
can indeed be implemented using GNU diff that
only supports flat text files. However, in order to
supportbetter services, itis preferable to consider
specific algorithms for tree data that we describe
next. The complexity we mention for each algo-
rithm is relative to the total number of nodes in
both documents. Note that the number of nodes
is linear in the document’s file size.

Previous Tree Models. Kuo-Chung Tai,
Tai (1979), gave a definition of the edit distance
between ordered labeled trees and the first non-
exponential algorithmto computeit. The timeand
space complexity is quasi-quadratic.

In Selkow’s variant Selkow (1977), which is
closerto XML, the LCS algorithm described pre-
viously is used on trees in a recursive algorithm.
Considering two documents D1 and D2, the time
complexity is O(|D1*|D2|). In the same spirit is
Yang’s algorithm, Yang (1991), to find the syntactic
differences between two programs.
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MMDiffand XMDiff. In Chawathe (1999), S.
Chawathe presents an external memory algorithm
XMDiff (based on main memory version MMDiff)
for ordered trees in the spirit of Selkow’s variant.
Intuitively, thealgorithm constructsamatrixinthe
spirit of the “string edit problem”, but some edges
are removed to enforce the fact that deleting (or
inserting) anode will delete (or insert) the subtree
rooted at this node. More precisely, (i) diagonal
edges exists if and only if corresponding nodes
have the same depth in the tree (ii) horizontal
(resp. vertical) edges from (x,y) to (x+1,y) exists
unless the depth of node with prefix label x+1 in
D1 is lower than the depth of node y+1 in D2. For
MMD:iff, the CPU and memory costs are quadratic
O(|D1*|D2|). With XMDiff, memory usage is
reduced but 10 costs become quadratic.

Unordered Trees. In XML, we sometimes
wantto consider thetreeasunordered. The general
problem becomes NP-hard Zhangetal. (1992), but
by constraining the possible mappings between
the two documents, K. Zhang, Zhang (1996),
proposed an algorithm in quasi quadratic time. In
the same spirit is X-Diff Wang et al. (2003) from
NiagaraCQ Chenetal. (2000). Inthese algorithms,
for each pair of nodes from D1 and D2 (e.g. the
root nodes), the distance between their respective
subtrees is obtained by finding the minimum-cost
mapping for matching children (by reduction to
the minimum cost maximum flow problem Zhang
(1996), Wang et al. (2003)). More precisely, the
complexity is

|D1|#|D2| * (deg (D1)+deg (D2))
+log (deg (D1)+ deg(D2)) ,

where deg(D) isthe maximum outdegree (number
of child nodes) of D. We do not consider these
algorithms since we did not experiment on unor-
dered XML trees. However, their characteristics
are similar to MMDiff since both find a minimum
edit script in quadratic time.

DeltaXML. One of the most featured products
onthe marketis DeltaXML (www.deltaxml.com).
It uses a similar technique based on longest com-
mon subsequence computations; more precisely it
uses a D-Band algorithm Wu et al. (1990), Myers
(1986), to run in quasi-linear time. The complex-
ity is O{X| * D), where |X| is the total size of both
documents, and D is the edit distance between
them. Because thealgorithmisappliedateach level
separately, the result is not strictly minimal. The
recentversions of DeltaXML support the addition
of keys (eitherinthe DTD or as attributes) that can
be used to enforce correct matching (e.g. always
match a person by its name attribute). DeltaXML
also supports unordered XML trees.

Others. In a similar way, IBM developed
XML Treediff (www.alphaworks.ibm.com/tech/
xmltreediff) based on Curbera & Epstein (1999)
and Shasha & Zhang (1990). A first phase is added
whichconsistsinpruningidentical subtrees based
on their hash signature, but it is not clear if the
result obtained is still minimal. Sun also released
an XML specific tool named Diff MK (www.sun.
com/xml/developers/diffmk) that computes the
difference between two XML documents. This
tool is based on the Unix standard diff algorithm,
and uses a list description of the XML document,
thus losing the benefit of the tree structure in
XML.

For both programs, we experienced difficul-
ties in running the tools on a large set of files.
Thus, these two programs were not included in
our experiments.

We were surprised by the relatively weak offer
in the area of XML diff tools since we are not
aware of more featured XML diff products from
important companies. We think that this may be
due to a missing widely accepted XML change
protocol. It may also be the case that some prod-
ucts are not publicly available. Fortunately, the
algorithms we tested represent well the spirit of
today’s tools: quadratic minimum-script finding
algorithm (MMDiff), linear-time approximation
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(DeltaXML), and tree pattern matching with move
operations described in the next section.

Tree Pattern Matching with a Move
Operation

The main reason why few diff algorithms sup-
porting move operations have been developed
earlier is that most formulations of the tree diff
problem are NP-hard Zhang et al. (1995), Cha-
wathe & Garcia-Molina (1997) (by reduction from
the “exact cover by three-sets”). One may want
to convert a pair of delete and insert operations
applied on a similar subtree into a single move
operation. But the result obtained is in general
not minimal, unless the cost of move operations
is strictly identical to the total cost of deleting and
inserting the subtree.

LaDiff. Recent work from S. Chawathe in-
cludes LaDiff Chawathe etal. (1996), Chawathe &
Garcia-Molina (1997), designed for hierarchically
structured information. It introduces matching
criteriatocompare nodes, and the overall matching
between both versions of the document is decided
on this base. A minimal edit script -according to
the matching- is then constructed. Its cost is in
O(n = e + e?) where n is the total number of leaf
nodes, and e aweighted edit distance between the
two trees. Intuitively, its cost is linear in the size
of the documents, but quadratic in the number of
changes between them. Note thatwhen the change
rate is maximized, the cost becomes quadratic in
the size of the data. Since e’we do not have an
XML implementation of LaDiff, we could not
include it in our experiments.

XyDiff. It has been proposed with one of
the authors of the present paper in Cobena et al.
(2002). XyDiff is a fast algorithm which supports
move operations and XML features like the DTD
ID attributes. Intuitively, it matches large identi-
cal subtrees found in both documents, and then
propagates matchings. A first phase consists in
matching nodes according to the key attributes.
Then it tries to match the largest subtrees and

32

considers smaller and smaller subtrees if match-
ing fails. When matching succeeds, parents and
descendants of identical nodes are also matched
as long as the mappings are unambiguous (e.g.
an unambiguous case is when two matched nodes
have both a single child node with a given tag
name). Its cost in time and space is quasi linear
O(n=log(n)) in the size n of the documents.
It does not, in general, find the minimum edit
script.

Summary of Tested diff Programs

As previously mentioned, the algorithms are
summarized in Figure 2. The time cost given
here (quadratic or linear) is a function of the data
size, and corresponds to the case when there are
few changes.

For GNU diff, we do not consider minimality
since it does not support XML (or tree) editing
operations. However, we mention in Section 5.2
some analysis of the result file size.

EXPERIMENTS

As previously mentioned our XML test data has
been downloaded from the web. The files found
on the web are on average small (a few kilobytes).
To run tests on larger files, we composed large
XML files from DBLP (dblp.uni-trier.de) data
source. We used two versions of the DBLP source,
downloaded at an interval of one year.

Speed and Memory Usage

The measures were conducted ona Linux system.
Some of the XML diff tools are implemented in
C++, whereas others are implemented in Java.
Let us stress that this difference did not have an
important impact on the obtained measures, in
particular for large files. We ran tests that show
that the same algorithm, compiled in Java (Just-
In-Time compiler) or C++, run on average at the
same speed.
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Figure 3. Speed of different programs
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Letus analyze the behaviour of the time func-
tion plotted in Figure 3. It represents, for each diff
program, the average computing time depending
on the input file size. On the one hand, XyDiff and
DeltaXML are perfectly linear, as well as GNU
Diff. On the other hand, MMDiff increase rate
correspondstoaquadratic time complexity. When
handling medium files (e.g. hundred kilobytes),
thereare orders of magnitude betweenthe running
time of linear vs. quadratic algorithms.

For MMDiff, memory usage is the limiting
factor since we used a 1Gb RAM PC to run it on
files up to hundred kilobytes. For larger files, the
computationtime of XMDiff (the external-memory
version of MMDiff) increases significantly when
disk accesses become more and more intensive.

In terms of implementation, GNU Diff is
much faster than others because it does not parse
or handle XML. On the contrary, we know -for
instance- that XyDiff spends ninety percent of
the time in parsing the XML files. This makes
GNU Diff very performant for simple text-based
version management schemes.

A more precise analysis of DeltaXML results
is depicted in Figure 4. It shows that although the
average computation time is linear, the results
for some documents are significantly different.
Indeed, the computation time is almost quadratic
for some files. We found that it corresponds to the
worst case for D-Band algorithms: the editdistance
D (i.e. the number of changes) between the two
documents is close to the number of nodes N. For
instance, in some documents, 40 percent of the
nodes changed, whereas in other documents less
than 3 percent of the nodes changed. This may be
slightdisadvantage for applicationswithstricttime
requirements, e.g. computing the diff over a flow
of crawled documents as in NiagaraCQ, Chen et
al. (2000), or Xyleme, Nguyen etal. (2001). On the
contrary, for MMDiff and XyDiff, the variance of
computation time for all the documents is small.
This shows that their average complexity is equal
to the upper bound.
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Figure 4. Focus on DeltaXML speed measures
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The “quality” study in our benchmark focuses on
the minimality of the deltas, and consists in com-
paring the sequence of changes (deltas) generated
by the different algorithms. We used the result of
MMDiffand XMDiff as a reference because these
algorithms find the minimum edit script. Thus,
for each pair of documents, the quality for a diff
tool (e.g. DeltaXML) is defined by the ratio:

r=——

C

ref

where C is the delta edit cost and C_, is MMDiff
delta’s edit cost for the same pair of documents.
A quality equals to one means that the result is
minimum and is considered “perfect”. When the
ratioincreases, the quality decreases. For instance,
aratio of 2meansthat the deltais twice more costly
than the minimum delta. In our first experiments,
we didn’tconsider move operations. Thiswasdone
by replacing for XyDiff each move operation by
the corresponding pair of insertand delete. In this
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case, the cost of moving a subtree is identical to
the cost of deleting and inserting it.

In Figure 5, we present an histogram of the
results, i.e. the number of documents in some
range of quality. XMDiff and MMDiff do not
appear on the graph because they serve as refer-
ence, meaning that all documents have a quality
strictly equal to one. GNU Diff do not appear on
the graph because it doesn’t construct XML (tree)
edit sequences.

These results in Figure 5 show that:

. DeltaXML. For most of the documents, the
quality of DeltaXML resultis perfect (strictly
equal to 1). For the others, the delta is on
average thirty percent more costly than the
minimum.

e XyDiff. Foralmostthe half of the documents,
the quality of XyDiff result does not exceed
2 (twice as costly as the minimum). For the
other half, the deltais on average three times
more costly than the minimum.

o Resultfilesize. Interms offile sizes, we also
compared the different delta documents, as
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Figure 5. Quality histogram
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well as the flat text result of GNU Diff. The
result diff files for DeltaXML, GNU Diffand
XyDiff have on average the same size. The
result files for MMDiff are on average twice
smaller (using a XyDelta representation of
changes).

*  Using “move”. We also conducted experi-
ments by considering move operations and
assigning them the cost 1. Intuitively this
means that move is considered cheaper
than deleting and inserting a subtree, e.g.
moving files is cheaper than copying them
and deleting the original copy. Only XyDiff
detectsmove operations. Onaverage, XyDiff
performs a bit better, and it particular be-
comes better than MMD:iff for five percent
of the documents.

CONCLUSION

In this paper, we described existing works on
the topic of change detection in XML docu-
ments. We first presented two recent proposals
for change representation, and compared their
features through analysis and experiments. Both

support XML queries and version management,
but the identification-based scheme (XyDelta) is
slightly more compact for small deltas, whereas
the delta-attributes based scheme (DeltaXML)
is more easily integrated in simple applications.
A key feature of XyDelta is the support of node
identifiers and move operations that are used in
temporal XML databases. More work is clearly
needed in that direction to define a common
standard for representing changes.

The second part of our study concerns change
detection algorithms. We compared two main ap-
proaches; the first one consists in computation of
minimal edit scripts, while the second approach
relies on meaningfull mappings between docu-
ments. We underlined the need for semantical
integration in the change detection process. The
experiments presented show (i) a significant
quality advantage for minimal-based algorithms
(DeltaXML, MMDiff) (ii) adramatic performance
improvement with linear complexity algorithms
(GNU Diff, XyDiff and DeltaXML).

On average, DeltaXML (www.deltaxml.com)
seems the best choice because it runs extremely
fast and its results are close to the minimum. It
is a good trade-off between XMDiff (pure mini-
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mality of the result but high computation cost)
and XyDiff (high performance but lower quality
of the result). We also noted that flat text based
version management (GNU Diff) still makes
sense with XML data for performance critical
applications.

Although the problem of “diffing” XML (and
its complexity) is better and better understood,
there is still room for improvement. In particu-
lar, diff algorithms could take better advantage
of semantic knowledge that we may have on
the documents or may have infered from their
histories.
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ABSTRACT

Active XML (AXML) provides an elegant platform to integrate the power of XML, Web services and
Peer to Peer (P2P) paradigms by allowing (active) Web service calls to be embedded within XML
documents. In this chapter, the authors present some interesting aspects encountered while investigat-
ing a transactional framework for AXML systems. They present an integrated locking protocol for the
scenario where the structure of both data and transactions are nested. They show how to construct the
undo operations dynamically, and outline an algorithm to compute a correct optimum undo order in the
presence of nesting and parallelism. Finally, to overcome the inherent problem of peer disconnection,
the authors propose an innovative solution based on ’chaining” the active peers for early detection and

recovery from peer disconnection.

1. INTRODUCTION

Active XML (AXML) (Abiteboul et. al., 2003)
systems provide an elegant way to combine the
power of XML, Web services and Peer to Peer
(P2P) paradigms by allowing (active) Web service
calls to be embedded within XML documents.

An AXML system consists of the following main
components:

. AXML documents: XML documents with
embedded AXMUL service calls (defined be-
low). Forexample, the AXML snippetinFig.
1is an AXML document with the embed-

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



ded service call ‘getGrandSlamsWon’. The
function of the service getGrandSlamsWon
is basically to retrieve the Grand Slams won
by a tennis player, and the abbreviations A,
F, W and U correspond to the Australian,
French, Wimbledon and US Grand Slams
respectively.

« AXML Services: AXML services are
basically Web services, defined as queries/
updates over local AXML documents. Note
that while AXML services can be invoked
remotely, the operationsthey encapsulate are
local, that is, defined on AXML documents
hosted on the same peer.

. Peers where both the AXML documents
and services are hosted. AXML peers also
provide a user interface to query/update the
stored AXML documents locally.

An embedded service call may need to be
materialized: 1) in response to a query on the
AXML document (the materialization results are
required to evaluate the query) or 2) periodically
as specified by the ‘frequency’ attribute of the
AXML service call tag <axml:sc>. We illustrate
materialization with the following example: Let
the AXML document D correspondingto Fig. 1 be
hosted onpeer AP , andtheservice getGrandSlam-
sWon hosted onanother peer AP,,. Now, assuming
the embedded service call getGrandSlamsWon
needs to be materialized, the following sequence
of steps takes place:

1. Fig.2(a). AP, invokes the service getGrand-
SlamsWon of AP, with the parameter value
children nodes of the service call getGrand-
SlamsWon node of D. Note that a service
call’s parameters may themselves be defined
as service calls. Given such a scenario, AP,
needs to first materialize the parameter
service calls, and then invoke the service
getGrandSlamsWon.

2. Fig. 2(b). On receiving the invocation re-
sults (an XML subtree), AP, does one of
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the following based on the ‘mode’ of the
embedded service call getGrandSlamsWon.
Aservice call can have the following modes:
a) replace: the previous results are replaced
by the current materialization results, or b)
merge: the current results are appended as
siblings of the previous results. The resulting
AXML document, after amaterialization of
getGrandSlamsWon of D with parameter
value “$year = 2004”, is shown in Fig. 3.
Analogous to parameter inputs, the invo-
cation results may also be static XML or
anotherservice call. Ifthe invocationresults
containanother service call, then AP, needs
to materialize them first before inserting the
results in D.

Transactions are a useful abstraction to pro-
vide fault-tolerance, reliability and robustness to
distributed systems. A transaction (Bernsteinet.
al., 1987) can be considered as a group of opera-
tions encapsulated by the operations Begin and
Commit/Abort having the following properties
A (Atomicity), C (Consistency), | (Isolation), D
(Durability). We assume prior knowledge of the
basic transactional concepts, especially, lock
based concurrency control protocols, undo/redo
recovery and nested transactions. In this work,
we study a transactional framework for AXML
systems. Characteristics of an AXML system,
important from a transactional point of view,
are as follows:

. Distributed: The distributed aspect follows
from: 1) the capability to invoke services
hosted on remote peers, and 2) distributed
storage of parts of an AXML document
across multiple peers (Abiteboul et. al.
2003). In case of distributed storage, if a
query Q on peer AP, requires part of an
AXML document stored on peer AP,, then
there are two options: a) the query Q is de-
composed and the relevant sub-query sentto
peer AP, for evaluation, or b) AP, acquires
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Figure 1. Sample AXML document with embedded service call getGrandSlamsWon

<?xml version = “1.0” encoding = “UTF-87?>
<ATPList date = “18042005>
<player rank = 1>
<name>
<firstname>Roger</firstname> <lastname>Federer</lastname>
</name>
<citizenship>Swiss</citizenship>
<points>475</points>
<axml:sc mode = “merge” serviceNameSpace = ‘“‘getGrandSlamsWon”
serviceURL = “.” methodName = “getGrandSlamsWon’>
<axml :params>
<axml :param name = “name”>
<axml :value>Roger Federer</axml:value>
<axml:param name = “year”>
<axml :value>$year</axml :value>
</axml :params>
<grandslamswon year = “2003”>A, W</grandslamswon>
</axml :sc>
</player>

</ATPList>

Figure 2. Materialization of the embedded service call getGrandSlamsWon

Peer AP Peer AP,
invoke

Document D
name = Roger Federer \

« getGrandSlamsWon year = 2004
Service
getGrandSlamsWon

@

Peer AP Peer AP,

(b)

Document D

« getGrandSlamsWon
results / Service
» \_/ getGrandSlamsWon
Al
’ '
L=V

h )
;v <grandslamswon year =
! |\ 2004>AW,U</grandslamswon>
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a copy of the required AXML document
fragment and evaluates Q locally. Both the
above options require invoking a service on
the remote peer, and as such, are similar in
functionality to (2).

Replication: AXML documents (or frag-
ments of the documents) and services may
be replicated on multiple peers (Biswas,
2008).

Nested: The nested aspect is mainly with
respect to the nested (recursive) invocation
of services. a) Local nesting: As a result of
the possibility of service call parametersand
invocation results themselves containing
service calls. b) Distributed nesting: Invoca-
tionofaservice S, of peer AP,, by peer AP,
may require the peer AP, to invoke another
service S, of peer AP,, leading to a nested
invocation of servicesacross multiple peers.
Note thatanested invocation of services may
actually lead to a cycle, however we do not
address that issue in this work and assume
the invocations to be cycle-free.
Availability: Intrue P2P style, we consider
that the set of peers in the AXML system
keeps changing with peers joining and leav-
ing the system arbitrarily.

Giventhe above characteristics, we discuss the

following interesting and novel aspects encoun-
tered while investigating a (relaxed ACID based)
transactional framework for AXML systems:
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Concurrency Control (Section 2.1):
Researchers have separately considered
optimized locking for nested data (Jea et.
al., 2002; Dekeyser et. al., 2004) and nested
transactions (Moss, 1981). With AXML
systems, both the data (XML) and trans-
actional structure are nested. In this work,
we propose an integrated locking protocol
which combines the benefits of both nested
data and transactions.

Active XML Transactions

Undo operations (Section 2.2.1): Current
industry standards, e.g., Business Process
Execution Language (BPEL, 2002) for Web
services orchestrations, only allow static
definition of the undo operations, that is,
the undo/compensation handlers need to
be defined at design time on the lines of
exception handlers. However, static undo
operation definition is neither feasible nor
sufficient for AXML operations, especially,
AXML query operations. To overcome this
limitation, we show howthe undo operations
(corresponding to AXML operations) can
be constructed dynamically at run-time.
Undo order (Section 2.2.2): In general, the
undo operations are executed sequentially
in reverse order of their original execution
order. We contend that the undo of opera-
tionsexecuted in parallel originally, canalso
be executed in parallel to optimize perfor-
mance. However, the presence of nesting
leads to additional synchronization issues
in such a scenario. We present an algorithm
to compute the subtransactions which need
to be aborted in the event of a failure, and
their optimum undo order.

Peer disconnection detection and recov-
ery (Section 2.2.3): Peer disconnection is
an inherent and novel trait of P2P systems,
including AXML systems, which has not
been considered inthe transaction literature
(to the best of our knowledge). Without any
knowledge of when a disconnected peer is
goingtoreconnect (ifever), itis very difficult
to define a recovery protocol (retry till?) or
even characterize the recovery as ‘Success/
Failure’ (the system state on reconnection?).
We outline an innovative solution based on
maintaining alistofthe active peers, referred
to as ‘chaining’, for early detection and
recovery from peer disconnection without
increasing the communication overhead.
The chaining approach is generic enough
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Figure 3. Sample AXML document (after an invocation of the embedded service call getGrandSlam-

sWon)

<ATPList date = ““18042005">
<player rank = 1>
<name>

</name>

<points>475</points>
serviceURL = “.”
<axml :params>

</axml :params>
<grandslamswon year
<grandslamswon year
</axml :sc>
</player>

</ATPList>

<?xml version = “1.0” encoding = “UTF-87?>

<firstname>Roger</firstname> <lastname>Federer</lastname>
<citizenship>Swiss</citizenship>

<axml:sc mode = “merge” serviceNameSpace = “getGrandSlamsWon
methodName = “getGrandSlamsWon’>

<axml :param name = “name”>

<axml :value>Roger Federer</axml:value>
<axml :param name = “year”>

<axml :value>$year</axml :value>

“2003>A, W</grandslamswon>
“2004°>A, W,U</grandslamswon>

to be applicable (for a nested application
implemented) inany P2P setting. Inaddition,
we show how A XML specific semantics can
be exploited to reuse some of the work done
before failure, during recovery (thatis, there
isnoneedtoundo everything and start from
scratch again in the event of a failure).

2. AXML TRANSACTIONS

The possible operations on AXML documents
are queries, updates, inserts and deletes (update
operations with action types ‘replace’, ‘insert’
and ‘delete’). The operations as such are basically
XML query and update operations, with the only
exception being the query operation, which may
involve invocation of relevant embedded service
callsforevaluation. An operation can be submitted
using the peer user interface or by invoking the
corresponding service (encapsulating that opera-
tion). We do not differentiate between the two

modes and use the terms operation and service
interchangeably throughout the paper.

We consider a transactional unit as a batch
of query/update operations (services).

2.1 Concurrency Control

In this section, we present a centralized lock
based concurrency control protocol for AXML
systems. We view an AXML (XML) document
as an unranked, unordered tree, where each leaf
node has a label, and the internal nodes (includ-
ing the special <axml:sc> nodes for embedded
service calls) have an identifier.

For a lock based protocol, we first need to de-
termine the locking granularity. While locking at
the node level allows maximum concurrency, it is
very inefficient from the lock manager’s point of
view, that is, with respect to acquiring/releasing
locks. Similarly, locking at the document (tree)
level simplifies the task of the lock manager, but
is very bad for concurrency. For nested data, we
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have another option which in general provides
a nice balance between the two extremes: sub-
tree level locking. As such, we choose subtree
level locking and consider the following locking
protocol (Gray, 1998): The protocol allows two
modes of locking: L and I. Once a transaction
T, has locked a node N in mode L, the entire
subtree rooted at N is considered to be locked in
mode L by T,. The other mode I, also referred
to as the intention mode, is to ‘tag’ all ancestors
of a node to be locked. These tags signal the fact
that locking is being done at a lower level and
thereby prevent any implicit or explicit locks on
the ancestors. Given this, the locking protocol
can be stated as follows:

Locking Protocol

. Locks are requested in root to leaf order.

« A transaction T, is allowed to lock a node
N in mode I if no other transaction holds a
lock in mode L on N.

*  Atransaction T, isallowed to lock anode N
in mode L if (&) no other transaction holds a
lock on N, and (b) T, holds intention mode
locks on all ancestors of N.

*  Locks are released at commit in any order
(usually, leaf to root).

In our case, there is further scope for opti-
mization as the transactional structure is also
nested. Giventhis, we extend the locking protocol
presented above for nested transactions (integrate
with Moss’s nested transaction locking protocol
(Moss, 1981)): Moss’s concurrency control proto-
col for nested transactions is based on the concept
of upward inheritance of locks. Besides holding
a lock, a transaction can retain a lock. When a
subtransaction commits, its parent transaction
inherits its locks and then retains them. If a
transaction holds a lock, it has the right to access
the locked object. However, the same is not true
for retained locks. A retained lock is only a place
holder and indicates that transactions outside the
hierarchy of the retainer cannot acquire the lock,
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but that descendants potentially can. As soon as a
transaction becomesaretainer of alock, itremains
a retainer for that lock until it terminates.

Extended Locking Protocol with Nested

Transaction Semantics

. Locks are requested in root to leaf order.

* A (sub)transaction T, is allowed to lock a
node N in mode I if () no other (sub)trans-
action holds a lock in mode L on N, and (b)
all retainers of the I lock on N are superiors
of T,.

. A (sub)transaction T, is allowed to lock
a node N in mode L if (@) no other (sub)
transaction holds a lock on N, (b) T, holds
intention mode locks on all ancestors of N,
and (c) all retainers of the L lock on N are
superiors of T .

. When a (sub)transaction commits, all its
locks (held and retained of both modes) are
inherited by its parent (if any). When a (sub)
transaction aborts, all its locks are simply
discarded.

The integrated protocol enjoys the advantages
of both its constituent protocols, that is, the ben-
efits due to the possibility of subtree level locking
(nested data) and inheritance of locks (nested
transactions). The correctness of the protocol also
follows from its constituent protocols:

. 2PL serializability with respect to the top
level subtransactions.

. The protocol provides implicit locking of an
entire subtree rooted atnode N by preventing
a subtransaction from successfully locking
the ancestors of N, while N is still being
locked.

Finally, the proposed protocol, as with most
lock based protocols, can lead to a deadlock.
Deadlocks, especially distributed deadlocks, are
difficult to prevent (even detect) in the absence of
a global coordinator. We assume that the timeout
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mechanism is used to resolve deadlocks, that
is, abort one of the waiting transactions after
a timeout interval. We discuss how to handle
aborts next.

2.2 Recovery

Here, we only consider recovery in the event of
an abort, and not other types of failures, such
as, ‘stable’ storage failure. Also, we would like
to remind that, for a nested transaction, the sub-
transactions can be aborted after commit (only
the effects of the root level subtransactions are
durable on commit).

2.2.1 Dynamic Undo Construction

We consider compensation like undo operations
and show how they can be constructed dynami-

Figure 4. Sample AXML document ATPList.xml

cally. A compensating operation (Biswas, 2004)
is responsible for semantically undoing the ef-
fects of the original operation. For example, the
compensation of ‘Book Hotel’ is ‘Cancel Hotel
Booking’. Usually, the compensation handlers for
aservice call are pre-defined statically on the lines
of fault (exception) handlers. However, as men-
tioned earlier, static definition of undo operations
is not feasible for AXML systems, especially, for
AXML query operations. We consider this issue
in detail in the sequel.

The compensation ofaninsert (AXML update
operation with action type ‘insert’) is delete and
vice versa. Similarly, the compensation for an
update (AXML update with actiontype ‘replace’)
is another update which reinstates the old data
values. To illustrate, let us consider the AXML
document ATPList.xml in Fig. 4.

1:<?xml version = “1.0” encoding = “UTF-87?>

2:<ATPList date = “18042005">

3: <player rank = 1>

4: <name>

5: <firstname>Roger</firstname>

6: <lastname>Federer</lastname>

7: </name>

8: <citizenship>Swiss</citizenship>

9: <axml:sc mode = “replace” serviceNameSpace = “getPoints”
serviceURL = “.” methodName = “‘getPoints”>

10: <axml :params>

11: <axml :param name = ““name”>

12: <axml :value>Roger Federer</axml:value>

13: </axml :params>

14: <points>475</points>

15: </axml :sc>

16: <axml:sc mode = “merge” serviceNameSpace = “getGrandSlamsWonbyYear”
serviceURL = “.” methodName = “‘getGrandSlamsWonbyYear”>

17: <axml :params>

18: <axml:param name = *“‘name”>

19: <axml :value>Roger Federer</axml:value>

20: <axml :param name = “year”>

21: <axml :value>$year (external value)</axml:value>
22: </axml :params>

23: <grandslamswon year = “2003”>A, W</grandslamswon>
24: <grandslamswon year = “2004”>A, U</grandslamswon>
25: </axml :sc>

26: </player>

.</ATPList>
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AXML update operations, analogous to XQue-
ry updates (Ghelli et. al., 2006), can be divided
into two parts: 1) the <location> query to locate
the target nodes, and 2) the actual update opera-
tions. The data (nodes) required for compensation
cannot be predicted in advance, and would need
to be read from the log at run-time. For example,
let us consider an AXML delete operation and its
compensation as shown in Fig. 5.

The <location> and <data> of the compen-
sating insert operation are the parent (/..) of the
deleted node and the result of the <location>
query of the delete operation, respectively. Note
that the above compensation does not preserve
the original ordering of the deleted nodes. For
ordered documents, the situation is slightly more
complicated and formulation of the compensating
operation would depend on the actual semantics
of the insert operation. For example, the situa-
tion is simplified if the insert operation allows
insertion ‘before/after’ a specific node (Ghelli
et. al., 2006).

For AXML insert operations, we assume
that the operation returns the (unique) ID of the
inserted node. As such, the compensating opera-
tion (of the insert operation) is a delete operation
to delete the node having the corresponding ID.
An AXML replace operation is implemented as
a combination of delete and insert operations,
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that is, delete the node to be replaced followed
by insertion of a node having the updated value
(at the same position). Compensation of a replace
operation is shown in Fig. 6.

Finally, letus consider compensation of AXML
query operations. Traditionally, query operations
do not need to be compensated as they do not
modify data. However, AXML query evaluation,
duetothe possibility of embedded service call ma-
terializations, is capable of modifying the A XML
document, e.g. insertion of the invocation result
nodes (and deletion of the previous result nodes
in ‘replace’ mode). There are two possible modes
for A XML query evaluation: lazy and eager. Of
the two, lazy evaluation is the preferred mode,
and implies that only those embedded service
calls are materialized whose results are required
for evaluating the query. As the actual set of em-
bedded service calls materialized is determined
only at run-time, the compensating operation for
an AXML query cannot be pre-defined statically
(has to be constructed dynamically). Given that
therequiredinsertion (deletion) of the result nodes
are achieved using AXML Insert (Delete) opera-
tions, the compensating operation of an AXML
query operation can be formulated as discussed
earlier for the AXML update operations. The
following couple of examples, query operations
Aand B inFigures 7 and 8 respectively, illustrate
the above aspect.

Figure 5. An AXML delete and its compensating operations

Delete operation:
<action type = “delete”™>
<location>

</location>
</action>

Compensating operation:

Select p/citizenship from p in ATPList//player where p/name/lastname = Federer;

Select p/citizenship/.. from p in ATPList//player where p/name/lastname = Federer;

<action type = “insert”>
<data><citizenship>Swiss</citizenship></data>

<location>

</location>

</action>
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Figure 6. An AXML replace operation, its decomposition and its compensating operation

Replace operation:

decomposes to:
<action type = “delete”>
<location>

</location>
</action>
<action type = “insert”>

<location>

</location>
</action>

Compensating operation:
<action type = “delete”>
<location>

</location>
</action>
<action type= “insert”>

<location>

</location>
</action>

Select p/citizenship from p in ATPList//player where p/name/lastname = Nadal;

<action type = “replace”>
<data><citizenship>USA</citizenship></data>
<location>

</location>

</action>

Select p/citizenship from p in ATPList//player where p/name/lastname = Nadal;

<data> <citizenship>USA</citizenship></data>

Select p/citizenship/.. from p in ATPList//player where p/name/lastname = Nadal;

Select p/citizenship from p in ATPList//player where p/name/lastname = Nadal;

<data><citizenship>Swiss</citizenship></data>

Select p/citizenship/.. from p in ATPList//player where p/name/lastname = Nadal;

Lazy evaluation of query A results in ma-
terialization of the embedded service call get-
GrandSlamsWonbyYear (and not getPoints). As
shown in Fig. 7, the only change in the AXML
document, would be the addition of line 25
(lines 4-24 are the same as ATPList.xml). Thus,
the compensation for query A is a delete opera-
tion to delete the node <grandslamswon year =
“20057>A, F</grandslamswon>. Similarly, lazy
evaluation of query B results in materialization
of the embedded service call getPoints (and not
getGrandSlamsWonbyYear), resulting in the
modified ATPList.xml (line 14) as shown in Fig.
8. Thus, the compensation for query B would be a

replace operation to change the value of the node
<points>890</points> back to 475.

2.2.2 Undo Order

Inthe previous section, we discussed how to undo
aservice invocation. Here, we determine the sub-
transactions (encompassing service invocations),
which need to be aborted if a (sub)transaction is
aborted, and the order in which to do so.

We need some additional notations before
presenting the protocol. The peer, atwhichatrans-
action T, is originally submitted, is referred to as
its origin peer. Peers, whose services are invoked

47



Active XML Transactions

Figure 7. Query A, and the document ATPList.xml after A’s evaluation

Query operation A:
<action type = “query”>
<location>

</location>
</action>

2:<ATPList date = “18042005>
3: <player rank = 1>

26: </axml :sc>
27: </player>
.</ATPLiIst>

Select p/citizenship, p/grandslamswon from p in
ATPList//player where p/name/lastname = Federer:

ATPList.xml (after Query A evaluation):
1:<?xml version = “1.0” encoding = “UTF-87?>

25: <grandslamswon year = ‘““2005”>A, F</grandslamswon>

while processing T, (which process subtransac-
tionsof T ), are referred to asthe participant peers
of T,. On submission of a subtransaction of T, at
peer AP, the peer creates a transaction context
TC,,. We assume that at most one subtransaction
of atransaction is submitted at any peer (no cyclic
invocation of services). The transaction context,
managed by the Transaction Manager, is a data

with all the information required for concurrency
control,commitand recovery of the corresponding
transaction. In the sequel, we refer to a subtrans-
action by its subtransaction context identifier.
Given this, for a pair of subtransactions TC,,
and TC,,, if TC,, was created (on peer AP,) as
a result of an invocation by TC,, (on peer AP),
then TC,, (TC,,) is referred to as the parent (a

structure which encapsulates the transaction ID child) subtransaction of TC,, (TC,,), and its cor-
Figure 8. Query B, and the document ATPList.xml after B’s evaluation

Query operation B:

<action type = “query”’>

<location>

Select p/citizenship, p/points from p in ATPList//player where

p/name/lastname = Federer;

</location>

</action>

ATPList.xml (after Query B evaluation):

9: <axml:sc mode = “replace” serviceNameSpace = “getPoints”

serviceURL = “.” methodName = “getPoints”>

10: <axml :params>

11: <axml:param name = “name”>

12: <axml :value>Roger Federer</axml:value>

13: </axml :params>

14: <points>890</points>

15: </axml :sc>
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responding peer AP, (AP,) is referred to as the

parent (a child) peer of AP, (AP)). The definitions

of sibling, descendant and ancestor subtransac-
tions (peers) follow analogously.
We outline the recovery protocol with the help

of an example scenario as shown in Fig. 9. Fig. 9

shows a scenario where the peer AP, fails while

processing the service S, (subtransaction TC,,):

Nested recovery protocol

« AP, sendsthe ‘Abort T,” message to its par-
ent peer (AP,) to inform it about the failure
of subtransaction TC,..

«  The peer AP, on receiving the ‘Abort T,’
message, aborts TC,, and sends the ‘Abort
T, message to its parent (AP,) and remain-
ing children peers (AP,).

*  The peer AP, on receiving the ‘Abort T’
message, aborts TC,, ,and sends the message
to its children peers (AP,).

. The processing of the peers AP, and AP,, on
receiving the ‘Abort T’ message, are analo-
gous to that of AP, and AP, respectively.

Till now, we have conveniently sidelined the
issue of the order in which the subtransactions
need to be aborted. Analogous to the original
invocation order, the compensation (undo) order
is also important. For sequential invocations, we
know that their corresponding aborts need to

Figure 9. Scenario to illustrate the nested recov-
ery protocol
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be performed in reverse order of their original
execution order. For parallel invocations, their
aborts can also be performed in parallel to im-
prove performance.

This aspect is often ignored by comparative
systems, e.g., BPEL. In BPEL, compensation
is associated with scopes which in turn act as
containers for activities. A nested invocation
in our scenario is analogous to a BPEL process
with nested scopes. Although BPEL supports
parallelism for forward activities (the flow op-
erator), the default compensation behaviour of
BPEL is sequential execution of the completed
children scopes (in reverse order). While it is
possible to override the default behaviour by
specifying an explicit compensation handler of
a scope in BPEL, our contention is that parallel
compensation (of the completed children scopes
which had executed in parallel originally) should
be the default behaviour. And, any exceptions to
this default behaviour should be specified using
explicit compensation handlers.

However, allowing such parallelism, does lead
to additional synchronization issues in a nested
scenario. For example, let us consider the nested
transaction in Fig.10. Now, let us assume that the
peer AP, has failed while processing the service
S,. Giventhis, TC ,, TC,,TC_,, TC,,and TC,,,
all of them need to be aborted, but their ordering
is important. Basically, TC,, and TC,, can be
aborted in parallel, but TC,, needs to be aborted
before either of them, and finally, all of them
need to be aborted before (after) TC,, (TC,) is
aborted. We formalize the above discussion in
the sequel.

The sequential and parallel invocation of sub-
transactions of a transaction T, on peers AP, and
AP,, are denoted as [TC,, => TC,.] and [TC,,
| TC,,]. respectively. TC, * denotes the abort
of subtransaction TC,, that is, the transaction
encapsulating the (undo) operations needed to
abort TC,,. Forapair of subtransactions TC,, and
TC,,, if both of them need to be aborted, then we
need to adhere to the following rules:
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Figure 10. Illlustration for the abort (undo) order
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If they were invoked in sequence, that is,
TC,, =>TC,, then TC,,*=>TC, ™
Ifthey were invoked in parallel, thatis, TC, |
| TC,, then TC *|| TC

If TC,, isthe parent subtransactionof TC ,,
then TC,,* should be executed before TC, -

1

Nested recovery protocol with ordering se-
mantics
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For a failure with respect to transaction T,
the failed peer sends an ‘Abort T,” message
to its parent peer.

Apeer AP ,onreceivingthe ‘AbortT,” mes-
sage fromits child peer, does the following:
(i) Wait for any currently executing siblings
of the failed subtransaction to commit.
While waiting, AP, does not perform any
new invocations with respect to T,. (ii) For
all its committed children subtransactions
of T, (if any), determine the abort order in
accordance with Rules 1 and 2. Send ‘Abort
T,” messages in the determined order, that
is, for a pair of committed children sub-
transactions [TC,* => TC,,"] ([TC,*
| TC,,™), AP, first sends the ‘Abort T’
message to AP, and then to AP, only after
receiving the abort confirmation from AP,

Transaction
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(AP, sends the ‘Abort T,” message to both
AP and AP, in parallel). (iii) On receiving
the abort confirmation from all its children
peers, AP, sends an ‘Abort T,” message to
its parent peer (if any).

A peer AP,, on receiving the ‘Abort T,’
message fromits parent peer, determinesthe
abort order for its children subtransactions
of T, (ifany) inaccordance with Rules 1 and
2. Note that all its children subtransactions
(if any) have already committed. As before,
the next step is to send ‘Abort T,” messages
to its children peers in the specified abort
order. On receiving the abort confirmation
from all its children peers, AP, sends an
abort confirmation to its parent peer.

In the above protocol, Rule 3 implicitly holds
as a result of the peers waiting for all their chil-

dren

peers to confirm abortion, before sending

the ‘Abort T, messages or confirming abortion
to their own parents.

2.2.3 Peer Disconnection

Most P2P systems rely on ping (or keep-alive)
messages to detect peer disconnection. Clearly,

it is

not an optimum solution, but provides a
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good trade-off against increased communication
overhead. Our objective is to further reduce loss
of effort by detecting the disconnection as early
as possible and reuse already performed work
as much as possible. The actual recovery steps
to be executed vary, based on the peer which got
disconnected and the peer which detected the
disconnection. Weillustrate the steps with the help
of an example scenario as shown in Fig. 11.
Analogoustothe invocationorder of subtrans-
actions, the sequential and parallel invocation of
peers AP, and AP,’s services by peer AP, (to
process parts of the same transaction), are denoted
asAP_[AP,=>AP_]andAP, [AP_| AP,], respec-
tively. Super peers (peers which do not disconnect)
are highlighted by an * following their identifiers
(AP, *). For a peer AP, at the time of invoking a
service S of peer AP, as part of transaction T,
the Active Peers List of T, (APL,) specifies the
invocation order among the peers corresponding
to (1) the committed descendant subtransactions of
TC,,. (2) the active (invoked, but not committed)
sibling subtransactions of TC, , and (3) TC, ’s
ancestors. For example (Fig. 11), the APL , passed
to AP,, atthe time of its invocation by AP, would
be AP *[AP,[AP,[AP,11=>[AP]| [AP,]],assum-
ing AP, isasuper peer. Note that the creation and
updation of such an APL does not require any
additional message exchanges (communication

overhead). For a pair of parent-child peers AP,
and AP, we assume that AP, passes the latest
APL to AP, during invocation, and AP, returns
the APL to AP, along with the invocation results
after having updated it with information about its
(committed) children.

a.  Leaf node disconnection (AP, gets discon-
nected and the disconnection is detected
by its parent AP,): AP, follows the nested
recovery protocol discussed earlier.

b. Parent disconnection detected by child
node (peer AP, gets disconnected and the
disconnection is detected by its child AP,):
We assume that AP, detects the discon-
nection of AP, while trying to return the
invocation results of S; to AP,. Traditional
recovery would lead to AP, discarding its
work, and actual recovery occurring only
when the disconnection is detected by AP,’s
parent (AP,). A more efficient solution can
be achieved if AP, passes the APL .: AP *[
AP_[AP[AP]] => [AP.] || [AP]] as well,
while invoking the service S, of AP,. Given
this,assoonas AP, detectsthe disconnection
of AP, itcansend the resultsdirectly to AP,
(informing AP, of the disconnectionas well).
Once AP, becomes aware of the disconnec-
tion, it follows the nested recovery protocol.

Figure 11. lllustration for peer disconnection detection and recovery
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Furthermore, letusassume that AP, attempts
forward recovery by invoking the service S,
on a different peer (say, AP, ). In a general
scenario, it might be very difficult to reuse
the work already performed by AP,. How-
ever, if we assume that S; was basically an
invocation to materialize an input parameter
of S, (recall that input parameters can also
be defined as service calls), then it might be
possible to reuse AP,’s work by passing the
materialized results directly while invoking
S,On AP . Finally, itis very likely that even
AP, might have disconnected. Given this,
AP, can try the next closest peer (AP,) or
the closest super peer (also, AP, inthis case)
in APL,.

c.  Sibling disconnection (AP, gets discon-
nected and the disconnection is detected by
sibling AP,): For dataintensive applications,
itis often the case that data is passed directly
between siblings, especially, for concurrent-
ly executing siblings (invoked in parallel).
In an AXML scenario, this is particularly
relevant for subscription based continuous
services (AXML User Guide) which are re-
sponsible for sending updated streams of data
at regular intervals. Thus, a sibling would
be aware of another sibling’s disconnection
if it didn’t receive the expected data at the
specified interval. Givensuch detection, AP,
can use the APL ,: AP *[AP_[AP,[AP ]] =>
[AP.]] (passed to AP, by its parent AP,) to
notify AP, of the disconnection, and if AP,
has also disconnected, then the next closest
(still) active peer or super peer.

Finally, let us consider the scenario where
child disconnection is detected by its parent peer
(AP, gets disconnected and the disconnection is
detected by its parent AP,): Let us assume that
AP, detects the disconnection of AP, via ping
messages. Here, a more efficient recovery can be
achieved if AP, is also aware of AP_’s children
(AP,). Given this, in addition to attempting re-
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covery using the nested recovery protocol, AP,
can use the information about the children peers
(of AP,) to see if any part of their work can be
reused. Even if reuse is not possible, AP, can at
least use the information to inform the descen-
dants (AP,) about the disconnection. This would
prevent them from wasting effort (doing work
whichisanyway going to be discarded). However,
this requires a more frequent update of the APL |
(whichinturnimplies, more message exchanges),
that is, a peer (AP,) would be required to send
the updated APL , to its parent (AP,) after every
child invocation (AP,). Thus, the usefulness of
APL in this scenario depends on the application
semantics, unlike the previous scenarios where the
use of APL always leads to a better performance
(shown experimentally in the next section).

2.2.4 Implementation

We have developed a prototype implementa-
tion of the concepts proposed in this paper. The
transactional framework builds on the AXML
engine available at http://www.activexml.net.
We simulated transactions leading to 30 AXML
service invocations over 1-4 levels of nesting. The
compensating operations for the invoked services
were generated dynamically by the framework
according to the logic presented in Section 2.2.1.
Peer failure was simulated by arandom shutdown
of the peer server. The AXML operations corre-
sponding to the service invocations were query
and update operations over AXML documents
containing the ‘Grand Slams Won’ history of
100 tennis players. The average operation time
ranged from 15 to 180 seconds. For those timings,
Tables 1 and 2 give the completion times (with
randomly simulated failures and including the
recovery time) over 1, 2 and 4 levels of nesting,
with and without the use of APL respectively. For
Table 1, we have combined the readings for the
scenarios with 1, 2 and 4 levels of nesting, as they
arealmostthe same. Clearly, the savingsasaresult
of APL (Table 2) increase with an increase in the
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Table 1. Completion time of the sample transac-
tion T

Nesting Average operation time (seconds)
Level 15 180
1,2,4 5795 | 5838

Table 2. Completion time of the sample transac-
tion T with APL

Nesting Average operation time (seconds)
Level 15 180
1 928 5861
2 869 5560
4 771 5105

number of nesting levels. Indeed, forasingle level
of nesting, the maintenance cost of APL seems to
offset any potential benefits of APL.

3. RELATED WORKS

The notion of transactions has been evolving over
the last 30 years. As such, it would be a vain effort
to even try and mention all the related research
here. Given this, we suffice to mention only the
transactional models which have been proposed
specifically for the XML, Web services and P2P
paradigms.

Jea et. al. (2002) and Dekeyser et. al. (2003)
discuss lock-based concurrency control protocols
for XML repositories. While Dekeyser et. al.
(2003) use ‘path locks’ to optimize locking, Jea
et. al. (2002) use the fact that the nodes referred
by the ‘where’ part of a select statement are
only accessed for a short time (for testing) and
introduce the ‘P’ lock to exploit it. The works
are complementary to our approach, and can be
integrated with the locking protocol presented in
Section 2.1 to increase its efficiency.

Tartanoglu et. al. (2003) present a forward
recovery based transactional model for Web

services compositions. It introduces the concept
of co-operative recovery (in the context of Web
services). Pires et. al. (2003) propose a frame-
work (WebTransact) for building reliable Web
services compositions. Biswas (2004) stresses
the importance of Cost of Compensation and
end-user feedback while performing compensa-
tion for Web services compositions. Vidyasankar
& Vossen (2004), Biswas & Vidyasankar (2005)
discuss in detail the practical implications of re-
covery with respect to hierarchical Web Services
Compositions.

From a P2P perspective, transactions haven’t
received much attention till now as their com-
mercial use has been mostly restricted to file (or
resource) sharing systemswhere failure resilience
equates to maintaining sufficient information (by
the P2P client) so that the file download can be
resumed (from the original or a different peer).
However, the trend is slowly changing with a
steady rise in the use of P2P systems for collab-
orative work, e.g., AXML and the Grid (Tucker
et. al., 2005). In this paper, we consider the is-
sue of peer disconnection from a transactional
perspective.

4. CONCLUSION

In this work, we discussed a transactional frame-
work for AXML systems. AXML systems inte-
grate XML, Web Services and P2P platforms,
leading to some novel challenges which are not
addressed by transactional models specific to any
of the above. We started with an integrated lock-
ing protocol when the structure of both data and
transactions are nested. With respect to recovery,
we showed how to construct the undo operations
dynamically at run-time, and presented an algo-
rithm to compute an optimum undo order which
takes advantage of the inherent parallelism. To
overcome the issue of peer disconnection, we
outlined a solution based on chaining the active
peers for early detection and recovery from peer
disconnection.
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5. FUTURE PERSPECTIVES

With more and more data stored as XML docu-
ments, transaction management is becoming
increasingly important for XML data manage-
ment. However, unlike database management
systems, we see XML data systems evolving
more in conjunction with Web services and P2P
systems, rather than as stand-alone systems. As
such, the transactional guarantees would also
need to be provided at the Web services or P2P
middleware level (and it will not be sufficient
to provide such guarantees at the XML query/
update operations level). Given this, any pro-
posed transactional middleware should be able
accommodate the unique and inherent aspects
of Web services and P2P systems. We discuss
some such aspects below which we believe are
still missing from a successful implementation of
a transactional framework for Web services and
P2P based XML systems:

. Long running: Given the long running
nature of some Web services compositions,
locking may not always be feasible. An al-
ternative here would be to explore optimistic
concurrency control protocols (Kung &
Robinson, 1981). Optimistic protocols tend
to perform well in scenarios with a lot of
query operations, that is, fewer conflicts.
However, (asdiscussed earlier) even AXML
queries are capable of updating the AXML
document. Thus, it would be interesting to
see how optimistic protocols performagainst
pessimistic ones in an AXML scenario, as
well as in a general Web services-XML
context.

. Logging: The usual way of recording
execution history is via logging. From a
XML perspective, datalogging isexpensive
as it is usually necessary to log the whole
node rather than just the updated values, to
preserve the ordering (with respect to the
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parent node) or to preserve the details of
the children nodes (which are also deleted
with the deletion of a parent node). From a
Web services perspective, the log may be
distributed across the component provider
sites of a composite service. As such, it may
not always be feasible to access the whole
log due to heterogeneity and security is-
sues. Given this, the intuition would be to
minimize logging as much as possible. We
already have some interesting results in this
regard for providing atomicity guaranteesin
a Web services context (Biswas & Genest,
2008; Biswas et. al., 2008), and it would be
interesting to carry them forward to AXML
systems in the future.

. Dynamicity: P2P systems are character-
ized by their high dynamicity with peers
connecting and disconnecting at random.
With AXML systems, we are still in a
collaborative mode where it is possible to
impose some restrictions on the behaviors
of the peers. In a general P2P setting, the
situation is much more chaotic and it may
not be practical to assume that the peers
will follow any specified protocol. Given
this, the emphasis should be on studying
relaxed transactional properties that can be
guaranteed in such a setting, e.g. allowing
deviation from a transactional property up
to a bounded limit (Pu & Leff, 1992).

NOTES

This work was done while both the authors were
affiliated to IRISA/INRIA, France. Also, this
work is an extended version of (or a preliminary
version of the chapter appeared in) Biswas, D.,
& Kim, .-G (2007). Atomicity for P2P based
XML Repositories. In International Workshop
on Services Engineering (pp. 363-370). IEEE
CS Press.
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Chapter IV
SEEC:

A Dual Search Engine for Business
Employees and Customers

Kamal Taha
University of Texas at Arlington, USA

Ramez Elmasri
University of Texas at Arlington, USA

With the emergence of the World Wide Web, business’ databases are increasingly being queried directly
by customers. The customers may not be aware of the exact structure of the underlying data, and might
have never learned a query language that enables them to issue structured queries. Some of the employees
who query the databases may also not be aware of the structure of the data, but they are likely to be aware
of some labels of elements containing the data. There is a need for a dual search engine that accommo-
dates both business employees and customers. We propose in this chapter an XML search engine called
SEEC, which accepts Keyword-Based queries (which can be used for answering customers’ queries)
and Loosely Structured queries (which can be used for answering employees’ queries). We proposed
previously a stand-alone Loosely Structured search engine called OOXSearch (Taha & Elmasri, 2007).
SEEC integrates OOXSearch with a Keyword-Based search engine and uses novel search techniques.
It is built on top of an XQuery search engine (Katz, 2005). SEEC was evaluated experimentally and
compared with three recently proposed systems: XSEarch (Cohen & Mamou & Sagiv, 2003), Schema
Free XQuery (Li & Yu & Jagadish, 2004), and XKSearch (Xu & Papakonstantinou, 2005). The results
showed marked improvement.

INTRODUCTION ity of current web services are based on XML.

In a corporate environment, XML has been
XML has had significant boost with the emergence used to import/export data as well as in internal
of the World Wide Web, online businesses, and documentation. The popularity of XML is due,
the concept of ubiquitous computing. The major- in part, to the following:
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. XML defines the type of information con-
tained inadocument, which helpsinrestrict-
ingthe searchand makesiteasiertoreturnthe
most relevant results. Consider for example
a university professor, who is participating
in many activities. When using HTML to
search for courses that the professor plans
to teach, the results are likely to contain
information outside the context of courses.
When using XML, on the other hand, the
search could be restricted to information
contained in the appropriate element type
(e.g. <courses>).

* XML implementations make electronic
data interchange more accessible for e-
businesses, as they are easily processed by
automated programs.

. XML can be customized to suit the need of
any institution or business.

. XML is URL-addressable resource that
can programmatically return information
to clients.

With the increasing interest in XML data-
bases, there has been extensive research in XML
querying. Some work model the XML data as a
rooted tree (Cohen & Mamou & Sagiv, 2003; Li
& Yu & Jagadish, 2004; Xu & Papakonstantinou,
2005), while others model it as a graph (Balmin
& Hristidis & Papakonstantinon, 2003; Balmin
& Hristidis & Papakonstantinon, 2004; Botev
& Shao & Guo, 2003; Cohen & Kanza, 2005).
However, most of these work targets either naive
users (such as business customers) by proposing
Keyword-Based search engines or sophisticated
users by proposing fully structured query search
engines. We believe there is a need for an XML
search engine that answers each user based on
his/her degree of knowledge of the underlying
data and its structure. Business customers are
most likely not to be aware of the underlying
data and its structure. On the other hand, busi-
ness employees are likely to be aware of some
data elements’ labels (elements containing data),
but they are unlikely to be aware of the structure
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of the data. We propose in this chapter an XML
dual search engine called SEEC (Search Engine
for Employees and Customers), which meets
the needs of both customers and employees. It
accepts XML Keyword-Based queries (e.g. for
answering customers’ queries), and XML Loosely
Structured queries (e.g. foranswering employees’
queries). Consider that a user wants to know the
data D, which is contained in an element labeled
E. If the user knows ONLY the keywords k,
K, .., K., which are relevant to D, the user can
submit a Keyword-Based query in the form: Q
(“k.”, “k,” .., “k ). If, however, the user knows
the label E and the labels (which belong to the
elements containing the keywords k;, k,, .., k
respectively), but is unaware of the structure of
the data, this user can submitaloosely structured
query in the form: Q (= “k”,..., =“k “, E?).
We proposed previously a stand-alone Loosely
Structuredsearch engine called OOXSearch (Taha
& Elmasri, 2007). SEEC integrates OOXSearch
with a Keyword-Based search engine and uses
novel search techniques. It is built on top of an
XQuery search engine (Katz, 2005).

Few researchers (Cohen & Mamou & Sagiv,
2003; Li & Yu & Jagadish, 2004) propose XML
search engines that answer both Keyword-Based
and Loosely Structured queries. Computing the
Lowest Common Ancestor (LCA) of elements
containing keywords is the common denomina-
tor among these engines. Despite their success,
however, they suffer recall and precision limita-
tions. Aswe will show inthe coming sections, the
reason for these limitations stems from the fact
that these engines employ mechanisms for build-
ing relationships between data elements based
solely ontheir labelsand proximity to one another
while overlooking the contexts of these elements.
The context of a data element is determined by
its parent, because a data element is generally a
characteristic (or a property) of its parent. If for
exampleadataelementis labeled “title”, we cannot
determine whether it refers to a book title or a job
titlewithoutreferring toits parent. Consider asan-
other example thatan XML document containing
two elements labeled “name”, one of which refers
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to the name of a student, while the other refers
to the student’s school name. Building a relation-
ship between these two “name” elements without
consideration of their parents may lead to the
incorrect conclusion that the two elements belong
to the same type. Building relationships between
data elements while overlooking their contexts
may lead to relationships that are semantically
disconnected. Consequently, the results generated
by non context-driven systems are susceptible to
errors, especially if the XML document contains
more than one element having the same label but
representing different types of information or
having different labels but representing the same
type ofinformation. SEEC avoids the pitfalls cited
above of non context-driven search engines by
employing context-driven searchtechniques. The
context of an element is determined by its parent,
since a data element is generally a characteristic
of its parent.

XML documents are modeled as rooted and
labeled treesinthe framework of SEEC. Anodein
atreerepresentsanelementinan XML document.
The framework considers each parent-children set
of elements as one unified entity, called a Canoni-
cal Tree. We propose novel context-driven search
techniques for establishing relationships between
different Canonical Trees. A Canonical Tree is
the simplest semantically meaningful entity. A
data node by itself is an entity that is semantically
meaningless. Consider again the example stated
above of the XML document that contains two
nodes having the same label “name” where one
of them refers to the name of a student, while the
other to the student’s school name. Each of the
two nodes alone is semantically meaningless and
does not convey meaningful information, such as
whether or not the node refers to a student’s name
or a school’s name. However, when considering
each of the two nodes with its parent, we can then
determine that one of them refers to a student’s
name, while the other refers to the student’s school
name. Therefore, SEEC’s framework treats the
set of nodes that consists of the student “name”
node along with its siblings and parent as one
entity (Canonical Tree); the same thing applies

to the school “name” node. Consider for example
Figure 1. The parent node customer (1) along with
its child data node name (2) constitute a Canoni-
cal Tree. Also, the parent node address (3) along
with its children data nodes street (4) and city (5)
constitute a Canonical Tree.

A data model is a metaphor of real-world enti-
ties. Two real-world entities may have different
names but belong to the same type of information
(e.g. a paper and an article belong to the same
publication type), or may have the same names
but refer to two different types (e.g. a “name” of
astudentand a “name” of a school). To overcome
thiskind of labeling ambiguity, we observe that if
we cluster Canonical Trees based on the reduced
essential characteristics and cognitive qualities
of the parent nodes, we will identify a number of
clusters. Each cluster contains Canonical Trees
whose parent nodes components belong to the
same ontological concept. InFigure 1 forexample
we can have a cluster that contains the Canoni-
cal Tree whose parent node component is node
10 “book” and another Canonical Tree whose
parent component is node 35 “magazine”, since
both “book” and “magazine” fall under the same
“publication” cluster (type). Onthe other hand, the
Canonical Tree, whose parent node component is
node 1 “customer” fallsunder the “person” cluster.
Thus, we would be able to determine that the two
nodes labeled “name” in the example presented
previously are not semantically identical; rather,
they refer to two different types of entities, since
the student’s “name” node will be contained in a
Canonical Tree falling under the “person” clus-
ter, while the student’s school “name” will be
contained in a Canonical Tree falling under the
“institution” cluster. The result of fragmenting the
XML treeshowninFigure 1 into Canonical Trees
is shown in Figure 2. If we consider the ontology
label of each cluster as a supertype and the label
of each parent node component in a Canonical
Tree falling under that cluster as a subtype, then
any characteristic that describes the supertype can
also describe all its subtypes. For instance, the
“publication” supertype could be characterized
by “title” and *“year” of publication, and likewise
its subtypes “book” and “article”.
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Figure 1. XML tree representing customer publication order
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Note: The customer (node 1) ordered a book (node 10) and had previously ordered a magazine (node 35) .The
author (node 13) authored the book (node 10) as well as another publication (node 17). Note that the XML tree is
exaggerated for the purpose of demonstrating all the concepts proposed in this paper.

A Canonical Trees graph (e.g. Figure 2) is a
hierarchical representation depicting the relation-
ships between the Canonical Trees in the graph.
The relationships between Canonical Trees are
determined based on their degree of associabil-
ity and relativity to one another and not on their
proximity to one another. There are two types of
relationships, immediate and extended. The Imme-
diate Relatives of a Canonical Tree T, are Canoni-
cal Trees that have strong and close relationships
with T, while its extended relatives have weak
relationships with it. We call the immediate rela-
tives of Canonical Tree T, the Related Canonical
Treesof T, (denoted by RCT ) Foreach Canonical
Tree T, we need to determme its RCT_ because
if T, contams a query’s keyword(s), the user is
most likely looking for data contained in RCT_.
We propose in this chapter semantic mechamsms
for determining RCT,..

The process of answermg Keyword-Based
and Loosely Structured queries goes through four
phases. In the first phase, we locate the Canonical
Trees containing the query’s keyword(s). In the
second phase, we select subsets from these Ca-
nonical Trees, where the Canonical Trees in each
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subset are semantically related to one another and
contain at least one occurrence of each keyword.
Inthe third phase, we either determine the Canoni-
cal Trees containing the answer return element
nodes of the query (if it is a Loosely Structured
query), or the Canonical Trees comprising the
answer subtree for the query (if it is a Keyword-
Based query).

We make the following technical contributions
in this chapter:

. We propose novel mechanisms for determin-
ing for each Canonical Tree T, its RCT, .

. We propose mechanisms for determln—
ing the answer return element nodes of a
Loosely Structured query and mechanisms
for constructing the answer subtrees of a
Keyword-Based query. These mechanisms
avoid returning results with low recall and
precision, which is one of the pitfalls of non
context-driven search systems.

*  Weexperimentally evaluate the quality and
efficiency of SEEC and compare it with
three non context-driven search systems:
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XKSearch (Xu & Papakonstantinou, 2005),
Schema-Free XQuery (Li & Yu & Jagadish,
2004), and XSEarch (Cohen & Mamou &
Sagiv, 2003).

Therest of this chapteris organized as follows.
Inthe section titled “background”, we discuss the
topic of keyword search and present the views of
others in the topic. In the section titled “context-
driven search”, we present the problems of non
context-driven search engines caused by overlook-
ing nodes’ contexts, and then introduce SEEC
and the techniques it employs and show how it
overcomes these problems. In the section titled
“future trend”, we discuss our future research in
XML querying. We present our conclusions in
the section titled “conclusion”.

BACKGROUND

Keyword-Based querying in Relational Data-
bases has been studied extensively (Agrawal &
Chaudhuri & Das, 2002; Aditya & Bhalotia &
Sudarshan, 2002; Hristidis & Papakonstantinou,
2002). These researches model the database as a
graph, where tuples are regarded as the graph’s
nodes and the relationships between tuples are
regarded as the graph’s edges. Then, a keyword
query is answered by returning a subgraph that
satisfies the query’s search terms. A number of
studies (Balmin & Hristidis & Papakonstantinon,
2003; Balmin & Hristidis & Papakonstantinon,
2004; Botev & Shao & Guo, 2003; Cohen &
Kanza, 2005) propose modeling XML docu-
ments as graphs, and keyword queries are an-
swered by processing the graphs based on given
schemas. Some studies (Balmin & Hristidis &
Papakonstantinon, 2003; Balmin & Hristidis &
Papakonstantinon, 2004; Botev & Shao & Guo,
2003) propose techniques for ranking results of
XML keyword queries based on importance and
relevance. Other studies (Amer-Yahia & Cartmola
& Deutsch, 2006) evaluate full-text XML queries
in terms of keyword patterns matches.

A number of recent studies (Cohen & Mamou
& Sagiv, 2003; Li & Yu & Jagadish, 2004; Xu &
Papakonstantinou, 2005) model XML documents
as rooted trees and propose semantic search
techniques, which make them the closest to our
work. Despite their success, however, they suf-
fer recall and precision limitations as a result of
basing their techniques on building relationships
between data nodes based solely on their labels
and proximity to one another while overlooking
their contexts. As a result, the proposed search
engines may return faulty answers especially if
the XML doc contains more than one node having
the same label but representing different types, or
having different labels but belonging to the same
type. We compared three of these proposed search
techniques experimentally with SEEC (see the
experimental results section). The following isan
overview of each of these three systems:

In XSEarch (Cohen & Mamou & Sagiv, 2003),
if the relationship tree of nodes a and b (the path
connecting the two nodes) contains two or more
nodes with the same label, then the two nodes are
unrelated; otherwise, they are related. Consider
forexample Figure 1 and the relationship tree that
connects nodes 10 (book) and 35 (magazine). This
relationship tree contains nodes 10, 9, 8, 6, 1, 31,
33,34, and 35. Since the relationship tree contains
more than one node having the same label (nodes
34 and 9 and also nodes 33 and 8), then nodes 35
and 10 are not related.

In Schema Free XQuery (Li & Yu & Jagadish,
2004), nodes “a” and “b” are NOT meaningfully
related if their Lowest Common Ancestor (LCA),
node ‘c’ is an ancestor of some node “d”, which is
a LCA of node “b” and another node that has the
same label as “a”. Consider for example nodes 2,
14, and 18 in Figure 1. Node 18 (title) and node 2
(name) are not related, because their LCA (node
1) is an ancestor of node 13, which is the LCA
of nodes 18 and 14, and node 14 has the same
label as node 2. Therefore, node 18 is related to
node 14 and not to node 2. Node 13 is called the
Meaningful Lowest Common Ancestor (MLCA)
of nodes 18 and 14.
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XKSearch (Xu & Papakonstantinou, 2005)
returnsasubtree rooted atanode called the Small-
est Lowest Common Ancestor (SLCA), where
the nodes of the subtree contain all the query’s
keywords and have no descendantnode(s) thatalso
contain all the keywords. Consider for example
Fig. 1 and that node 18 contains the keyword
“XML and the Web”. Thus, nodes 18 and 11 are
both now containing the same title “XML and the
Web”. Now consider the query Q(“XML and the
Web”, “Wilson”). The answer subtree will be the
one rooted at node 13, which contains nodes 18
and 14, and not the one rooted at node 10, which
contains nodes 11 and 14.

CONTEXT-DRIVEN SEARCH

We present below the problems of non context-
driven search engines caused by overlooking
nodes’ contexts, and demonstrate these problems
by using sample of queries selected from the ones
used inthe experiments. We thenintroduce SEEC,
the techniques it employs, and show how it solves
and overcomesthe problems of non context-driven
search engines.

The customer (node 1) ordered a book (node
10) and had previously ordered a magazine (node
35) .The author (node 13) authored the book (node
10) as well as another publication (node 17). Note
that the XML tree is exaggerated for the purpose
of demonstrating all the concepts proposed in
this paper.

PROBLEMS OF NON CONTEXT-
DRIVEN SEARCH ENGINES

Non context-driven search engines, such as
XSEarch (Cohen & Mamou & Sagiv, 2003),
Schema Free XQuery (Li & Yu & Jagadish,
2004), and XKSearch (Xu & Papakonstantinou,
2005) build relationships between data elements
without consideration of their contexts (parents),
which may resultin faulty answers specially if the
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XML document contains more than one element
having the same label but representing different
types, or having different labels but representing
the same type. We are going to take XSEarch,
Schema Free XQuery, and XKSearch as samples
of non context-driven search engines and show
how they may return faulty answers as a result of
overlooking nodes’ contexts. We present below
query samples selected from the ones used in
the experiments and show how each one caused
one of the three systems to return faulty answer.
These query samples are selected from the ones
we ranagainstthe XML document generated from
the XML tree shown in Figure 1. First, recall the
techniques used by each of the three systems in
the previous section titled “background”.

Consider Figure 1 and the query (who is
the author of the publication titled “XML and
the Web”). The correct answer is node 14, but
Schema Free XQuery will returnnull. The reason
is that the LCA of nodes 11 (which contains the
keyword “XML and the Web”) and 14 is node
10, and node 10 is an ancestor of node 13, which
is the LCA of nodes 14 and 18 (which has the
same label as node 11). Therefore, Schema Free
XQuery considers node 14 is related to node 18
and not to node 11.

Consider if we prune node 12 (ISBN) from
Figure 1 and we have the query (what is the ISBN
of the publication titled “XML and the Web”).
Instead of returning null, Schema Free XQuery
will return node 19.

Consider Figure 1 and the query “what is the
title of the publication that was ordered in order
number is 10024”. Instead of returning node 11
only, Schema Free XQuery will return also node
18, which is irrelevant.

Consider Figure 1 and the query “what is the
ISBN of the publication that had been ordered
by a customer, who also ordered a publication
with ISBN *“87-11-07559-7”. Instead of returning
node 37, Schema Free XQuery will return node
19, because the LCA of nodes 37 and 12 is node
1, and node 1 is an ancestor of node 10, which is
the LCA of nodes 12 and 19, and the label of node
19 is the same as the label of node 37. Therefore,
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Schema Free XQuery considers node 19 is related
to node 12, while node 37 is not.

Consider Figure 1 and the query “what is
the title of the publication that was ordered in
order number 10024”. Instead of returning node
11 only, XSEarch will return also nodes 36 and
18, because the relationship tree of nodes 36
and 7 and the relationship tree of nodes 18 and
7 do not contain two or more nodes having the
same label. If XSEarch employs the ontological
concepts we are proposing, it would have dis-
covered that the first relationship tree contains
nodes 31 (previousOrder) and 16 (currentOrder)
which belong to the same type, and the second
relationship tree contains nodes 10 (book) and 17
(otherPublication) which also belong to the same
type (publication).

On the flip side, consider Figure 1 and the
query “what is the ISBN of the publication that
had been ordered by the same customer, who
ordered a publication with ISBN 87-11-07559-7".
Instead of returning node 37, XSEarch will return
node 19, because the relationship tree of nodes
37 and 12 contains more than one node having
the same label (nodes 33 and 8 and also nodes 34
and 9). And, the relationship tree of nodes 19 and
12 does not contain more than one node having
the same label.

Consider if, we prune node 11 (title) from
Figure 1 and we have the query “what is the title
of the publication, whose ISBN is 87-11-07559-7".
Instead of returning null, XKSearch will return
the subtree rooted at node 10 and contains nodes
12 and 18, because XKSearch will incorrectly
consider node 18 containing the title of the pub-
lication, whose ISBN is 87-11-07559-7.

SEEC SOLUTION

Preliminaries

In this section we present definitions of key nota-
tions and basic concepts used in the chapter. We

model XML documents as rooted and labeled
trees. A node in a tree represents an element in

an XML document. Nodes are numbered for easy
reference. SEEC accepts the following two query
forms. The firstis Q(“k,”, “K,”, .., “K ), which is
a Keyword-Based query form, where k. denotes a
keyword. The second is Q(l, =“k."...., |, ="k
E?...,E?), whichis a Loosely Structured query
form, where k. denotes a keyword, Iki denotes the
label of the element containing the keyword k.,
and E, denotes the label of the element containing
the data that the user is looking for. We call each
label-keyword pair a search term, and we call
each “label?” a return element node or an answer
returnelement node. Consider forexample Figure
1 and that the user wants to know the title of the
book, whose ISBN is 87-11-07559-7 (node 12). The
user could issue the following Loosely Structured

query: Q (ISBN = “87-11-07559-7", title?).

Definition: Ontology Label (OL) and Ontology
Label Abbreviation (OLA)

If we cluster parent nodes (interior nodes) in an
XML document based on their reduced charac-
teristics and cognitive qualities, the label of each
of these clusters is an Ontology Label (OL). Table
1 shows the Ontology Labels and clusters of par-
ent nodes in the XML tree in Figure 1. A Dewey
ID (see the definition of Dewey ID) is a series of
OLs. For the sake of compacting Dewey IDs, we
abbreviate each OL to a letter called an Ontology
Label Abbreviation (OLA). Table 1 showsalsothe
OLA of each OL in the table.

Definition: Canonical Tree

If we fragment an XML tree to the simplest se-
mantically meaningful fragments, each fragment
iscalledaCanonical Treeand it consists of a parent
node and its leaf children data nodes. That is, if
a parent node has leaf child/children data nodes,
the parent node along with its leaf children data
nodes constitute a Canonical Tree. In Figure 1 for
example, the parent node “customer” (node 1) and
its leaf child data node “name” (node 2) constitute
a Canonical Tree, whose ID is T, (see Figure 2).
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Figure 2. Canonical Trees graph of the XML tree presented in Figure 1
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Similarly, the parent node “address” (node 3) and
its children data nodes “street” (4) and “city” (5)
constitute a Canonical Tree, whose ID is T, (see
Figure 2). Leaf children data nodes represent the
characteristics of their parents. The Ontology
Label of a Canonical Tree is the Ontology Label
of the parent node component in this Canonical
Tree. For example, the Ontology Label of Canoni-
cal Tree T, in Figure 2 is the Ontology Label of
the parent node component customer (1), which
is “person”. Each Canonical Tree is labeled with

Table 1. Ontology labels (OL) and ontology labels
abbreviation (OLA) of parents in Fig. 1

OL OLA

person p

Parent nodes (with their IDs)

customer (1), author (13), editor (38),
processingEmployee (25, 42)

book (10), magazine (35), otherPubli-

publication b

cation (17)

expertise (15), field (20), specialty (40) | field f
address (3), shipTo (22), address a
site (28, 45)

currentOrder (6), order o}
previousOrder (31)
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three labels as the Figure below shows. The label
inside the rectangle is the Ontology Label of the
Canonical Tree. The label on top of the rectangle
and located in the left side, which has the form
T, represents the numeric ID of the Canonical
Tree, where 1< 1 < |T|. The label on top of the
rectangle and located in the right side is called a
Dewey ID (see the Dewey ID definition). Figure
2 shows the Canonical Trees graph representing
the XML tree in Figure 1. For example, the Ontol-
ogy Label of the root Canonical Tree is “person”,
its numeric ID is T, and its Dewey ID is p,. We
sometimes use the abbreviation “CT” to denote
“Canonical Tree”.

Numeric ID Dewey ID

Ontology Label
data node(s)

Definition: Dewey 1D

Each Canonical Tree is labeled with a Dewey
number-like label called a Dewey ID. A Dewey
ID of a Canonical Tree T, is a series of compo-
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nents, each has the form OLA where OLA is
an Ontology Label Abbreviation and x denotes
a subscript digit. Each OLA represents the On-
tology Label of an ancestor canonical Tree TJ.
of T, and the digit x represents the number of
Canonical Trees preceding T, in the graph using
Depth First Search, whose Ontology Labels are
the same as the Otology Label of T. When the
series of components OLA_ in the Dewey 1D of
CT T, are read from left to right, they reveal the
chainofancestorsof T, and their Ontology Labels,
starting from the root CT and the last component
reveals the Ontology Label of T, itself. Consider
for example Canonical Tree T, in Figure 2. Its
Dewey ID p,.0,.b, reveals that the Dewey ID of
the root Canonical Tree is p, and its Ontology
Label is “person”. It also reveals that the Dewey
ID of the parent of T, is p,.0,and its Ontology
Label is “order”. The last component b, reveals
the Ontology Label of T,, which is “publication”,
and the subscript 0 attached to “b” indicates that
there are zero Canonical Trees preceding T, in the
graph (using Depth First Search) whose Ontology
Labels is “publication”.

Definition.: Keyword Context (KC)

KC is a Canonical Tree containing a keyword(s)
of a Keyword-Based query, or containing a
search term’s keyword(s) of a Loosely Structured
query. Consider for example that “Robinson”
is a keyword of a query. Since this keyword is
contained in Canonical Tree T, (recall Figure 2),
T, is considered a KC.

Definition. Intended Answer Node (1AN)

Whenauser submitsaquery, heisusually looking
for data that is relevant to the query’s keywords.
Each one of the data hodes containing this data is
calledan Intended Answer Node (IAN). Consider
for example Figure 1 and that the user submitted
the query Q(“10024”, “Levine”). As the seman-
tics of the query implies, the user wants to know

information about the order, whose number is
10024 and processed by the employee “Levine”.
One of the nodes containing this information is
node 11. Node 11 is called an IAN. In the case of
a Loosely Structured query, each return element
node in the query is an IAN.

Definition: Canonical Trees graph

When we fragment an XML tree to Canonical
Trees, the resulting graph is called a Canonical
Treesgraph. Forexample, Figure 2 isthe Canonical
Treesgraphrepresentingthe XML treeinFigure 1.
A Canonical Treesgraphisundirected. The edges
connecting Canonical Trees ina Canonical Trees
graph are determined as follows. Let nand be the
parent nodes components of Canonical Trees and
respectively. If is a descendant of n, and there is
no interior node in the path between them that
has a child data node, then Canonical Tree is
considered a child of Canonical Tree . Consider
for example Figure 1. Since node “address” (3)
is a descendant of node “customer” (1) and there
IS no interior node in the path connecting them
that has a child data node, Canonical Tree T, is
considered a child of Canonical Tree T, (recall
Figure 2).

Determining Related Canonical
Trees

Each Canonical Tree represents a real-world
entity. A Canonical Trees graph (e.g. Figure 2)
depicts the hierarchical relationships between the
entities represented by the Canonical Trees. A
relationship between two Canonical Trees could
be described as either immediate or extended.
The immediate relatives of Canonical Tree T,
are Canonical Trees that have strong and close
relationships with T, while its extended relatives
have weak relationships with it. We call the im-
mediate relatives of Canonical Tree T, the Related
Canonical Trees of T..
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Definition: Related Canonical Tree (RCT)
A Canonical Tree T is considered a RCT of Ca-
nonical Tree T', if it is closely related to T'.

Notation: RCT,
RCT denotes the set of Canonical Trees that are
considered RCT of Canonical Tree T.

Notation: OL,
OL, denotesthe Ontology Label of Canonical Tree
T. In Figure 2 for example OL is “person”.

Let k be a keyword contained in either a Key-
word-Based query or the search term of a Loosely
Structured query. If k is contained in a Canoni-
cal Tree T, then the IAN should be contained in
either T itself or in IR . If a query’s keywords k;
and k, are contained in Canonical Trees T, and
T, respectively, the IAN should be contained in
T,, T,,and/or the intersect IR, 1 IR ,. Therefore,
for each Canonical Tree T, we need to determine
its Related Canonical Trees (RCT, ). Determin-
ing RCT_ could be done using the combination
of mtumon and logics that govern relationships
between real-world entities. Consider for example
the Keyword-Based query Q(“XQuery”) (recall
Figures 1 and 2). It is intuitive that the IAN to be
datanodes 14, 16, and/or 19 but it is not intuitive to
be, for instance, node 2 since “Robinson” (node 2)
has nothing to do with the publication “XQuery”.
Since “XQuery” is contained in Canonical Tree
T., we can conclude that each of the Canonical
Trees containing nodes 14, 16, and 19 € RCT_,
while the Canonical Tree containing node 2 ¢
RCT_,. We present below three lemmas that help
in determining RCT... Their proofs are based on
intuition and logics that govern relationships be-
tween real-world entities. We are going to sketch
the proofs. We can determine RCT_ by pruning
all the Extended Relatives of T, from the Canoni-
cal Trees graph and the remaining ones would be
RCT,.. We present three properties that regulate
the pruning process and they are inferred from
the conclusions of the three lemmas.
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Lemma 1:

In order for the answer of a query to be intui-
tive and meaningful, the IAN should never be
contained in a Canonical Tree whose Ontology
Label is the same as the Ontology Label of the KC
(the Canonical Tree containing the keyword). It
could be contained in either the KC itself or in a
Canonical Tree whose Ontology Label isdifferent
than the Ontology Label of the KC. Therefore, the
Related Canonical Trees of the KC (RCT, ) should
have different Ontology Labels thanthe Ontology
Label of the KC. That is, the Related Canonical
Trees of any CT T (RCT,) always have different
Ontology Labels than the Ontology Label of T.

Proof (sketch): Consider Figure 3, which shows
a “paper” and an “article” Canonical Trees. They
both have the same Ontology Label “publica-
tion”. The two Canonical Trees contain nodes
“title” and “year”, which are characteristics of the
“publication” supertype. However, each of them
has its own specific node: “conference” in the
“paper” and “journal” in the “article” Canonical
Tree. Consider that the “paper” Canonical Tree
is a KC and let N, denote a node containing a
keyword. Below are all possible query scenarios
that involve the two CTs:

Scenario 1. N, is “title”: If the IAN is “year”,
then intuitively this year is the one contained in
the KC and not the one contained in the “article”
Canonical Tree. If 1AN is “conference”, then
obviously it is the “conference” node contained
in the KC.

Scenario 2 N, is *“year”: Similar to scenario 1

Scenario 3: N, is “conference”: If the IAN is
“title” or “year”, then intuitively they are the ones
contained in the KC and not the ones contained
in the “article” Canonical Tree. If, however, the
IAN is “journal”, then obviously, the query is
meaningless and unintuitive, since the user wants
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to know a journal’s name by providing a confer-
ence’sname. The querywould be unintuitive even
if both the “paper” and the “article” are authored
by the same author.

Asthe example scenariosabove show, the IAN
cannotbe contained inthe “article” Canonical Tree
if the KC is the “paper” Canonical Tree. That is,
if the IAN of an intuitive and meaningful query
is contained in a Canonical Tree T, then either
OL, # 0L, or Tis itself the KC. In other words,
the RCT of a KC have different Ontology Labels
than the Ontology Label of the KC. The reason
is that Canonical Trees, whose Ontology Labels
are the same have common entity characteristics
(because they capture information about real-word
entities sharing the same type) and therefore they
actasrivalsand do not participate with each other
in immediate relative relationships: one of them
cannot be among the RCT of another one. They
can, however, participate with each other in a
relationship by being RCT to another Canonical
Tree, whose Ontology Label is different than
theirs. As an example, Canonical Trees T, and
T, in Figure 2 have the same Ontology Label
“publication” and they are both RCT of Canonical
Tree T, (the author contained in T, authored the
publications contained in T, and T,). Therefore,
the answer for the query Q(“Wilson”), where T,
is the KC, should include both T, and T, in the
answer subtree for the query.

Property 1:

Thispropertyisbased onlemma 1. When comput-
ing RCT, ., we prune from the Canonical Trees
graph any Canonical Tree, whose Ontology Label
is the same as the Ontology Label of the KC.

Lemma 2:

Related Canonical Trees of a KC (RCT,.) that
are located in the same path should have distinct

Figure 3. A “paper”” and an “article”” CTs

paper article
title, year, conference title, year, journal

Ontology Labels. Thatis, if Canonical Trees T and
T'are both € RCT, . and if they are located in the
same path from the KC, then OL_ = OL...

Proof (sketch): Consider that Canonical Trees T,
T',and T" are located in the same path and that T'
is a descendant of T while T" is a descendant of
both T'and T. Inorder for T"tobeaRCT of T, T"
hastobeaRCT of T', because T' relates (connects)
T" with T. If T" and T" have the same Ontology
Label, then T" ¢ RCT_.(according to lemma 1),
andtherefore T" ¢ RCT.. Asanexample, consider
Figure 4, which shows Canonical Trees located in
the same path from the KC. The letter on top of
each Canonical Tree is an OLA (recall Table 1)
and represents the Ontology Label of the CT. In
order for T, to be a RCT of the KC, it has to be a
RCT of both T, and T, because they are the ones
that connect and relate it with the KC. CTs T, and
T, have the same Ontology Label, therefore CT T,
¢ RCT_, (according to lemma 1). Consequently,
T, ¢ RCT,, while T, T, € RCT,.. Consider as
another example Figure 2 and that the KC is CT
T, Inthe path: T, T, & T, =& T, Canonical
Trees T, and T, have the same Ontology Label.
Therefore, CT T, ¢ RCT_,, while T, e RCT .
Property 2:

This property is based on lemma 2. When com-
puting, we prune from the Canonical Trees graph
any CT if there is another CT whose Ontology
Label is the same as the Ontology Label ofand it
is located between and the KC

Lemma 3:

If a Canonical Tree T ¢ RCT, ., and if another
Canonical Tree T' is related (connected) to the
KC through T, then T' ¢ RCT, ..

Figure 4. CTs located in the same path

p b f b 0
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\ 4

T — T2

\ 4
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Proof (sketch): Every Canonical Tree T hasado-
main of influence. This domain covers Canonical
Trees, whose degree of relativity to T is strong.
Actually, these Canonical Treesarethe RCT of T.
If by applying property 1 or 2 we have determined
that a Canonical Tree T' ¢ RCT., then the degree
of relativity between T'and T is weak. Intuitively,
the degree of relativity between any other CT T"
and T iseven weaker if T" relates (connected) to T
through T', due to the proximity factor. Consider
for example Figure 2 and that CT T, is a KC. By
applying property 1, T, ¢ RCT_, because T, has
the same Ontology Label as T,. Canonical Trees
T,and T_are connected and related to T, through
T,.. As can be seen, the degree of relativity be-
tween each of these CTs and T, is even weaker
than the one between T, and T,. Therefore, each
of them ¢ RCT..

Property 3:

This property is based on lemma 3. When com-
puting RCT, ., we prune from the Canonical
Trees graph any Canonical Tree that is related
(connected) to the KC through a Canonical Tree
T,if T ¢ RCT,..

Computing RCT online is expensive. There-
fore, for each Canonical Tree T in a Canonical
Treesgraphwe compute itsRCT, offline and store
the information in a hash table called RCT_TBL
for future references. The naive approach for
computing RCT_ is to apply the three properties
to EACH other CT in the Canonical Trees graph.
The time complexity of this approach for comput-
ing the RCT of all CTs in the graph is O(|T|?). We
constructed an alternative and efficient algorithm
for computing RCT, called ComputeRCTs (see
Figure 5), which takes advantage of property 3 as
follows. To compute RCT, instead of examining
each Canonical Tree in the graph for determining
ifit satisfies one of the three properties, we ONLY
examine the Canonical Trees that are adjacent to
any Canonical Tree T' € RCT_. If the algorithm
determines that T'c RCT, it will then examine
each CT adjacentto T'. If the algorithm, however,
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determines that T' ¢ RCT., it will not examine
ALL Canonical Trees that are connected to T
through T', because they are known ¢ RCT_ (ac-
cording to property 3). Subroutine ComputeRCT
(recall Figure 5) works as follows. Set sk (line
4) stores the Ontology Label of each CT located
between CT T'and the KC. In line 2, if the Ontol-
ogy Label of T' is not the same as that of the KC
(which indicates that T' is not satisfying property
1) or if it is not included in set s} (which indi-
cates that T' is not satisfying property 2), then T'
e RCT, (line 3), and we recursively examine the
CTs that are adjacent to T' (line 5). Otherwise,
if T" ¢ RCT, all CTs connected to T through T
will not be examined. The time complexity of
the algorithm is

T
0D IRCT, 1)

i=1

Answering Loosely Structured
Queries

The following examples show how a Loosely
Structured query is answered using the prun-
ing schemes of the three properties described
previously. The examples are based on Figures
land 2.

Example 1:

Q (ISBN=*0-471-19047-0”, name?). Sine “0-
471-19047-0” is the ISBN of the magazine that
was ordered by customer “Robinson” prior to his
current order (which is abook), the answer for the
query should be the “name” elements involving
the magazine order ONLY. That is, it should not
include the “name” element nodes 14 and 26.
Since the keyword “0-471-19047-0" is contained
in CT T, the “name” answer return element
nodes should be contained in Canonical Trees
€ RCT, .. Let’s now determine RCT, , using the
three properties described previously. By applying
property 2, CT T, is pruned from the Canonical
Trees graph, because it is located in the path T,
—» T, — T, — T, and its Ontology Label is
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Figure 5. Algorithm ComputeRCTs

ComputeRCTs {

1. for each Canonical Tree 7'
2. kKceT

3. Ske € null

4.  RCTyge € null
5. ComputeRCT(KC) }

ComputeRCT(T) {

2. if OLp#OLyc && OLpeShe

/* Canonical Tree T is the KC */

/*Set contains the RCT of'a KC */
/*Call subroutine ComputeRCT*/
*Compute Immediate Relatives of T */

1. for each Canonical Tree 7' € Adj[T ] /* 7 isadj. to T*/

/* If true, then 7 doesn’t satisfy properties 1 and 2%/

3. then { RCTxe = RCTxe + Ol
: ke € skc + oLy
5, ComputeRCT(OLr ) }

/% OLp' & RCTkc*/
/*add OLy+ to set 6;; */

H

the same as the Ontology Label of T ,, which is
closer to T ,. By applying property 3, CTs T,, T,
To T, To Ty Top and T, are pruned, because
they are related to T , through the pruned T,. The
remaining CTs in the Canonical Trees graph are
RCT_,, (see Figure 6). The answer for the query

is nodes 2, 43, and 39 contained in CTs T, T,
and T, respectively.

Example 2:

Consider the following two queries:
Q, (orderNo = “10024, title? ).

Q, (name = “Robinson”, title? ).

The answer for Q, should be a “title” node(s)
associated with order number 10024. Since the
keyword “10024” iscontained in T, node 11 should
be contained ina Canonical Tree € RCT . There-
fore, the answer should be node 11 ONLY. On the
other hand, the answer for Q, should be the “title”
nodesassociated with customer “Robinson”. Since
the keyword “Robinson” is contained in T,, the
“title” nodes should be contained in Canonical
Trees € RCT,. These nodes are nodes 11 and 36
(the title of the book in the current order and the
title of the magazine in the previous order). Let’s

determine RCT_,for Q,. By applying property 1,
T,, is pruned, because its Ontology Label is the
same as the Ontology Label of T.. By applying
property 3, T,,, T,,, T.., T,., and T, are pruned
because they are related to T, through the pruned
T,,-Byapplying property 2, T_ is pruned, because
it is located in the path T,=» T, T, =& T and
its Ontology Label is the same as the Ontology
Label of T,, which is closer to T.. The remaining
CTs in the Canonical Trees graph are RCT_, (see
Figure 7). Therefore, the answer for Q, is node
11 contained in T,. Let’s now determine RCT_,
for Q,. By applying property 1, T, T, T,,, and
T, are pruned, because their Ontology Labels
are the same as the Ontology Label of T,. By ap-
plying property 3, T, T,, T,,, and T, are pruned
because they are related to T, through either T,
T,y Or T,,. The remaining CTs in the CTs graph
are RCT_, (see Figure 8). Therefore, the answer
for Q, is nodes 11 and 36 contained in CTs T, and
T, respectively.

Example 3:

Consider the following two queries:
Q, (area = “databases”, title? ).

Q, (area = “web databases”, title? ).
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Figure 6. RCT_, Figure 7. RCT_,

Tu | | Ty
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Q, asks for the title of publications that were
authored by an author, whose area of expertise
is “databases”. The keyword “databases” is con-
tained in T,. The answer for this query should be
contained in Canonical Trees € RCT_ (see Figure
9). The answer is nodes 11 and 18 contained in
CTs T, and T, respectively. Q, on the other hand
asks for the book’s title, whose field area is “web
databases” (node 21). The keyword “web data-
bases” is contained in T,. Therefore, the answer
for Q, should be contained ina CT € RCT_, (see
Figure 10). The answer is node 11.

Example 4:

Q (title = “XML and the Web”, orderNo? ). The
keyword “XML and the Web” is contained in T,.
Therefore, node orderNo should be contained in
a Canonical Tree € RCT,, (see Figure 11).

Figure 8. RCT_, Figure 9. RCT_,

STy T,

SEEC

Computing RCT for a Loosely
Structured Query Whose Search
Terms are Contained in More than
One Canonical Tree

Definition: Canonical Relationship Tree

The Canonical Relationship Tree of Canonical
TreesT, T',and T" isthe setof Canonical Treesthat
connects the three Canonical Trees. For example,
the Canonical Relationship Tree of CTs T, and T ,
in Figure 2 is the set {T,, T.,, T, T,.}

Let T,..T, be the set of Canonical Trees that
contain the search terms of a Loosely Structured
query. LetST T denote the Canonical Relation-
ship Tree of '|'i,...1'j.

If there are no two or more Canonical Treesin
set ST T whose Ontology Labels are the same,
the Canohical Trees in set ST T collectively
constitute the KC of the query Consider for
example Figures 1 and 2 and consider that node
43 contains the keyword “Wilson”. Thus, nodes
43 and 14 are both now containing this keyword.
Now, consider a query, whose search terms are
(name =*Wilson”) and (orderNo =*10024"). The
search term (name = “Wilson”) is contained in
CTs T, and T, while the search term (orderNo
= “10024”) is contained in Canonical Tree T,
There are two sets of Canonical Relationship
Trees. The first set connects T, with T, Let ST, T,
denote this set. The second set connects T, with

o LELST, T, denote this set. Set ST T = {T
T } and set ST T, ={T, T,

3 g

T, } Set ST,T,

Figure 10. RCT,, Figure 11. RCT,

T T,

T, T,
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contains Canonical Trees T, and T, whose On-
tology Labels are the same; therefore this set is
not a valid KC. Since set ST_ T, does not contain
more than one Canonical Tree, whose Ontology
Labels are the same, the Canonical Trees in the
set collectively constitute a valid KC. That is,
T,T, T, collectively constitute the KC of the
query. The intuition behind that is as follows.
Consider thata Canonical Tree T is located inthe
Canonical Relationship Tree of Canonical Trees
T, and T_. Canonical Tree T, is related to both T,
and T_and it semantically relates T_to T_. Thus,
without T , the relationship between T_and T_is
semantically disconnected. Therefore, if T, and
T, satisfy the search terms of a query, the KC of
the query should also include T,. So, the KC will
consistof T, T ,and T

Theanswer foraquery iscomputed as follows.
Let S be a set containing the Canonical Trees that
contain the search terms of a query. Let us store
in a set called S' each Canonical Tree T that is a
RCT of EACH Canonical TreeinsetS. The answer
for the query should be contained in a Canonical
Tree(s) € §'. That is, the answer for the query
should be contained in the intersect ﬂRCTTi.

TieS’

Example 5:
Consider Figures 1 and 2 and the query: Q (ISBN
= “0-471-19047-0”, ISBN ="87-11-07559-7",
name?). The query asks for the “name” of the
customer, who ordered two publications, whose
ISBNsare “0-471-19047-0” and ”87-11-07559-7".
The keyword “0-471-19047-0"is contained inCT
T,,andthe keyword “87-11-07559-7" is contained
in CT T,. See Figure 6 for RCT_ ., and Figure 11
for RCT The intersect RCT, N RCT .= {T,
T} The answer for the query is node 2, which
is contained in Canonical Tree T..

Answering Keyword-Based Queries

The answer of a Keyword-Based query is a
subtree rooted at a Canonical Tree called the
Lowest Meaningful Common Ancestor (LMCA).
The leaves of the subtree are the Canonical Trees

containing the keywords (the KCs). Canonical
Treesthatare located inapath betweena Keyword
Context KC, and the LMCA are called Related
Ancestor Canonical Trees of KC,, and are denoted
by RACTKCi.

Definition: Related Ancestor Canonical Tree
(RACT):

LetA; . denote Canonical Tree Tisanancestor ofa
Keyword ContextKC.. IfAK and T € RACT, .

, then T is called a Related Ancestor Canonrcal
Tree (RACT) of KC,. That is, if a Canonical Tree
T is both an ancestor and a RCT of KC,, then it
is considered a RACT of KC..

Notation RACT
RACT denotes the set of Canonical Trees that
are RACT of KC,

We constructed an efficient algorithm for
computing RACTSs, called computeRACT (see
Figure 12). The algorithm uses the Dewey IDs of
KCs (recall the definition of Dewey ID) and ap-
plies the pruning schemes of properties 1, 2, and
3 described previously. Function getComps (line
1) is input the Dewey ID of a Keyword Context
(KC) and it returns the components comprising
this Dewey ID. The returned components are as-
signs to set comps. For example, if the function
is input the Dewey ID OLA.OLA,....OLA,, it
would return the components OLA,, OLAJ.,
and OLA,. Function scan_next_comp (lines 2
and 7) read the right-most component (OLA ) in
set comps. The function scans the components in
the set from right to left. That is, every time the
function is called, it reads the current right-most
component. A currently scanned component will
be stored inaset called S (lines 4 and 11). If func-
tion OLAin (line 8) isinputacomponent OLA , it
extracts and returns the subcomponent OLA, by
stripping the subscript digit x. And, if the func-
tionisinputaset S, it extracts the subcomponent
OLA from each component OLA_ in the set and
returns them. Line 8 checks properties 1 and 2
as follows. If the set of OLAs subcomponents
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Figure 12. Algorithm computeRACT
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ComputeRACT {
1. comps € getComps(KC))

3. S€null
4. S€ S+ cur comp

OLAin(y) {

a set containing Dewey

and return them. }

/ * Read the right-most component OLA, in set compst */
2. cur comp = scan next comp(comps)

5. RACTgc, € nul /*Itis a set containing all RACTs of KC;*/

6. while set comps is not empty §
/*Scan from right to left and read next component */
7. cur_comp = scan_next comp(comps)

/*if true, then properties 1 and 2 are not satisfied*/
CTcomps € comps \ S /*set difference operation®/
/*Canonical Tree Tereomps € RACT g */

8. if (OLAiIn (cur_comp) € OLAiIn (S) {
9.

10. RACT k¢, € RACT e, TeTeomps
11. S& S+ cur comp

12. }

13. else return MCTKC,-

14. }

15.}

It v is a Dewey ID component OLA,. extract and retumn the
subcomponent OLA (by stripping the subscript digit x). If y is

subcomponent OLA from each component OLA, in the set,

1D components, extract the

that were extracted from set S does not contain a
matching subcomponentto the one extracted from
cur_comp, then neither property 1 nor property
2 is satisfied. If this is the case, then line 9 will
compute a set difference operation between sets
comps and S, and assigns the result to CTcomps.
The Canonical Tree, whose Dewey ID hasthe same
componentsasthe onesin CTcomps is considered
a RACT of the KC (line 10). If neither property
1 nor property 2 is satisfied, line 13 will return
setRACT .

Example 6:

Let’s determine RACT , (the set of CTs that are
RACT of T,) using algorithm computeRACT
(recall Figure 2).

Line 1. comps = {p,, 0,, b, p.}-
Line 2: cur_comp = p,. Line 4: S= {p }.
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It while iteration:
Line 7: cur_comp = by Line 8: b ¢ {p}. Line 9:

CTcomps = {p,, 0,, b, p\{p.} = {p, 0, b,}- Line
10: RACT,, ={T,}. Line 11. S= {p,, b }.

2" while iteration:

Line 7: cur_comp = o,. Line 8: 0 ¢ {p, b}.
Line 9: CTcomps = {p,, 0,, b,, p A\ {p,, b} =
{p,; 0.} Line 10: RACT = {T,, T }

Line 11: S={p,, b, o }-

3¢ while iteration:

Line 7: cur_comp = p,. Line 8: p {p, b, o}.
Line 13: return set RACT, = {T,, T}. See Figure
13-a.

Example 8:
Figure 13 parts b, c, d, e, and f show RACT .,
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RACT,,,
spectively.

RACT,,, RACT,,, and RACTre-

T6’ T8’

Computing the Root of an Answer
Subtree

Asdescribed previously, the answer of a Keyword-
Based query is a subtree rooted at a Canonical
Tree called the Lowest Meaningful Common
Ancestor (LMCA). Consider a Keyword-Based
query consisting of n keywords, and each of them
iscontainedinadifferent KC:KC ,KC,,...,KC .Let
RACT,,, RACT,,...., RACT,  be the RACTs
of the n KCs. Let S be a set containing Canoni-
cal Trees that have the following property. Each
one of them is contained in EACH one of the n
RACTSs. Thatis, ifaCanonical Tree T € S, thenT
€ RACT,;, wherei=1->n. The Canonical Tree
in set S, whose hierarchical level is the lowest, is
considered the LMCA (considering the hierarchi-
cal level in the Canonical Trees graph increases
inthedirection bottom-up). Consider for example
Figure 14 (part a), which shows three KCs along
with their RACTSs. In the Figure, each an ancestor
Canonical Tree T, € RACT, ., (Wherez=1 > 3)
is denoted by TJ' Where l.is the h|erarch|cal IeveI
of T,. As can be seen, Canonlcal Trees Ty4 and Ty ls
are shared by the three RACTs. Since the h|erar-
chical level of Ty 4 is lower than that of TX5, it is
considered the LMCA Figure 14 (part b) shows
the answer subtree rooted at the LMCA.

Constructing the Answer Subtree

We constructed algorithm ComputeAnsSubTree
(see Figure 15), for computing answer subtrees.
The algorithm works as follows. It is input the
RACT of each KC and a table called level TBL,
which stores for each Canonical Tree its hier-
archical level in the Canonical Trees graph. In
line 1, the algorithm determines the common
Canonical Trees that are shared by all the RACTs
by computing their intersect. From among these
Canonical Trees, the one whose hierarchical
level in the Canonical Trees graph is the lowest
is considered the LMCA (line 2). Note that the
algorithm considers the hierarchical level in the
Canonical Trees graph increases from bottom to
up. Lines 4 —7: a Canonical Tree T, is considered
part of the answer subtree if T, € RACT,, (line
5), and if its hierarchical level is lower than the
level of the LMCA (line 6). Set AnsT contains the
Canonical Trees comprising the answer subtree.
It contains the KCs and the LMCA (line 3) in
addition to the Canonical Trees that satisfy the
condition in line 6 (see line 7).

ComputeAnsSubTree (RACT_,
level_TBL) {
/* Compute the intersect of all RACTs */
1 SetP < RACT, n..NnRACT,
2. LMCA < T whose hierarchical level is the
lowest in set P

. RACT,,

Figure 13. (a) RACT ,; (b) RACT ; () RACT,,; (d) RACT,; (e) RACT ; (f) RACT, ,
T T,
orderNo (7) name (2) T,
Ts . | name(2)
orderNo (7) I l .
name (2) T, Is
| title(11). ISBN(12) orderNo (7)
T, T ! | I To
title (11). ISBN(12) name (2) I T. _ T, orderNo(32)
orderNo (7) name fH) title(11), ISBN(12)
.......... r |
RIS L R RIS VIR SRR e wTha
Siototouso Area (16). area 21 N
a d e f
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Figure 14. (a) Three KCs with their RACTSs; (b)
The answer subtree rooted at the LMCA

rls rls rls
1 1 I
o
1{4 ’1‘1{4 1‘_;1
T I |
1 1
[2.3 !:.*3 }li3
L — [ I
KRG KG CKCE
RACTye, RACTye, RACTye,
(a)
")
7,4
7l 753 153
1 - L
KC K KCs
RACT e RACT e RACT
(b)

3. AnsT € KCs + LMCA

4. for each Keyword Context KC,

5. foreach CTT, e RACT,,

6. If ( IeveI(Tj) < level(LMCA)
1. AnsT = AnsT + TJ.

}
Example 9:
Let’s construct the answer subtree for the query
Q (“XML and the Web”, “ESPN™), using algo-
rithm ComputeAnsSubTree. Recall Figure 2.
The keyword “XML and the Web” is the title of
the book that customer “Robinson™ (node 2) or-
dered and the keyword “ESPN” is the title of the
magazine that he had previously ordered. Since
the keyword XML and the Web” is contained
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Figure 15. Algorithm ComputeAnsSubTree

ComputeAnsSubTree (RACT; . ..., RACT;, . level TBI)

/* Compute the intersect of all RACTs */
1. SetP € RACT;, A «..n RACTy,

2. LMCA € T whose hierarchical level is the
lowest in set P
3. AnsT € KCs + LMCA
4. for each Keyword Context KC;
5. for each CT Tj e RACTy,
6. If (level(T;) < level(LMCA)
7. AnsT = AnsT + T;
H

Figure 16. The Canonical Trees comprising the
answer subtree of the query in Example 9

T,
name (2)
. ~— Trs
I3 12
orderNo (7) orderNo (32)

in Canonical Tree T, and the keyword “ESPN”
is contained in Canonical Tree T ,, RACT,, and
RACT, ,are input to the algorithm (recall Figure
13-C for RACT,, and Figure 13-f for RACT_ ).
The algorithm proceeds as follows. line 2: LMCA
=T,. Line 4 will iterate twice, one for KC, =T,
and the other for KC, = T .. When KC, = T, the
only Canonical Tree that satisfies the condition in
line 6 is Canonical Tree T,.When KC, =T ., only
CT T, satisfies the condition in line 6. At the end,
set AnsT will contain {T,, T ., T, T., T_,}. Figure
16 shows the CTs comprising the answer subtree
and Figure 17 shows the answer.

System Implementation
There are many ontology editor tools available.

(Denny, 2002) lists these tools. We used Protégé
ontology editor (Knublauch & Musen & Rector,
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Figure 17. The answer for the query in Example
9

<customer=
<name> Robinson </name>
<currentOrder>
<orderNo> 10024 </orderNo=
<items>
<item=
<hook=>
<title= XML and the Web </title>
<ISBN> 87-1107559-7 </ISBN=>
</hook>
</item=>
</items>
<feurrentOrder=
<previousOrder=
<orderNo> 9576 </orderNo>
<items>
<item>
<magazine=
<title> ESPN </title>
<ISBN=> 0-471-19047-0 </ISBN>
</magazine>
<fitem>
</items>
</previousOrder=
</customer>

2002) in the implementation of SEEC for deter-
mining the Ontology Labels of nodes. Protégé is
an open source ontology editor. It allows a system
administrator to build taxonomies of conceptsand
relations and to add constraints onto domains of

Figure 18. System architecture

relations. Web pages are one of several ways to
create instances of the conceptsinanontology and
they are a good source of instance information.
In the implementation of SEEC, the population
of ontologies was semi-automated.

Figure 18 shows the system architecture. The
OntologyBuilder uses an ontology editor tool
to create ontologies and populates them with
instances. The XML schema describing the
structure of the XML documentis inputto the On-
tologyBuilder, which outputsto the GraphBuilder
the list of Ontology Labels corresponding to the
interior nodes in the XML schema. Using the
input XML schema and the list of Ontology La-
bels, the GraphBuilder creates a Canonical Trees
graph. Using the input XML document and the
Canonical Trees Graph, the IndexBuilder stores
inatable called K_TBL foreach keyword the CTs
containingit. Thistable issaved inadisk. Module
ComputeRCT uses algorithm ComputeRCTs (re-
call Figure 5) to compute for each Canonical Tree
T its RCT, and saves this information in a hash
table called RCT_TBL. Module ComputeRACT
computes the LMCA for an answer subtree upon
arequest from the Query Engine. SEEC’s Query
Engine is built on top of XQuery engine. After
determining the elements that contain the answer
data, SEEC’s Query Engine uses XQuery engine
to extract this data.

XMLIchcma » OntologyBuild
GraphBuilder > IndexBuilder
Iy
A\ J
ComputeRCT
h 4
ComputeRACT ComputeLMCA
v F y F
| RCT TBL I
4 h 4
Query Engine » XQuery Engine
User

75



EXPERIMENTAL RESULTS

The experiments were carried out on a AMD
Athlon XP 1800+ processor, with a CPU of 1.53
GHzand 736 MB of RAM, running the Windows
XP operating system. We implemented SEEC
using Java. We evaluated the recall, precision,
and search performance of SEEC and compared
itwith three systems: XSEarch (Cohen & Mamou
& Sagiv, 2003), Schema Free XQuery (Li & Yu
& Jagadish, 2004), and XKSearch (Xu & Pa-
pakonstantinou, 2005). The implementation of
Schema Free Xquery has been released as part
of the TIMBER project (Jagadish & Patel, 2006).
We used TIMBER for the evaluation of Schema
Free XQuery. As for XSEarch and XKSearch, we
implemented their entire proposed systems from
scratch. We used test data from four different
sources. The firstis XMark Benchmark (Schmidt
& Waas & Kersten & Florescu & Manolescu
& Carey & Busse, 2002). XMark provides 20
queries written in schema aware XQuery and
accompanied by a 100 MB XML document.
The second is XML Validation Benchmark from
Sarvega (Juneja, 2005). Fromthe XML documents
provided by the XML Validation Benchmark, we
selected 25 that are suitable for testing Keyword-
Based and Loosely Structured-based systems.
The third is XML Query Use Cases provided by
W3C (Chamberlin & Fankhauser & Florescu &

SEEC

Robie, 2006). Each use case query isaccompanied
by a DTD and sample data. The fourth test data
is INEX test collection (INEX, 2004). The fifth
testdataisan XML document generated from the
XML tree presented in Figure 1 using ToXgene
(Barbosa & Mendelzon & Keenleyside & Lyons,
2002). We constructed 30 queries based on this
document.

Search Performance Evaluation

To evaluate the query execution times of SEEC
under different document sizes, we ran queries
against XMark, Use Cases, and XML Validation
Benchmark documents of sizes 150,200,250, and
300 MB. For each of the four document sizes, we
ran 20 random Keyword-Based queries and com-
puted the average query execution time of SEEC,
XSEarch, Schema Free XQuery, and XKSearch.
Figure 19 shows the results. Also, for each of the
four document sizes, we ran 20 random Loosely
Structured queries and computed the average
query execution time of the four systems. Figure
20 shows the results. As Figures 19 and 20 show,
the average query execution time of SEEC is less
thanthose of XSEarch, SchemaFree XQuery, and
XKSearch. The reason for the expensive running
times of XSEarch and Schema Free XQuery
stems from the fact that they build a relationship
between EACH two nodes containing keywords,

Figure 19. Avg. keyword-based query execution time using variable doc sizes
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Figure 20. Avg. loosely structured query execution time using variable doc sizes merge algorithm, whose

overhead augments its running time
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and THEN filter results according to the search
terms. As a result the time complexity of Schema
Free XQuery is

m m
O(hZnj+ IInj)

i=l =l
where h denotes the height of an XML tree, mthe
number of input elements, and the expression n,
denotes the number of nodes that have the same
label as the input element numberi (1 <i<m).
And, the reason that the average query execution
time of SEEC is less than that of XKSearch is
because XKSearch employs stack based sort-
merge algorithm, whose overhead augments its
running time.

Recall and Precision Evaluation

Recallisthe ratio of the number of relevant records
retrieved to the total number of relevantrecordsin
the database. Precision is the ratio of the number
of relevant records retrieved to the total number
of irrelevant and relevant records retrieved. Us-
ing the test data of XMark, XQuery Use Cases,
XML Validation Benchmark, INEX, and the
XML document generated from the XML tree in
Figure 1, we measured the recall and precision of
SEEC and compared them with those of XSEarch,
Schema Free XQuery, and XKSearch. While the
queries of INEX and Schema Free XQuery are
accompanied by answers (expected results), the

others are not. We describe below the process we
followed for computing the results of the queries
of XMark, XML Validation Benchmark, and the
XML document generated from Figure 1, and
then describe the mechanisms we adopted for
computing recall and precision.

We computed the answers for the queries
accompanied the test data of XMark, XML
Validation Benchmark, and the XML document
generated from Figure 1 using (Katz, 2005) and
recordedthe results. The recorded resultsrepresent
the correct answers, which would be compared
later with the results returned by each of the
four systems. We converted each of the schema-
aware queries of the test data into an equivalent
keyword-based and loosely structured query
accepted by each of the four systems. We simply
extracted the keywords from the search terms of
the schema-aware queries and plugged them in
the query forms of the four systems. Let Q_denote
a schema-aware query and Q, denote the same
query after being converted into keyword-based.
Lety denote the set of result records of query Q..
Let x denote the set of result records of query Q,
(records containing the query’s keywords are not
included). The recall and precision are measured
as follows: recall = |X|r;|y|, and precision = 'X|Q|y‘.
While this recall measure is a good indicative
of the actual recall of a system, the precision
measure may not reflect the actual precision of
the system, because the number of result records
of query Q, is usually more than the number of
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resultrecords of query Q.. This precisionmeasure,
however, can accurately compares the precision
of different keyword-based systems: it may not
reflect the actual precisions of the four systems,
but it ranks their precisions accurately.
INEXand XQuery Use Cases provide answers
(expected results) for their accompanied queries.
Some of the documents in the INEX test collec-
tion are scientific articles (marked up in XML)
from publications of the IEEE Computer Society
covering a range of topics in the field of computer
science. Therearetwotypesof queriesincludedin
the INEX test collection, Content-and-structure
(CAS) queriesand Content-only (CO) queries. All
topics contain the same three fields as traditional
IR topics: title, description, and narrative. The
title is the actual query submitted to the retrieval
system. The description and narrative describe
the information need in natural language. The
described information need is used to judge the
relevancy of the answers retrieved by a system.
The difference between the CO and CAS topics
lies in the topic title. In the case of the CO topics,
the title describes the information need as a small
listof keywords. Inthe case of CAS topics, the title
describes the information need using descendant

SEEC

axis (//), the Boolean and/or, and about statement
(it is the IR counterpart of contains function in
XPath). CAS queriesare loosely structured queries
while CO queries are keyword-based queries. We
used the CAS and CO topics for measuring the
recall and precision of the four systems. In each
topic, we compared the results returned by each
of the four systems against the expected results
stated in the description and narrative fields of
the topic.

Figure 21 shows the average recall and preci-
sion using the Keyword-Based queries of the test
data, and Figure 22 shows the average recall and
precision using the Loosely Structured queries of
the test data. As the Figures show, SEEC outper-
forms the other three systems and Schema Free
XQuery outperforms XSEarch and XKSearch.
On the other hand, XSEarch performs poorly.
The recall and precision performance of SEEC is
attributed to its context-driven search techniques
inferred fromthe three properties presented previ-
ously, and to the fact that the other three systems
build relationships between data nodes based
solely ontheir labels and proximity to one another,
while overlooking the contexts of the nodes. And,
the reason that Schema Free XQuery outperforms

Figure 21. Average recall and precision using keyword-based queries
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Figure 22. Average recall and precision using lo

osely structured queries
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X SEarchand XK Searchisbecausethetechnique
itusesfor building rel ationshipsbetween nodesis
based on the hierarchical relationships (ancestor-
descendant relationships) between the nodes,
which alleviate node-labeling conflicts.

CONCLUSION AND FUTURE
TRENDS

We proposed in this chapter an XML search en-
gine called SEEC, which answers XML Loosely
Structured queries as well as Keyword-Based
queries. We proposed previously a stand-alone
Loosdly Structured search engine called OOX-
Search (Taha & Elmasri, 2007). SEEC integrates
OOX SearchwithaKeyword-Based searchengine
and uses novel search techniques. It is built on
top of XQuery search engine.

SEEC is a context-driven search engine. The
context of an element is determined by its par-
ent element, since a data element is generaly a
characteristic of its parent. Non context-driven
search engines build relationships between data
elementsbased solely ontheir |abel sand proximity
to one another, while overlooking the contexts of
theelements, which may lead torel ationshipsthat
are semantically disconnected. Consequently, the
results generated by non context-driven systems

are susceptible to errors, especialy if the XML
document containsmorethan oneelement having
the samelabel but representing different typesor
having different label s but representing the same
type. We experimentally evaluated the quality and
efficiency of SEEC and compared it with threenon
context-driven search systems. X SEarch (Cohen
& Mamou & Sagiv, 2003), Schema Free XQuery
(Li & Yu & Jagadish, 2004), and XK Search (Xu
& Papakonstantinou, 2005). The experimental
results showed that the recall and precision of
SEEC outperformthoseof theother threesystems,
and its average query execution timeislessthan
those of the three systems.

Future directionsfor our research include ex-
panding SEEC by incorporatingafully-structured
query search engine so that it becomes a com-
prehensive XML search engine. The prospective
search engine will answer each user based on
his/her degree of knowledge of the underlying
data and its structure. We also intend to inves-
tigate other techniques that improve the search
performance.
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ABSTRACT

More and more systems provide data through web service interfaces and these data have to be integrated
with the legacy relational databases of the enterprise. The integration is usually done with enterprise
information integration systems which provide a uniform query language to all information sources,
therefore the XML data sources of Web services having a procedural access interface have to be matched
with relational data sources having a database interface. In this chapter the authors provide a solution to
this problem by describing the Web service wrapper component of the SINTAGMA Enterprise Informa-
tion Integration system. They demonstrate Web services as XML data sources in enterprise information
integration by showing how the web service wrapper component integrates XML data of Web services
in the application domain of digital libraries.
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INTRODUCTION

Traditional Enterprise Information Integration
focuses mainly on the integration of different
relational data sources, however recententerprise
information systems follow the service oriented
architecture patternand are based onweb services
technology*. Inaddition, more and more informa-
tion and service providers on the internet provide
web service interface totheir system. The integra-
tion of these new information sourcesrequiresthat
the Enterprise Information Integration system has
an interface towards web services.

This chapter describes a solution to this prob-
lemusing the SINTAGMA Enterprise Information
Integration System? and extending this system
with a Web Service Wrapper component (which
is the main contribution of this chapter). SIN-
TAGMA isadatacentric, monolithic information
integration system supporting semi-automatic
integration of relational sources using tools and
methods based on logic and logic programming
(see Benko etal. 2003) based on the SILK tool-set
whichistheresultofthe SILK (System Integration
via Logic & Knowledge) EU project.

In order to prepare for the challenge of in-
tegrating XML data provided by web services,
we extended the original SINTAGMA system
in two directions. First, the architecture of the
SINTAGMA system was changed significantly
to be made up of loosely coupled components
rather than a monolithic structure. Second, the
functionality has become richer as, among oth-
ers, the system now deals with Web Services as
information sources. The component responsible
for this is the Web Service Wrapper which is the
main contribution of this chapter.

Mixing relational data sources and web ser-
vices during an information integration scenario
can be very useful as demonstrated by a use case
by Lukacsy et al. 2007 and poses the challenge
of representing procedural information as rela-
tional data.

This chapter is structured as follows. First we
put the problem in the context of related work,
then we describe the main ideas behind the
SINTAGMA system inanutshell, thenwe provide
anoverview of the basic web service conceptsand
the modelling language of SINTAGMA, then we
present how we model and query web services,
with samples. Finally, we demonstrate web
service integration in adigital library application
and summarize our application experiences and
conclusions.

RELATED WORK

Thereare several completed and ongoing research
projectsinusing logic-based approaches for Enter-
prise Application Integration (EAI) and Enterprise
Information Integration (EIl) as well.

The generic EALI research stresses the impor-
tance of the Service Oriented Architecture, and the
provision of new capabilities within the framework
of Semantic Web Services. Examples for such
research projects include DIP (see Vasiliu et al.
2004) and INFRAWEBS (see Grigorova 2006).
We have also approached the EAI issue from the
agent technology point of view (see Varga et al.
2005and Vargaetal.2004). These attemptsaimat
the semantic integration of Web Services, in most
cases using Description Logic based ontologies,
agent and Semantic Web technologies. The goal
of these projects is to support the whole range of
EAI capabilities like service discovery, security
and high reliability.

Most of the logic-based Ell tools use descrip-
tion logics and take a similar approach as we did
in SINTAGMA, that is, they create a description
logic model asaview over the information sources
tobe integrated. The basic framework of this solu-
tionisdescribede.g. by Calvaneseetal. 1998. The
disadvantage is that these types of applications
deal with relational sources only and are therefore
not applicable to process modeling.
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This chapter unifies the procedural EAI ap-
proach andthe relational E1l approach by integrat-
ing relational and functional XML information
sources within the SINTAGMA system. The
advantage of this approach is that the integration
team does not have to implement web service
interface to relational databases nor relational
database interface to web services, because the
SINTAGMA system automatically integrates
the different sources. In addition to the integra-
tion, the SINTAGMA system includes several
optimizations when answering queries on the
integrated system.

The integration of web services with the rela-
tional data sources includes two important tasks:
modeling the web services in the SINTAGMA
system and querying the XML data returned by
the web service.

Modeling web services in SINTAGMA is a
reverse engineering task that seemsto be straight-
forward, however it is necessary. Most tools
available for modeling web services represent
the opposite approach: they create WSDL from
UML. Although there exist tools for modeling
WSDL in UML (e.g. http://wsdI2xmi.tigris.org/)
or modeling XSD in UML (e.g. supported by an
XML editor), we did not find a tool that combines
the two in the appropriate way from our point of
view. WSDL modeling tools focus on the structure
of the WSDL, but do not provide the model of the
message schema contained (or imported) within
the WSDL. XSD modeling tools do not provide
information about WSDL specific information
such as SOAP protocols and network locations.
Another problem is that, although models in SIN-
TAGMA aresimilarto UML, models generated by
the available tools cannotbe used directly because
SINTAGMA has an own modeling language
(called SlLan) and not all UML components/
features are supported by SINTAGMA. These
are the reasons why the new modeling procedure
(described in this chapter) is needed.

There are tools for querying XML, the most
well-known tools are XPATH and XQUERY. We
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studied the possibility of transforming SQL-like
queries supported by SINTAGMA to XQUERY
statements. However we found that the SQL-like
query language and XQUERY are essentially dif-
ferent. XQUERY is based on the XML instance,
and not on the schema: it is possible to query
XML fragments in the XML instance given by
XPATH expressions, but not XML fragments
corresponding to specific complex type defini-
tion (class instances in our terms). The problem
is that, if the schema is recursive, to query the
instances of a complex type would require (theo-
retically) infinite number of XPATH expressions.
Another problem was that the results provided by
XQUERY require further transformation before it
isreturned to SINTAGMA. For these reasons we
decided toimplementaquery engine as described
in this chapter.

THE SINTAGMA APPROACH

The main idea of our approach is to collect and
manage meta-information on the sources to be
integrated. These pieces of informationare stored
in the model warehouse of the system in a form of
UML-like models, constraintsand mappings. This
way we can represent structural as well as non-
structural information, such as class invariants,
implications, etc. All of our modeling constructs
have well defined semantics.

The process of querying these models is
called mediation. Mediation decomposes complex
integrated queries to simple queries answerable
by individual information sources and, having
obtained data from these, composes the results
into an integrated form. For mediation, we need
mappings between the separate sources and the
integrated model. These mappings are called
abstractions because often they provide a more
abstract view of the notions present in the lower
level models.

We handle models of differentkinds. Fromone
point of view we can speak of unified models and
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local models. Unified models are created from
other ones in the process of integration, while
the local models represent particular informa-
tion sources. More importantly, we distinguish
between application and conceptual models. The
application models represent the structure of an
existing or potential system and because of this
they are fairly elaborate and precise. Conceptual
models, however, represent mental models of
user groups, therefore they are more vague than
application models.

Access to heterogeneous information sources
is supported by wrappers. Wrappers hide the
syntactic differences between the sources of dif-
ferent kind (e.g. RDBMS, XML, Web services,
etc.) by presenting themto upper layers uniformly
as UML models. Wrappers also support queries
over these models as they are capable of directly
accessing the types of data sources they are re-
sponsible for.

WEB SERVICE INTEGRATION

In the following we briefly overview the most
important concepts of web servicesand introduce
the modeling language of SINTAGMA called
SlLan. Then we describe in detail how different
web services can be represented by models and
queried in the system. Finally, we discuss sample
web service models.

Web Services

Web services aim to provide some document
or procedure-oriented functionality over the
network that can be accessed in a standardized
way, typically using SOAP (Simple Object Access
Protocol®) message exchange over HTTP.
SOAP isan XML based protocol for exchang-
ing structured and typed information between
peers. SOAP messages consist of an <En-
velope> element followed by child element

<Body>. Body entries will be referred to as the
message content throughout this chapter.

The interface of a web service is described in
WSDL (Web Services Description Language?),
whichisbased on XML. InWSDL, a set of opera-
tionswith inputand output messages are described
abstractly to define a network endpoint. These
endpoints are then bound to concrete protocol
and message serialization format. A web service
is defined as a collection of ports that are bound
to the network endpoints defined previously.
The location of ports and protocol bindings are
specified by SOAP extensibility elements in the
WSDL. Messages are defined using the XSD
(XML Schema Definition®) type system.

WSDL is structured as follows. Within the
root <definitions> element, child element
<types> encapsulates the XSD definitions
(XSD schema) of different data types and struc-
tures used in message contents. It is followed by
a series of <message> declarations that refer
(in the <part> elements) to the types defined
previously. <portType> element(s) wrap a se-
guence of <operation>elements representing
abstract operations, each having <input> and
<output> (and optional <fFault>) elements
that refer to the defined messages. <binding>
element(s) specify the transport protocol and
message formats for the set of operations listed
in <portType>. Finally, the <service> ele-
ment contains one or more <port> elements,
each linked to a <binding>, and a network
locationinthe <soap:address>childelement.
(We use the soap namespace prefix to indicate
elements belonging to the SOAP URI. WSDL
namespace prefixes are omitted. XSD elements
will be prefixed by XS.)

In this chapter, we consider web services con-
forming to Basic Profile Version 1.1 of Web Service
Interoperability Organization®. For simplicity, we
assume document-literal style messaging protocol,
one targetNamespace in the XSD type definition,
and one service in the WSDL with one port and
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(potentially) several operations. In document-
literal style, message contents are entirely defined
by the XSD schema within the WSDL. We note
that none of the above constraints are theoretical
limitations of our approach, and are typically met
by web services in practice.

Modeling in SINTAGMA

Different data sources are modeled uniformly in
SINTAGMA using the modeling language of the
system called SlLan. This language is based on
UML (Unified Modeling Language, see Fowler
& Scott 1998) and Description Logics (see Hor-
rocks 2002), and the syntax resembles IDL’, the
Interface Description Language of CORBA.

The main constructs are classes and associa-
tions, sincethese are the carriers of information. A
classdenotesasetof entities called the instances of
theclass. Similarly, an n-ary association denotesa
set of n-ary tuples of class instances called links.
In a binary association one of the connections
can be declared composite, which means that
the instance at the composite end is part of the
instance at the other end (and is not part of any
other instance). Compositionassociationsare also
referredtoas compositions for short. Connections
of associations can be declared as input, which
means that the association can only be queried
if all the input ends are available. Associations
also have multiplicity that is used to define cardi-
nality constraints, e.g. one-to-one, one-to-many
relations. Classes and associations have unique
name within a model.

Classes can have attributes which are defined as
functions mapping the class to a subset of values
allowed by the type of the attribute. Attributes
have unique names within a class and are one of
the SINTAGMA supported types.

Invariants can be specified for classes and
associations. Invariants give statements about
instances of classes (and links of associations)
that hold for each of them. Invariants are based on
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the language OCL (Object Constraint Language,
see Clark & Warmer 2002.).

Modeling Web Services

Modeling web services in SINTAGMA basically
means the construction of a SILan representation
of data structures and data types used in com-
munication with the web service. The schemes
of different web service messages are defined by
an XSD language description in the <schema>
element in the WSDL (or imported here).

The schema typically consists of a set of
element declarations, simple and complex type
definitions. Element declarations declare named
XML elements with type corresponding to a
built-in XML type (e.g. int, string), simple or
complex type definition. Simple type definitions
restrictbuilt-in XML types (or other simple types)
by giving enumerations, minimum, maximum
values, etc. Complex type definitions combine a
set of element declarations, or declare XML at-
tributes, respectively. To each element declaration
cardinality can be assigned to specify optional or
multiple occurrences for the element. Simple and
complex type definitions can also be extended,
restricted by other type definitions. We note that
there are many features of XSD omitted here for
clarity considerations.

The SINTAGMA model is obtained by
transforming the XSD description to a SlLan
representation. A unique SlLan class is assigned
to each complex type with unique name. Simple
type elementdeclarations (having abuilt-in XML
type or simple type definition) within a complex
type are added as SlLan attributes of the class.
The name of the attribute is given the name at-
tribute of the element declaration, and the SlLan
type is derived from the built-in XML type ac-
cording to a predefined mapping. Complex type
element declarations within a complex type are
represented by composition associations between
classes assigned to different complex types.
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Compositions are named uniquely, connection
end aliases are given by the name attribute of the
element declarations (used at navigation), and oc-
currence indicators (ninOccurs, maxOccurs)
are converted tothe appropriate multiplicity of the
composition (e.g. 1..1, 1.*). Simple type element
declarations with multiple occurrences cannot be
represented as simple class attributes in SILan.
Therefore separate classes are created wrapping
simple typesthatare then connectedto the original
container class by composition association with
the appropriate multiplicity. Optional attributes
cannot be expressed in SlLan. Their values are
simply set to null at query (see next section) if
they are absent, instead of creating compositions
with optional multiplicity. The default String
type is assigned to XML types that cannot be
represented precisely in SILan (e.g. date). These
types will hold the string content of the related
XML element. Simple type restrictions are added
as attribute invariants, complex type extensions
are indicated by inheritance relations between
the corresponding classes.

Message schemes modeled above are then
associated with web service operations: an as-
sociation is created between classes representing
input and output messages for each operation in
the WSDL. Associations are named uniquely,
and end connections corresponding to input mes-
sages are labeled as <<input>>in SlLan (angle
quotes notation correspondsto UMLs stereotype
notation). Connection aliases of associations are
given the element names wrapping input and
output XML messages of the operation (referred
in <part> element in WSDL).

An example WSDL fragment of a simple add
web service is shown in Figure 1 together with
the created SlLan model and the corresponding
UML class diagram.

The constructed model contains every single
data that can be passed to or returned by the web
service in terms of classes, compositions and
attributes, as well as the different web service
operations which are represented by associa-
tions. Web service invocation, however, requires

Figure 1. An example WSDL fragment of a simple add web service together with the created SlLan
model and the corresponding UML class diagram (© 2008 A. Hajnal, T. Kifor, Luckdcsy, L.Z. Varga,

Used with Permission)
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Model addWebSerwice {

association addlperation {
<<input>r connection addRequest a= Rdd0peration;

connection addResponse [1..1] as RddResponse navigable;

L
clas= addRequast {
attribute Integer opl;
attribute Integer opl;
L
clas= addResponsa {
attribute Integer result;
LB
as=ociation detailsCompesition {
cormection addRespon=s compomite [1..11;
comnnection details [1..1] as Details navigable;
¥
clas= details {
attribute String time;

¥
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additional details of the WSDL that are stored as
metadata in the model (used by the Web Service
Wrapper component). One is the network loca-
tion of the web service that is obtained from the
<soap:address>elementoftheport. The other
is the namespace of the XML messages used in
the communication with the web service that is
given by the tartgetNamespace attribute of
the <schema> element.

In practice, web services can be more compli-
cated. Itmay occur thataweb service uses several
schemes and namespaces thatrequire introducing
namespace metadata into different classesinstead
of using a single, global namespace in the model.
AWSDL candeclare several ports combining web
service operations at different network locations.
In this case, the network location(s) need to be
assigned to the associations representing opera-
tions instead of the model.

When a web service uses rpc protocol
(<soap:binding>), <part>elementsthatare
declaredatinputand output messagesare wrapped
first in input and output classes, which are then
connected by the operation association. In the
case of document style binding no such problem
occurs, since these classes are already created at
processing the schema. A single <part> ele-
ment is allowed in message definitions that refer
to them. Web services not conforming to WS-I
Basic Profile, using encoded messaging style,
WSDL arrays, non-SOAP protocols, etc., need
further workaround, which is omitted here for
clarity considerations.

Box 1.

Querying Web Services through
SINTAGMA

SlLan query language is an object oriented query
language designed to formulate queries over
SINTAGMA models. The syntax is similar to
SQL used at relational databases: a SILan query
is composed of SELECT, FROM, WHERE parts.
The SELECT keyword is followed by a comma
separated list of class attributes (columns) of inter-
est, FROM part enumerates classes (tables) whose
instances (rows) we search among, and WHERE
part specifies constraints that must be satisfied by
all the instances in the result. On the other hand,
SlLan is an object oriented language that relies
on UML modeling, and SlLan also supports OCL
expressions in queries by which we can specify
navigations through objects.

In contrast to relational databases functional
data sources require input to populate the “da-
tabase” with data before the query can actually
be executed. In the case of web services, input
includes the name of the web service operation
and the input parameters of the operation.

When models representing web services are
queriedin SINTAGMA, the web service operation
must be given in the FROM part as the associa-
tion representing the operation. For example, the
web service operation called addOperation of the
example in Figure 1 is queried by the construct
below (relevant parts are highlighted in boldface
characters) (see Box 1).

SELECT

FROM addOperation
WHERE

addOperation.AddResponse.result,
addOperation.AddResponse.Details.time

addOperation.AddOperation.opl=1 AND
addOperation.AddOperation.op2=2
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Operation’s input parameters are given by
constraints in the WHERE part of the query.
Constraints use the ‘=" operator, in the form
of Class.field=value, which have value
assignment semantics with respect to the input
parameters. The “” operator is used to refer to
a class attribute in SlLan, but it is also used to
navigate along associations or compositions. For
example, Classl.associationl.fieldl
denotes attribute fie1d1 in the class referred by
associationlinClassl. Navigationis used
toassign values to input parameters starting from
the association representing the operation. In the
case of several input parameters, the list of assign-
ments is separated by the AND logical operator.
This way, arbitrary complex web service inputs
can be formulated. For example, input parameters
opl, op2 of addOperation are given values by the
query shown in Box 2.

Queries for models representing web services
are executed by the Web Service Wrapper com-
ponent. The passed query is parsed first, then the
appropriate SOAP message is constructed and
sent to the web service provider. Starting from
the association in the query and collecting all the
constraints for the inputside (navigations towards
the input end) an XML tree is constructed that
combines all the web service inputs. Navigations
are represented by wrapper XML elements, and
attribute constraints are represented by simple
XML elements with content corresponding to
the constant value. Navigations and constraints
that refer to the same instance are unified in the
XML tree. The namespace of the XML fragment
is set accordingly to the namespace metadata in

Box 2.

the model (targetNamespace of the schema) that is
then wrapped in an appropriate SOAP envelope.
The input SOAP message composed for the query
of the addOperation is shown below:

<SOAP-ENV:Envelope ...>
<SOAP-ENV:Body>
<AddOperation xmlns="http://add.com”>
<opl>1</opl>
<op2>2</op2>
</AddOperation>
<SOAP-ENV:Body>
</SOAP-ENV:Envelope>

Whenthe SOAP message is sentto the internet
location of the web service (stored as metadata
in the model), the requested operation will be
executed by the web service provider. Results are
sentback to the Web Service Wrapper component
asanother SOAP message, and, unless SOAP fault
(e.g. missing input parameters) or no response
errors occur, a temporary internal “database” is
populated with data.

The internal database is set up by mapping the
content of the answer SOAP message to the model.
First,the XML documentrootisadded asinstance
to the class representing operation’s output, then
child nodesare processed recursively considering
the model schema: XML sub-elements are added
as attributes of the current instance, if they are
simple, or added as new instances in the corre-
sponding classes, respectively, if they are complex.
Intuitively, it means that a new row is created for
the root element in the table of operation output,
and field values are obtained by iterating through

SELECT

WHERE

addOperation.AddResponse.result,
addOperation.AddResponse.Details.time
FROM addOperation
addOperation.AddOperation.opl=1 AND
addOperation.AddOperation.op2=2
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all child elements. If the name of the child element
corresponds to a class attribute (simple type), the
value of the field is given by the content of the
XML element. If the child element corresponds
to a composition (complex type), the child node
is processed recursively (considering the referred
class), and a relation is created from the current
row to the new row in another table representing
the child node. Class attributes for which no ap-
propriate child element can be found are set to
null. The textual content of XML elements are
converted to the proper attribute type at filling field
values. The input SOAP message content sent to
the web service provider previously isalso loaded
into the internal database in the same way. An
example answer SOAP message and the associated
classes, attributes are shown in Box 3.

The query specifies the set of classes and at-
tributes of interestinthe FROMand SELECT parts.
Note that in SILan it is allowed to query associa-
tions as well as compositions in the FROM part,
and give navigations to attributes in the SELECT
part. The WHERE part declares constraints for the
instances by constant constraints, where class
attributes are compared to constant values using
relational operators, or by association constraints
that must hold between instances.

The Web Service Wrapper component, in the
knowledge of the temporary internal database,
can execute the query similarly toan SQL engine.

Box 3.

Basically, the result is constructed by taking the
Cartesian product of the instances of the relevant
classes (listed in the FROM part). Constraints in
the WHERE part are checked for each n-tuple of
instances, and if all of them are satisfied, the
selected attributes (SELECT part) are added to
the result. The result of the query for the add web
service operation contains a single row with field
result containing integer value 3, and field time
containing the string representing the execution
time of the operation, e.g. 0.01s.

Sample Web Service Models in
SINTAGMA

We have implemented the Web Service Wrapper
component for SINTAGMA and applied it to
several web services ranging from simple ones
(suchas Google SOAP Search API providingthree
operations) to complex ones (such as Amazon E-
Commerce Service providing over 30 operations
with transactions).

After entering the URL of the WSDL the
model of the web service is built automatically.
It can be viewed, browsed in a graphical user
interface, and queries can be composed for the
model. SlLan abstractions can be created by
which web services can participate in integration
scenarios. Namely, the web service model can be
connected to other models representing different

<SOAP-ENV:Envelope ...>
<SOAP-ENV:Body>
<AddResponse>
<result>3</result>
<Details>

</Details>
</AddResponse>
<SOAP-ENV:Body>
</SOAP-ENV:Envelope>

« instance in class addResponse

<« attribute result of the addResponse instance
<« instance in class details
<time>0.0ls</time> <« attribute time of the details instance
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data sources, for example other web services or
relational databases.

Queries for the model are executed transpar-
ently by the wrapper that communicates with the
web service using SOAP. Necessary inputs are
obtained from the query, the appropriate request
message is constructed, and sent to the web
service provider automatically. Result data are
extracted from the answer message, and returned
to SINTAGMA.

An example screenshot of the SINTAGMA
system is shown in Figure 2, where Amazon’s
web service is queried.

DIGITAL LIBRARY
DEMONSTRATION APPLICATION

In the previous section we have seen how a
single web service can be modeled and que-
ried in SINTAGMA. In this section we show
a digital library application that demonstrates
the integration of web services with the help of

SINTAGMA. The digital library application is
an OpenURL resolver application developed in
the SINTAGMA project. OpenURL8 is a NISO
standard® for identifying documents with different
types of metadata (for example author, title, ISBN,
ISSN) using the URL format. The following is
a sample OpenURL: http://viola.oszk.hu:8080/
sokk/OpenURL _Servlet?sid=OSZK:LibriVisio
n&genre=book&aufirst=Jeno&aulast=Rejto&is
bn=963-13-5374-5&title=Quarantine%20in%20
the%20Grand%20Hotel&date=2005

The first part of the URL is a link resolver,
in the above example viola.oszk.hu:8080/
sokk/0OpenURL _ Servlet. The other part
contains the metadata of the documents, in the
above example parameters like the first and last
name of the author, the ISBN code and the title
of the book. The same OpenURL can be created
by several sources (for example in articles con-
taining citations from the identified document or
in a document meta database like The European
Library®). In our demonstration application the
query OpenURL is created by a web based user

Figure 2. Amazon’s web service is queried in SINTAGMA (© 2008 A. Hajnal, T. Kifor, Luckdcsy, L.Z.

Varga, Used with Permission)
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interface as shown on Figure 3. The document
identified by the OpenURL can be located in
several target places. In our demonstration ap-
plication, as shown on Figure 3, the target places
are the Amazon book store, which is aweb service
information source providing XML dataservices,
and the Hungarian National Library, which con-
tains a relational database.

The OpenURL resolver has to search in sev-
eral places using different protocols and different
data model for the different possible targets of
the document, therefore our OpenURL resolver
application uses the different wrappers of SIN-
TAGMA to integrate the different data models of
the different protocols.

SINTAGMA executes the queries for the
targets and collects the result into a single uni-
fied model. The OpenURL resolver queries this
unified model only and does not need to know

the details of the lower level protocols and data
models. As long as the OpenURL model remains
the same, the OpenURL resolver does not need
to be changed even if the protocol or the lower
level data model changes.

We have created an OpenURL unified con-
ceptual model in SINTAGMA (upper model)
manually and the local application models (lower
models) for the targets (in our case for Amazon
and for the Hungarian National Library) using
the wrappers. Then we have created abstractions
(relations) between the upper model and the lower
models (one for each data source). The OpenURL
resolver application queries the upper model and
sees it as one single target.

If there is a new target we only have to gen-
erate a new lower model using the SINTAGMA
wrapper and create an abstraction between the
new model and the upper model. If the protocol

Figure 3. Digital library demonstration application architecture (© 2008 A. Hajnal, T. Kifor, Luckdcsy,

L.Z. Varga, Used with Permission)
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or the data model of the target changes we only
have to regenerate the lower model and modify
the old mapping (or create a new one) between
the lower and the upper model. We do not have to
modify, recompile and redeploy the source code
of the client application.

First we created the following upper (concep-
tual) model of the openURL resolver in SILAN
(see Box 4).

This model is simple because it contains an
OpenURLDescription, which contains the pa-
rameters of the query OpenURL, a SearchResult,
which contains the parameters of the search re-
sult, and an AnswerOfQuestion, which connects
the OpenURL query with the search result. The
resolver queries this model only and does not
know about the different data models below this
model.

Box 4.

Then we generated the lower model of Ama-
zon and Hungarian National Library. We only
had to pass the WSDL of the applications to the
SINTAGMA wrapper and it created the models
automatically. These models are very complex
and not shown here, because the data models of
the Amazon and the Zing SRW (the web service
used by Hungarian National Library) web services
are complex.

The next step was to create two abstractions.
The first abstraction is between the application
model of Amazon and the conceptual model of
OpenURL. This abstraction connects the corre-
sponding elements in the Amazon model and the
OpenURL, because there are direct connections
between the elements, except the author name,
where the Amazon author name is the concatena-

model OpenURLModel {
class OpenURL {
attribute Integer id;
¥
class OpenURLDescription {
attribute Integer id;

attribute Integer openURL;

attribute String auFirst;
attribute String aulLast;
attribute String title;
attribute String issn;
attribute String isbn;
attribute String pubDate;

B

class SearchResult {

attribute Integer id;
attribute Integer openURLDescription;
attribute String source;
attribute String author;
attribute String title;
attribute Integer stock;
attribute String link;
attribute String price;
B
association AnswerOfQuestion {
connection ::OpenURLModel::OpenURLDescription as inp;
connection ::OpenURLModel::SearchResult [1..1] as outp
B
B

navigable ;
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map bundle Amazon _ OpenURLModel between Amazon and OpenURLModel {
abstraction nev3 (isop: Amazon::ltemSearch _ OPERATION,

items: Amazon::ltems,
item: Amazon::ltem —>

constraint

items.Item = item and

isr_.ResponseGroup = “Small” and

isr.Searchlndex = “Books”
implies

isr.Author = ourl.aulLast.concat(

ourl._result _ isbn

ourl.origin = “Amazon’;

¥

isr: Amazon::ltemSearchRequest,

ourl: OpenURLModel::OpenURL) {

isop.itemSearch_.Request = isr and
isop.ltemSearch.ltems = items and

isop.itemSearch.Subscriptionld = “OW2KPT35SFFXORVEKO002” and

item.ASIN and

.concat(ourl.auFirst)) and

tion of the first and last name of the author in the
OpenURL model (see Box 5).

The second abstraction is between the ap-
plication model of the Zing SRW service of the
Hungarian National Library and the conceptual
model of OpenURL. This abstraction is again a
direct mapping between the corresponding ele-
ments (see Box 6).

The last step was to query the conceptual
model of OpenURL fromour Open URL resolver.

Box 6.

We used the Java library of the distributed SIN-
TAGMA systemto create the SINTAGMA query.
The following is the SINTAGMA query of the
sample OpenURL mentioned at the beginning of
this section (see Box 7).

Creating models and mappings between
the models do not need a programmer, only a
knowledge engineer who knows the business area
(library system in our case). This is possible be-
cause SINTAGMA raised the problemto a higher

out.result _title
in0.query = out.query;
¥
¥

map bundle Zing _ OpenURLModel between Zing and OpenURLModel {
abstraction nevl (op: Zing::SearchRetrieveOperation _ OPERATION,
in0: Zing::searchRetrieveRequestType —>

out: OpenURLModel::OpenURL) {
constraint
op.searchRetrieveRequestType = in0 and
in0O.maximumRecords = “10” and
inO.version = “1.1” and
inO.recordSchema = “dc”
implies

let d = op.SearchRetrieveOperation.records.record.recordData.toMap in
= (String)d.get(“title’) AND
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Box 7.

select

from

where

openURLquery.outp.source, openURLquery.outp.author,
openURLquery.outp.title, openURLquery.outp.stock,
openURLquery.outp.link, openURLquery.outp.price

openURLquery: OpenURLModel:: AnswerOfQuestion

openURLquery.inp.auFirst.contains(\"Jeno\””) and
openURLquery.inp.auLast.contains(\’Rejto\”) and
openURLquery.inp.title.contains(\’Quarantine%20in%20the%20Grand%
20HoteI\”) and openURLquery.inp.isbn.contains(\"963-13-5374-5\"")
and openURLquery.inp.puDate.contains(\’2005\")

abstraction level and the OpenURL resolver can
use always the SINTAGMA query to resolve the
OpenURL expression to any target.

CONCLUSION

This chapter presented how XML data provided
by web services and relational data can be inte-
grated. The main tool to integrate web services
with relational data is the Web Service Wrapper
component of the SINTAGMA Enterprise In-
formation Integration system. This component
makes easy the integration of XML data services
with relational databases, because the data model
of web services is automatically created by the
Web Service Wrapper of the SINTAGMA system.
Based on these application level data models a
knowledge engineer can create a unified concep-
tual model of all data sources, as well as abstract
mapping between the unified conceptual model
andthe application level models. Thenthe concep-
tual model can be queried from the SINTAGMA
system which hides the diversity of different data
sources. The set of data sources can be extended
easily by generating the application level data
model for the new data source and creating an
abstraction between the new application model
and the existing conceptual model. The source

code of the querying program does not have to
be changed. Creating the models and mappings
between the models does not need a programmer
but a knowledge engineer who can focus on the
business area and logic.
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ABSTRACT

A major aim of the Web service platform is the integration of existing software and information sys-
tems. Data integration is a central aspect in this context. Traditional techniques for information and
data transformation are, however, not sufficient to provide flexible and automatable data integration
solutions for Web service-enabled information systems. The difficulties arise from a high degree of
complexity in data structures in many applications and from the additional problem of heterogeneity of
data representation in applications that often cross organisational boundaries. The authors present an
integration technique that embeds a declarative data transformation technique based on semantic data
models as a mediator service into a Web service-oriented information system architecture. Automation
through consistency-oriented semantic data models and flexibility through modular declarative data
transformations are the key enablers of the approach.

INTRODUCTION data integration is a central aspect in this context.

Traditional techniques based on XML for data
A major aim of the Web service platform is the representation and XSLT for transformations
integration of existing software and information between XML documents are not sufficient to
systems (Alonso et al., 2004). Information and provide a flexible and automatable data integra-

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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tion solution for Web service-enabled information
systems. Difficulties arise from the high degree
of complexity in data structures in many business
andtechnology applicationsand fromthe problem
of heterogeneity of data representation inapplica-
tions that cross organisational boundaries.

The emergence of the Web services platform
and service-oriented architecture (SOA) as an
architecture paradigm has provided a unified
way to expose the data and functionality of an
information system (Stal, 2002). The Web services
platform has the potential to solve the problemsin
the data integration domain such as heterogeneity
and interoperability (Orriens, Yang and Papazo-
glou, 2003; Haller, Cimpian, Mocan, Oren and
Bussler, 2005; Zhu et al., 2004). Our contribution
is an integration technology framework for Web-
enabled information systems comprising of

«  Firstly,adataintegrationtechnique based on
semantic, ontology-based data models and
the declarative specification of transforma-
tion rules and

. Secondly, a mediator architecture based on
information servicesand the construction of
connectors that handle the transformations
to implement the integration process.

A data integration technique in the form of
a mediator service can dynamically perform
transformations based on a unified semantic data
model built on top of individual data models in
heterogeneous environments (Wiederhold, 1992).
Abstraction has beenused successfully to address
flexibility problems in data processing (Rouvel-
lou, Degenaro, Rasmus, Ehnebuske and McKee,
2000). With recent advances in abstract, declara-
tive XML-based data query and transformation
languages (Zhu et al., 2004) and Semantic Web
and ontology technology (Daconta, Obrst and
Smith, 2003), the respective results are ready to
be utilised in the Web application context. The
combination of declarative and semantic speci-
fication and automated support of architecture

implementations provides the necessary flexibil-
ity and modularity to deal with complexity and
consistency problems. Two central questions to
the data integration problem and its automation
shall be addressed in this investigation:

. How to construct data model transformation
rules and how to express these rules in a
formal, butalsoaccessible and maintainable
way is central.

. How integration can be facilitated through
service composition to enable interoper-
ability through connector and relationship
modelling.

We show how ontology-based semantic data
models and a specific declarative data query and
transformation language called Xcerpt (Bry and
Schaffert,2002) and its executionenvironmentcan
be combinedinordertoallowdynamic datatrans-
formation and integration. We focus on technical
solutions to semantically enhance data modelling
and adapt Xcerpt and its support environment
so that it can facilitate the dynamic generation
of Xcerpt query programs (in response to user
requests) from abstract transformation rules.

BACKGROUND

Information integration is the problem of com-
bining heterogeneous data residing at different
sources in order to provide the user with a unified
view (Lenzerini, 2002). This view is central in
any attemptto adapt servicesand their underlying
data sources to specific client and provider needs.
One of the main tasks in information integration
is to define the mappings between the individual
data sources and the unified view of these sources
and vice versato enable this required adaptation.
Fig.1 shows two sample schemas, which might
represent the views of client and provider on a
collection of customers, that require integration.
The integration itself can be defined using trans-
formation languages.
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Information integration has the objective
of bringing together different types of data
from different sources in order for this data to
be accessed, queried, processed and analysed
in a uniform manner. Recently, service-based
platforms are being used to provide integration
solutions. In the Web services context, data in
XML representation, which is retrieved from
individual Web-based data services, needs to be
merged and transformed to meet the integration
requirements. Data schema integration cannot
be fully automated on a syntactic level since the
syntactic representation of schemas and data
does not convey the semantics of different data
sources. Forinstance, a customer can be identified
in the configuration management repository by a
unique customer identifier; or, the same customer
may be identified in the problem management
repository by a combination of a service support
identifier and its geographical location, see Fig. 1.
Ontology-based semantic datamodels canrectify

this problem by providing an agreed vocabulary
of concepts with associated properties.

XSLT is the most widely used XML data
integration language, but suffers from some limi-
tations within our context due its is syntactical
focus and operational language.

. Semantics: Only the syntactical integration
of query and construction part of a XSLT
transformation program is specified, but
consistency in terms of the semantics can
not be guaranteed.

. Modularity: XSLT does not support a
join or composition operator on XML
documents that allows several source XML
documents to merged into one before being
transformed.

. Maintainability: XSLT transformations
are difficult to write, maintain, and reuse
for large-scale information integration. It
is difficult to separate the source and target

Figure 1. Two schema diagrams of the global data model that need to be integrated (© 2008, Claus

Pahl. Used with permission).

transformation
between different
local schemas
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parts of transformation rules as well as the
filtering constraints due to its operational
character without a separation of query and
construction concerns.

Due to these drawbacks, we propose semantic
data models and a declarative query and transfor-
mationapproach providing more expressive power
and the ability to automatically generate query
and transformation programs as connectors for
services-based data integration in Web-enabled
information systems. Arange of characteristics of
XML queryandtransformation languages beyond
XSLT, which have been studied and compared
(Jhingran, Mattos and Pirahesh, 2002; Lenzerini,
2002; Peltier, Bezivin, and Guillaume, 2002), led
ustochoose the fully declarative language Xcerpt
(Bry and Schaffert, 2002) as our transformation
platform (Zhu, 2007).

DATA TRANSFORMATION AND
CONNECTOR ARCHITECTURE

Mappings between data schemas of different
participants might or might not representthe same
semantical information. The SemanticWeband in
particular ontology-based datadomainandservice
models (Dacontaetal., 2003) can provide input for
improvements of current integration approaches
in terms of data modelling and transformation
validation by providing a notion of consistency,
based on which an automated transformation ap-
proach can become reliable (Reynaud, Sirot and
Vodislav, 2001, Haller et al., 2005). We define
consistency here as the preservation of semantics
in transformations.

Information Architecture

Ontologies are knowledge representation frame-
works that represent knowledge about a domain
in terms of concepts and properties of these con-
cepts. We use a description logic notation here,

which is the formal foundation of many ontology
languages such as OWL (Daconta et al., 2003).
Description logic provides us with a concise nota-
tion here to express a semantic data model. The
elements of the XML data models of each of the
participants are represented as concepts in the
ontology. The concept Customer is defined in
terms of its properties — data type-like properties
such as a name or an identifier and also object
type properties such as a collection of services
used by a customer. Three concept descriptions,
using the existential quantifier “3” here, express
that a customer is linked to an identification
througha supportiD property, to aname using
the custName property, and to services using
Services. Insome cases, these properties refer
to other composite concepts, sometimes they
refer to atomic concepts that act as type names
here. Technically, the existential quantification
means that there exits for instance a name that is
a customer name.

Customer =
3 supportlID Identification A
3 custName . Name A

3 usedServices Service
Service =

3 custID . ID A
3 servSystem System
System =

3 hasPart . Machine

The ontology represents syntactical and se-
mantical properties of acommon overarching data
model, which is agreed upon by all participants
such as service (or data) provider and consumer.
This model is actually a domain ontology, cap-
turing central concepts of a domain and defining
them semantically. This means that all individual
XML data models can be mapped onto this com-
mon semantic model. These mappings can then
be used to automatically generate transforma-
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tions between different concrete participant data
models. The overall information architecture is
summarised in Fig. 2.

Although there is a standardised OWL-based
equivalent for our description logic ontology, for
practical reasons a corresponding semantically
equivalent XML representation is needed. The
corresponding global XML schema representa-
tion for the customer element is:

<IELEMENT Customer ( Service, Sys-

tem ) >

<IATTLIST Customer
supportiD ID
custName Name >

Here, the principle of this mapping becomes
clear: ontology concepts are mapped to XML
elements and specific predefined atomic concepts
serve to represent simple properties that are
mapped to XML attributes. We have focused on
the core elements of ontologiesand XML data here
to highlight the principles. Description elements

Mediated Service-Based Data Integration Solutions

of XML such as different types of attributes or
option and iteration in element definition can also
be captured through a refined property language.
In particular the Web Ontology Language OWL
provides such constructs (W3C, 2004).

Transformation Rule Construction

The ontology provides a semantically defined
global data model from which transformations
between different participant data representa-
tions can be derived. This construction needs to
address a number of specific objectives regarding
the transformation rules:

Modularity of transformationrulesisneeded
for the flexible generation and configuration
of transformation rules by allowing these
rules to be specific to particular data ele-
ments,

Consistency needs to be addressed for the
reliable generation and configuration of
transformation rules by allowing semantics-

Figure 2. Information architecture overview (© 2008, Claus Pahl. Used with permission)

Customer
supportl

custName

D (Identifier)

(Name)

usedServices (multiple Service) Domain
Service Ontology
custiD (Identifier)
servSystem (System
& Y (System)
construct
<IELEMENT Customer ( Service, System ) >
<IATTLIST Customer Global
supportlD 1D XML Schema
custName Name >

Tmap

<IELEMENT ArrayOfCustomer ( Customer* ) >
<IATTLIST ArrayOfCustomer ... >

<IELEMENT ...

<IELEMENT CustomerArray ( Customer* ) >
<IATTLIST CustomerArray ... >

<IELEMENT ...

Local XML Schemas
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preserving rulesto be constructed automati-
cally.

Based on adata-oriented domain ontology and
two given local data models (source and target,
expressed as XML schemas) that are mapped
onto the ontology, the rule construction process
is based on three steps:

1. Define one transformation rule per concept
in the ontology that is represented in the
target data model.

2. ldentify semantically equivalent concepts
of the selected concepts in the source data
model.

3. For each identified concept:

a. determine required attributes — these
are end nodes of the ontological struc-
ture,

b.  copysemantically equivalent counter-
parts from the source model.

A necessary prerequisite is that all concepts
of the source model are actually supported by the
target data model. Otherwise, the transformation
definition cannot be completed.

The transformation rules based on the sample
ontology for the given customer example will be
presented later on once the transformation lan-
guage is introduced. These could be formulated
such that data integration problem depicted in
Fig. 1is formally defined. The mappings between
participant data models and the data ontology
define semantically equivalent representation of
common agreed ontology elements in the data
models. Consequently, the presented rule con-
struction process is consistent in that it preserves
the semantics in transformations.

The concrete target of this construction is
the chosen declarative transformation language
Xcerpt. The construction process has been
expressed here in abstract terms — a complete
specification in terms of transformation languages
suchas QVT oreven Xcerptitselfwould have been

too verbose for this context. Declarativeness and
modularity provide the required flexibility for our
solution, in addition to consistency that has been
addressed through the semantic ontology-based
data models. The construction of transformation
rules is actually only the first step in the provision
of XML data integration. These transformations
can be constructed prior to the customer query
construction and stored in rule repositories.

Xcerpt Background

We describe Xcerpt principles and the rationale
for choosing it and demonstrate how such a de-
clarative language and its environment need to
be adapted for their deployment in a dynamic,
mediated service context. Xcerpt is a query
language designed for querying and transform-
ing traditional XML and HTML data, as well
as Semantic Web data in the form of RDF and
OWL. One of the design principles is to strictly
separate the matching part and the construction
part in a transformation specification, see Fig.
3. Xcerpt follows a pattern-based approach to
querying XML data.

Fig. 3 shows a transformation example for a
customer array based on Fig. 1. The structure
of this specification is based on a construction
part (CONSTRUCT) and a source query part
(FROM). An output customer in Customer-
Array is constructed based on the elements of
an item in an arrayOfCustomer by using a
pattern matching approach, identifying relevant
attributes in the source and referring to them in
the constructed output through variables such as
Name or CompanylID. During transformation,
these hold the concrete values of the selected
(matched) elements.

Xcerpt distinguishes two types of specifica-
tions:

. Goal-based query programs, identified by

the keyword GOAL, are executable query
programs that refer to input and output
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Figure 3. Declarative query and transformation specification of a customer array element in Xcerpt (©

2008, Claus Pahl. Used with permission)

CONSTRUCT
CustomerArray [
all Customer[

nameAsContracted[var Name],

companyld[var Companyld],

serviceOrganizationldentifier[var Orgld],

all supportidentifier[
CustomerSupportldentifier [var Code],
1SOCountryCode [var CSI]

1
1
1
FROM
arrayOfCustomer[[
item [[
orgName[var Name],
companyld[var Companyld],
gcdbOrgld [var Orgid],
countryCode[var Code],
csiNumber[var CSI]
11
11

resources and that describe data extraction
and construction.

. Abstract transformation rules, identified by
the keyword CONSTRUCT as in Fig. 3, are
function-like transformation specifications
with no output resource associated.

Xcerpt extends the pattern-based approach,
which is also used in other query and transforma-
tion languages, in following ways:

. Firstly, query patterns can be formulated as
incomplete specifications in three dimen-
sions. Incomplete query specifications can
be represented in depth, which allows XML
data to be selected at any arbitrary depth; in
breadth, which allows querying neighbour-
ing nodes by using wildcards, and in order.
Incomplete query specifications allow pat-
terns to be specified more flexibly without
losing accuracy.

. Secondly, the simulation unification com-
putes answer substitutions for the variables
inthe query patternagainstunderlying XML
terms.
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Xcerpt provides a runtime environment with
an execution engine at its core (Schaffert, 2004).
The central problem is to embed this type of envi-
ronment, which can also be found for other query
and transformation languages, into a dynamic,
mediated service setting.

Connector Construction and Query
Composition

We have adapted Xcerpt to support the construc-
tion of service connectors, i.e. executable query
and transformation programs that integrate dif-
ferent data services:

. In order to promote modularity and code
reuse, individual integration rules should
not be designed to perform complex trans-
formation tasks — rather a composition of
individual rules is preferable. The composi-
tion of rules through rule chaining demand
the query part of a service connector to be
built ahead of the construction part.
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. The data representation of the global data
model changes as element names change or
elements are being removed — these should
not affect the query and integration part of
the rules. Only an additional construction
part is needed to enable versioning of the
global data model.

Modularity and incomplete query speci-
fications turn out to be essential features that
are required from a query and transformation
language in our context. In order to achieve the
compositionality of modular rules, a layered ap-
proach shall be taken:

. Ground rules are responsible for populating
XML data in the form of Xcerpt data terms
by reading XML documents fromindividual
service providers. These ground rules are
tightly coupled to individual data Web ser-
vices. These rules instruct the connector
where to retrieve elements of data objects.

*  The Xcerpt data terms are consumed sub-
sequently by non-ground queries based on
intermediate composite rules. These rules
are responsible for integrating ground rules
to render data types in the global XML
schema. However, these rules still do not
produce output.

. Finally, the composite rules are responsible
for rendering the data objects defined in the
interfaces of the mediator Web services
based on customer requests. The compos-
ite rules are views on top of ground and
intermediate representations according to
the global schema. Therefore, the exported
datafromamediator Web service is the goal
of the corresponding connector (a query
program).

Xcerpt is a document-centric language, de-
signed to query and transform XML documents.
Therefore, ground rules, which read individual
data elements from the resources, are associ-

ated to at least one resource identifier. This is a
bottom-up approach in terms of data population
because data is assigned from the bottom level of
the rules upward until it reaches the ultimate goal
of ahierarchically structuredrule. Theserulesare
defined through an integration goal (the top-level
query program) and structured into sub-rules
down to ground rules.

These layered rules are saved in a repository.
When needed, a rule will be picked and a back-
ward rule chaining technique for rule composition
enables data objects to be populated to answer
transformation requests. Rule chaining means that
resulting variable bindings from a transforma-
tion rule that is used within a query program are
chained with those of the query program itself.
Rule chaining is used to build recursive query
programs. Consistent connectors can then be
constructed on the fly based on input data such
as the data services and the layered rules.

We apply backward goal-based rule chainingto
execute complex queries based oncomposite rules.
Fig. 4 shows an example of this pattern matching
approach that separates a possibly partial query
into resource and construction parts. The trans-
formation rule maps the supportIdentifier
element of the customer example from Fig. 1. Fig.
4 is a composite rule based on the Supportl-
dentifier constructionruleatalower level. Fig.
5 demonstrates the transformation that produces
the resulting XML data for the Customer ser-
vice. The output from the Customer mediator
represents a customer as identified in a servicing
system. In the example, rule CustomerArray
isa composite rule, based on the Customer and
Service rules, that could be used to answer a
user query directly. The resource identifiers in
form of variables and the interfaces for the data
representation will be supplied to the connector
generator. Rule mappings in the connector gen-
erator determine which queries are constructed
from the repository for execution.
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Figure 4. Transformation specification in Xcerpt based on goal chaining with one goal-based query
program and two supporting transformation rules (© 2008, Claus Pahl. Used with permission)

GOAL

FROM

END
CONSTRUCT

FROM

ArrayOfCustomer [[

END
CONSTRUCT

FROM

END

Out { Resource {“file:Supportldentifier_Customer.xml”},
Supportldentifier [ AlIl var Supportldentifier ] }

Var Supportldentifier -> Supportldentifier {{}}

Supportldentifier [var Code, optional Var Cname, Var Code]
in { Resource {“file:customerl.xml”},

customer [[ optional countryName [var CName],
couuntryCode [var Code]
csiNumber [var CS1] 11 3}

Supportldentifier [var Code, Var Cname, optional Var Code]

in { Resource {“file:customer2.xml’},
Customers [[ customer [[
countryName [var CName],
optional couuntryCode [var Code]
csiNumber [var CSIT 11 }

THE MEDIATED SERVICE
INTEGRATION ARCHITECTURE

We propose amediated service-based architecture
for the integration of XML data in Web service-
based information systems. The major aims of
the proposed mediated software architecture for
the integration and mediation of XML datain the
context of Web services are threefold: improved
modifiability through declarativerule-based query
programs, improved reusability of declarative
integration rules through automated connector
construction, and improved flexibility through
dynamic generation of consistent, i.e. semantics-
preserving connectors.

Service-Based Mediator
Architectures

Adeclarative, rule-based approach can be applied
to the data transformation problem (Orriens et
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al., 2003, Peltier et al., 2002). The difficulty lies
in embedding a declarative transformation ap-
proach into aservice-based architecture in which
clients, mediators, and data provider services are
composed (Garcia-Molina et al., 1997). A data
integration engine can be built in the Web service
business process execution language WS-BPEL.
In (Rosenberg and Dustdar, 2005), a business
rule engine-based approach is introduced to
separate the business logic from the executable
WS-BPEL process, which demonstrates that one
of our objectives can be achieved (Rouvellou et
al., 2000). These rules, stored in a repository, can
be used to dynamically create executable query
andtransformation programs using a consistency-
guaranteeing connector or integration service
as the mediator. These integration services are
the cornerstones of a mediator architecture that
processes composite client queries that possibly
involve different data sources provided by differ-
ent Web services (Wiederhold, 1992). Mediators
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Figure 5. The composite rules for customer transformation in Xcerpt (© 2008, Claus Pahl. Used with

permission)

CONSTRUCT
CustomerArray [[
all var customer,

all var services [[
var customerName,

11

11
FROM

AND

CONSTRUCT

FROM

CONSTRUCT

FROM
arrayOfService [[

11
AND

CONSTRUCT
Machines [[

var systemld

11
FROM

Rule 1: This rule produces the CustomerArray by grouping and reconstructing.

all var supportidentifier,

all var system [[ var systemld, all var machine ]]

Customer [[ var customer, var supportidentifier ]]

Service [[var services [[ var system [[ var machine]] 11 11

Rule 2a: This rule gets Customer data terms according to the global data model.

Customer[[ var customer, all var supportidentifier ]]

arrayOfCustomer[[ var customer, var supportidentifier ]]

Rule 2b: This rule gets Service data terms according to the global data model.

Service [[ var service [[ var system [[ var machine]] 11 11

var service [[ var system[[ var systemld 1] 1]

Machine [[ var machine, var systemld ]];

Rule 3: This construct rule gets Machine data terms.

all machine-of-system [[var machinel],

machineltem [[ var machine, var systemid 1]

in an architecture harmonise and present the in-
formationavailable in heterogeneous data sources
(Stern and Davies, 2003). This harmonisation
comes in the form of an identification of semantic
similarities in data while masking their syntactic
differences. Figs. 1 and 2 have illustrated an ex-
ample whose foundations we have defined interms
of an ontology in order to guarantee consistency
for transformations.

Zhu et al. (2004) and Widom (1995) argue
that traditional data integration approaches such
as federated schema systems and data ware-
houses fail to meet the requirements of constantly
changing and adaptive environments. With the
support of Web service technology, however, it
is possible to encapsulate integration logic in a
separate component as a mediator Web service
between heterogeneous data service providers
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and consumers. Therefore, we build a connector
construction component as a separate integration
service, based on (Szyperski, 2002; Haller et al.
2005, Zhu et al., 2004, Rosenberg and Dustdar
2005). We develop anarchitecture where broker or
mediator functionality is provided by a connector
generator and a transformation engine:

. The connector construction is responsible
for providing connectors based on transfor-
mation rules to integrate and mediate XML
documents. The connector construction
generates, based on schemainformationand
transformation rules, an executable service
process that gathers information from the
required resources and generates a query/
transformation program that compiles and
translatesthe incoming dataintothe required
output format.

. The process execution engine is responsible
for the integration of XML data and media-
tion between clients, data providers and the
connector component. The executionengine
is implemented in WS-BPEL and shall
access the Xcerpt runtime engine, which

executesthe generated query/transformation
program.

The connector construction component is
responsible for converting the client query, dy-
namically create a transformation program based
on stored declarative transformation rules, and to
pass all XML data and programs to the execution
engine. The system architecture is explained in
Fig. 6 with a few sample information services
from an application service provider scenario —
Customer Data, E-business System, and Request
Analysis Service.

Exposing data sources as services is only the
firststep towards building a SOA solution. Without
aservice integrator, the data user needs to under-
stand each of the data models and relationships
of service providers. The mediator architecture
has the following components:

. Query service. The query service is re-
sponsible for handling inbound requests
from the application consumer side and
transferring outbound resultsback. The WS-
BPEL process engine handles the internal

Figure 6. Component view of a mediator Web service with interactions (© 2008, Claus Pahl. Used with

permission)
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messaging of the architecture. The query
service decomposes input messages into a
set of pre-defined WS-BPEL processes.

. Mediator (BPEL) engine. A mediator
engine is itself a WS-BPEL process. Me-
diators deliver data according to a global
schema. The schema may consist of various
data entities for large enterprise integration
solutions.

. Connector generationservice. Thiscompo-
nentis responsible for generating connectors
for transforming messages both entering
the WS-BPEL engine from service clients
and leaving the WS-BPEL engine from data
provider services according to the global
data model.

The active components, provided as informa-
tion services, are complemented by two reposi-
tories:

»  Transformation rule repository. The re-
pository allows the reuse of rules and can
support multiple versions of service provid-
ers and mediator services.

. Schema repository. The repository stores
the WSDL metadata and the XML schema
information for the Web service providers
and the mediator Web service. The schema
information is used to validate the XML
documents at runtime before they are in-
tegrated and returned to the client applica-
tions.

Connector Generation

The construction of a service connector means
to generate an executable Xcerpt query program
by composing each Xcerpt query with the corre-
sponding transformationrules. Inan Xcerptquery
program, there is only one goal query, which will
be processed first. The goal query is made up of
composite transformations rules that in turn are
made up of ground rules that read XML data

from external resources. The process begins by
expanding each composite query according to
the definitional data mappings that are stored in
a rule repository. The rule chaining mechanism
in Xcerpt needs the goal query and all supporting
queries in one query program at runtime.

The Xcerptruntime engine reads XML-based
resources and populates them into data terms
before the query terms can start to evaluate them.
The drawback is that all resources identifiers have
to be specified inside a query program rather than
be passed into a query program as parameters.
Consequently, we adapted the Xcerptapproachto
processing transformation requestsinan informa-
tion integration solution. The resource identifiers
are not hard-coded in ground rules in our setting
in order to achieve the desired loose coupling to
achieve flexibility and reusability. These resource
identifiers are invisible to the connector construc-
tion service. Xcerpt does not support automatic
query program construction by default, although
it provides the necessary backward rule chaining
technique to evaluate a chain of queries.

We have developed a wrapper mechanism
to pass the resource identifiers from the goal
level down to the ground rules. Therefore, as
an extension to the original Xcerpt approach, a
mediator-based data integration architecture is
needed where the rules are decoupled from the
resources and the only the generated Xcerpt-
based connectors are integrated with the client
and provider Web services. WS-BPEL code that
coordinates the mediation and transformation
process is generated by a connector generator for
transformations within the mediator service.

FUTURE TRENDS

Integration has currently been investigated from
a static perspective looking at existing systems
integration. We discuss emerging needs to ad-
dressthisas part of software evolution and legacy
systems integration. Another current trend is the
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increasing utilisation of semantic enhancements,
such as ontologies and reasoning frameworks, to
support integration. We address briefly attempts
of using service ontologies, which would comple-
ment the presented ontology-based information
architecture.

Re-engineering and the integration of legacy
systems is an aspect that goes beyond the integra-
tion context we described —although the applica-
tion service provider (ASP) context is a typical
example of a field where ASPs currently convert
their systems into service-based architectures
(Seltsikas and Currie, 2002). The introduction of
datatransformation techniques for re-engineering
activities can improve the process of re-engineer-
ing legacy systemsand adopting service-oriented
architecture to manage the information technology
services (Zhang and Yang, 2004). Business rules
often change rapidly —requiring the integration of
legacy systems to deliver a new service. How to
handle the information integration in the context
of service management has not yet been explored
in sufficient detail in the context of transformation
and re-engineering.

The utilisation of the semantic knowledge that
is available to represent the services that make
up the mediator architecture is another promising
direction that would increase flexibility in terms
of dynamic composition. The functionality and
quality attributes of Web services can be interms
of one of the widely known service ontologies
such as OWL-S or WSMO (Payne and Lassila,
2004). Abstract service descriptions can be de-
rived from the semantic properties of the data
they provide, process, or consume. Some progress
has been made with respect to semantics-based
service discovery and composition; the interplay
between semantic data integeration and semantic
service integration needs a deeper investigation.
Karastoyanovaetal. (2007), for instance, discuss
a middleware architecture to support semantic
data mediation based on semantically annotated
services. Their investigation demonstrates how
your semantic datamediation can be incorporated
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intoaservice-based middleware architecture that
supports SOA-based development. However, the
need to have an overarching semantic informa-
tion architecture also becomes apparent, which
supports our results.

CONCLUSION

The benefit of information systems on demand
must be supported by corresponding information
management services. Many application service
providers are currently modifying their technical
infrastructures to manage and integrate infor-
mation using a Web services-based approach.
However, the question of handling information
integration in a flexible and modifiable way in
the context of service-based information systems
has not yet been fully explored.

The presented framework utilises semantic in-
formation integration technologies for XML data
in service-oriented software architectures. The
crucial solutions for the information integration
problem are drawn from mediated architectures
and data model transformation, allowing the
XML data from local schemas to be consistently
transformed, merged and adapted according to
declarative, rule-based integration schemas for
dynamic and heterogeneous environments. We
have proposed adeclarative style of transformation
based on a semantic, ontology-based data model,
with implicit source model traversal and target
object creation. The development of a flexible
mediator service is crucial for the success of the
service-based information systems architecture
from the deployment point of view. Our solution
based on the query and transformation language
Xcerpt is meant to provide a template for other
similar languages. One of our central objectives
was to introduce an integration solution from a
technical perspective.

A number of extensions of our approach
would strongly benefit its flexibility. Essentially,
we plan to address the trends outlined in the
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previous section. Systems evolution and legacy
system integration shall be addressed through a
more transformation systems-oriented perspec-
tive on integration. We are also working on an
integration of service ontologies and general data-
oriented domain ontologies for service-oriented
architectures.
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Chapter VI
Facilitating Design of Efficient
Components by Bridging Gaps

Between Data Model and
Business Process via Analysis
of Service Traits of Data

Ning Chen
Xi'an Polytechnic University, China

ABSTRACT

In many large-scale enterprise information system solutions, process design, data modeling and soft-
ware component design are performed relatively independently by different people using various tools
and methodologies. This usually leads to gaps among business process modeling, component design
and data modeling. Currently, these functional or non-functional disconnections are fixed manually,
which increases the complexity and decrease the efficiency and quality of development. In this chapter,
a pattern-based approach is proposed to bridge the gaps with automatically generated data access
components. Data access rules and patterns are applied to optimize these data access components. In
addition, the authors present the design of a toolkit that automatically applies these patterns to bridge
the gaps to ensure reduced development time, and higher solution quality.

INTRODUCTION enterprise should adjust its business according

to market, which requires enterprise IT system
With the development of information technology, to be flexible and agile enough to response to
enterprise information becomes more complex the changes. Now, business process modeling
andtendsto change more frequently; consequently consists of service modeling, data modeling and
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component modeling, which are the three main
threads in enterprise IT system solution design
(‘Ivica, 2002; Mei, 2003). They are usually per-
formed relatively independently, for different
roles employ different methodologies. The result
is in a gap among process model, data model and
components, which requires significant amount of
efforts to fill in the gap. Enterprise information
system is an application with dense data (Martin,
2002) and mass data access. Both functional and
non-functional aspects, such as system response
time and data throughput etc., are satisfied in
system integration in order to provide efficient
data access within process execution. Meeting
these requirements is a challenge presented to
the solution designed, which will greatly affect
the efficiency of system development. Therefore,
how to build the relationship model between busi-
ness process and data model, and how to use the
orchestration model to automatically generate data
access components are two questions that have
great impact to software development.

RELATION WORKS

The existing enterprise modeling approaches
are focused on two domains including peer-to-
peer enterprise system and multilayer Enterprise
Modeling.

David (2004) presents a loosely coupled
service-composition paradigm. This paradigm
employs a distributed data flow that differs mark-
edly from centralized information flow adopted
by current service integration frameworks, such
as CORBA, J2EE and SOAP. Distributed data
flows support direct data transmission to avoid
many performance bottlenecks of centralized
processing. In addition, active mediation is used
in applications employing multiple web services
that are not fully compatible in terms of data
formats and contents.

Martin Fowler and Clifton Nock summarize
customary patterns of enterprise application ar-

chitecturetoaccelerate development of enterprise
modeling (Martin, 2002; Clifton, 2003).

However, the existing enterprise modeling
methods remain largely unharnessed due to the
following shortages: (1) They lack the automa-
tion of analysis mechanism which makes the
enterprise unresponsive to the enterprise changes
and increases the maintaining overhead of the
evolution of these models; (2) Some enterprise
models are just conceptual models and should
be analyzed by hand. Others employ the complex
mathematical models for analysis, which are
hard for the business users to comprehend and
manipulate. (3) The knowledge reuse is difficult
for the business users due to the heterogeneity of
the enterprise models.

Inorder to tackle the above problems, through
deep analysis of business process modeling and
data modeling, we extract process data mapping
and data access flow to build data access com-
ponents for bridging business process and data
model. Furthermore, a pattern is automatically
applied to data access component for facilitating
an efficient service.

PROCESS/DATA RELATIONSHIP
MODEL

In present environment for software develop-
ment, different tools are used by separate roles
in business process modeling, data modeling,
software component designing and coding. These
tasks are so independent that the whole software
development becomes rather complex. Take the
IBM develop studio as an example, we need to
use modeling and programming tools such as
WBI-Modeler, Rational Software Architect and
WSAD-IE (Osamu, 2003). The development
procedure contains the following steps:

. The analyst will analyze requirement to
design the use case using UML.
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. By analyzing the relationship between
enterprise entities, the data model designer
will design the data model, and create the
database on the basis of UML.

. The process analyst will design the abstract
business process using WBI Modeler.

. The software engineer will design the
functions and APIs for components using
RSA.

. The developer will implement the software
components and access the database using
RSA.

. The process developer will develop the
executable process based on the abstract
process model, and assemble the software
components as web services using WSAD-
IE.

. The system deployer will run the developed
business model (EAR file) on WBI-SF.

Obviously, a good command of process or-
chestration, OOD and UML is a prerequisite for
a designer to complete the solution design. The
Figure 1 presents the relationships among design
flows of business process, software components,
and database.

DATA ACCESS COMPONENT
Identification of Frequent Activity

Business process provided much global informa-
tion on the whole. Not only can these information
be used for developer to generate the data access
component, but also these information can be
used for developer to analyze the process and
data relationship model, and consequently for
developer to optimize dataaccess activity, produce
approximate index for data model, create views
and apply data access patterns (Clifton, 2003),
which can enhance the data access performance
(Fig.1).

A business process usually contains some sub
processes, and asub process usually contains some
activities, where activity is operation on data.

Let {P, P,, P,, ...P, ...} be a process set in
process model.

Definition 1: <Frequency of process > Let a
set PS contain some sub-processes, which are
processes directly or indirectly invoked by a
business process P, as denoted by PS ={P }.,
where | is index set. P_is invoked in process P
N, times, the frequency of process P is defined
asN, /Y N,

rel

Figure 1. Map relationships between process service and data service

LesSiidta apping
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Definition 2: <Activity frequency of sub-process
> |f the kth data-access-activity in sub process
P_isinvoked n,, times, the activity frequency of
sub-process P, is defined by N, />N, ,, where
| is index set. kel

Definition 3: <Frequency of activity > The
frequency of activity a , is defined as the ratio
of times of data access to the total access, i.e.

N/ z Z N

P ePS kel

Definition 4: <Frequent querying activity>
Defined as activity with frequency of activity
greater than frequent-querying-activity threshold
MAXSearch, .

Definition 5: <Frequent updating activity>
Defined as activity with frequency of activity
greater than frequent-updating-activity threshold
MAXUpdate,_.

Frequency of activities can be computed by
traversing data access flow, and frequent query-
ing activity and frequent updating activity can
be identified based on rules.

Automatic Application of Cache
Pattern

We can represent the optimization with rules.
According to the customized threshold, frequent
data access activities can be selected, and then
rule-analyzing system can use rules to recom-
mend approximate data access patterns. The
performance index and user preference can be
added to identify cache pattern. The following is
a strategy of configuration of data access:

Algorithm: Application strategy of cache pat-
tern

Input: data access flow

Output: cache pattern of data access

Step 1: Analyze the data access flow, then find
all frequent querying activity, which form the
activity set T;

Step 2: Forall activity a<T, given the correspond-
ing datamodel D by user interface, if the activation
of Dis0, static cache patternisapplied; otherwise,
ifthe activation of D is not equal to 0(O<active<l),
timing update cache patternisapplied, the period
of updatiﬁg is ﬁ, w-her? K ciive iS @ cONstant
representing ratio of activation;

Step 3: The developer can adjust the collection
strategy of cache by user interface;

Step 4: Generate cache pattern code according to
cache updating strategy and collect strategy.

Knowledge base of cache pattern strategy
stores the criterion how to apply cache patterns,
and recommends corresponding configuration
of cache pattern and cache parameters according
to activation information and different querying
condition capacity provided by user. The rules for
selection of proper cache pattern and configuration
of cache parameter are as follows:

Cache pattern rules:
RULEL: IF ActivityEstimate = static AND Vol-
umeEstimate <= Pre-Fetching Threshold
THEN latest least replace strategy
RULEZ2: IF ActivityEstimate = active AND Vol-
umeEstimate <= Pre-Fetching Threshold
THEN non-active expiration strategy
RULE3: IF ActivityEstimate = veryactive AND
VolumeEstimate <= Pre-Fetching Threshold
THEN fix-time expiration strategy
RULE4: IF ActivityEstimate = static AND Vol-
umeEstimate > Pre-Fetching Threshold
THEN latest least replace strategy
RULES: IF ActivityEstimate = active AND Vol-
umeEstimate > Pre-Fetching Threshold
THEN non-active expiration strategy with
limited queue
RULE®G: IF ActivityEstimate = veryactive AND
VolumeEstimate > Pre-Fetching Threshold
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THEN fix-time expiration strategy with lim-
ited queue

Rules for determining cache pattern param-
eters:
Cache collection period

T
__ "ontime
Tcollector - T °n collector +T

response

ontime 1

where T . denotes the change period of data
ems, T oonce denot_es response time of querying
operation, M .y eqor 1S @ CONStant ratio.

Cache queue capacity

Qquewe = MaxX{Q,,,,.,Volume §, where Q__ denote
the maximum queue, Volume denotes different

query condition volume.

TOOLKIT AND RESULT ANALYSIS

Based on Eclipse3.0 IDE and JSDK1.5, we de-
veloped a pattern-based tool-box to facilitating
efficient service, including process/data relation
analyzer, data access component builder and data
access optimizer, which can run alone or cooper-
ate with other modeling tool as Eclipse plugin,
as shown in Fig.2.

Figure 2. Toolkit

[ﬁp Components Builder L.;J[Ejﬁ
Data Access Components Generation
Associated File: | | Browse
Outpurt Directony: | I Brnir_.';_e_:

Package: [
Generalion: #= M .

Finish & Close
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Through an analysis of process model file and
datamodelfile, process/datarelation analyzer can
construct map relation files between processes in
process model and tables in datamodel; then on the
basis of map relation files, data access component
builder can generate data access components, for
example JavaBeans or EJB code; finally cache
pattern builder integrates cache pattern with
generated data access components (Fig.3).

Figure 3. Automatic generation of code
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Figure 4. Cache pattern performance
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In order to show effect of cache pattern com-
ponent on optimizing data access, we simulate
N client inquiring transaction time of JavaBeans
component and cache pattern component, as
shown in Fig.4. The experimental result shows
that consumption time of data access components
with cache is less than consumption time of Java-
Beans component for big transaction. However,
information queried by data access components
varies frequently, cost of cache data validation will
rise, due to renewing or substituting cache items
of cache queue in small interval, thus decreasing
performance of data access component. In dif-
ferent scenario, effect of parameter-selection of
cache pattern on performance will be discussed
in future study.

CONCLUSION

Inthis chapter, a pattern-based approach to facili-
tate an efficient service is developed to automate
the analysis of large-scale enterprise information
system. The approach will effectively reduce the
number of system development problems by auto-
matic bridging of the gaps between development

team and system analyst efficiently and effectively.
In addition, automatically generated approach,
flexible data access components can provide data
accessservices, hiding the access complexity and
satisfying system’s functional requirements. The
result is an approach for producing a pattern-
based application, which completely improve on
data access and minimizes the amount of code
development required (Chen, 2008).

Further effort in this area is required in en-
hancing the flexibility to deal with the increasing
complexities of business process design, and
improving the performance with cluster analysis
adjusting the granularity of components.
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ABSTRACT

The tremendous growth of the Internet has introduced a number of interoperability problems for dis-
tributed multimedia applications. These problems are related to the heterogeneity of client devices, net-
work connectivity, content formats, and user’s preferences. The challenge is even bigger for multimedia
content providers who are faced with the dilemma of finding the combination of different variants of a
content to create, store, and send to their subscribers that maximize their satisfaction and hence entice
them to come back. In this chapter, the authors will present a framework for trans-coding multimedia
streams using an orchestration of Web-services. The framework takes into consideration the profile of
communicating devices, network connectivity, exchanged content formats, context description, users’
preferences, and available adaptation services to find a chain of adaptation services that should be ap-
plied to the content to make it more satisfactory to clients. The framework was implemented as a core
component for an architecture that supports personal and service mobility.
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1. INTRODUCTION

The tremendous growth of the Internet has in-
troduced a number of interoperability problems
for distributed multimedia applications. These
problems are related to the heterogeneity of client
devices, network connectivity, content formats,
and user’s preferences. The diversity of client
devices, network connectivity, content formats,
and user’s preferences posed also some challenges
in aligning and customizing the exchanged data
between differentusers with different preferences.
The challenge is even bigger for multimedia con-
tent providers who are faced with the dilemma
of finding the combination of different variants
of a content to create, store, and send to their
subscribers that maximize their satisfaction and
hence entice them to come back. Most content
providers have taken the costly approach of cre-
ating different versions of content for different
access devices and networks.

Contentadaptation isan effective and attractive
solution to the problem of mismatch in content
format, device capability, network access and
user’s preferences. Using content adaptation, a
number of adaptations is applied to the original
content to make it satisfy the device constrains
of the receiving device and the preferences of its
user. Most currently available content adaptation
modules are designed to make the Web easier to
use. Examples of such adaptations modulesinclude
conversion of HTML pages to Wireless Markup
Language (WML, 2001) pages, enlarging textsize,
reducing the size of an image, changing text and
background colors for better contrast, removal of
redundant information, audio to text conversion,
video to key frame or video to text conversion,
content extraction to list a few. These adaptation
modules do nothave though the same requirements
and challenges of real-time multimedia content
adaptations. Real-time multimedia applications
involve large volumes of data making trans-coding
a computationally very expensive task (Chandra
& Ellis, 1999, Han et al.,1998). To address this
challenge, some trans-coding services have been
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implemented in hardware and deployed on inter-
mediate network nodes or proxies. The disadvan-
tage of this approach is that there are always new
types of clients that cannot be supported by the
deployed hardware. A more suitable approach to
address the computational challenge of multime-
dia trans-coding is based on the observation that
the general trans-coding process can be defined
as a combinatorial process (Mohan, Smith, & Li,
1999), and that multiple trans-coding services
can be chained effectively together to perform a
complex trans-coding task. So, instead of having
all trans-coding done by one single trans-coding
service, a number of trans-coding services can
collaborate toachieve acomposite adaptation task.
For instance, trans-coding a 256-color depth jpeg
image to a 2-color depth gif image can be carried
out in two stages: the first stage covers convert-
ing 256-color to 2-color depth, and the second
stage converts jpeg format to gif format. Using
the software approach, transcoders can then be
built more easily in software, and deployed and
advertised more quickly to meet the needs of the
users. Software-based trans-coding are also more
reliable since its components can be simpler and
they can also be replicated across the network.
Moreover, transcoders can be modularized and
re-used in different situations and contexts.
Given a composite adaptation task that can be
carried out in a number of stages, and given that
there could be anumber of possible configurations
toadaptthe sender’s contentto make it presentable
atthereceiver’s device, the challenge is to find the
appropriate chain of available trans-coding ser-
vices thatbest fits the capabilities of the device, and
atthe same time, maximizes the user’s satisfaction
with the final delivered content. In this chapter,
we will discuss a Quality of Service (QoS) selec-
tion algorithm for providing personalized content
through web-service composition. The function
of the algorithm is to find the most appropriate
chain of available trans-coding services between
the sender and the receiver, and also to select the
values for the configuration parameters for each
trans-coding service. The proposed algorithm
uses the user’s satisfaction with the quality of the
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trans-coded content as the optimization metric
for the path selection algorithm.

The rest of the chapter is organized as follows:
In Section 2, we will introduce contentadaptation
and present the existing different models used in
content adaptation. Section 3 lists all the required
elements for providing customized content adap-
tation. In Section 4 we present our methodology
for using the required element from Section 3 to
construct a graph of trans-coding services; the
algorithm for selecting the chain of trans-coding
services isthen presented. The selection criterion
for the algorithm as well as its characteristics is
also presented in Section 4, and finally, we end
Section 4 with an example that shows step-by-
step the results of the algorithm. Our conclusion
is presented in Section 5.

2. CONTENT ADAPTATION

In today’s Internet, there is a wide range of client
devices in terms of both hardware and software
capabilities. Device capabilities vary in different
dimensions, including processing power, storage
space, display resolution and color depth, media
type handling, and much more. This variety on
device capabilities makes it extremely difficult
for the content providers to produce a content
that is acceptable and appreciated by all the cli-
ent devices (Fox, Gribble, & Chawathe, 1998),
making application-level adaptation a necessity
to cover the wide variety of clients.

There are three main approaches for handling
this diversity in content formats: a static content
adaptation, a dynamic content adaptation, and
a hybrid of the static and dynamic approaches
(Chang & Chen, 2002, Lum & Lau, 2002). The
first two approaches differ in the time when the
different content variants are created (Lei &
Georganas, 2001) to match the requested format.
In static adaptation, the content creator generates
and stores different variants of the same content
on a content server, with each variant formatted
for a certain device or class of devices. Hafid
and Bochmann (1996) presented an architecture

for news-on-demand using this scheme. Static
adaptation has three main advantages: (1) it is
highly customized to specific classes of client
devices, and (2) it does not require any runtime
processing, so no delay is incurred, and (3) the
content creator has the full control on how the
content is formatted and delivered to the client.
Onthe other hand, static adaptation has a number
of disadvantages, mainly related to the manage-
ment and maintenance of different variants of the
same content (Lum & Lau, 2002): (1) different
content formats need to be created for each sort
of device or class of devices, and needs to be re-
done when new devices are introduced, and (2) it
requires large storage space to keep all variants
of the same content.

With dynamic content adaptation, the content
is trans-coded from one format to the other only
when it is requested. Depending on the location
where the trans-coding takes place, dynamic
content adaptation technologies can be classified
into three categories: server-based, client-based,
and proxy-based. In the server-based approach
(Mohan, Smith, & Li, 1999), the content server
is responsible for performing the trans-coding;
the content provider has all the control on how
the content is trans-coded and presented to the
user. Additionally, it allows the content to be
trans-coded before it is encrypted, making it
secure against malicious attacks. On the other
hand, server-based adaptation does not scale
properly for a large number of users and requires
high-end content and delivery server to handle
all requests.

As for the client-based approach (Bjork et
a., 1999, Fisher et al., 1997), the client does the
trans-coding when it receives the content. The
advantage of this approach is that the content can
be adapted to match exactly to the characteristics
of the client. But at the same time, client-based
adaptation can be highly expensive in terms of
bandwidth and computation power, especially for
small devices with small computational powerand
slow network connectivity, with large volume of
data might be wastefully delivered to the device
to be dropped during trans-coding.
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The third adaptation approach is the proxy-
based approach (Chandra & Ellis, 1999, Chandra,
Ellis, & Vahdat, 2000, Floyd & Housel, 1998,
Fox, A., Gribble, Chawathe, Brewer, & Gauthier,
1997), where an intermediary computational entity
can carry out content adaptation on the fly, on
behalf of the server or client. Proxy adaptation
has a number of benefits including leveraging
the installed infrastructure and scaling properly
with the number of clients. It also provides a clear
separation between content creation and content
adaptation. On the other hand, some content
provider may argue that they prefer to have full
control on how their content is presented to the
user. Also, using proxies for adaptation does not
allow the use of end-to-end security solutions.

3. CHARACTERIZATION AND
REQUIREMENTS FOR CONTENT
ADAPTATION

Advances in computing technology have led
to a wide variety of computing devices, which
made interoperability very difficult. Added to
this problem is the diversity of user preferences
when it comes to multimedia communications.
This diversity in devices and user preferences
has made content personalization an important
requirementinordertoachieve resultsthat satisfy
the user. The flexibility of any system to provide
content personalization depends mainly on the
amount of information available on a number of
aspects involved in the delivery of the content
to the user. The more information about these
aspects is made available to the system, the more
the content can be delivered in a format that is
highly satisfactory to the user. These relevant as-
pects are: user preferences, media content profile,
network profile, context profile, device profile,
and the profile of intermediaries (or proxies)
along the path of data delivery. We will briefly
describe here each of these aspects; interested
readers might refer to (EI-Khatib & Bochmann,
2003) for more details.
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User Profile: The user’s profile captures the
personal properties and preferences of the user,
such as the preferred audio and video receiving/
sending qualities (frame rate, resolution, audio
quality...). Other preferences can also be related
tothe quality of each mediatypes for communica-
tion with a particular person or group of persons.
For instance, a customer service representative
should be able to specify in his profile his/her
preference to use high-resolution video and CD
audio quality when talking to a client, and to
use telephony quality audio and low-resolution
video when communicating with a colleague at
work. The user’s profile may also hold the user’s
policies for application adaptations, such as the
preference of the user to drop the audio quality
of a sport-clip before degrading the video qual-
ity when resources are limited. The MPEG-21
standard (MPEG-21, 2001) is the most notable
standards on user profiles.

Content Profile: Multimedia content might
enclose different media types, such as audio,
video, text, and each type can have different
formats (Lei & Georganas, 2001). Each type has
its format characteristics and parameters that can
be used to describe the media. Such information
about the content may include storage features,
variants, author and production, usage, and many
other metadata. The MPEG-7 standard (MPEG-
7, 2000), formally named “Multimedia Content
Description Interface”, offers a comprehensive
set of standardized description tools to describe
multimedia content.

Context Profile: A context profile would
include any dynamic information that is part of
the context or current status of the user. Context
information may include physical (e.g. location,
weather, temperature), social (e.g. sitting for din-
ner), or organizational information (e.g. acting
seniormanager). The MPEG-21 standard includes
tools for describing the natural environment
characteristics of the user, including location and
time, as well as the audio and illumination char-
acteristics of the user’s environment. Resource
adaptation engines can use these elements to
deliver the best experience to the user.
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Device Profile: To ensure that a requested
content can be properly rendered on the user’s
device, itisessential to include the capabilitiesand
characteristics of the device into the content ad-
aptation process. Information about the rendering
device may include the hardware characteristics
of the device, such as the device type, processor
speed, processor load, screen resolution, color
depth, available memory, number of speakers,
the display size, and the input and output capa-
bilities. The software characteristics such as the
operating system (vendor and version), audio and
video codecs supported by the device should also
be included in the device profile. The User Agent
Profile (UAProf) created by the Wireless Applica-
tion Forum (WAP) and the MPEG-21 standard,
both include description tools for describing
device capabilities.

Network Profile: Streaming multimediacon-
tent over a network poses a number of technical
challenges due to the strict QoS requirements
of multimedia contents, such as low delay, low
jitter, and high throughput (Ng, Tan, & Cheng,
2001). Failing to meet these requirements may
lead to a bad experience of the user (Katchabaw,
Lutfiyya, & Bauer, , 1998, Poellabauer, Abbasi, &
Schwan, 2002). With a large variety of transport
networks, it is necessary to include the network
characteristics into content personalization and
to dynamically adapt the multimedia content
to the fluctuating network resources (Wu, Hou,
Zhang, 2001). Achieving this requires collecting
information about the available resources in the
network, such as the maximum delay, error rate,
and available throughput on every link over the
content delivery path. A description tool for net-
work capabilities, including utilization, delay and
error characteristics are included in the MPEG
21 standard.

Profile of Intermediaries: WWhen the content
is delivered to the user across the network, it
usually travels over a number of intermediaries.
These intermediaries have beentraditionally used
to apply some added-value services, including
on-the-fly contentadaptations services (Chandra,
Ellis, & Vahdat, 2000, Fox, Gribble, Chawathe,

Brewer, & Gauthier, 1997). For the purpose of
content adaptation, the profile of an intermedi-
ary would usually include a description of all
the adaptation services that an intermediary can
provide. These services can be described using
any service description language such asthe JINI
network technology (JINI, 1998), the Service
Location Protocol(Guttman, Perkins, Veizades,
& Day, 1999), or the Web Service Description
Language (WSDL, 2002). A description of an
adaptation service wouldinclude, for instance, the
possible input and output format to the service,
the required processing and computation power
of the service, and maybe the cost for using the
service. The intermediary profile would also in-
clude information about the available resources at
the intermediary (such as CPU cycles, memory)
to carry out the services.

4. QOS SELECTION ALGORITHM

In this section, we will describe the overall QoS
selection algorithm that finds the mostappropriate
chain oftrans-coding services between the sender
and the receiver, and also selects the configuration
for each trans-coding service. We will first start
by defining the user’s satisfaction as the selection
criterion for the algorithm, and then show how to
construct the directed graph for adaptation, using
the sender’s content profile, receiver’s device pro-
file, and the list ofavailable trans-coding services.
After constructing the graph, we will show how
to apply some optimization techniques on the
graph to remove the extra edges in the graph, and
finally present the actual QoS path and parameter
selection algorithm.

4.1. User’s Satisfaction as Selection
Criteria

Most Internet users are indifferent about the un-
derlying technologies such as protocols, codecs,
or resource reservation mechanisms that enable
their communication session. They are also indif-

125



ferent about network level QoS characteristics,
such as bandwidth, delay, or throughput. All what
is important for these users in the end is making
the communication session work in a satisfactory
way: for instance, hearing without jitter and seeing
without irregularity.

Aswe mentioned earlier, the user’s preferences
expressed in the user’s profile can be classified
as application layer QoS parameters. In order to
compute the user’s satisfaction with all values of
the application layer configuration parameters, we
have used the approach presented by Richards,
Rogers, Witana, & Antoniades (1998), where
each application level QoS parameter is repre-
sented by a variable x; over the set of all possible
values for that QoS parameter. The satisfaction
or appreciation of a user with each quality value
is expressed as a satisfaction function S(x,). All
satisfaction functions have arange of [0..1], which
corresponds to the minimum acceptable (M) and
ideal (1) value of x.. The satisfaction function S,(x))
can take any shape, with the condition that it must
increase monotonically over the domain. Figure
1 shows a possible satisfaction function for the
frame rate variable.

In the case when there are more than one ap-
plication parameter (frame rate, resolution, color
depth, audio quality,...), Richardset. al. proposed
using a combination function f__ that computes
the total satisfaction S from the satisfactions s,
for the individual parameters (Equa. 1).
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4.2 Extending User’s Satisfaction to
Support Weighted Combination and
Multi-User Conference Sessions

We think that the approach described above is a
major step towards a simple user-friendly inter-
face for user level QoS specification, however,
further considerations could be taken into account
as described below. A first improvement results
from the observation that users in telecommu-
nication session might find some media types
more important than others. For instance, a user
of a news-on-demand service might prefer to
receive high quality audio with low quality video
as compared to average quality audio and aver-
age quality video. In the case of a user watching
a sport event the situation may be the opposite
(if the user does not care about the audio of the
commenter).

This preference to individual mediacan play a
factor when it comes to the calculation of the total
satisfaction S, . By assigning differentweightsw,
to the different parameters x,, S, will reflect the
user preference for different media types. The
combination function for the total user satisfac-
tion can be redefined as follows:

Figure 1. Possible satisfaction function for the frame rate
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where isthe weight for the individual satisfaction
and . Equa. 2 have similar properties as Equa. 1,
which is to:

Prop. 1. Oneindividual low satisfaction isenough
to bring the total satisfaction to a low value.
Prop. 2. The total satisfaction of equal individual
satisfactions s, with equal weight is equal to the
satisfactions s..

These constants weight factors (AudioWeight-
Factor, VideoWeightFactor,.) can be selected
by the user, and stored in the user profile. The
selection of these weights depends on the type
of service the user is willing to receive when
using a specific service or communicating with
a given callee.

Additionally, we have so far considered only
the QoS preferences of a single user. But all
conversational multimedia applications involve
several users. Itistherefore importanttodetermine
how the possibly conflicting preferences of the
different users are reconciled in order to come
up with QoS parameters that are suitable for all
participating users.

In certain circumstances, some given param-
eters may be determined simply based on the
preferences of a single user. This may be the case
in a two-way teleconference between two users
A and B, where the parameters of the video vis-
ible by User A would be determined based on the
preferences of User A alone, and the video in the
opposite direction based onthe preferences of User
B. However, the situation may be more complex
if the cost of the communication is paid by User
A and the selection of the video received by User
B has an impact on the communication cost.

In other circumstances, as for instance in the
case of the joint viewing of a video clip by sev-
eral participants in a teleconference, the selected
quality parameters should be determined based

on the preferences of all participating users. In
such circumstances, we propose to use the same
combination function for user satisfaction con-
sidered above and (optionally) introduce a weight
for each of the participating users, called the QoS
selection weight, which determines how much
the preferences of the user influences overall
QoS parameter selection. The total satisfaction
(computed for all users) is then given by

ma
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where is the total satisfaction for user i, and is
the QoS selection weight for user i. In the case
that the weight of a given user is zero, the prefer-
ences of this user are not taken into account for

the selection of the QoS parameters.
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4.3. Constructing a Directed Graph
of Trans-Coding Services

Now that we have decided on the selection crite-
ria, the first step of the QoS selection algorithm
would be to construct a directed acyclic graph
for adaptation, using the content profile, device
profile, and the list of available trans-coding
services. Using this graph, the route selection
algorithm would then determine the best path
through the graph, fromthe sender to the receiver,
which maximizes the user’s satisfaction with the
final received adapted content. The elements of
the directed graph are the following:

1. Verticesinthe graphrepresenttrans-coding
services. Each vertex of the graph has a
number of properties, including the com-
putation and memory requirements of the
corresponding trans-coding service. Each
vertex hasanumber of inputand output links.
The input links to the vertex represent the
possible input formats to the trans-coding
service. The output links are the output
formats of the trans-coding service. Figure
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2 shows atrans-coding service T1, with two
input formats, F5 and F6, and four possible
output formats, F10, F11, F12 and F13. The
sender node is a special case vertex, with
only output links, while the receiver node
is another special vertex with only input
links.

To find the input and output links of each
vertex, we rely on the information in differ-
ent profiles. The output links of the sender
are defined in the content profile, which
includes as we mentioned earlier, meta-data
information (including type and format) of
all the possible variants of the content. Each
output link of the sender vertex corresponds
to one variant with a certain format. The
input links of the receiver are exactly the
possible decoders available at the receiver’s
device. Thisinformationisavailablethrough
the description of the receiver’sdevice inthe
device profile. The input and output links
of intermediate vertices are described in the
service description partofthe intermediaries
profile. Each intermediary profile includes
the list of available trans-coding services,
each with the list of possible input and out-
put formats. Each possible input format is
represented as an input link into the vertex,
and the output format is represented as an
output link.

Edges in the graph represent the network
connecting two vertices, where the input

Figure 2. Trans-coding service with multiple input
and output links
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link of one vertex matches the output link
of another vertex.

To construct the adaptation graph, we start
with the sender node, and then connect the
outgoing edges of the sender with all the
inputedges of all other vertices that have the
same format. The same process is repeated
for all vertices. To make sure that the graph
is acyclic, the algorithm continuously veri-
fies that all the formats along any path are
distinct.

Figure 3 shows an example of an adaptation
graph, constructed with one sender, one
receiver, and seven intermediate vertices,
each representing a trans-coding service.
As we can see from the graph, the sender
node is connectedto the trans-coding service
T1 along the edge labeled F5. This means
that the sender S can deliver the content in
format F5, and trans-coding service T1 can
convert this format into format F10, F11,
F12, or F13.

4.4. Adding Constraints to the Graph

As we have discussed earlier, the optimization
criterion we have selected for the QoS selection

Figure 3. Directed trans-coding graph
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algorithm is the user’s satisfaction computed
using the function f__ presented in Section 4.2.
The maximum satisfaction achieved by using a
trans-coding service T, depends actually on a
number of factors.

The first factor is the bandwidth available for
the data generated by the trans-coding service
T.. The more bandwidth is available to the trans-
coding service, the more likely the trans-coding
service will be able to generate trans-coded con-
tent that is more appreciated by the receiver. The
available bandwidth between two trans-coding
services is restricted by the amount of bandwidth
available between the intermediate servers where
the trans-coding service T, is running and the
intermediate server where the next trans-coding
service or receiver is running. We can assume
that connected trans-coding services that run on
the same intermediate server have an unlimited
amount of bandwidth between them.

Other factors that can affect the user’s satis-
faction are the required amount of memory and
computing power to carry out the trans-coding
operation. Each of these two factors is a function
of the amount of input data to the trans-coding
service.

4.5. Graph Optimization
By looking at the graph in Figure 3, we can see
that there are some edges like F1, F2 or F17 that

are connected onlytoonetrans-coder. These edges
cannot be a part of any path from the sender to

Figure 4. Pseudo-code for the graph optimization

the receiver. The same principle also applies to
trans-coders other than the sender and receiver
that are not on any path from the sender to the
receiver. T5 is an example of a trans-coder that
cannot be used to send data through it on the way
from the sender to the receiver. Removing these
edges and vertices help reduce the computational
time of the algorithm, since it helps pruning dead-
ends from the graph. Applying optimization for
the graph in Figure 3 would result in the graph
shown in Figure 5. The pseudo-code for the graph
optimization is shows in Figure 4.

4.6. QoS Selection Algorithm

Once the directed acyclic adaptation graph has
been constructed, the next step is to perform the
QoS selection algorithm to find a chain of trans-
codingservices, starting fromthe sender node and
ending with the receiver node, which generates
the maximum satisfaction of the receiver. Find-
ing such as path can be similar to the problem of
finding the shortest path in a directed weighted
graph with similar complexity, except that the
optimization criterion is the user’s satisfaction,
and not the available bandwidth or the number
of hops.

Our proposed algorithm uses two variables
representing two sets of trans-coding services, the
set of already considered trans-coding services,
called VT, and the set of candidate trans-coding
services, called CS, which can be added next on

graph_optimization(Transcoder t{

6 if t # receiver then {

7 for all ne e neighbor(t)

8 graph_optimization(ne);

9 if is_empty(neighbor(ne)) then
delete(ne);
}

b
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Figure 5. Optimized directed trans-coding
graph

the partially selected path. The candidate trans-
coding services set contains the trans-coding
services that have input edges coming from any
trans-coding service in the set VT. At the begin-
ning of the algorithm, the set VT contains only the
sender node, and CS contains all the other trans-
coding services in the graph that are connected
to sender, and also the receiver. In each iteration,
the algorithm selects the trans-coding service T,
that, when using it, generates the highest user
satisfaction. The user satisfaction is computed as
an optimization function of the audio and video
parameters for the output format for T, subject
to the constraint of available bandwidth between
T,and its ancestor trans-coding service, and also
subject to the remaining user’s budget. T, is then
added to VT. The CS set is then updated with
all the neighbor trans-coding services of T. The
algorithm stops when the CS set is empty, or
when the Receiver node is selected to be added
to VT. The complete description of the algorithm
is given in Figure 6.

Asindicatedin Step2and Step 8, thealgorithm
selects from CSthetranscoder T, that can generate
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the highest satisfaction value for the receiver. To
compute the satisfaction value for each transcoder
T.in CS, the algorithm selects the QoS parameter
values x; that optimize the satisfaction function in
Equa. 2, subject only to the constraint remaining
user’s budget and the bandwidth availability that
connects T, to T in VT. i.e.

bandwith_requirement(x,..x )< Bandwidth_
AvailableBetween(T,T ). 4)

Since each trans-coding service can only re-
duce the quality of the content, when the algorithm
terminates, the algorithm would have computed
the best path of trans-coding services from the
sender to the receiver, and the user’s satisfaction
value computed on the last edge to the receiver
node is the maximum value the user can achieve.
To show this, assume that the selected path is the
path{T ,...T, }inFigure7.Ifthe path{T,,...T, }
is a better path, then T, should have converted
the content into variant that is more appreciated
by the user than the variant generated by T, .
Since transcoders can only reduce the quality of
content, alltranscodersalongthe path{T, ,...T, },
should have also produced a content with higher
satisfaction function than the variant produce by
T,.» and hence all these transcoders should have
been selected before T, , which contradicts with
the assumption.

4.7. Example

In this section, we will present an example to
show how the QoS path selection algorithm
works. We will assume that the graph construc-
tion algorithm has generated the graph shown in
Figure 8. The graph also shows the selected path
with and without trans-coding service T, as part
of the graph. The selected trans-coding services,
user satisfaction, as well as the best current path
produced by the algorithmare also shown in Table
1. Each row in the table shows the results for one
iteration of the algorithm.
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Figure 6. QoS selection algorithm

Step 1: // Let VT be the set of all considered trans-coding services.
VT = {sender};
/I Let CS be the set of all direct neighbor transcoders of all transcoders in VT
CS = neighbor(sender);
/I Let user_budget be the amount of money the user is willing to pay

Step 2: // Each trans-coding service keeps a track of its parent trans-coding service. Let T be the trans-coding services in CS connected to
/I'T,; Compute the perceived user’s satisfaction for using all the trans-coding services in CS, subject to two constraints: the remaining
/1 user budget and the available bandwidth between T, and T
Forv T eCS

Optimize( user_profile, input_format, output_format, Sat_T[i],
user_budget,cost,available_bandwith)

Step 3: // If there are no more transcoders to consider and the receivers can
/I not be reached from the sender through any transcoding path.
if is_empty(CS) then

TERMINATE(FAILURE)

Step 4: Select the trans-coding service T, that has the highest satisfaction
value Sat_T[i], for the user.
CS=CS-{T}

Step5: VT =VT +{T}

Step 6: Let T,. previous_selected_transcoder = Toes
T..accumulated_cost = T..previous.accumulated_cost + transcoding_and_transmission_cost [i];

Step 7: if T, = receiver , then GOTO Step 10

Step 8: // compute the satisfaction for using all the neighboring transcoders of T, and add them to CS
ForvT e neighbors( T, );

Optimize( user_profile, input_format, output_format, Sat_T[i], user_budget,cost[i],available_bandiwth)
CS=CSu{T }
Step 9: GOTO Step 3
Step 10:  Print the reverse path from the Receiver to the Sender by following the link “previous™ of all transcoders, starting from the Receiver.

prev’

Figure 7. Graph selection Figure 8. Example of trans-coding graph
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FUTURE RESEARCH DIRECTION

In this section, we will outline some potential
directions for future research works.
Inthischapter, we have notaddressed the issues
regardingautonomic service managementofreal-
time multimedia services. One of the challenges
is the efficient, autonomous management of these

real-time content adaptation services in future
generation networks. The autonomous service
management is crucial for the self-management
of real-time multimedia services. According
to Ganek and Corbi of IBM (Ganek and Corbi,
2003), the autonomous or self-management as-
pects include self-optimizing, self-healing, self-
configuring, and self-protecting. The existing

131



approach and framework contributes towards
a system that is not fully autonomic in all four
management aspects.

Current, we are looking at nature-inspired
automatic service management solution that is
inspired from the Bee colony metaphor. The al-
legory comprises how bee agents mimic functional
services related to multimedia applications, in
order to autonomously monitor and configure

On the Use of Web Services in Content Adaptation

multimediaservices. The objective of thisresearch
is to ensure complete autonomic behaviour of
the four main management activities (configura-
tion, repair, optimization and protection) of an
autonomous system. Such direction could enable
customization of the service for the current and
future generation network conditions.

Table 1. Results for each step of the path selection algorithm

Round Considered Set (VT) Candidate set (CS) Selected Selected Path Delivered | User satis-
trans-coding Frame faction
service Rate
1 { sender } {T1,T2,T3,T4,T5,T6, T7, T10 sender,T10 30 1.00
T8, T9, T10}
2 { sender, T10} {T1,T2,T3,T4,T5,T6, T7, T20 sender,T10,T20 30 1.00
T8, T9, T19, T20, receiver}
3 { sender, T10, T20} {T1,T2,7T3,T4,T5T6, T7, T5 sender,T5 27 0.90
T8, T9, T19, receiver}
4 { sender, T10, T20, T5} {T1,T2,73,T4, T6,T7,T8, T4 sender, T4 27 0.90
T9, T19, T15, receiver}
5 { sender, T10, T20, T5, T4} | {T1, T2, T3, T6, T7, T8, T9, T3 sender, T3 23 0.76
T19, T15, receiver}
6 { sender, T10, T20, T5, {T1, T2, T6,T7,T8, T9, T19, T2 sender, T2 23 0.76
T4, T3} T15, T14, receiver}
7 { sender, T10, T20, T5, T4, | {T1, T6,T7, T8, T9, T19, T1 sender,T1 23 0.76
T3, T2} T15, T14, T12, T13, receiver}
8 { sender, T10, T20, T5, T4, | {T6,T7, T8, T9, T19, T15, Ti1 sender,T1, T11 23 0.76
T3,T2,T1} T14,T12, T13, T11, receiver}
9 { sender, T10, T20, T5, T4, | {76, T7, T8, T9, T19, T15, T13 sender, T2, T13 23 0.76
T3,T2,T1, T11} T14,T12, T13, receiver}
10 { sender, T10, T20, T5, T4, | {T6,T7, T8, T9, T19, T15, T12 sender, T2, T12 23 0.76
T3,T2,T1,T11, T13} T14,T12, receiver}
11 { sender, T10, T20, T5, T4, | {76, T7, T8, T9, T19, T15, T14 sender, T3, T14 23 0.76
T3,T2,T1,T11, T13,T12} | T14, receiver}
12 { sender, T10, T20, T5, T4, | {T6, T7, T8, T9, T19, T15, T8 sender, T8 20 0.66
T3,T2,T1,T11, T13,T12, | receiver}
T14}
13 { sender, T10, T20, T5, T4, | {T6,T7, T9, T19, T15, T7 sender, T7 20 0.66
T3,T2,T1,T11,T13, T12, | receiver}
T14, T8}
14 { sender, T10, T20, T5, T4, | {T6, T9, T19, T15, receiver} T6 sender, T6 20 0.66
T3,T2,T1,T11, T13, T12,
T14,78,T7}
15 { sender, T10, T20, T5, T4, | {T9, T19, T15, receiver} receiver sender, T7, 20 0.66
T3,T2,T1,T11,T13, T12, receiver
T14,T8,T7,T6}
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5. CONCLUSION

Contentadaptationisanatural solutionto address
the problem of heterogeneity of Internet clients
and users. In this chapter, we have presented a
solution to the problem of heterogeneity which
takes into consideration the capabilities of the cli-
entdevices, network connectivity, content format,
and users’ preferences. An important part of the
framework is the QoS path selection algorithm
that decides on the chain of adaptation services
to add and the configuration parameters for each
service. The decision is based on the profile of
communicating devices, network connectivity,
exchanged content formats, context description,
and available adaptation services.
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ABSTRACT

In this chapter, the authors apply type-theoretic techniques to the service description and composition
verification. A flexible type system is introduced for modeling instances and mappings of semi-structured
data, and is demonstrated to be effective in modeling a wide range of data services, ranging from re-
lational database queries to web services for XML. Type-theoretic analysis and verification are then
reduced to the problem of type unification. Some (in)tractability results of the unification problem and the
expressiveness of their proposed type system are presented in this chapter. Finally, the auhtors construct
a complete unification algorithm which runs in EXP-TIME in the worst case, but runs in polynomial time
for a large family of unification problems rising from practical type analysis of service compositions.

INTRODUCTION

Service engineering has been of great interest
for both researchers as well as practitioners. As
part of the Web 2.0 movement of reforming the
World Wide Web, service-oriented computing is
a fundamental platform to support novel features
such as web services (e.g. Curbera et al. (2005)),
messagingservices (e.g. Maheshwarietal.(2004)),

multimedia distribution (e.g Chawathe (2003),)
and dynamic content management and database
integration (e.g. Deutschetal. (2004)). Acommon
approachtothe problem of service descriptionand
service integration is through functional model-
ing of the underlying data model and the input/
output characteristics of the available services, as
discussed by Narayanan & Mcllraith (2002); Pu et
al. (2006). For the purpose of verification and au-
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tomatically discovering relevant and composable
services, itbecomes necessary toreason aboutthe
services both semantically and syntactically.

In this chapter, we present a type-theoretic
approach to model the type information of data
instances and service functions using a flexible
type system. Unlike existing description frame-
works such as description logic presented by
Baader et al. (2003), and RDF defined by RDF
Core Working Group, our proposed type system
is used to express structural information of the
data instances and the service functions. By
extending existing nested record type systems
from the programming language community,
our type system can be used to for a wide range
of data models:

. Semi-structured documents such as
XML,

. Structured data such as relational and mul-
tidimensional data warehouses.

Furthermore, with the help of arich set of type
variables, we are able to express a wide range of
data services:

. Web services

. Query services such as queries in SQL

. Analytical services such as aggregation
queries

It is important to incorporate traditional
databases and their query languages, such as
legacy relational database management systems
(RDBMS), inthe SOA framework because today’s
services still rely heavily on relational back-ends.
Since our proposed type system is expressive
enoughtodescribe structured dataand structured
query constructs, it can be used to reason about
the composibility between services and relational
data sources.

A type system for service-oriented architec-
tures (SOA) brings exciting possibilities of apply-
ing static analysis techniques from programming
languages. For instance, type checking is the
verification of input/output compatibility between

composed services before runtime. Type checking
is now a standard feature of all modern compil-
ers. However, in order to apply type checking to
compositions of web services, database queries
and other services, one must first have a type
system capable of expressing the type information
of all the service providers. Another well-known
typeanalysisistype inference. Services can often
handle data of different structures—this is known
as polymorphism. When using polymorphic
services, one is required to instantiate the poly-
morphic input type signature to the actual input
data. Type inference is a static procedure which
automatically infers the necessary instantiation
so that the resulting service invocation is free of
type errors. As we will demonstrate, type infer-
ence can be applied to the problem of service
discovery and automatic service composition. Of
course, due to syntactic and semantic ambiguity,
service composition cannot be inferred uniquely,
however the type inference algorithm, as we will
demonstrate in this chapter, offers the following
salient features:

e Assisttheuser with top admissible composi-
tions — a feature similar to method comple-
tion in modern integrated development
environment (IDE).

. Verify the correctness of existing interoper-
ability of multiple services and backend data
sources.

. Complete partially formulated composi-
tions. Services typically have complex
input/output structures. User can assist the
composition inference process by partially
specifying the correspondence between
the input and output types, and the type
inference algorithm can complete the rest
whenever it is possible.

In this chapter, we formally present the pro-
posed type system for SOA, and demonstrate how
it can be used to modeling various services. We
also present a number of theoretical results on the
expressiveness of our type system, and the com-
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putational complexity of the static type analysis
including type checking and type inference.

Outline of chapter

In Section The Type System, we formally define
the type expressions in our type system. Type
expressions describe nested record structures with
collection types. In addition, user can use type
variables in the expressions to represent unspeci-
fied parts of the expression. Those type variables
are used extensively for polymorphicservices. We
formally define type substitutions and functional
symbols which are used to model web services
and data query languages. In Section Types and
Functions in SOA, we show by example how the
formalismisapplied to model both the dataas well
as services found in the service-oriented archi-
tecture. We show how data ranging from XML to
relational tables and multidimensional cubes can
be properly typed by our type system. In Section
Type Checking, Inference and Unification, We
discusstype analysis procedures of type checking
and type inference, and show how both problems
can be reduced to solving systems of equations of
type expressions, which is commonly referred to
asunification. Section Computational Complexity
of Unification states the computational complexity
of the general unification problem for our type
system. We also present the theoretical results
on a number of restricted unification problems,
ranging from NP-complete to polynomial time.
The computational issues are discussed in Section
A, Algorithm for Type Matching by Unification
where we present acomplete unification algorithm
and its run-time analysis.

BACKGROUND

Type analysis originated from research of pro-
gramming languages. While web services and
semi-structured data bring new challenges, it is
important for us to survey some important work
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in type analysis of programming languages that
are most relevant to the type system presented
in this chapter.

Much work R'emy(1989,1994); Cardelli &
Mitchell (1991) has been done to include inte-
grating polymorphic record types into functional
programming languages such as ML. However,
the main interest there was to study extensible
records and inheritance of record objects. So
those record type systems and their type infer-
ence algorithms are not suitable for the purpose
of typing services.

The heart of our type inference algorithm is
the unification algorithm presented in previous
section. Unification algorithms have received
much attention by researchers Paterson & Weg-
man (1978); Kapur & Narendran (1992); Carpenter
(21992); Dantsin & Voronkov (1999) from different
areas. Unfortunately due to the distinct require-
ments we have on the unifiers, the unification
algorithms in existing literature do not directly
apply. For instance, syntactic unification Pater-
son & Wegman (1978); Martelli & Montanari
(2982) can only match two type expression with
only field variables exactly, and they do not take
into account of the order invariance of the attri-
butes, nor supports attribute and row variables.
Associative-Commutative (AC) unification
Kapur & Narendran (1992) can be used to take
into account of the order invariance nature of the
attributes. One can also encode row variables
as term variables in AC unification. However,
it does not take into account of the syntactic
requirements of type expression for SOA, such
as distinct attribute names in a record, etc. On a
related issue, it has been shown that there can be
double-exponentially many AC unifiers, so any
complete AC unification algorithm is double-
exponential in the worst case, whereas, for our
unification algorithm, there exists at most single
exponentially many unifiers. Finally, we note that
Dantsin & Voronkov (1999) studied unification of
trees with sets and bags in the context of logical
programming. They allow trees with set or bag
terms. However, their unification algorithm also
has several limitations which make it not directly
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applicable. Though they support row variables,
there is nothing similar to attribute variables, and
more importantly they do not support union of
two row variables.

THE TYPE SYSTEM

The type system we use to describe data is based
onrecord type systems proposed by Wand (1987);
R'emy (1989,1994); Cardelli & Mitchell(1991) from
programming languages with suitable adapta-
tion to meet the needs of typing database query
languages. A type expression, or simply a type,
is a record structure characterized by a set of
attributes, each of which is typed by some other
type expression. These type expressions form the
functional signatures (hamely the input-output
characteristics) of query constructs. In order to
capture the polymorphic nature of the query con-
structs, we allow partially specified type expres-
sions with type variables of various Kinds.

Type Expressions
We allow four types of variables:

Vv={u,u,, ..} are the attribute variables
which represent unspecified attribute
names.

. vow={x! x2,..}Jare the row variables which
represent general unspecified types.

s V¥={yy,..}are the field variables which
represent unspecified field of a record.

«  v={coll coll,,.. }are the collection vari-
ables representing unspecified collection

types.

By definition, the four families of variables
are pair wise disjoint. Collectively, we refer
to these variables as type variables, denoted
by Wwpe = \atr () \row ) \Ad ) Vel \We also
assume that at our disposal, there are con-
stant attribute names A, and primitive types
T, = {numeric, string, date,..}. We allow three

types of collections, Coll = {Set, Bag, List}. The
type expressions are built in the following way.

Definition 1 (Type Expressions).

-I-rec e [(TﬂdlerW)*]

Tfld - (Aolvattr) : (TocholllTreC)
coll ::= (COLL|V™")
T:::Treclellecoll

Given a field type f €T in the form of (a:t),
we refer to a the attribute of f, written A(f) and
t the type of f, written T(f). For a type teT™ in
the formof (f, f,, ..., f , X, ..., X,), the set of fields
of tis defined as Fields(t)= {f,, f,, ..., f }, and the
row variables of t as V¥(t) = { X, .., X} We
require that for all types t €T™, attribute names
of fields of t must be distinct. The unique type
that does not contain fields or variables is denoted
by unit. Atype is polymorphic if it makes use of
type variables, and concrete otherwise.

Variables in polymorphic type expressions
represent unspecified parts which can be instanti-
ated inthe future. Attribute variables V" represent
anonymous attributes —they can only be instanti-
atedto other attribute variables or attribute names.
Row variables V" can be instantiated into zero or
more fields or primitive types. Finally collection
variables V! correspond to unknown kinds of
collection. Howtype variables can be instantiated
will be formalized in Definition 2 below. First,
we demonstrate the expressiveness of the type
system by example.

Example 1. Consider the following type expres-
sions in T'c, They are shown vertically as trees
(see Box 1).

The type s, is a concrete type that describes a
flat record with three fields and their types. The
type s, expresses the type of arelational table (set
of records) with the table name T1 and at least
three columns Name, Income and Expense. Ac-
cording to the type s, the table can be extended
with additional columns. The type s, describes
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NAME : string
INCOME : numeric
EXPENSE : numeric

Sy =

NAME:string

INCOME : x*
s2=T2:SET
EXPENSE : x*

u®™ : string

s, =T1:SET

s,=u" SET

NAME : string
INCOME : numeric
EXPENSE : numeric

X

other

NAME : string

INCOME : numeric

ACCOUNT :string
AMOUNT : numeric

EXPENSES:SET[

a table T2 with exactly four columns. The first
three columns are named Name, Income and
Expense, and the last is an anonymous column
represented by the attribute variable u®"" which
is of type string. Note also, the types of column
Income and Expense are unspecified, but they
must be of the same type because a common
row variable x! is used as the type of both fields.
Finally the last type s, describes an anonymous
nested relation.

The order of the fields and row variables of a
type does not matter, so two types t and t, are
equal if they only differ by permutation of the
fields or variables.

Functional Symbols

Functional symbols represent mappings which
transform one or more input data structures
described by some type expression to an output
data structure. Higher-order functions can take
other functions as inputs and return a function
as an output.

A first order functional symbol is of the form:
f:s — twheresand teT™ . We refer to s and
t as the domain and codomain of f respectively.
The semantics is that f is the name of a function
whose input value must be of the type s and output
value is of the type t. A second-order functional
symbol g with arity n is of the form:
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g: (Sl — tl), (S2 — tz), . (Sn —t) — (s, —~ to)

The semantics is that g is a mapping from a
tuple (fl, fz, . fn) of first order functions to a first
order function g(f, .f,, ..., f ). The input functions
f. need to be of the type s, —t, forall 1 <i<n, and
the output function is of the type s, —,.

A functional symbol is polymorphic if its
signature contains type variables, and concrete
otherwise. A first order function is a constant if
its domain is the type unit. An functional alpha-
bet X is simply a collection of typed functional
symbols.

Type Substitutions
Definition 2 (Type Substitutions).
A type substitution is a partial mapping

0:Vvwre— (VrUA)U(T,uT)u (COLL vV
\/coll)

such that

for all ueV* | if () is defined, then Ou) eV
UA,,

for all x eV, if O(x) is defined, then O(x) €T U
Teollt U Tree, and

forall c eV | if f(c) is defined, then 6(c) € Coll
U\/coll .
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The domain dom(0) is the set of type variables
for which 0 is defined. Given a type substitution
0, we define a partial mapping 6* on T as:

. Fort €T, 6*(t) = {6*(f) : f e Fields(t)} v
{0(X) : xeV ()},

. 0(a):07(t) ifaeV™
0°(1)={ @0 ) TacY
a:0 (t)  otherwise
. For field f=a:t €T,

. Finally, for a collection type coll(t),
6*(coll(t))= coll(&*(t)).

We say that a type substitution & is valid with
respect to a type expression teTre if 6*(t) T,
Unless otherwise specified, we simply write 6*
as @ for brevity.

Definition 3 (Instances of Polymorphic Types).

Lett €T be a polymorphic type. An instance of
tis atype t'eT™e such that there exists some type
substitution @ that is valid with respect to t and
O(t)=t". An instance is polymorphic if it contains
type variables, and concrete otherwise.

Example 2. Consider the type expression t and
a substitution ¢ as follows. The instance 4(t) is
shown below.

b- a:string
"| ¢:numeric
0, t)y=a:| a:string

b:xt . [a:string

t=a: 0, =X i
xt C:numeric i
C:numeric

Since 6,(t) T™, the substitution ¢, is valid
with respectto t, and 0,(t) is an instance of t. Now
consider the substitution: 6, = {x, — string}, and
0, = {x, —[b: string]}.

Then
6,(t)=a: {b  string {b :[b:string

t)=a:
string ¢, )=a b : string

Since neither 6,(t) nor 6,(t) are not valid type
expression in T™¢, 6, and 6, are not valid substitu-
tions with respect to t.

Typesubstitutions canbe composed inanatural
way. Given two substitutions 0, and 0., the com-
position 0, °6, is defined as a substitution as:

dom(®, <6,) =dom@®,) v dom@,)
0,(x) if xedom(@®,)—dom@,)
0,°0,)(x) =10,0,(x)) if xedom@,)~domp ,)
0,(x) if xedom(@®,)-dom@,)

Type substitutions are also ordered by a preor-
der: 6, <0, if there exists some third substitution
0, such that 0, =6, > 0, in which case, we say that

0, is more general than 0,

TYPES AND FUNCTIONS IN SOA

In the service-oriented architecture, data comes
invarious forms: some are semi-structured, some
are relational, and some are multidimensional.
Available services are also as diverse as the data:
web services transform semi-structured data,
the structured query language (SQL) processes
relational data, and OLAP analytic aggregations
process multidimensional data. Inthissection, we
demonstrate how our proposed type system can
be used to model both data as well as functional
services in a SOA setting.

Modeling Non-Recursive
Semi-Structured Data

In this section, we describe how our type system
can be used to express structures of non-recursive
semi-structured data such as XML documents
described by non-recursive Document Type Defi-
nition (DTD). By non-recursiveness, we mean
that nodes of the XML document do not refer
to itself as a descendant. It is well-known from
studies by Barbosa et al.(2005) that nearly all
DTD and XML documents found on the Internet
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arenon-recursive. Considerasample DTD shown
in figure. It is not difficult to see that the DTD
can be abstracted in our type system by the type
expression shown in Figure 1.

Remarks:

We have not included DTD attributes in our
example because they can always be thought
of as special children nodes — in fact, they are
special children nodes in the Document Object
Model (DOM). We used the collection type List
to model list of nodes which all have identical
structure, e.g. the type of the body field is a list
of paragraphs, para. The field para, in turn, is
a primitive type: string. The semantics is that
List includes the empty list, corresponding to
the regular expression para*. If one is to enforce
non-empty lists, the DTD will use para*, which
can then be rewritten as para,para*. The latter
regular expression para,para* can be expressed
in our type system.

The semantics of our type system is that the
ordering of the fields do not matter, but in the
case of XML, the ordering of fields do matter
(even though, in practice, they don’t). So at first
glance, one may suggest that the proposed type
system needs to be augmented with additional

Figure 1. Mapping XML DTD to a type expression
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constructs to specify ordering, but this is not the
case. In later section, we will show how the pro-
posed type system is sufficient to express ordered
tuples without additional constructs.

Modeling Web Services

Web services can be seen as collections of map-
pings of XML documents. They may have internal
states (such as database-update services), but all
web services can be abstracted by functional sym-
bols with specific input/output types. Consider a
web service function which takes books as input
and returns the online bookstore with the lowest
price. It can be modeled as:

TITLE : string BOOKSTORE : string
bargin:| ISBN:string — | PRICE : numeric
xether URL : string

Observe that bargain service is polymorphic
because it can be applied to different types of
inputs — any XML fragment with the title and
ISBN field will suffice.

One may have noticed that there are important
standard features in modern type systems which
we have not included: tuples, enumeration and
union. Those features are included as first-class

<IELEMENT to (name)>

<!ELEMENT name

lastname:string
firstname:string

| lastname:string
| firstname:string

heading:string
| body: List(para:string)

<IELEMENT note (to, from, heading, body)>
<IELEMENT from (name)>

<IELEMENT heading (#PCDATA)>
<IELEMENT body (para*)>
<IELEMENT para (#PCDATA)>

(lastname, firstname) >
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type constructs in XML Schema. Fortunately,
we do not need to augment our type system with
additional constructions to express these two
features. In this section, we demonstrate how
the existing type system is sufficient to express
tuples, enumerations and unions.

Expressing Tuples

Similartorecord types, tuple types can be seen as
a collection of type expressions: <e,,e,,...,e >. In
records, individual type expressions e, are named
by the attribute name ATTR,, whereas, in tuple
types, the type expressions {e }are simply ordered
from left to right. In our framework, we do not
directly supportordering among fields of arecord.
However, using distinct attribute names, we can
simulate tuple types. Given a tuple type:

[[TITLE : string

. , NAME : string
ISBN : string

we can construct the following record:
| TITLE : string
'[ISBN : string
2:[NAME : string

The ordering information is saved in the dis-
tinct attribute names: 1,2.

Expressing Enumeration

Enumeration is a special type which states that
data value can only be one of many values. For
instance, in the Java programming language, one
can declare an enumeration type by

enum Choices {candy, coffee, chocolate};

Enumeration is also useful for polymorphic
attribute names of certain fields. For instance, one
may want to state that a book record must have at
least an attribute with the name title or ISBN. This
can be done by enumeration on the attribute:

u™™ : string

other
X

BOOK :

where umme c{title,ISBN}. We do not need any
directly support for restrictions on the values of
the attribute variable u™™ | because by using
system of equations of type expressions (which
we support through unification), we can express
the constraint ummee{title,ISBN}. We introduce
the following equation additional to any other
equations that arise from type analysis:

u™™ :string | title:string
X | ISBN :string
The above equation holds if and only if unme

is substituted to a value in the set {title, ISBN},
as required.

Expressing Unions

If the type of a piece of data is the union of two
type expressions e, e,, written (g, | e,), then the
semantics is that the data is either of type e, or of
type e,. Though we do not directly support union
constructs, similar to the case of enumerations,
we specify the union construct in form of equa-
tions of type expressions. Consider the following
union type:

| NAME :string
|| AGE :string

NAME : string
ADDRESS : string

which specifies that the row variables X must be
a record which either contains name and age, or
name and address. We can specify the constraint
on x using the following equation:

| NAME : string
u:x '[AGE:string

L - B_[NAME:string
ADDRESS : string
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where the attribute variable u and the row vari-
able z do not appear anywhere else. The above
equation is satisfied ifand only if x is instantiated
to either one of the following types:

NAME : string and NAME : string
AGE : string ADDRESS : string

as required by the semantics of union types.

TYPE CHECKING, INFERENCE AND
UNIFICATION

In Section Types and Functions in SOA, we il-
lustrated how the type system in conjunction
with functional symbols can be used to model
individual services and query constructs. Collec-
tively, we denote all available functional symbols
as . Based on symbols in X, one can construct
infinitely many different functions using the
standard functional compositions in program-
ming languages such as ML (see Ullman(1997))
and Lisp (see Graham(1995)). We denote all the
functional compositions using symbols by X as
an infinite set Q(X). Functional compositions in
Q(Z) can be formed by:

. Concatenation
. Product
. Projection

Analysis of Service Compatibility

The procedure of type checking is to detect
type errors in a functional composition. Namely,
it checks if the output of one function is, in fact,
compatible with the expected input of another
function. Type variables substantially complicate
the problem because if the input/output type ex-
presses are polymorphic, then the type checking
procedure needsto check for possible substitutions
of the type variables. There is a type error only
if it is such that no type substitutions can match
the input/output types.

Consider the following example of a simple
functional composition. Given two services, the
first is the web service which locates the best
online source to purchase a given book, and the
second is a service which locates the text book
used for a given course (see Box 2).

One can combine the two into a new service
which finds the best online store to purchase the
textbook foragiven course. The compositionuses
functional catenation: (bargain)e(textbook).

Type Checking

Type checking needs to verify that there isa type
substitution 0 such that the output, cod(textbook),
can match the input, dom(bargain). Formally, we
need to solve the equation:

dom(bargain))=cod(textbook)

Box 2.
TITLE : string BOOKSTORE : string
bargin:| ISBN :string — | PRICE : numeric
xother URL : string
TITLE : string

textbook : (COURSE : string) —

ISBN : string

AUTHORS : LIST {

LASTNAME : string
FIRSTNAME : string
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which can graphically be stated as:

TITLE :string | TITLE : string
ISBN :string =| ISBN : string

other

X LASTNAME : string

AUTHORS : LIST .
FIRSTNAME : string

In this case, the solution is trivial:

{x°ther —authors : Listf LASTNAME:string,
FIRSTNAME:string]}-

Type checking for general functional composi-
tions is far from trivial. The complexity of type
checking is discussed in later sections.

Type Inference

Type inference is to infer the necessary substitu-
tions of the type variables and the type signature
of the functional composition. For the functional
concatenation, (bargain)e(textbook), we can infer
that the final type signature is:

BOOKSTORE : string
(bargin o textbook) : (COURSE : string) — | PRICE : numeric
URL : string

Unification

Both type checking and type inference involve
solving a system of equations. In the context of
type analysis, solving a system of equations of
type expressions is known as unification. Uni-
fication has been studied and applied to type
analysis of various type systems. Simple unifica-
tion of records with only field variables is known
to have linear-time complexity (see Carpenter
(1992)). However, in our case, the presence of
row variables and attribute variables make uni-
fication significantly more complex. We present
the computational complexity of the unification
problem for our type system in Section Computa-
tional Complexity of Unification. The unification

algorithm is presented in Section An Algorithm
for Type Matching by Unification.

COMPUTATIONAL COMPLEXITY
OF UNIFICATION

Our type system is distinct to the well-studied
type systems Rémy (1994); Wand (1987) in that
we allow different types of type variables (row,
field, attribute and collection variables) in order
to capture the polymorphisms that exist in mod-
ern services. The added flexibility of the type
systems comes with the cost of intractability. The
general unification problem is NP-hard. In fact,
many restricted cases of unification problems
are also NP-hard. However, we have defined a
particular restricted case which we refer to as the
unambiguous unification which can be solved in
polynomial time.

Inthis section, we present a series of complex-
ity results of unification. Those complexity results
also apply to type checking and type inference of
composition of services.

Intractability Results

Definition 4. Let U be the set of decision prob-
lems defined as:

Instance: A system of equations of the form {e "
6,9} where g " e 9" e Tr for all k.

Question: Does there exist a substitution 6 on
variables that appear in the equations such that

vk <n, 0(e™) =0 (e/"")

Theorem 1. The decision problem U is NP-
hard.

Definition 5. Let U be a restricted unification

problem in which the expressions e, " e, ""only
containattribute variables. LetU™bearestricted
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unification problem in which expressions only
contain row variables.

Theorem 2. All restrictions U | U™ are NP-
hard.

Proof of Theorem 1 and Theorem 2.

First we reduce the 3-SAT problem, see Garey &
Johnson (1979), to unification of type equations
involving only attribute variables. Given an in-
stance of the 3-SAT problem where {C } are the
clauses. For each Boolean variable x, introduce
a type equation:

[u:A U A] = [TRUE: A FALSE : A]

where A is any primitive type. For each clause C,
={t,t..t.}, introduce an equation:

u,:A TRUE: A
ATTR;: Vi
2 v, A
Uz A v, i A
ATTR, : vV,
FALSE : A Vi D A

where the attribute variables v, are fresh, and
variables u, are defined as:

u, ift;=x
Uy =9 . .
u, ift,=x

X

Itis easy to check that if the equations are uni-
fiable, then there is an assignment to the boolean
variables that satisfies all {C}, and conversely, if
{C,} is satisfiable, then there exists a valid substi-
tution that unifies the equations.

Next we show that any monotone one-in-three
3SAT can be reduced to a matching problem in-
volving only row variables. The proof is similar
to the proof of NP-hardness for AC-unification
by Kapur & Narendran (1992). For each boolean
variable x;, we introduce an equation:

[x, X ]~TRUE:A
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For each monotone clause CJ. = {le,sz,xja}, we
introduce an equation:

[le, X1 xja] ~ [TRUE : A]

It follows that the equations are unifiable if
and only if for each clause C, exactly one boolean
variable x, is assigned true.

A Tractable Restriction

In this section, we present a tractable unification
problem which we call unambiguous unification.
We believe that unambiguous unification arises
frequently from type analysis in practice, making
itavery practical and reasonable restriction of the
general unification.

Definition 6. Two type variables x, y are siblings
in an expression e if there exists some sub-record
e’ of e such that {x,y}eV¥*¢(e); namely, both vari-
ables x and y appear as fields of the same record
ine’. A type expression e is unambiguous if it
does not contain two sibling type variables. Let
yunambi he the unification problems involving only
unambiguous type expressions.

Example 3. Consider the following expres-
sions.

i A%
t = | u*:string t, = A, :string
| u? : numeric | u? :numeric
B Mol
X _
u': ) ut:xt
t, = A, :string t,= .
, ] A, :numeric
| u? : numeric -

Type t_ is not unambiguous because the two
variables: x* and u* are siblings. Type t, is unam-
biguous. Type t, is not unambiguous because the
two variables: u* and u? are siblings. Type t, is
unambiguous. Note the two row variables x* and
x? are not siblings in t,.
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Theorem 3. The decision problem UUnami can be
solved in polynomial time.

Theorem 3 will be proven in Section An Al-
gorithm for Type Matching by Unification, where

we construct a polynomial time algorithm for
Uunambi_

Composition Verification and
Discovery via Unification

It is straight-forward to apply unification to the
problem of verification of service composition cor-
rectness—acomposition of multiple polymorphic
services is type-correct if and only if there exists
a type substitution such that the input-output
types match. Equivalently, the composition is
type-correct if and only if the input-output types
are unifiable. Unification can also be used for
discovery of potential compositions. Given a
collection of functions, by means of unification,
one can identify compatible pairs (or triples etc.)
whose input-output types are unifiable.

AN ALGORITHM FOR TYPE
MATCHING BY UNIFICATION

In this section, we present a complete unification
algorithm which can be used for type matching
in SOA. The algorithm is complete in the sense
that it identifies all variable instantiations that
match of two given polymorphic types. Similar
to syntactic unification, our

algorithm represents the polymorphic types
as a single directed acyclic graph (DAG), and
iteratively builds a node equivalence relation
which represents the variable instantiation. Un-
like existing unification algorithms, our algorithm
also performs node expansion on certain variable
nodes.

Graphical Representation of a
Unification Problem

Similar to the approach of efficient syntactic
unification algorithms Paterson & Wegman
(1978); Martelli & Montanari (1982), given a
unification problem, we first construct a directed
acyclic graph (DAG) from itin a straight forward
fashion. Without loss of generality, we assume
that the unification problem consists of only one
equation s ~ t.

It is easy to see how a type expression teTre
can be viewed as a labeled tree Tree(t) with a
distinguished root node root(t) labeled by a fresh
constant L. For each field fand row/field variables
x of t, we have a unique node n, labeled by the
attribute A(f) U A, UV, or the variable x U V™
w V¥ respectively. Recursively, we extend the
tree at n, by the tree encoding of T(f). Given an
equation s~t, we constructthe tree representations
Tree(s) and Tree(t), and then merge all isomor-
phic subtrees of both Tree(s) and Tree(t), and
thus reduce Tree(s) W Tree(t) into a single DAG
representation Dag(s ~ t) with two distinguished
root nodes root(s) and root(t). Denote DAG as
D, the nodes of the DAG is written as N and the
labeling function as

€, 1 N, —coll U A0 UTO L Vtype.

When the DAG D is understood, we may
safely omit the subscript and refer to the labeling
function simply as €. The children of a node n
is written as children(n). For convenience, we
use the notation children(n,n’)= children(n) u
children(n’). Furthermore, we define

V(D) = £-1(V9), and Vow(D) = £-1(Vow).

Remark: Nodes labeled by V¢ U V" are
necessarily leaf nodes in DAG, and since the
DAG is fully reduced, for each x U V1 U Vv,
there can be at most one node neNwith £_(n) =
X. Therefore, without ambiguity, we sometimes
refer to x both as a type variable or the DAG node
labeled by x.
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Example 4. Consider the type expressions

X3
a:|c:
X b:[b:SET(x)
t= 'C:{xa t = b:{CZSET(M)
b: Xy X,
| [P:SET(x)

The tree presentation of type t' is given by
Tree(t), shown in Figure 2A. The DAG repre-
sentation of the type equation t ~ t" are shown in
Figure 2B.

Figure 2. Tree representation of t and the directed
acyclic graph (DAG) representing the equation
t~t

(2)@/ <%
<4>@/ E@/ \(g
(7) set) (8) (et

\
© (10)
(@)

s e
@ ® (9)
)
(b)
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Unification Relation

In this section, we define unification relations
which are equivalent relations. They are the
graph-theoretic analog of unifiers. We view a
equivalence relation E as a partition of nodes, E
< Pwr(N_) where N is the nodes of the DAG
D. The binary relation corresponding to E is
denoted by =_..

A set of nodes N < N of a DAG D is homo-
geneous if no two nodes n, n’eN are labeled by
distinct “constant” labels in T,u A, (primitive
types and attribute names). More precisely, N is
homogeneous if and only if [(,(N)N(T, U A)
<l

Definition 7 (Unification Relation). A unification
relation of a DAG is an equivalence relation E on
the nodes N — V°¥(D) satisfying the following
conditions:

. Homogeneity: For every node n € dom(E),
[n]. is homogeneous. For each u e V',
£7!(n) is homogeneous.

. Distinct-Sibling: if n,n" are siblings, then
U]y = en'ly)-

. Congruence: For all n,n'eN —V*(D), n=_
n'" implies that children (n)/E= children
(n")/E.

. Acyclicity: If nis an ancestor of n’, then [n]
e [N

A unification relation E is complete at the
pair of nodes (n,n") where n,n'e N, V(D) if
vmechildren(n), 3m’echildren(n’) such that m
=. M. The unification relation E is a complete
unification relation if it is complete at for all node
pairs n,n” where n =.n.

Unification relations can be compared as
equivalence relations:

E <E'’ifdom(E") c dom(E) and n =_, n" implies
n=.n.
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Definition 8 (Node expansion). A node expan-
sion of a DAG D is a partial mapping p : V¥ —
Pwr(V1d U V%) such that for each xedom(u),
either u(x) = V or u(x)= vV u {x} where V is a
set of fresh nodes labeled uniquely by fresh field
variables. The expanded DAG u(D) is defined
to be the DAG obtained by replacing xedom(w)
with the nodes p(x).

Node expansions can be compared: p < p' if
there exists pu” such that p'(D)= p"(u(D)).

Theorem 4. Given an equation s~t, let D =
Dag(s~t). Theequations~tisunifiableifand only
if there exists some node expansion of D such that
the expanded DAG p(D) has a complete unification
relation E such that root(s) =_ root(t).

Proof. Given a unifier 0 of s~t, we define a pair
(u, E) as follows.

For each row variable X, define pu(x)={y, : f
0(x)}. Namely, for each field f in 6(x), we create a
fresh field variable y, . If 0(x) is a primitive type,
then we consider it as a single field.

Extend the type substitution 8 to map V¢ —
T as follows. For each yeV(D), by definition of
W, Y=Y, , so we can safely define 6(y) =f.

Thisway, each node neN j is mapped toatype
expression by ¢:N, — T, where @(n) = 6(T(D|n)).
Finally, we define the equivalence relation E =
ker(p). One can verify that (u,E) is a unification
relation such that root(s) =_ root(t).

The converse uses the standard construction
of variable substitution from node equivalence
relations, similar to Paterson & Wegman (1978);
Martelli & Montanari (1982) in the context of
syntactic unification.

Therefore, in order to solve the unification
of a type equation, we aim to find a complete
unification relation of an expanded version of
Dag(s~t).

Definition 9 (Solutions). Let D be the the DAG
Dag(s~t), a solution of D is a pair (u,E) where is a

node expansion of D and E a unification relation
of w(D) such that root(s)=E root(t). We say that
the solution (u,E)is complete if E is a complete
unification relation, otherwise the solution is
partial.

The solutions are ordered by: (uW,E) <(u,E")
if and only if (u<p’ and E < E’). Define S(D) the
minimal complete solutions of D.

Proposition 1. Every minimal unifier 6emin
U(s~t) can be constructed in polynomial time
from a minimal solution (u,E)eS(Dag(s~1)).

By Propositionl, in order to compute the com-
plete setof minimal unifiers, it suffices to compute
the set minimal solutions S(Dag(s ~ t)).

Computing Minimal Solutions

Proposition 2. If (u,E) is a minimal complete
solution, then

vy eV (D)), [¥1e N (N, UN™)(D) =

Therefore,

vx eVrow(D), |n(x)|<|D|

Proof. If y is not equivalent to any nodes in N,
w N2 then it can only be equivalent to other
field variables, thus, its equivalent class can be
completely deleted. This contradicts with the fact
that the solution is minimal.

Proposition 2 places a upper bound on the
size of minimal complete solutions (u, E) that is
polynomial to the size of the initial unification
problem. Therefore, along with Theorem 1, we
have the following important corollary.

Corollary 1. Unification of type expressions in
NP, thus is NP-complete.

Definition 10 (Extensions and Local Exten-

sions). Let (u,E) and (W,E") be two (possibly
partial) solutions of Dag(s ~ t). We say that (u’,E")
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isan extension of (u,E) if (u,E) < (W,E"). Further-
more, (u,E’) is a local-extension of (u,E) at some
nodes (n,n’) if dom(u')—dom(u) < children (n,n")
anddom(E")—dom(E) gchildren“,D(n,n’). Wemay
refer to (W,E’) as a (n,n’)-extension of (u,E).

Namely, a (n,n")-extension of a partial solu-
tion (u,E) is obtained by further expanding row
variables that are children of n and n” and match
nodes among the expanded children of nand n’.

Lemma 1. Let D = Dag(s ~ t). Define p, = &, and
E, = { {root(s),root(t)} }. Then, for any minimal
complete solution (u,E) e S(D), there exists afinite
chain of length at mostk <|D|*: (u,,E,).(1,,E), ...
(u,.Ep suchthat (u,, E)=(u,E), and for all 1 <i
<k, (u,E) is a local-extension of (u,_,,E, ).

Lemma 1 provides a recipe for a way to
compute the set S(D) of all minimal solutions to
the unification problem. That is, we start with
an initial partial solution (u,E) as defined in
Lemma 1, and explore all of its local extensions
until a complete solution is found.

A local-extension (u',E’) of a partial solution
(u,E) is completely characterized by

* A pair of nodes (n,n") in N(uD),

. An incremental node expansion Ap such
that W=Ap ° p,

. AbinarymatchingrelationARgChiIdren“,D(n)
X childrenu,D(n') such that == (=, U AR)*,
where (. U AR)* is the transitive, reflexive
and symmetric closure of the relation =_ U
AR.

We use the notation shown in Figure 3 to
denote that (W,E") =(Apep, (EUAR)Y).

One can easily verify that the orders of local-
extensions do notmatter. Namely, local-extensions
commute as illustrated in Figure 4.

By the commutatively, we don’t have to
explore all chains of the local extensions, but
rather only all of the (n,n,)-local extensions
at some pair (n, n) of nodes where the cur-
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Figure 3. Graphical notation for extension

(n,n')

(. E) (Ap,AR)

(1. E")
Figure 4. Commutativity of local extensions

(n1,n2)
(AnAR)

(1. €)
(.ﬁp‘,.ﬁﬂ‘)l(n’l,naj (i‘-#’,ﬁﬁ’Jlﬂni‘n’zJ

(u'. &)

(n1,m2)
(Ap.AR)

rent partial solution is incomplete. Suppose we
have a procedure Local-Ext(u,E,D,n1,n2) that
computes all minimal(nl,n2)-extensions of the
solution (u,E) that are complete at (n1,n2), then
one can easily construct a procedure COM-
PLETE_SOLUTION(s ~ t) that computes the set
S(Dag(s ~ t)). The two procedures are shown in
Figure 5 and Figure 6.

Enumerating Minimal Local
Extensions

We presentasimple way to enumerate the minimal
local extensions of a partial solution (u,E) at two
given nodes (n,n"). The outline of our enumera-
tion method is:

. Enumerate potential matches between chil-
dren of n and children of n’.

. For each potential match, construct a can-
didate minimal extension.

. Verify that the extension gives rise to a valid
partial solution.

Givenanarbitrary binary relation R, we make
the following definitions: given a node m,

R(m) ={m = (mm’) € R}
Rim) ={m: (m,m) e R}

and deg.(m)= |[R(m) U R'(m)|.
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Figure 5. The algorithm for COMPLETE_SOLUTIONS

COMPLETE_SOLUTIONS(s =~ t)
s, t are type expressions

LET D = DAG(s =~ t)
LET n, = root(s)
LET n, = root(t)
LET p = EMPTY

LET E = {{n,, n}}

IF (u,E) is complete
RETURN {(u,E)}
LET soLrart = {(u,E)}
LET SOLcomptete = EMPTY
WHILE SOLPart = EMPTY
FOR EACH (u,E) IN SOLPart
Pick (m;, m,) in p(D) at which E is incomplete
LET ext = LOCAL _EXT(n, E, D, m, m)
REMOVE (u,E) from SOLPart
ADD complete solutions in ext to SQOLcomlete
ADD partial solutions in ext to SOLPart,
RETURN SQLcomplete

Figure 6. The algorithm for performing local extension

LOCAL_EXT( D, u, E, n, n”)
Returns the set of minimal local extensions
LET MLE = EMPTY
FOR EACH potential match R
(Ap, AR) = extension constructed from R
LET (u”, E”?) = (Apu, transitive closure of
(EUAR))
IF (u”, E”) is a partial solution
Add {(n”, E’)} to MLE

RETURN MLE
By apotential match, we meanabinary relation Given a potential match R, we construct an
R relating children of nto children of n’ satisfying extension (A, AR) as follows.

the following conditions:
. dom(Ap) = V™ n dom(R),

*  Rc(children(n)-children(n’)) x (children(n’)- «  Foreach x e dom(Aw), Au(¥) = {y: 1 <i<
children(n)) i.e., R does not mach common deg,(x)} where are y fresh field vaiables
children nodes . dom(AR) = dom(R) —V ™" U U, _gom(an) AR (X)

e Forall m e children(n) u children(n’) - Vv,
we require deg.(m) = 1. i.e., nodes that are e The relation AR is defined as

notrow variables are matched to exactly one
other node. Row variables can be matched o
to zero or more other nodes. Um E{mew {(y;,m): Y, € Au(x),m; e R(X)}
*  No two row variables are related by R. O U Amy)y eAn(d).m e R0}

AR={(mm)eR:mgV™ andm V"™"}
v

XETgighe (R)N
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Proposition 3. The time complexity of COM-
PLETE_SOLUTION( ~ t) is O((2V)*) where N
is the number of nodes of DAG(s ~ t). Therefore
COMPLETE_SOLUTION is in EXPTIME.

Tractable Unification

Definition 11. A DAG, D, is unambiguous if

vneN,, [children, (n) ~ e (v )| <1

A type unification problem s ~ t is unambigu-
ous if DAG(s ~ t) is unambiguous.

Intuitively, a DAG is unambiguous if no two
siblings are labeled by type variables.

Theorem 5. If a unification problem s = t is
unambiguous, then it can be solved in PTIME.
In particular, COMPLETE_SOLUTION( =~ t)
terminates polynomial time.

Thus, unambiguous unification problems can
be solved in polynomial time. Furthermore, it has
the additional property thatitis either un-unifiable
or it has a unique most general unifier as formally
stated in the following proposition.

Proposition 4. If s ~ tis unambiguous, then |min
Us~1t)<I.

Since one only needs to check for the existence
of sibling variable nodes in the graph Dag(s ~ t) to
decide if the unification problem is ambiguous or
not, the following result follows immediately.

Lemma 2. Given a unification problem s = t, one
can decide if it is unambiguous in linear time.

Application of Unambiguous
Unification

Whenauser leaves certaintype variables of query
operators unspecified when forming a service
composition, the type inference algorithm can
either infer the necessary instantiation or sug-
gest the admissible instantiations. The complete
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unification algorithm allows the system to per-
form type inference, however, its runtime can
be exponential in the worst case. Unambiguous
unification is a good compromise to save the user
to fully instantiate all type variables. The user is
requiredtoinstantiate enough type variables until
the unification problem is unambiguous. Testing
if a composition problem is sufficiently instanti-
ated is tractable by Lemma 2, and solving the
resulting unification problem is also tractable by
Theorem 5. In our experience, most reasonably
formed queries lead to unambiguous unification
problems.

FUTURE TRENDS

One of many challenges in SOA is the manage-
ment and utilization of a vast collection of ser-
vices. We argue that an expressive type system
that is amendable to automatic analysis is a
crucial element of SOA. The type system and its
unification algorithm discussed in this chapter
can be applied to areas such as verification of
service composition and automatic discovery of
composable services. Withthe proliferation of the
services available on the web, future integrated
development environments (IDE) can extract the
type signatures from the known services, and
enforce that all compositions must be type error
free. Furthermore, developers can query which
services are candidates for a composition if the
develop is to specify the data available and the
desired data type. Both tasks can be performed
by solving a set of type equations using the uni-
fication as shown in the chapter.

CONCLUSION

In this chapter, we have presented a formal-
ism to model data sources and services in SOA
from a type-theoretic approach. The benefit of
our framework is that we are able to statically
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analyze the type correctness of complex service
compositionsinvolving servicesand data queries.
The central technique used for type analysis is
unification. The computational complexity results
of several differentkinds of unification are shown:
ranging from restricted but tractable cases to the
most general but intractable cases. A unification
algorithm was proposed. Its correctness and time
complexity has been studied.
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ABSTRACT

Compared to other middleware approaches like CORBA or Java RMI the protocol overhead of SOAP
is very high. This fact is not only disadvantageous for several performance-critical applications, but
especially in environments with limited network bandwidth or resource-constrained computing devices.
Although recent research work concentrated on more compact, binary representations of XML data only
very few approaches account for the special characteristics of SOAP communication. In this article we
will discuss the most relevant state-of-the-art technologies for compressing XML data. Furthermore,
we will present a novel solution for compacting SOAP messages. In order to achieve significantly bet-
ter compression rates than current approaches, our compressor utilizes structure information from an
XML Schema or WSDL document. With this additional knowledge on the “grammar” of the exchanged
messages, our compressor generates a single custom pushdown automaton, which can be used as a
highly efficient validating parser as well as a highly efficient compressor. The main idea is to tag the
transitions of the automaton with short binary identifiers that are then used to encode the path trough
the automaton during parsing. Our approach leads to extremely compact data representations and is
also usable in environments with very limited CPU and memory resources.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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INTRODUCTION

The text-oriented data encoding of XML (exten-
sible markup language) is the reason for SOAP
messages causing significantly more overhead
than the binary message formats of Java RMI
(Remote Method Invocation) and CORBA (com-
mon object request broker architecture). In an
earlier work, we compared different approaches
for realizing remote procedure calls (RPCs) and
showed that SOAP over HTTP (hypertext trans-
fer protocol) causes significantly more traffic
than similar technologies. Using SOAP, the data
volume is about three times higher than with
Java RMI or CORBA (Werner, Buschmann, &
Fischer, 2005).

Fortunately, most of today’s wired networks
are fast enough to provide sufficient bandwidth
for all applications. However, there are still some
application domains with tight bandwidth limits:
For example, in cellular phone networks, it is still
common to charge the customer according to the
transmitted data volumes. Another very com-
mon example is a dial-up connection over older
technologies like modem or ISDN (integrated
services digital network) links. Although their
bandwidth is very limited, they are still in use in
many enterprise networks. Additional limitations
are imposed by foreseen application domains of
Web services such as ubiquitous computing. In
such energy-constrained environments, the radio
interface is usually a main power consumer and
therefore tight restrictionsapply to the transmitted
data volumes on mobile devices.

In order to address the problem of excessive
XML message sizes in these domains, a lot of
research effortwentinto the development of binary
(and therefore more compact) representations of
XML data.

In order to preserve the universal compat-
ibility of binary-encoded XML, standardization
is a very important issue: The World Wide Web
Consortium (W3C) founded the W3C XML Bi-
nary Characterization Working Group in March

2004. Its members analyzed various application
scenarios and created a survey of the existing
approaches in this field (W3C, 2005b). Further-
more, this working group has specified a set of
requirements that are important for binary XML
representations. The most requested features are
compactness, the possibility of directly reading
and writing the binary format, independence of
certain transport mechanisms, and processing
efficiency.

Another major outcome of this working group
was a set of 18 typical use cases for binary XML
representations with a detailed analysis of their
individual requirements. In all use cases, the
property compactness, which is in the focus of
this article, was of major importance or was rated
as a nice-to-have feature. In 10 of 18 cases, it was
even rated as mandatory.

The W3C XML Binary Characterization
Working Group has finished its work, and its
successor, the Efficient XML Interchange Work-
ing Group (W3C, 2005a), took up the work in
December 2005. It focuses on interoperability
aspects of binary XML and published a first
working draft of the efficient XML interchange
(EX1) format (W3C, 2007) in December 2007.
Although not in the focus of this article, we are
currently working on an implementation of this
data format. To the knowledge of the authors,
there are no other implementations of the EXI
format available up to now.

In this article, we elaborate on how to encode
SOAP messages efficiently with an approach
that has been developed independently of EXI.
It exploits the fact that Web service messages are
described by an XML grammar that is known
to both the sender and the receiver (usually in
the form of a WSDL [Web services definition
language] file). A large part of the information
contained in a message can be inferred from this
grammar. This a priori known part can therefore
be omitted during transmission; this leads to very
promising compression results.
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Although the idea of creating Web-service-
specific compressors from WSDL descriptions
is not new and has already been presented by the
authors in a previous publication in this journal
(Werner et al., 2005), considerable advances are
presented here. The original idea was to create a
set of empty Web service messages, called skel-
etons, containingall XML constructs that reoccur
in subsequent service calls. When a service is
called, only the differences between the message
and the corresponding skeleton are transmitted
over the network. We could show that this differ-
ential encoding leads to very promising results in
terms of message size. However, calculating the
difference between two XML documentsisatask
with high computational complexity. This slows
down Web service communication and degrades
the applicability of this approach in practice. In
the following, we will present a novel encoding
technique that is extremely efficient and, as we
will show, can be implemented even on devices
with very limited resources. With this technique,
it is possible to implement SOAP-based Web
services on tiny embedded systems.

Please note that XML message compression
is not an all-embracing solution to the problem
of Web services overhead. Furthermore, the used
transport binding may introduce a significant
amount of additional overhead. Therefore, it is
advisable to combine message compression with
an optimized transport binding in order to get the
best results in real-world environments. We have
comprehensively studied the influence of trans-
port binding in a previous contribution (Werner,
Buschmann, Jacker, & Fischer, 2006).

The remainder of this article is structured
as follows. First, we conduct a survey on state-
of-the-art compression methods for SOAP and
XML. We focus on techniques that make use
of the availability of grammar descriptions. We
then present the results of an extensive evaluation
measuring the compression effectiveness of the
different algorithms. After this, we present our
new approachto SOAP compressionand evaluate
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its effectiveness. In the subsequent section, we
show an exemplary implementation of our ap-
proach on an embedded device. Finally, we draw
a conclusion and give an outlook on promising
topics for future work.

RELATED WORK

Because XML documentsare usually represented
as text, the approach of applying well-known
general-purpose text compressors such as gzip
is obvious. Unfortunately, typical Web service
messages are rather small, and this fact heavily
degrades the compression effectiveness of such
compressors (Werner et al., 2005). Therefore,
the subsequent section takes into account only
approaches that specialize in XML data.

Overview

In the past years, many XML-aware concepts
have been invented. A very common approach is
to separate the markup from the character data
and compress both independently with different
algorithms. XMill (Liefke & Suciu, 2000) and
XMLPPM (Cheney, 2001) are two compressors
that are based on this technique.

Another promising idea is to exploit the XML
syntax rules: When compressing well-formed
documents, the name of any endtag can be inferred
from the name of the corresponding opening tag.
Hence, the name of an end tag does not have to
be encoded. The Fast Infoset (Sandoz, Triglia,
& Pericas-Geertsen, 2004) compressor uses this
technique and produces a binary serialization that
is optimized for high-speed XML processing. A
recent approach in the field of XML compression
that does not rely on schema information is Exalt
(Toman, 2004). It analyzes typical tag sequences
in the input data and stores this information by
generating a set of finite-state automata (FSA).
Using these, Exalt predictsthe nexttagatacertain
stage of compression and encodes only the differ-
ence between the read value and the prediction.
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A different way of efficiently compacting
XML data is to build a compressor that is cus-
tom tailored to a certain XML language. If the
vocabulary and the grammar ofan XML language
is known in advance, specialized compressors
can be built that map the markup structures of
this particular language to shorter binary tokens.
A very common approach for implementing this
is to use fixed coding tables that are integrated
into the compression engine. WBXML (http:/
whbxmllib.sourceforge.net/) and Millau (Girardot
& Sundaresan, 2000) are two examples of such
compressors. Both support various languages in
the field of mobile devices like WML (wireless
markup language) or SyncML (synchronization
markup language). A similar technique is used by
the Binary Format for MPEG-7 Metadata (BiM)
compressor (Niedermeier, Heuer, Hutter, Stechele,
& Kaup, 2002), which specializes in processing
MPEG-7 metadata.

While these highly optimized schema-based
XML compressors feature very impressive com-
pression results (Werner etal., 2005), their practi-
cal value is limited. Their main disadvantage is
thatthey do notsupportthe extensibility XML has
been designed for. The SOAP format is a typical
example: The SOAP body can carry arbitrary
application-specific data; hence, a compression
algorithm that relies on fixed coding tables is
obviously not optimal in this case.

XML Compressors Supporting
Dynamic Schema Processing

The idea of combining the high compression per-
formance of language-specific compressors with
the flexibility of general-purpose compressors
was the driver for developing compressors with
dynamic schema support, that is, compression
algorithms that can be customized to application-
specific XML grammars at run time.
Information on the document structure,
typically available through an XML grammar
description like XML schema or DTD, enables

two new compression strategies. The first is to
infer optimized binary content encodings from
the data type definitions in the XML grammar.
Thus, numeric values in the XML document
can be represented as binary-encoded integer
numbers instead of strings, which is the default
representation. Second, improvements of the
compression effectiveness are possible because
the XML grammar provides information on how
valid instance documents are structured. There-
fore, large parts of the structure information are
redundant and can be omitted in the compressed
document. Of course, the reconstruction of the
original document during decompression also
requires the schema information to be present in
order to avoid information loss.

An example of a compressor that can dy-
namically process schema information is XGrind
(Tolani & Haritsa, 2002). It employs a so-called
context-free compression strategy; that is, it gen-
erates a data format that is capable of processing
XML queries efficiently without decompressing
the whole content. Therefore, XGrind can neither
omit tags that can be inferred from the grammar
nor use efficient binary encodings for numeric
content like xsd:int. Instead, it represents the text
values of tag and attribute names by mapping them
to shorter identifiers, using the grammar (in DTD
format) to identify all possible tag names, which
are then assigned to compact 8-bit identifiers in
the binary format. Additionally, XGrind omitsthe
names of closing tags because these can be inferred
from the name of the corresponding opening tag
in well-formed XML documents. Furthermore,
XGrindrepresentsthe values of enumeration types
using binary block codes. The remaining XML
contentis Huffman encoded. In order to minimize
the code-word lengths, a separate Huffman table
IS maintained for each tag name in the document.
With these techniques, XGrind isable to generate
quite compact data representations even under the
constraint of context-free compression.

Another compressor that supports dynamic
grammar processing is Xebu (Kangasharju,
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Tarkoma, & Lindholm, 2005). It uses a general-
purpose SAX (simple application programming
interface for XML) parserto prepare the input data
and encodes the resulting sequence of events ina
compact binary fashion: During compression, all
tag names are indexed on their first appearance,
and on repetition, only the index ID (a byte value)
is encoded. Unlike XGrind, the Xebu encoder
also detects numeric data and encodes them in an
efficient binary format. These two compression
features are always available even if no grammar
is present.

To further improve the effectiveness of the
Xebu compressor, so-called omission automata
can be generated from a Relax NG grammar
(Clark & Murata, 2001). The basic idea here is
to omit the encoding of SAX events that can
be inferred from the grammar. For example, if
the grammar prescribes a sequence of elements
with each element occurring exactly once, we
do not have to encode any structure information
because there is only one correct tag sequence,
which can be unambiguously inferred from the
grammar. Unfortunately, the work on this topic
(Clark & Murata) does not provide an algorithm
for constructing these omission automata.

Another feature of Xebu is called precaching.
The idea is to prefill the index ID tables with
initial values extracted from the schema. This is
possible because the XML grammar usually con-
tainsdetailed information on the possible element
and attribute names in the document. Precaching
leads to significantly better compression results,
especially on short input files, because strings
in the document can be replaced by shorter IDs
throughout the whole document and not only on
repetition.

XML Xpress (http://www.ictcompress.com/
products_xmlxpress.html) isanother compressor
withdynamic schema-processing capabilities. Itis
based on atwo-step processing algorithm. First, a
so-called schema-model file is generated from an
XML schemadocumentand a set of sample XML
files that represent typical data the compressor
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will be exposed to later on. In Step 2, the actual
compression takes pace. The compressor reads in
the schema-model file and the XML source file and
generatesabinary XML representation fromboth.
The decompressoralso relies onthe schema-model
file while decoding the compressed representation.
Unfortunately, no details about the conversion
processes are publicly available because XML
Xpress is a commercial product. Furthermore,
it remains unclear whether the generation of the
schema-model file is a fully automatic process or
requires manual intervention.

The differential encoding approach (Werner
et al., 2005) targets the special requirements of
SOAP communication and also belongs to the
category of compressors with dynamic-schema
support. Theauthorsapply the well-known method
of differential encoding to generate more compact
SOAP message representations. The compression
process works as follows: Instead of transmitting
the whole SOAP message, only the difference
between the message and a so-called skeleton
message is sent over the network. Skeletons can
be automatically generated from WSDL service
descriptions. The difference information can be
expressed using various data formats. Practical
experiments showed that the document update
language (DUL) in combination with the XM-
LPPM compressor performs very well. This ap-
proach yields very high compression rates (even
with files smaller than 10 Kb, which is typical
for SOAP communication). Unfortunately, the
differential encoding approach is afflicted with
very high algorithmic complexity due to the
problem of calculating the differences between
two XML documents. Hence, on devices with
limited memory and CPU (central processing
unit) resources, this approach can only be used
with small input documents.

Evaluation Setup

Inorderto compare the compression performance
of the different schemes, we generated a consistent
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test bed that was used to evaluate all available
COMpressors.

To obtain representative results, we chose to
use two different benchmark Web services that
are typical for current SOA (service-oriented
architecture) applications. These were used to
evaluate the compression efficiency of the afore-
mentioned schemes.

The first service represents a class of applica-
tions transmitting only little payload. A stock-
quote service may serve as an example for this
kind of Web service. Its request might contain a
short string that identifies the stock of interest,
the so-called ticker symbol. The service answers
witharesponse containing nothing butthe current
stock price encoded asan integer value. Itisrather
difficult to compress such messages because any
static overhead imposed by the compressor (such
as coding tables) quickly becomes as big as or
even bigger thanthe original message. Asaresult,
not all schemes that yield promising compression
ratios on long messages work equally well onsmall
messages. An additional characteristic of such
services is that the XML schema that describes
the message format is usually very restraining.
This means that little or no message structure
variation is possible.

To represent this kind of service, we con-
structed abenchmark Web service implementing
a calculator. It features four different operations
that exchange messages with different payload
lengths. While void doNothing() does not respond
with anything, int increment(intil) replies with a
message that contains the call parameter plus 1.
Both int add(int i1, int i1) and int add6ints(int i1,
inti2, int i3, int i4, int i5, int i6) return the sum
of their input parameters. The calculator was
implemented as a literal-style Web service using
the Microsoft .NET framework. We then called
the different operations with random values and
saved the resulting SOAP requests and responses
into files. These where then fed into the different
compressors for evaluating their compression
performance.

The second class of services transmits signifi-
cantly more data, particularly string data, resulting
in large messages. Here, the amount of payload
clearly dominates the enveloping SOAP protocol
overhead. The Amazon e-commerce service
(http://webservices.amazon.com/AWSECom-
merceService/AWSECommerceService.wsdl) is
an example of this type. Its message format is
defined by a complex XML schema that makes
heavy use of attributes for content structuring.

This service was used for our performance
evaluationasthe second benchmark. The underly-
ing SOA provides an ItemSearch operation with
a ResponseGroup parameter that controls the
response message verbosity. We started three calls
with the search keyword Web service. While we
set the ResponseGroup parameter to small for the
first call, we chose medium and large for the other
two requests. The request and response messages
were again saved intofiles. For analytical reasons,
we recorded the fraction of xsd:string data in the
response messages: 47% (small), 35% (medium),
and 37% (large).

Forevaluating XML-schema-aware compres-
sors, we needed to obtain the schemas for both
benchmark Web services. These consist of an
application-specific part (that can be extracted
from the corresponding WSDL file) and an
application-independent part for the enveloping
SOAP 1.1 markup (available at http://schemas.
xmlsoap.org/soap/envelope). In order to be able
to include Xebu into our evaluation, we had to
convert the schemas to the Relax NG language
because Xebu does not support XML schema. We
used the tools Sun Relax NG Converter (http:/
www.xml.com/pub/r/1265) and Trang (http:/
www.thaiopensource.com/relaxng/trang.html)
for this conversion.

Compression Performance
We used the SOAP data generated by the pre-

viously described benchmark Web services to
evaluate the compression effectiveness of the
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differentapproaches. We applied all compressors
intheir default settings; that is, we did not use any
additional command-line parameters. Because
Xebu is not aready-to-use command-line tool but
a set of Java classes providing an API (applica-
tion programming interface), we implemented a
minimal wrapper application that uses omission
automata as well as precaching.

For the results achieved by the different
compressors, we state not only the resulting file
sizes S but also 4, the so-called compression ratio
whichisthequotientS | /S, compresses- BESIAES
the values for every single operation request and
response, we also state the sum of all file sizes
>. The results are shown in Table 1.

For the sake of readability, we omitted the
individual values of 1. Instead, we specify only
the best, worst, and average values here. Since the

average compression value is not weighted by file
size, it differs from 3. | /D compresse®
Because WBXML, Millau, and BiM cannot be
applied to SOAP data, we could not include them
intoourevaluation. We also excluded XML Xpress
because there isno publicly available implementa-
tion. Unfortunately, the implementation of XGrind
from July 19, 2002 (which is available online at
http://sourceforge.net/projects/xgrind), did not
work properly. When decompressing, XGrind
yielded invalid SOAP messages and thus was
excluded from our evaluation, too. Because Xebu
failed to process the Relax NG translation of the
Amazon Web service grammar, we omitted the
corresponding test cases for this compressor.
Even though these problems show that some
implementations are not yet ready for everyday
use, the performance of the schema-aware com-

Table 1. Compression results for the SOAP data from both Web services (all file sizes are specified in

bytes)

Uncompr. 2zip XMill | XMLPPM | Fast Infoset Xebu | Diff. Enc.
doNothing (Request) 336 224 338 167 210 103 21
doNothing (Response) 344 229 352 173 210 103 21
increment (Request) 381 236 334 177 246 127 52
increment (Response) 425 249 351 187 246 127 52
add (Request) 401 239 360 181 269 135 106
add (Response) 401 238 361 180 246 127 95
add6ints (Request) 559 307 436 242 397 217 155
add6ints (Response) 429 255 378 195 254 135 104
Amazon small (Request) 680 371 519 319 455 - 255
?p‘;‘r?szg)n small (Re- 0144 | 1625 | 2072 1576 7,446 .| 2366
;*Jre‘:tz)‘)“ medium (Re- 681 | 373| 518 31 456 . 257
Amazon medium (Resp.) 60,319 | 8,795 8,298 7,190 46,283 - 16,096
Amazon large (Request) 680 371 520 319 455 - 255
Amazon large (Response) 229,619 | 31,977 | 31,977 32,171 236,349 - 88,103
> 374,399 | 59,353 | 46,814 43,398 293,522 - 107,938
Moo 1.00 0.15 011 011 0.58 | 0.30 0.06
Ay 100 | 0.67 1.02 0.50 081 | 0.39 0.38
Nverage 1.00 0.50 0.71 0.39 0.67| 032 0.24
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pressors is quite promising. The best average
compression ratios are achieved by differential
encoding and Xebu. They perform especially
well with the small messages originating from
the calculator Web service. These can hardly be
compressed by gzip and XMill because they have
to embed extra encoding rules in addition to the
actual data. The compressor XMLPPM shows the
best performance out of the approaches that are
not schema aware. Fast Infoset achieves its best
performance for small files, but the best compres-
sion ratio is only 0.58.

Thesituationisdifferent for the large messages
of the Amazon Web service. Here, differential
encoding is clearly outperformed by gzip, XMill,
and XMLPPM for medium and large responses.
The reason is the large fraction of hardly predict-
able tag sequences containing large amounts of
string data: Differential encoding cannot compact
these effectively and thus does not yield files of
competitive size. Again, Fast Infoset achieves
only poor compression ratios.

While none of the available compressors
achieved good compression ratios for all kinds
of files and file sizes, it becomes obvious that
schema-aware compression seems to be the most
promising way to arrive at compact SOAP mes-
sage encodings.

PUSHDOWN AUTOMATA
APPROACH

XML compression tools with dynamic-schema
support are either using very expensive compu-
tations (differential encoding) or dynamically
growing datastructures like coding tables (Xebu).
Bothsstrategiesare disadvantageous, especially in
the domain of resource-constrained devices. For
this reason, it was our major concern to develop
an approach with excellent compression ratios
that features low computational complexity and
requires only small amounts of memory.

Existing XML compressors like Exalt, BiM,
and Xebu suggest that using automata for repre-
senting structure information of XML data is a
promising way to achieve these goals. However,
since the languages described by a DTD or XML
schema do not necessarily belong to the class of
regular languages, a plain FSA as used by Exalt,
BiM, and Xebu is not sufficient to represent the
described grammars. Therefore, only parts of
the XML tree, like the direct children of a node,
can be processed by a single FSA. Segoufin and
Vianu (2002) discuss this problem in detail. Con-
sequently, BiM and Exalt have to employ multiple
automata and an additional mechanism that
organizes the compression process by deciding
when to use which of them. In Xebu, the imple-
mented FSA does not fully represent the Relax
NG grammar, either. Instead, it only extends the
compression algorithm in order to improve the
compression results.

Hence, more powerful automata concepts like
tree or pushdown automata (PDA) are required
for expressing XML grammars entirely (Murata,
Lee, & Mani, 2001).

Architecture

The commonly available WSDL description of a
Web service provides an XML schema definition.
Our approach is based on a single deterministic
PDA that is derived from this specific gram-
mar. Both the sender and the receiver generate
this PDA as a first step. Before sending a SOAP
message, the sender traverses the PDA according
to the message structure. The markup structure
of the message is thus represented by the path
taken through the automaton. The states passed
(markup) as well as the values of the leaf ele-
ments (simple types) are encoded and sent to the
receiver. Finally, the receiver reconstructs the
original document following the encoded path
through the automaton.

For DTD grammars, Segoufin and Vianu
(2002) show that improvement in the speed of
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parsing can be achieved by using deterministic
pushdown automata. Since DTD grammars are
outdated, we adopted the concept of using PDAS
for XML processing and extended it for use with
XML schema.

In the following, we introduce an algorithm
that constructs a single PDA representing an en-
tire XML schema. It is due to the nature of this
approach that the PDA provides two important
features. On the one hand, it is a highly efficient
parser and on the other hand it can also be used
for data compression, as we will show.

Theinputofouralgorithmisanarbitrary XML
schema document that defines the structure of
the documents to be exchanged. Figure 1 shows
an example that will be used to demonstrate our
approach. Common SOAP applications use more
complex schemadocuments, of course, and import
other XML schema documents for processing
different name spaces.

First of all, the XML schema document has to
be converted into a regular tree grammar (RTG)
G. AnRTG is defined as a four-tuple consisting of
a set of nonterminal symbols N, a set of terminal
symbols T, a set of production rules P, and a set of
start symbols S < N. Murata et al. (2001) describe
the conversion of an XML schema document into
an RTG in detail. The RTG for our example is
as follows.

G =(N, T,P,S)=({A, B, C, xsd:int}, {a, b, c}, P, {A}
with
P ={
A—a(B+e),
B — b (AA +C),
C — ¢ (xsd:int)
}

Every simple and complex data type used is
converted into a nonterminal symbol (written
in capital letters or prefixed with xsd:). Element
names result in terminal symbols (small letters).
Each nonterminal symbol that represents an
element that is declared on the top level of the
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XML schema document belongs to the set of
start symbols.

The structure of valid documents is defined by
the productionrules. The nonterminal symbolson
the left-hand side are subsequently replaced by the
terminal symbol and the regular expression onthe
right-hand side. The regular expression describes
the content model of the terminal symbol. Since
the nonterminal symbols of the content model will
also be replaced by terminal symbols matching
the rules, the content model defines which child
elementsan XML element may have. The rulesin
this example can be read as follows: An element
a contains an element b or (+) nothing (), while
b contains either two a elements or a ¢ element,
which contains an integer value. Therefore, G is
equivalent to the schema in Figure 1.

Inasecondstep, an FSA isconstructed foreach
content model, that is, for each regular expression
(see Figure 2). Aho, Sethi, and Ullman (1988)
describe the underlying conversion algorithm in
detail. For each element of the grammar, the FSAs
define the sequences of direct child elements that
are allowed to follow.

Finally, the PDA isconstructed. Itaccepts input
words by emptying the stack. Thus, it stops when
aspecial start symbol Z that is initially put on the
stackis poppedand not pushed againimmediately.
The states of the PDA consist of a special start
state, one state for each simple type (like xsd:int,
xsd:string, etc.), and two states for each complex
type (an opening one and a closing one).

Creatingthe transitions of the PDA comes next.
Each transition consists of a three-tuple (read,
pop, push), where read represents the tag to be
read from the input. The value pop indicates the
top-stack symbol. Both have to be matched by
the current input stream and stack for the transi-
tion to be executed. The push value announces
the symbols that will be written onto the stack. It
can consist of zero, one, or more symbols. Note
that push values consisting of multiple symbols
are specified in inverse order.
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Figure 1. Recursive XML schema description

<xsd:schema xmIns:xsd="http://www.
<xsd:element name="a” type="A"/>
<xsd:complexType name="A">
<xsd:choice>
<xsd:element name=""b” minOcc
<xsd:complexType>
<xsd:choice>
<xsd:element ref="a” m
<xsd:element name="c”
</xsd:choice>
</xsd:complexType>
</xsd:element>
</xsd:choice>
</xsd:complexType>
</xsd:schema>

w3.0rg/2001/XMLSchema”>

urs="07>

inOccurs=""2" maxOccurs="2"/>

type="xsd:int”/>

Figure 2. Set of finite-state automata generated from the regular tree grammar

There needto be transitions from the start state
to each opening state of a nonterminal symbol n,
that belongs to the set of start symbols (n, € S).
Each transition consists of the opening tag that
belongs to the destination state (read), the stack
start symbol Z (pop) that will be pushed onto the
stack again, and is followed by the start state of
the FSA belonging to the destination state type
(push). Matching transitions from all closing
states that belong to n, e S and to themselves are
added. They read an empty string (#) from the
input stream and pop Z from the stack. Thus, the
PDA terminates. Figure 3 shows the algorithmthat
describes how to create all other transitions.

Agraphical representation of the resulting PDA
is given in Figure 4. The basic idea behind this
type of automaton is to simulate the processing
of the FSAs by stack operations. In this way, the
PDA checks if the number and sequence of child
elements is correct for each element.

At this stage, the automaton is ready for pars-
ing. Finally, we augment the PDA with the core
feature thatadditionally allows data compression:
Eachtransitionthat originates inastate with more

than one outgoing path is tagged with a unique
binary identifier (depicted as circled values in
Figure 4).

The basic idea of our compression method
is to represent a document by the sequence of
transitions that were passed when processing
the document with the PDA. It is an essential
premise, of course, to ensure an unambiguous
decoding of the code words used for tagging the
transitions. A suitable and beneficial algorithm for
generating such codes is the Huffman algorithm
(Huffman, 1952). Our implementation creates
a Huffman table for every state that maps code
words to outgoing transitions. Currently, we apply
equal probabilities for each transition. In future
implementations, one could, however, deduce
appropriate heuristics about transition traversal
probabilities from the schema.

While the Huffman algorithmisusedto encode
the path through the PDA, that is, the markup of
the document, another method isneeded to encode
the simple type values efficiently. Our compressor
providesthe functionality of encoding, decoding,
and validating for all simple types considered
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Figure 3. Constructing the PDA transitions from a set of FSAs

for all fsa € FSAs do
for all state e fsa.states do

label = (

state,

label);
end for
end for

label);
end for
end if

label = (

ttype.tag,,,
state,

label);
end for
end if

createPDATransition(

label);
end if

end for
end for

for all t, e state.transitions
forallt, e state.transitions do

incoming

tuut'type'tagupen‘

(FSAs.getFSA(t
createPDATransition(

PDAStates, ..get(t, .type),

PDAStatesupen.get(tom.type),

out”

if state e fsa.finalStates then
forall t € state.transitions, do
label = (fsa.type.tag
createPDATransition(
PDAStates,, ...get(t.type),
PDAStates , ...get(fsa.type),

close’

if state = fsa.startState then
for all t e state.outgoingTransitions do

(FSAs.getFSA(t.type).startState, t.destState));
createPDATransition(

PDAStatesupen.get(fsa.type),

PDAStatesupen.get(t.type),

if state e ({fsa.startState} N fsa.finalStates) then
label = (fsa.type.tag,, ., state, null);

PDAStatesUpen.get(fsa.type),
PDAStates , ...get(fsa.type),

do

outgoing

type).startState, t

out’

destState));

incoming

state, null);

by XML schema. For each simple type, an ap-
propriate binary encoding is used, for example,
a 32-bit integer value for xsd:int. Whenever the
PDA executes a transition labeled with a simple
type, it appends the binary-encoded value to the
output bit stream. Since this data format does not
requireany datato be buffered during compression
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or decompression, it is ideal for XML stream-
ing. This is a principal advantage compared to
container-based approaches like XMill.

Figure 5 illustrates the encoding generated
by the automaton in Figure 4 for an exemplary
document matching the grammar in Figure 1.
The markup is encoded as the path of transitions
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Figure 4. Pushdown automaton constructed form

the XML grammar

throughthe PDA (using zero bits for unambiguous
transitions). Compact binary representations are
used to encode the simple types in line.

The decompression process works vice versa;
the receiver seeks the path through the instance
of the PDA according to the instructions of the bit
stream generated during compression. Whenever
a transition is executed, the matching XML tag
is written into the output document. Transitions
labeled with simple types are processed as follows:
Either the PDA reads a fixed number of bits from
the bit stream (e.g., 32 bits for xsd:int) or it reads
an arbitrary number of bytes until it encounters a
stop byte sequence (this is done for all character-
encoded data types like xsd:string).

In order to keep our example simple and com-
pact, it does not provide any information about
the handling of attributes and name spaces. Both
features are supported, though. Attributes are

Figure 5. Example XML document before and after compression

<7xml versiton="1.0" encoding="TS0-8859-1"7>
<a>
<b>
<a>
</a>
<a>
<b>
<c>64382739</c>
</b>
</a>
</b>
</a>

(a) Text encoding using 119 bytes

of] 0000o011110101100110011100010011 |1
Open B—+Open C xsd:int—+Close C
Open A—Open B Close C—Close B|
Close A= Open A Close B—+Close A
Open A —+Close A Open C —xsd:int Close A—+ Close B
Open B—Open A Close B-+Close A
|Open A =Open B Close A= Close A
Start—Open A

(b) Binary encoding using 42 bits = 6 bytes
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handled in the same way as elements. However,
they are marked with a special flag to avoid nam-
ing ambiguities. For instance, <a b="c”>d</a>
is treated like <a><b_ >c</b_>d</a>. All of the
name-space information provided by an XML
schemadocumentisalsoadopted and incorporated
into the PDA; that is, each transition label holds
information about the name space of the tag to be
processed. Since the name-space prefixes of the
input document are not encoded, this informa-
tion is lost during compression. Therefore, the
decompression step includes the generation of
new generic name-space prefixes.

Ourapproach addresses the main requirements
annunciated by W3C. Ifanapplication usesan API
like SAX and interacts with the automaton instead
of working with the XML text representation, the
binary representation can be written (or read)
directly. Furthermore, the generated encoding
is independent of transport mechanisms in any
case and can be processed very efficiently. In the
following section, we will evaluate the compact-
ness achieved by our approach.

Performance Comparison

As the first step to evaluation, we implemented
our approach in Java. The resulting program,
called Xenia, was used to compress the recorded
messages of the two benchmark Web services
described in the above section during the evalu-
ation setup.

Three different settings for string encoding
were tested. The none encoding places the UTF-8
encoded strings directly into the output stream
and markstheirends with aunique byte sequence.
This in particular means that string data are not
compressed at all. The Huffman variant differs
in the way that it applies the adaptive Huffman
algorithm (Sayood, 2000) to compress the UTF-8
encoding string. The third encoding applies the
prediction-by-partial-match (PPM) algorithm
instead, which is known to be one of the best
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schemes for string compression. However, single
strings are rather short, and PPM needs a few
hundred bytes of data to achieve its maximum
performance. Hence, we gathered all string
data occurring in the input stream in a so-called
string container. In the output stream, the string
is replaced by a reference to the location of the
string in this container. The string container is
then compressed using PPM and appended to the
output stream, as described by Liefke and Suciu
(2000). Note that this appending of the container
prevents direct stream processing because the
original data cannot be restored until the end
of the stream (and thus the container) has been
decompressed. However, thisis justan implemen-
tation issue. This disadvantage can be avoided
by splitting up the PPM output and multiplexing
it with the markup stream. Thus, the streaming
option is preserved (Cheney, 2001).

Compression results for the messages yielded
by the calculator Web service are shown in Figure
6. Because no strings are exchanged here, all
three Xenia variants produce the same results.
Hence, variants are not differentiated. Xenia
outperforms all other compressors clearly in this
benchmark.

The results for the messages of the Amazon
Web service are depicted in Figure 7. We chose to
show the compression ratio A instead of file sizes.
The reason is that the size of the uncompressed
files varies between 680 and 229.619 bytes. Hence,
file size depiction would have rendered small byte
values nearly invisible.

Figure 7 shows that Xenia compresses all
requests to approximately 10% of their original
size regardless of the employed variant. This is
hardly surprising because requests contain only
short strings that can hardly be compressed in
general. Messages with lots of string data such
as the three Amazon responses show far more
differentiated results for the three string com-
pression variants of Xenia. The none encoding
achieves compression ratios of 48% (small), 37%
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Figure 6. Compression results for the calculator Web service

600
M doNothing (Request)
500 OdoNothing (Response)
Bincrement (Request)
. 1l Elincrement (Response)
g‘ 400 N add (Request) I
o [@Aadd (Response)
2 300 1 : Madd6ints (Request) |
® H, N [ add6ints (Response)
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T 200 RN \
§ N
100 ] B 1 I f ;l B : i
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XML Gzip Xmill  Xmippm  Fast Xebu Diff. Xenia
Infoset Encoding
Encoding

Figure 7. Compression results for the Amazon Web service
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(medium), and 38% (large) for the three responses.
Note that this implies that the markup is nearly
compressed to zero as the fraction of text that
remains uncompressed here was 47%, 35%, and
37% (cf. the section titled “Evaluation Setup”
previously). If the string compression variants of
Xeniaare employed, the compression ratio for the
large response improves to approximately 20%
(Huffman) and 10% (PPM).

XML Gzip Xmill Xmlppm Fast
Infoset Encoding (None)(Huffman) (PPM)

Encoding

Diff. Xenia Xenia Xenia

IMPLEMENTATION ON
RESOURCE-CONSTRAINED
DEVICES

Inthe introduction, we pointed out thata very im-
portantapplication domain of SOAP compression
is the field of mobile and embedded computing.
The devices predominating here are typically bat-
tery powered. Furthermore, they have only limited
computing power and memory resources at their
disposal. We evaluated our approach with regard
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to code size and processing time in order to show
that our solution is viable for such devices. As a
basis for our measurements, we implemented a
code generation module for Xenia that is capable
of outputting C code embodying the constructed
schema-specific XML compressor.

We conducted our measurements using the
Jennic JN5121 controller. It is based on the open-
source OpenRISC 1000 core and combines a 32-
bit microcontroller running at 16 MHz, 96 Kb of
shared memory for code and data, as well as an
IEEE 802.15.4 compliant radio frequency interface
on a single chip. Figure 8 shows a module bear-
ing the controller, an on-board ceramic antenna,
a crystal, and a nonvolatile memory chip. All
that is needed to make such a stamp-sized board
operational is a battery. An adapted version of
the GNU C Compiler (GCC) is available for this
platform.

We confined our evaluation to the calcula-
tor Web service and omitted the Amazon Web
service because Amazon’s uncompressed SOAP
response messages are too large to be held in the
microcontroller’s memory. In addition, a Web
service returning large amounts of text did not

Figure 8. Coin-sized embedded controller module

appear to be a typical use case for embedded
SOAP processing.

As a benchmark for the code size and pro-
cessing performance of Xenia, we used the zlib
compression library (http://www.zlib.net). It is
the basis of the well-known gzip compressor,
which was also used for benchmarking in the
previous section. The gzip compressor directly
uses the algorithms implemented in zlib and
adds a command-line user interface as well as
file-based input and output operations. Since both
of these features are not useful on our embedded
device, we decided not to work with the whole
gzip implementation but only with zlib as its core
component.

We originally planned to also include the
other compressors that were used in the previous
section for benchmarking, but unfortunately the
zlib approach was the only one that was feasible.
As a first requirement, the compressor must be
able to be compiled with the GNU C Compiler
that is available for the target platform and, as a
second restriction, the code must not exceed a
size of 96 Kb.
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Since the differential encoding approach has
been implemented in Java and Python instead of
C, it was not usable on our target platform. The
same holds for the Fast Infoset implementation,
which is written in Java. XMill and XMLPPM
are written in C++, which is generally supposed
tocompile. Unfortunately, both projects exceeded
the available memory size, which made the link-
ing process fail. Itis impossible to name the exact
code sizes for our target platform because these
are determined by the linking process. However,
in order to roughly estimate the sizes of their
memory footprints, we compiled and linked both
projects successfully on an Intel 32-bit system.
This resulted in the following code size for the
statically linked binaries: 829.404 bytes (XMill
compressor), 828.508 bytes (XMill decompres-
sor), 643.416 bytes (XMLPPM compressor),
and 647.512 bytes (XMLPPM decompressor).
Although these code sizes are generally not
transferable to our target device (because they
where measured foradifferentarchitecture), these
values show clearly that it is certainly impossible
to build these projects with a memory limit of 96
Kb. Therefore, we use zlib as the only benchmark
for Xenia in this section.

One difficulty in conducting run-time mea-
surements is to isolate different sources of execu-
tion time and memory demand from each other.
In order to consider the compression step only,
we parsed the XML input files off line and then
fed the resulting sequences of SAX events into
the Xenia compression engine running on the
microcontroller. In a real application scenario,
these SAX events would have been generated by
the application. For zlib we used the plain XML

strings since this is the most natural way of using
a general-purpose compressor. In order to elimi-
nate input and output times as far as possible, we
included all input data into our binaries instead
of using the serial port or radio interface of our
device. In consequence, we could continuously
measure in-memory compressionand decompres-
sion performance.

The Xenia pushdown automaton for com-
pressing the SOAP messages of the calculator
Web service has 59 states and 83 transitions. In
the generated C file, it is implemented through a
number of cascaded switch-case statements for
transiting the automaton from the current state
to the next one. This stepping is triggered by the
reception of a SAX event for the compression case
or the reception of the corresponding bit sequence
for the decompression case.

In order to use zlib on our device, we had to
isolate all relevant parts for doing gzip-compatible
compression and decompression because the
full-featured zlib library was too big to fit into
the device memory. Then we implemented a
short wrapper program (minimal in-memory
gzip/gunzip) for invoking these routines in their
default settings.

Table 2 gives an overview of the resulting
code sizes for the calculator Web service. The
values in the Xenia row include the code sizes
of the automaton, the stack, and a number of
helper functions. The zlib row shows the code
sizes of all functionalities needed for executing
gzip-compatible compression and decompression.
We have listed the code sizes for compression and
decompression separately as well as for the case
where both functions are included. For Xenia,

Table 2. Code sizes for compressing and decompressing calculator Web service messages using Xenia
and the general-purpose compression library zlib

Compression | Decompression Both
Code size for Xenia (bytes) 22,328 20,228 39,556
Code size for zlib (bytes) 39,420 39,504 51,608
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the code for compression is slightly bigger than
for decompression. This mainly results from the
fact that the compression PDA contains a number
of string constants that incoming SAX tokens
must be compared to. In addition, the stack is
not required for decompression and can thus be
omitted there. If both automata are included, the
resulting code is slightly smaller than the sum of
compression and decompression because they
share a certain amount of functionality that is not
duplicated. Even thoughthe PDAs for compression
and decompressionare basically the same—except
for switching input and output—we currently
generate two stand-alone automata for the sake
of simplicity. However, if both functionalities are
required, a shared automaton could be realized
that is hardly bigger than one of the two separate
ones. Like this, even smallerimplementations are
possible. The results clearly show that Xenia has
asignificantly smaller memory footprint than the
general-purpose compression and decompression
routines of zlib. This is true for compression,
decompression, and the combination of both.
Itisimportant to stress that the measured code
sizes of Xenia donotinclude code for transforming
the string representation of a SOAP message into
a sequence of SAX events. If this functionality is
required, an additional SAX token creator must
be implemented on the device. A suitable solu-

tionisavailable from Unicoi Systems, Inc., which
roughly adds 15 Kb of code (http://www.unicoi.
com/fusion_web/fusion_xml_sax_microparser.
htm). Most applications in this field will fire these
eventsdirectly, bypassing the string representation
of SOAP messages.

To measure the execution time, we subtracted
the time when the first piece of input data was fed
into the (de)compressor from the time when the
last output piece left it. The measurement resolu-
tion (the so-called tick time) was 0.25 ms. This
means that if, for example, an execution time of
3 ms was measured, the execution actually took
between 3.0 and 3.25 ms. In order to compensate
for this systematic error, we added the average
underestimation of 0.125 ms (half a tick time)
to the measured time intervals. Table 3 shows
the resulting execution times of compression
and decompression for the eight different SOAP
messages. As a benchmark, the performance of
the zlib routines is also shown in the table. We
repeated the experiment 10 times but did not notice
any differences in execution time.

The performance result of Xenia can be inter-
preted as follows. It is notable that in most cases
decompression works faster than compression.
We found two reasons for this. One is that the
strings attached to the transitions must be com-
pared with those in the SAX events in order to

Table 3. Execution time of compression and decompression for different messages of the calculator Web

service
Xenia zlib

Compression (ms) | Decompression (ms) | Compression (ms) | Decompression (ms)
doNothing (Request) 1.875 0.875 27.125 14.375
doNothing (Response) 1.875 0.875 27.875 14.625
increment (Request) 2.875 1.875 29.125 15.375
increment (Response) 2.875 2.125 30.625 16.625
add (Request) 3.375 3.125 31.125 16.375
add (Response) 2.875 2.125 30.875 16.375
adde6ints (Request) 6.625 11.125 42.625 24.375
add6ints (Response) 3.125 2.875 32.625 17.625
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trigger the automaton for the compression case.
This inherently slow operation is not required
for decompression. The other reason is that the
stack of the pushdown automaton does not have
to be considered during decompression. Despite
this, the decompression of the add6ints request is
slower than the corresponding compression. This
is due to an implementation issue: The conver-
sion of numeric values into strings is currently
implemented rather inefficiently. This becomes
especially noticeable for this request because it
contains six integer values. Comparing the pro-
cessing times of the different SOAP documents
shows that the duration of both compression and
decompression correlates with the number of
XML elements contained in the input files. This
is hardly surprising because each element causes
a number of state transitions in the PDA that in
turn dominate the execution time. As the binary
Xenia encodings of the SOAP messages hold the
contained information inavery compact fashion,
the execution time correlates closely with the size
of the binary encodings of the corresponding mes-
sages (cf. the rightmost column of Figure 6).

The zlib compression and decompression rou-
tines work significantly slower than Xenia, with
factors ranging between 2 and 15. Unlike Xenia,
the execution time obviously does not correlate
linearly with the input data sizes. Comparing the
results in the different rows, we can clearly see a
temporal offset: roughly 20 ms for compression
and 10 ms for decompression. This traces back to
certaininitialization tasks thathave to be executed
each time before starting a new compression or
decompression task. Similar to Xenia, the zlib
decompression works nearly two times faster
than the zlib compression. This effect is caused
by the run-time profile of the Lempel-Ziv-Storer-
Szymanski algorithm (Storer & Szymanski, 1982),
which has to carry out a text pattern search for
compression. Decompression, on the other hand,
is basically done by performing an index lookup,
which is a significantly faster operation.

Allinall, these results show that Xeniaachieves
very promising compression results with respect
to compression effectiveness, code size, and run-
time performance. Although the current Xenia
implementation in C definitely leaves room for
further performance optimizations, it already
outperforms the general-purpose compression
routines of zlib in terms of speed and memory
efficiency.

CONCLUSION AND FUTURE WORK

The verbose nature of XML text representation has
bredseveral efforts inresearch and standardization
groups aiming at more compact serializations. In
this article, we contribute a schema-aware XML
binary encoding algorithm that complies with
the recommendations of the W3C Binary XML
Working Group.

We outlined how a pushdown automaton can
be derived from an XML schema document. In
addition to XML parsing and validation, such an
automaton can be used for XML compression.
This is done by encoding the path through the au-
tomatonwhile parsing the inputdocument instead
of encoding the document directly. Most simple
types can inherently be serialized very efficiently
withtheir optimal binary representations because
the PDA also incorporates type information. In
addition, three differentencodings for string data
were proposed and evaluated.

We conducted an extensive performance
analysis that compared our PDA compressor
implementation, called Xenia, with other XML
compression approaches. We showed that Xenia
compresses markup nearly to zero. Even XML
files containing extensive string passages can
be serialized efficiently if PPM string encoding
is chosen. All in all, Xenia compacted all XML
files down to sizes between 1 and 15%.

Our current implementation does not yet sup-
portall features of XML schemasuchas constraint
checking for the ID/IDREF tags. Although it
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is already capable of compressing most SOAP
documents, we are currently completing our Java
implementation.

A key advantage of our compression approach
is that it economizes on resources. Hence, it is
predestinated for SOAP processing on embed-
ded devices. We implemented a code generator
module for Xenia that is capable of exporting
a schema-specific (de)compressor in C. In our
evaluation, we showed that this approach leads to
encoders that are fast and memory saving at the
same time. We will extend the idea of exporting
source code from our Java implementation to
application-specific XML compression hardware:
Toreachthisgoal, future work mightinclude code
generation for hardware description languages
like VHDL or Verilog.

While Web service technology promised to
overcome heterogeneity problems in distributed
systems, it so far failed to penetrate the field of
ubiquitous computing, which is considered to be
one of the major developments in recent years.
From our perspective, one of the key inhibitors
for XML gaining ground here is its resource-
demanding nature. Thus, the rise of techniques
for efficient XML handling will boost the co-
alescence of two of the most exciting fields in
computer science.
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ABSTRACT

This chapter presents some of the existing mining techniques for extracting association rules out of
XML documents in the context of rapid changes in the Web knowledge discovery area. The initiative
of this study was driven by the fast emergence of XML (eXtensible Markup Language) as a standard
language for representing semistructured data and as a new standard of exchanging information be-
tween different applications. The data exchanged as XML documents become richer and richer every
day, so the necessity to not only store these large volumes of XML data for later use, but to mine them
as well to discover interesting information has became obvious. The hidden knowledge can be used in
various ways, for example, to decide on a business issue or to make predictions about future e-customer
behaviour in a Web application. One type of knowledge that can be discovered in a collection of XML
documents relates to association rules between parts of the document, and this chapter presents some
of the top techniques for extracting them.

INTRODUCTION are considering XML now as a possible solution
for their data-storage and data-exchange needs
The amount of data stored in XML (eXtensible (Laurent, Denilson, & Pierangelo, 2003). The

Markup Language) format or changed between first immediate problem for the researchers was
fferent types of applications has been growing how to represent the data contained in the old
during the last few years, and more companies relational databases using this new format, so

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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various technigques and methodologies have been
developed to solve this problem. Next, the users
realised thatthey notonly required storing the data
in a different way, which made it much easier to
exchange data between various applications, but
they required getting interesting knowledge out
of the entire volume of XML data stored as well.
The acquired knowledge might be successfully
used inthe decisional process to improve business
outcomes. Asaresult, the need for developing new
languages, tools, and algorithms to effectively
manage and mine collections of XML documents
became imperative.

A large volume of work has been developed,
and research is still pursued to get solutions that
are as effective as possible. The general idea and
goal for researchers is to discover more power-
ful XML mining algorithms that are able to find
representative patternsinthe data, achieve higher
accuracy, and be more scalable on large sets of
documents. The privacy issue in knowledge dis-
covery is also a subject of great interest (Ashrafi,
Taniar, & Smith, 2004a).

XML mining includes both the mining of
structures as well as the mining of content from
XML documents (Nayak, 2005; Nayak, Witt, &
Tonev, 2002). The mining of structure is seen
as essentially mining the XML schema, and it
includes intrastructure mining (concerned with
mining the structure inside an XML document,
where tasks of classification, clustering, or as-
sociation rule discovering could be applied) and
interstructure mining (concerned with mining
the structures between XML documents, where
the applicable tasks could be clustering schemas
and defining hierarchies of schemas on the Web,
and classification is applied with name spaces
and URIs [uniform resource identifiers]). The
mining of content consists of content analysis and
structure clarification. While content analysis is
concerned with analysing texts within the XML
document, structural clarification is concerned
with determining similar documents based on

their content (Nayak, 2005; Nayak et al., 2002).
Discovering association rules is looking for
those interesting relationships between elements
appearing together in the XML document, which
can be used to predict future behaviour of the
document. To our knowledge, this chapter is the
first work that aims to put together and study the
existing techniques to perform the mining of as-
sociation rules out from XML documents.

BACKGROUND

The starting point in developing algorithms and
methodologies for mining XML documents
was, naturally, the existing work done in the
relational database mining area (Agrawal, Imi-
elinski, & Swami, 1993; Agrawal & Srikant, 1998;
Ashrafi, Taniar, & Smith, 2005; Ashrafi, 2004;
Daly & Taniar, 2004; Tjioe & Taniar, 2005). In
their attempt to apply various relational mining
algorithms to the XML documents, researchers
discovered that the approach could be a useful
solution for mining small and not very complex
XML documents, but not an efficient approach
for mining large and complex documents with
many levels of nesting.

The XML format comes with the acclaimed
extensibility that allows the change of structure,
that is, adding, removing, and renaming nodes in
the document according to the information nec-
essary to be encoded in. Furthermore, using the
XML representation, there are a lot of possibili-
ties to express the same information (see Figure 1
for an example) not only between different XML
documents, but inside the same document as well
(Rusu, Rahayu, & Taniar, 2005a).

In a relational database, it is not efficient to
have multiple tables to represent the same data
with different field names, types, and relation-
ships as the constraints and table structures are
defined at the design time. In an opposite manner,
a new XML document can be added to a collec-
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Figure 1. Different formats to express the same information using the XML structure
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tion of existing XML documents even though it
represents the same type of data using a totally
different structure and element names, that is, a
different XML schema. As a result, researchers
concluded that the logic of the relational mining
techniques could be maintained, but they needed
to assure that the steps of the existing algorithms
were looking to the specific characteristics of the
XML documents.

Among other XML mining methods, asso-
ciation rule discovery, and the classification and
clustering of XML documents have been the most
studied as they have a high degree of usability
in common user tasks or in Web applications. In
this chapter, we present a number of techniques
for mining association rules out of XML docu-
ments. We chose to analyse this particular type of
mining because (a) it is, in our opinion, the most
useful for general types of applications in which
the user just wants to find interesting relation-
ships in his or her data and wants help to make
better business decisions, and (b) the techniques
used are easy to understand, replicate, and apply
for the common user who does not have a high
degree of knowledge of mathematics or statistics,
oftenrequired by some techniques for performing
classification or clustering.
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Overview of the Generic Association
Rule Concepts

The concept of association rules was first intro-
duced by Agrawal (1993) for relational-database
data to determine interesting rules that could
be extracted from some data in a market basket
analysis. The algorithm is known as the Apriori
algorithm, and an example of an association rule
extracted could be “If the user buys the product A,
he or she will buy the product B as well, and this
happens in more than 80% of transactions.” The
generic terms and concepts related to the Apriori
algorithm are as follows. If | represents the set
of distinct items that need to be mined, let D be
the set of transactions, where each transaction T
from D isaset of distinct items T < I. An associa-
tion rule R is an implication X->Y, where X, Y
land X n'Y = &. The rule R has the support
s in D if s% of transactions in D contain both X
and Y, and the confidence ¢ if c% of transactions
in D that contain X also contain Y. If we use a
freq(X,D) function to calculate the percentage
of transactions in D that contain X, the support
and confidence for the association rule R could
be written as the following formulas:
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Support (X=2Y)=freq (XUY, D) and Confidence
(X=2Y) = freq (XUY, D) / freq (X, D).

The minimum support and minimum confi-
dence are set at the beginning of the mining pro-
cess, and it is compulsory that they are observed
by the determined rules. Inthe Apriorialgorithm,
all the large k-itemsets are determined, start-
ing from k=1 (itemsets with only one item) and
looping through D (the set of all transactions) to
calculate its support and the confidence. If they
are not validated against the minimum required,
the k-itemset is considered to be not large and is
pruned. The algorithm assumes that any subset
of items that is not large determines its parent
(i.e., the itemset that contains it) to not be large,
and this improves the speed of the process a lot.
At the end, when all the large itemsets are found,
association rules are determined from the set of
large itemsets.

Overview of XML Association Rules

For the XML documents, finding association
rules means finding relationships between simple
or complex elements in the document: in other
words, finding relationships between substruc-
tures of the XML document. For example, in an
XML document containing details of the staff
members and students in a computer-science
university department, including details of their
research publications, anassociation rule could be
“Those staff members who publish their papers
with X publisher received an award, and this
happens in 75% of cases.” Later in the chapter
(see the section on Apriori-based approaches), we
give some examples of how the generic concepts
of transaction and item are perceived by the
XML association rules. We will also show how
the concepts of support and confidence are used
by the presented approaches as they need to be
correct with regard to the total number of XML
transactions that need to be mined.

Our analysis is split in two subsections based
on the type of XML documents mined, that is,
(@) static XML documents and (b) dynamic XML
documents. Static XML documents contain data
gathered for a specific period of time that do not
change their content (for example, details about
purchasesinastore for March 2005 and June 2005
mightcome astwo separate static XML documents
if the business process stores the data at the end of
each month). Dynamic XML documents contain
data that are continuously changing in time (an
online bookstore, for example, will change its
content, represented as an XML document, from
one day to another, or even multiple times dur-
ing the same day depending on the e-customers’
behaviour).

Most of the work done in the area of mining
association rules from static XML documents
use classical algorithms based on the Apriori
algorithm, described before in the overview
section, while a number of non-Apriori-based
approaches have been developed as well. In this
chapter we will analyse at least one of each type
of algorithms.

In case of dynamic XML documents, the fo-
cus is on mining association rules out of historic
versions of the documents or out of the effective
set of changes extracted between two successive
versions. The difference between two versions
of the same XML document is named delta, and
it can be (a) structural delta, when the difference
between versions is done at the schema level, or
(b) content delta, when the difference is calcu-
lated at the content level (Chen, Browmick, &
Chia, 2004).

DISCOVERING ASSOCIATION
RULES FROM STATIC XML
DOCUMENTS

As specified in the background section, some
of the XML association rule mining techniques
use the Apriori general algorithm (Agrawal et
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al., 1993; Agrawal & Srikant, 1998) as a starting
point for developing new methodologies specific
to the XML document format and extensibility,
while completely different techniques have been
developed as well. The following analysis is
split in two subsections depending on the type
of mining algorithm used, that is, (@) Apriori-
based approaches and (b) non-Apriori-based
approaches.

Apriori-Based Approaches

A first thing to do is to see how the generic con-
cepts related to the association rules (mentioned
in the previous section), that is, transactions and
items, are mapped to the particular XML format.
Eventhough most of the papers detailed furtherin
the chapter (Braga, Campi, & Ceri, 2003; Braga,
Campi, Klemettinen, & Lanzi, 2002; Braga,
Campi, Ceri et al., 2002; Wan & Dobbie, 2003,
2004) do not give certain definitions for these
concepts, we can determine their view on the
matter by analysing the algorithms. If an XML
document is seen as a tree (see the example in
Figure 3), the set of transactions D will be a list
of complex nodes formed by querying the XML
document for a specific path, a single complex
node will form a transaction, and the children
of the transaction node will be the items. The
main difference from the generic concepts is

Mining Association Rules from XML Documents

that, while a generic transaction contains only a
limited number of items and is easier to quantify,
one XML tree transaction can have a different
number of items depending on the level of nest-
ing of the document. A similar definition is given
in Ding, Ricords, and Lumpkin (2003), but at a
more general level; that is, all the nesting depths
(paths) in an XML document are considered to
be records starting with the root, so for any node
in the document, each child is viewed as a record
relative to the other records at the same depth or
with similar tags.

A simple and direct method to mine asso-
ciation rules from an XML document by using
XQuery (XQuery, 2005) was proposed by Wan
and Dobbie (2003, 2004). Based on the fact that
XQuery was introduced by W3C (World Wide
Web Consortium) to enable XML data extraction
and manipulation, the algorithm is actually an
implementation of the Apriorialgorithm’s phases
using the XQuery Language. In Figure 2, we
exemplify the algorithm on an XML document
containing information about items purchased in
a number of transactions in a store (Figure 2a).
Thealgorithm loops through the XML document,
generates the large itemsets in the “large.xml”
document (Figure 2b), and then builds the asso-
ciation rule document (Figure 2c). For details on
the XQuery code implementation of the apriori
function and the other functions involved, we

Figure 2. Example of a direct association-rule mining algorithm using XQuery (Wan & Daobbie, 2003,

2004)

<transactions>
<transaction id="1"> let $minsup:=0.4
<items> let $total:=count($src)*1.00
<item>a</item>
<item>d</item>
<item>e></item>

let $I:=(for $itemset in $C

</transaction>
<transaction id="2">

return $item)

<item>b</item>
<item>c</item>
<item>d</item>
</items> </largeltemset>)
<[transaction> let $L:=8I

</transactions> $src)}
@ </largeltemsets>

let $src:=document(“transactions.xml”)//items

let $C:=distinct-values($src/*)

let Sitems:=(for $item in $src/*
<fitems> where $itemset=$item

let $sup:=(count($items)*1.00) div $total

<items> where $sup>=$minsup

return <largeltemset>
<items>{Sitemset}</items>
<support>{$sup}</support>

.......... return <largeltemsets> {apriori($l, $L, $minsup, §

let $minconf:=1.00
let $src:=document(“large.xml”)//largeltemset
for $itemsetl in $src
let Sitems1:=$itemsetl/items/*
for Sitemset2 in $src
let Sitems2:=Sitemset2/items/*
where count(items1)>count(items2) and
count(commonlts($items1,$items2))=
count($items2) and $itemset1/support div
S$itemset2/support>=$minconf
return <rule support="{$itemset1/support}”
confidence="{(itemset1/support *1.0) div
($itemset2/support *1.0)}">
<antecedent>{$items2}</antecedent>

<consequent>{removeltms($items1,$items2)}
</consequent>
</rule>

©
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refer the reader to the original papers (Wan &
Dobbie, 2003, 2004).

The significance of this approach is that the
authors demonstrated for the first time that XML
data can be mined directly without the necessity
of preprocessing the document (for example, map-
ping ittoanother format, suchasarelational table,
which would be easier to mine). The algorithm
could work very well in case of XML documents
with avery simple structure (as in our example in
Figure 2), but it is not very efficient for complex
documents. Also, a major drawback, assumed by
the authors, isthatinthe XQuery implementation,
the first part of the algorithm, that is, discover-
ing large itemsets (Figure 2b), is more expensive
regarding time and processor performance than
in other language implementations (e.g., in C++).
This drawback is explained by the lack of update
operations in XQuery: a large number of loops
through the document is required in order to cal-
culate the large itemsets. However, the algorithms
promise a high speed when the update operations
are finally implemented in XQuery.

Other methodologies for discovering associa-
tion rules from XML documents are proposed
by Braga et al. (2003) and Braga, Campi, Ceri
et al. (2002); they are also based on the Apriori
algorithm as a starting point and mine the as-
sociation rules in three major steps, that is, (a)
preprocessing data, (b) extracting association
rules, and (c) postprocessing association rules.
In our opinion, due to the specific XML format,
when many levels of nesting could appear inside
of a document, simple loops and counts (as in
Figure 2) are no longer possible, so the three-step
approach seemsto be more appropriate for mining
various types of XML documents.

Preprocessing Phase

Atthisstage, alotof operationsare doneto prepare
the XML document for extracting association
rules. Inthe following, we discuss some important
terms and concepts appearing during this step,

noting that this phase is the most extended one
because a proper identification of all the aspects
involved in mining preparation will significantly
reduce the amount of work during the other two
phases (extracting and postprocessing rules).

The concept of the context of the association
rules refers to the part(s) of the XML documents
that will be mined (similar to the generic concept
of a set of transactions). Sometimes, we do not
want to mine all of the information contained
in an XML document, but only a part of it. For
example, in an XML document containing uni-
versity staff and student information (see Figure
3), we may want to find association rules among
people appearing as coauthors. In this case, the
identified context includes the multitude of nodes
relating to publications, no matter if they belong
to PhD students or professors. This means the
algorithm will not consider the <PhD_courses>
nodes or <Personal_info> nodes as they are not
relevant to the proposed rules to discover.

Context selection refers to the user’s oppor-
tunity to define constraints on the set of transac-
tions D relevant to the mining problem (Braga,
Campi, Ceri et al., 2002). Referring again to our
example (Figure 3), we may want to look for as-
sociation rules considering all the authors in the
document, but only for publications after the year
2000, so a constraint needs to be defined on the
“year” attribute of each publication element (not
visible in the graph, but existing in the original
XML document).

Ifwe talk aboutanassociation ruleasan impli-
cation X-> Y, X is the body of the rule and Y is the
head of the association rule. The body and head
are always defined with respect to the context of
the rule as the support and the confidence will be
calculated and relevant only with respect to the
established context. In the XML association rule
case, the body and the head will be, in fact, two
different lists of nodes, that is, substructures of
the context list of nodes; only nodes from these
two lists will be considered to compose valid
XML association rules.
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We exemplify the above described concepts,
that is, context identification, context selection,
and the head and body of the rules, by using the
XMINE RULE operator (Braga et al., 2003) on
the working example in Figure 3, that is, the
“research.xml” document.

We visually identify the mentioned concepts
in Figure 4, which details the algorithm proposed
by Braga et al. (2003) and Braga, Campi, Ceri,
et al. (2002).

The working document is defined in the first
line, then the context, body, and head areas are
defined together with the minimum support and
minimum confidence required for the rules. The
WHERE clause allows constraint specification;
in this example, only publications after 2000 will

Figure 3. Example of an XML document presented as
body, and head

Mining Association Rules from XML Documents

be included in the context of the operator.

The XMINE RULE operator brings some
improvements, which could not be solved by the
direct association rule mining algorithm in one
step which uses XQuery, described at the begin-
ning of the section, as follows:

The context, body, and head of the operator
can be as wide as necessary by specifying
multiple areas of interest for them as parts of
the XML document or even from different
XML documents.

When specifying the context, body, and
head segments, a variable can be added to
take some specific values that enhance the
context selection facility.

a tree (research.xml) with the identified context,

department
PhD_courses \
people
J P \ The context
of the rules
course PhD_student Full_profesor -
¥ Personal K__.--N ———— Vi
Personal  ___\joooooooodNfO- Publications .
info ey
I'l Publications _-=======-=="~ V2B
‘"-Z-----' article book
article s { \ PEEhbh E- \\
"""" < 1 author ¢ \author \ !
N ’ Se (4 H
\_ author "(. conference v _____ A conference™ publisher
e AT journal . ; keyword

Body and head
selection

Figure 4. Mining association rules from an XML document using the XMINE RULE syntax
XMINE RULE
IN document (“research.xml™  jmemmmmemommemoeeee
FOR ROOT IN //People/*/Publications/* €=====================-- 4 Context identification |

LET BODY:=ROOT/author,
HEAD:=ROOT/author

EXTRACTING RULES WITH
SUPPORT = 0.1 AND CONFIDENCE =0.2
RETURN
<Rule support={SUPPORT}
confidence={CONFIDENCE}>
<BODY>{ FOR $item IN BODY
RETURN <ltem>{$item}</ltem>}
</BODY>
<HEAD>{ FOR $item IN HEAD
RETURN <lItem>{$item} </Item>}
</HEAD>

WHERE ROOT//@year>2000 <€-=-=-=-=====-=-=-=-==-=

__________________
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A GROUP clause can be added to allow the
restructuring of the source data.

We exemplify how the first feature can be
implemented using the same working example,
thatis, the “research.xml” document. Suppose we
now want to determine rules between publishers
and keywords, that is, to find which publishing
companies are focusing on specific areas of re-
search. See Figure 5 for a visual representation
of the new body and head selections.

The main difference from the one-step mining
approach (Wan & Dabbie, 2003, 2004) is that the
three-step algorithm (Braga et al., 2003; Braga,
Campi, Ceri etal., 2002; Braga, Campi, Klemet-
tinen et al., Klemettinen, 2002) does not work
directly on the XML document all the way down
to the phase of extracting the association rules;
instead, the first phase, that is, preprocessing, has
as a final output a relational binary table (R). The
table is built as follows (the authors suggest the
use of the Xalan, 2005, as an XPath interpreter in
the actual implementation): (a) The fragments of
the XML document specified in the context, body,
and head are extracted and filtered by applying
the constraints in the WHERE clause (in case
one exists), (b) the XML fragments obtained by
filtering the body and head will become columns
in the relational table R, (c) the XML fragments
obtained by filtering the context will become
rows inthe table R, and (d) by applying a contains

function (which, for a given XML fragment x
and an XML fragment y, returns 1 if x contains
y, and 0 otherwise), the binary relational table R
is obtained, which will be used during the rule-
extraction step to determine binary association
rules applicable to the XML document.

The selection done during the preprocessing
phase, by specifying the context, the body, and
the head of the association rules, is considered
by some researchers not generic enough (Ding et
al., 2003) because it limits from the beginning the
possibility to find and extract other rules (involv-
ing other parts of the documents).

Extracting Association Rules

For the one-step mining approach, Figure 2
exemplifies the XQuery implementation of the
generic Apriorialgorithm. It mainly performsthe
following steps. Starting from the 1-itemsets (i.e.,
itemsets with one single item), a k-itemset (k>1)
is built by extending the (k-1)-itemset with a new
item. For each itemset, the support is calculated
as a percentage of the total number of transac-
tions that contain all the items of the itemset. If
the itemset is not frequent (large) enough (i.e.,
its support is less than the minimum support
required), it will be removed (pruned), and the
algorithm continues with the next itemset until
all the large itemsets are determined. Before the
calculation of an itemset’s support to decide on

Figure 5. The syntax of the XMINE RULE operator introduced by Braga et al. (2003)

XMINE RULE
IN document (“research.xml”)
FOR ROOT IN //People/*/Publications/*
LET BODY:=ROOT/article/conference @publisher,
ROOT/book/publisher
HEAD:=ROOT/article@keyword,
ROOT/book/keyword
EXTRACTING RULES WITH
SUPPORT = 0.1 AND CONFIDENCE =0.2
RETURN
<Rule support={SUPPORT}
confidence={ CONFIDENCE}>
<BODY>{ FOR $item IN BODY
RETURN <Item>{$item}</Item>}

/

course

</BODY>
<HEAD>{ FOR $item IN HEAD
RETURN <Item>{$item} </Item>}
</HEAD>

PhD_courses

department

pEDp|E\
PhD_student Full_profesor _ The context
3 Personal &7, _--"N -~ &= ofthe rules
Personal ___\y___._.___info .~ Publications !
info [~ .
! Publlcauons' ----------
URCT .
It
\ article &
Ao ¥ X2, author
i conference)~~.
author v HRAN
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pruning or keeping it, the itemset is considered
to be a candidate itemset (i.e., possibly large) if
all its sub sets are large (i.e., observe the mini-
mum support required). The association rules are
determined from the largest itemsets extracted,
and for each of them a confidence is calculated as
follows: For a rule X->Y, its confidence is equal
to the percentage of transactions containing X
that also contain .

In the three-step approaches presented in the
previous subsection, after obtaining the binary
table R in the preprocessing phase, any relational
association rule algorithm can be applied (e.g.,
generic a priori) to get the relationship between
the binary values in the table, which represent
the existence of an XML fragment inside another
XML fragment. The steps of the generic Apriori
algorithm have been detailed inthe previous para-
graph. In the particular case of the binary matrix
R, the rows of the matrix will be transactions to
be mined by the algorithm. The binary knowledge
extracted at this step will signify the simultaneous
presence of fragments from the body or head in
the selected context.

Postprocessing Phase

After the extraction of the binary association
rules from the relational table during the second
step, they will be transformed back into XML-
specific representations of the discovered rules.
We remember from the preprocessing step that
the filtered XML fragments obtained by applying
the body and head path queries onthe XML docu-
ment became columns in the table, while filtered
XML fragments obtained by applying the context
path queries became rows. Reversing the process,
together with the new knowledge determined,
that is, the association rules between the binary
values, we get an XML structure in which each
<rule> element has two attributes, support and
confidence, and two child elements, <body> and
<head>, where the fragments of the body and head
participating in the rule are listed. An example
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Figure 6. Example of XML association rules ob-
tained by applying the XMINE RULE algorithm

<RULE support="0.85" confidence="0.20"?
<BODY>
<Item><Author>Author A</Author></Item>
</BODY>
<HEAD>
<Item><Author>Author H</Author></Item>
</HEAD>
</RULE>
<RULE support="0.70" confidence="0.22"?
<BODY>
<ltem><Author>Author H</Author></Item>
<ltem><Author>Author B</Author></Item>
</BODY>
<HEAD>
<Item><Author>Author A</Author></Item>
</HEAD>
</RULE>

of the result of applying the XMINE algorithm
is presented in Figure 6, in which the following
rules are given: “Author A - Author H has 85%
support and 20% confidence” and “Author H and
Author B = Author A has 70% support and 22%
confidence.”

Non-Apriori-Based Approach

In this section, we present one framework for
discovering association rules that is different
fromtheearlier described approaches, which were
based on the Apriori algorithm sequence. The
main feature is that this framework (Feng, Dillon,
Wiegand, & Chang, 2003) considersinmore detail
the specific format of the XML documents, that
is, their possible representationastrees. We recall
that at the beginning of the section on Apriori-
based approaches, we proposed a translation of
the termstransaction and item into some concepts
more specific to XML association rule mining.
The non-Apriori-based framework discussed in
the current section proposes a different mapping
of the above terms to tree-like structured XML
documents.

The work of Feng et al. (2003) aims to dis-
cover association rules from a collection of XML
documents rather than from a single document,
hence each XML document or tree corresponds
to a database record (transaction), where each
XML fragment (subtree) corresponds to an item
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in the transaction. In this context, the frame-
work proposed intends to discover association
rules among trees in XML documents rather
than among simple-structured items. Each tree
is named a tree-structured item and is a rooted,
ordered tree having its nodes classified into (a)
basic nodes with no edges emanating from them
and (b) complex nodes, which are internal nodes
with one or more edges emanating from them. In
Figure 7 we present some of the concepts intro-
duced to define the framework for mining XML
association rules.

In Figure 7, there are two tree-structured
items, the <PERSON> and <ITEM> elements,
extracted from the order.xml example document
(Feng et al., 2003), in which the nodes Ny N,y
n,, and n,,are complex, while N, NN, N,,
n,. and n,  are basic. The edges inside the trees
are labeled depending on the type of relationship
between the nodes. There are two types of labels
attached to edges: ad (ancestor-descendant) and
ea (element-attribute). In Figure 7, the edge that
connects the PERSON with the Profession node
is labeled ea because Profession is an attribute of
the PERSON inthe XML document. All the other
edgesare labeled ad asthey represent connections
between a parent node and a child node.

There are three types of constraints that can
be imposed on nodes and edges, as follows.

1. Level constraints: If e is an ad relation-
ship nsourceénmget, Level (e)=m (m integer)
means that n_ . is the mth descendant of
then_, .-

2. Adhesion constraints: If e is an ea rela-
tionship n., . 2n,,... Adhesion(e)=strong
meansthatn, . isacompulsory attribute of
N, While Adhesion(e)=weak means that
Nearger 1 @0 OPtional attribute of then .

3. Positionconstraints: They refer to the actual
contextual position of the node amongall the
nodes sharing the same parent. Forexample,
inFigure 7, Posi(n, ,)=last() means the Title
node with the Star War Game content is the

title of the last ordered CD.

In this framework, a well-formed tree isa tree
that observes three conditions: (a) It has a unique
root node, (b) for any chosen edge in the tree, if
it is labelled ad, it will link a complex node with
a basic node, while if it is labeled ea, the source
node needs to be a complex node, and (c) all the
constraints are correctly applied, that is, a level
constraintcan beapplied only onanadedge, while
an adhesion constraint can be applied only on an

Figure 7. Example of two tree-structured items in the framework for mining XML association rules as

proposed by Feng et al. (2003)
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ea edge. Using the above described concepts, the
subtree concept (subitem) is defined based on the
definition of the subtree relationship. A tree T
with root r is a subtree of the tree T” with root r’
(noted T <, T°) if and only if there is a node n’
in T’ such that r is a part of n” (noted r <_ . n").
We refer the reader to the original paper (Feng
et al., 2003) for more details and explanations
on these concepts.

Finally, the association rule is defined as an
implication T, T, that satisfies two conditions.

1. XcT,YCcTandXNY=g, whereTisthe
set of tree-structured items and

2. ForanyT andT € (XUY),thereisnotree
T, that can satisfy the conditions T < T
and T < . T.

An example of the association rule in terms
of tree-structured items (named XML-enabled
association rules by the authors) is presented in
Figure 8.

The rule exemplified in Figure 8§ tells that
if a male person orders a CD with the title Star
War Game, he will also order two books, that is,
Star War | and Star War 11, in this order. Though
an algorithm to implement the above described
framework isstillunder development, the obtained
association rules are powerful as they address
the specific format of the XML documents; the
associated items are hierarchical structures, not
simple nodes. Furthermore, they carry the notion
of order, as exemplified by rule in Figure 8.

Mining Association Rules from XML Documents

Summary of Association Rule
Mining Techniques for Static XML
Documents

To conclude this section, we make some com-
ments on the major differences between the above
discussed XML association rule technigues and
the degree of the possible generalization of them,
considering both the number of XML documents
mined at once and the structure of these docu-
ments, together with some experimental results
of the authors.

The main difference between the Apriori-
based approaches and the non-Apriori-based
framework presented in this chapter consists of
the way they perceive the notion of item, which
they consider in their mining algorithms. While
the former ones extract the items to be mined as
a list of nodes by querying the XML document
for a specific path, for the last one, each subtree
(substructure) in the XML document tree repre-
sentation is an item and the framework actually
looks to discover association rules between the
substructures of the document.

Another significant difference resides in the
number of XML documents allowed by the al-
gorithms and the degree of the complexity of the
documents (levels of nesting). Sometimes we may
want to find association rules from a single XML
document (e.g., books in alibrary) or from two or
more XML documents (e.g., documents contain-
ing books in a library, one containing personal
details of the authors and the third containing

Figure 8. An example of the XML-enabled association rule (Feng et al., 2003)
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sales of the books for a period of time). If we have
a collection of XML documents, it is probable
that we will get more interesting information by
analysing all the documents together instead of
one at a time.

The simple (one-step) XML association rule
mining techniques (Wan & Dobbie, 2003, 2004)
are considering one single document, with a
simple structure (see Figure 2a), for example, an
XML document containing transactions in a su-
perstore, with the corresponding purchased items.
The authors state that their proposed algorithm
“works with any XML document, as long as the
structure of it is known in advance” (p. 94), but
they consider that applying their algorithm to an
XML document with a more complex structure
is still an open issue from the performance point
of view.

The three-step approaches (Bragaetal., 2003;
Braga, Campi, Ceri et al., 2002; Braga, Campi,
Klemettinen et al., 2002) are designed to work
with more complex-structured XML documents
(see the example in Figure 3 with five levels of
nesting). Still, the structure of the document needs
to be known in advance as the context, body, and
head of the association rules should be defined at
the beginning of the algorithm. The authors ac-
knowledge that, even if the experiments were done
without considering efficiency asamain concern,
the results proved excellent performance when
using the Xalan (2005). Also, the experimental
results showed that only asmall percentage of time
was spent for preprocessing and postprocessing
the XML document, while the actual mining was
the slowest phase. The authors reckon that any
future step in the XQuery development to allow
more complex conditions in filtering XML docu-
ments will determine a substantial improvement
of the mining step’s efficiency and speed.

DISCOVERING ASSOCIATION
RULES FROM DYNAMIC XML
DOCUMENTS

Asspecified inthe background section, this section
details some of the work done for dynamic XML
document versioning and mining. A dynamic
XML document is one that is continually chang-
ing its content and/or structure in time depending
on the data requested to be stored at a certain
moment. An example could be the content of an
online bookstore, where any change in the number
of existing books, their prices, and/or availability
will affect the content of the XML document that
storesthisinformation. The possible user (e.g., the
online store manager) might decide to store each
new version of the XML document, which results
after each change, so he or she would be able to
refer to the history of the store’s content at any
time in the future for business purposes. In this
case, a high degree of redundancy might appear,
and the user will end up with a large collection
of XML documents in which a large amount of
information is repeated.

Theissue forresearchers was how to efficiently
store all these versions so the user will be able to
get a historic version of the document with as less
redundancy of informationas possible. Moreover,
a new question was raised about what kind of
knowledge can be discovered from the multiple
versions of an XML document; the goal in the
case of mining dynamic XML documents would
be to find a different type of knowledge than can
be obtained from snapshots of data. For example,
some parts of the XML document representing the
online store could change more often, and some
other parts could change together; for instance,
deletions could appear more often than updates,
and so on. All this information could be usefully
utilised by the end user in making business deci-
sions related to the online store’s content.
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In this section, we will first refer to the work
done for versioning XML documents, that is,
methodologies that efficiently store the chang-
ing XML documents in a way that allows the
fast retrieval of the historic versions. They will
include our own proposed solution to the issue of
versioning dynamic XML documents to collect
all the changes between versionsinasingle XML
document, named consolidated delta. Finally, we
will describe our proposed solution for mining
association rules from changes supported by the
dynamic XML documents.

Most of the methodologies addressing the
issue of versioning XML documents are based
on the concept of the delta document (Cobena,
Abiteboul, & Marian, 2005; Marian, Abiteboul,
Cobena, & Mignet, 2001). This is calculated and
built by comparing two consecutive versions of
the XML document and recording the changes
that have been taking place.

XML versioning techniques come to solve two
main issues (Zhao, 2004), as follows:

Mining Association Rules from XML Documents

1. The querying time can be improved by
limiting the amount of data that need to be
queried if the result of the same query in the
previous state of the document is already
known.

2. Storinghistorical structural deltas (the actual
changes) of the XML documents can help to
find knowledge (e.g., association rules) not
just for snapshot data (as in mining static
XML documents), butalso considering their
evolution in time.

For a better understanding of the differences
between the XML versioning techniques, we will
exemplify themontwo versions of an XML docu-
ment (catalog.xml), which contains data about
some products in an online store (Figure 9).

A change-centric management of versions
in an XML warehouse was first introduced by
Marian et al. (2001). They consider a sequence of
snapshots of XML documents and, for each pair
of consecutive versions, the algorithm calculates
adelta document as the difference between them.

Figure 9. Two consecutive versions of the same XML document, catalog.xml, with corresponding IDs,

in both XML document format and trees

= catal oge
=camlog= eproduct=
Sproducts = statueAovail abl e atarue
ﬁatus;-‘%wlable%mhs: < des i ph o & very good
“narce alkman=ynarae prochictefde scriph orde
=¢descripﬁnn}$§:ry %\;ioi; e oo LA0E o cam
le:d'IlC ST
</modoct= :ﬁomm?
spiodict : = statuss Al gbl e fatares
ﬁatufﬁlgja;l?lableﬁttat:sb & =I5 pl y o
@qu‘ﬁﬁpﬁo i ﬁ"“ﬁ‘ﬁdﬁ_xﬁpﬁw < descri ptioree 0 ood stfede scripti ore
<price=200=/prire= i ced SO0 cel
=T oduct
<fmodnct=
=/camlog> =feataloge
Veruion 2
Vervon 1
10 10 pri Rt e
catal og catalog .
i T & 4 e \"‘:; g
prochict i prochict prochict e = product
e e Lo 1 B \NTALL . I
stans Loname ) o---l ame status soprice 3 o--0 1 name 5
e =T EtEbe Traeem Uostatie
- A = i s in | Y
1 dezcripion ol & TR desaipticnn 11 57 -7-= S
. 5. . . A N - ;
. ~price 2 ] ~PIice . -
2 i de soript on T ' dencripti o A7
AT Mkl Tttt Rt e b - & ]
mocdified
defeed =

188



Mining Association Rules from XML Documents

Figure 10. Examples of forward, backward, and completed deltas

Forward delta:
Delete (3) Insert (4,3, T,)
Update (5,”Available”
Update (7,300)
Insert (4,3, Ty)

Update (7, 200)
Delete (11)

Backward delta:

Update (5, “Not available)

Completed delta:

Delete (4,3,T5)

Update (5, “Available”, “Not available”)
Update (7,300,200)

Insert (4,3,Ty)

DeltaA, isasequence of update, delete, and insert
operations capable to transformthe initial version
of the document (D)) into the final version (D,,,).
Furthermore, based on the observation that the
delta A, is not enough to transform D, back into
D,, the authors introduce the notion of completed
delta. This is a delta that contains more informa-
tion and works both forward and backward, being
able to obtain D, or D,,, when the other version
is available.

In our working example (Figure 9), the for-
ward, backward, and completed deltas are shown
in Figure 10.

In the example in Figure 10, T, is the tree
rooted at node 11, that is, the <price> node, while
T, is the tree rooted at node 3, the <name> node.
These two trees will be included in the completed
delta XML document. In the delete and insert
sequences, the first parameters are the parent
node, the second parameters are the affected
node positions, and the third parameters are the
trees rooted at the affected nodes. In the update
sequences, the first parameters are the affected
nodes, the second ones are the new values, while
the third parameters are the old values.

In this approach (Marian et al., 2001), a pre-
sumptive XML warehouse will need to store the
initial version of an XML documenttogether with
all the completed deltas calculated in time so the
model will be able to successfully solve different
versioning requests. Atthe same time, the authors
acknowledge that one of the most importantissues
in their approach is the storage of the redundant
information (e.g., both the old version and new
version of elements consecutively updated will
be stored in the completed deltas).

Another change detection algorithm, X-Diff,
was proposed by Wang, DeWitt, and Cai (2003),

focusing on unordered XML document trees
(where the left-to-right order among siblings is
notimportant). They argue thatan unordered tree
model is more appropriate for most applications
than the ordered model (where both the ancestor-
descendant and the left-to-right order among
siblings are important) and propose a methodol-
ogy that detects changes in XML documents by
integrating specific XML structure characteristics
with standard tree-to-tree correction techniques.
We do not detail here the X-Diff algorithm, but
mainly, it performs the followings steps to deter-
mine the minimum-cost edit sequence that is able
to transform document D, into document D,. (a)
It parses the D, and D, documents and builds the
associated T, and T, trees while at the same time,
it computes an XHash value for every node used
to represent the entire subtree rooted at the node.
(b) It compares the XHash values for the roots
and decides if the trees are equivalent (when the
XHash values are equal); otherwise, it calculates
min(T,, T,) asaminimum-cost matching between
trees. (c) It determines the generated minimum-
cost edit script E based on the min (T ,T,) found
at step b.

For our working example, the minimum edit
script generated by X-Diff would be:

E= {delete (3), update (5, “Available”), update
(7,300), insert (4, (Price, 160)}.

As it can be noticed, the insert operation does
not include the position of the new inserted node
because the X-Diff technique is focused on the
unordered XML trees, and the position of the node
is not considered important for the algorithm.

A novel way of storing changes in time with
less overhead was proposed by Rusu, Rahayu,
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and Taniar (2005b). In this approach, earlier
versions of the documents can be easily queried
and the degree of redundancy is very small. Our
algorithm replaces the way of storing differences
between two versions of an XML document in
deltas and keeping all the deltas in the warehouse
withanew conceptof consolidated delta, inwhich
changes between versions are recorded in a new
XML document, modified any time a new ver-
sion appears. The main idea is to build a single
(consolidated) XML delta document containing
all the changes supported by the versioned XML
documentinthe T -T period of time by introduc-
ing a new temporal element (namely, <stamp>)
to store the changes at each time stamp for each
altered element. Each <stamp> element has two
attributes: time to store the time stamp and delta
to store the type of change (delta can take one of
the values inserted, modified, or deleted).

Figure 11. Example of the consolidated delta after
document catalog.xml

Mining Association Rules from XML Documents

To exemplify the consolidated deltaapproach,
Figure 11 shows another set of changes that have
been applied to the document in Figure 9. The
changes between Version 1 and Version 2 are
recorded in the first consolidated delta (left), which
isbuiltstarting fromthe initial version (\ersion 1),
adding the <stamp> elements as explained before.
Similarly, after another set of changes happen at
time T, (Version 3), new <stamp> elements are
added and the consolidated delta is updated to
reflect these (right). Every time the consolidated
delta is modified to reflect new changes, there
are rules to be observed in order to increase the
efficiency of the algorithm and eliminate the re-
dundancy as much as possible; we list them here,
asfollows. (a) Ifall the childrenare unchanged, the
parent is unchanged. If a parent is unchanged at
the time Ti, its children are not marked (stamped)
for that particular time stamp; they will be easily

two series of changes applied to the initial XML
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reoduct=/desorption= =ptice=160=price= =status = Available=fetahn =
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=des miptior-d very good product=/descrption-
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rebuilt from the existing previous versions of their
parents. (b) If any of the children are modified,
deleted, or inserted, the parent is modified. If a
parent is modified at the time Ti, all its children
will be stamped, each with their own status, that
is, modified, inserted, deleted, or unchanged. (c)
If a parent is deleted at the time Ti, all its children
will be deleted so they will not appear in the
consolidated delta for that particular time stamp
or for any time stamp after that.

Togetahighspeed inbuilding the consolidated
delta, we assign unique identifiers to elements in
theinitial XML documentand store the maximum
ID value. When new elements are inserted in a
following version, they will receive IDs based
on the existing maximum ID so at any time, one
element will be uniquely identified and we will
be able to track its changes.

The two big advantages of the consolidated
approach are the following: (a) There is a very
small degree of redundancy of the stored data
as unchanged data between versions will not
be repeated, and (b) it is enough for the user to
store the calculated consolidated delta to be able
to get an earlier version of the document at any
time. We have tested the algorithm of building the
consolidated delta and it has excellent results for
various dimensions of XML documents.

Versioning Dynamic XML
Documents Using the
Consolidated Delta Approach

The consolidated delta is a very efficient tool
when the user wants to retrieve an old version of
the document. Suppose the latest version of the
document is at the moment T in time (see Figure

12), and the user wants to determine the effective
look (structure and content) for the XML document
at a moment Ti, where i<n (i=3 in the example
in Figure 12). Using the consolidated delta, he
or she does not need to re-create the entire set of
intermediate documents from T _to T (T 5T _,
T 2T ,...T,,2T). Instead, the consolidated
delta can be directly queried to get the elements
that have <stamp> elements with a T, value of
the time attribute. This query will not return at
once the entire structure and content of the XML
document at the moment T, — this would be an
ideal output. We still have to query backward
in the history of certain elements, but only for a
limited number, that is, the unchanged ones as
the modified or inserted elements will contain
the actual values at the time T..

When an earlier version is required, the
consolidated delta document is scanned starting
from the root, and for each element, the algorithm
determines if the delta attribute has one of the
modified, deleted, added, or unchanged values,
building, at the same time, the required D, version
of the documentas follows. (a) When the delta has
the modifiedvalue, ifthe elementisacomplex one
(it has children), we analyse the changes for each
of its children elements; they may have a modi-
fied, deleted, added, or unchanged value as well.
If the element is not a complex one, we take its
value. (b) When the delta has the inserted value,
if it is a complex element, all its children were
inserted, too; so, we take their values as they are
returned for the T, time stamp. If the element is
not a complex one, we take its value. (c) When
the delta has the deleted value, if the parent ele-
ment was deleted (together with its children) at
thetime T, the consolidated delta will contain the

Figure 12. Using consolidated delta to get an earlier version of an XML document

Tn Tn-1 Tn-2

CA (consolidated delta)

i R p—

we are here

T3 T2 Tl
A

we want to g'e! this version
so directly query the CA
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deleted value for the delta and no children details;
consequently, the element will not appear in the
builtversion document. (d) When the delta has the
unchanged value, we know a complex unchanged
element does not include its unchanged children;
so ifwe find anunchanged element, we will query
backward for each of the T, T, ,, and so forth,
and earlier time-stamp changes until we get to
a version without an unchanged delta attribute
or until we get to the initial D, version of the
document (included in the consolidated delta as

a starting point).

Mining the Changes Extracted from
Dynamic XML Documents

In our view, there are two different ways to ap-
proach the task of mining dynamic XML docu-
ments. Supposing there is a collection of versions
of ndynamic XML documents stored inan XML
data warehouse, composed by using one of the
above presented methods, the user might be inter-
ested in discovering either of the following:

a. Interesting knowledge (in our case, associa-
tionrules) that can be found in the collection
of historic versions of the document(s)

b.  Association rules extracted from the actual
changes between versions, that is, from the
differences recorded in delta documents

There was some work done to discover fre-
quently changing structures in versions of XML
documents (Chen et al., 2004; Zhao, Bhowmick,
Mohania, & Kambayashi, 2004; Zhao, Bhowmick,
& Mandria, 2004) applicable more to discovering
the first type of knowledge (Case a above). We
do not detail them here; instead, we will propose
a novel method of mining changes extracted
from dynamic XML documents (applicable for
the second type of knowledge, Case b above) by
using the consolidated delta described earlier in
the previous subsection. Mainly, mining is done
by extracting the set of changes for each time T,
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(2<i<n, where n is the total number of versions
and T, is the time of each set of changes) as a set
of transactions. After that, we mine them apply-
ing one of the classic algorithms for discovering
association rules, for example, the a priori one
(Agrawal et al., 1993). Because the implementa-
tion of the actual algorithm is still under review,
we will give only a general description of the
technique using an example.

We consider again the consolidated delta ex-
ample in Figure 10. If we extract only the changes
fromthe consolidated delta foreach of thetimes T,
and T, we get the following two transactions:

At time T2 - <catalog> modified & <prod-
uct> modified & <name> deleted & <price>
inserted value="160" & <status> modified
value="Available” & <price> modified val-
ue=300;

At time T3 > <catalog> modified & <prod-
uct>modified & <description>modified value="A
new stuff” & <price> modified value="150" &
<price> modified value="400" & <product> in-
serted & <status>inserted value="Notavailable”
& <description> inserted value=*good book” &
<price> inserted value="25";

In a generalized Apriori-based algorithm, the
set of items | will be the list of all distinct ele-
ments from the initial XML document. In our
example, | = {<catalog>, <product>, <status>,
<name>, <description>, <price>}. The extracted
changes will form the set of transactions D, where
each transaction T from D is a set of items from
I represented by one set of changes extracted for
one time stamp T, 2<i<n. A possible association
rule will be an implication X->Y where X, Y c |
and X nY =@. The rule’s support and confidence
will be calculated with regard to the total number
of changes extracted. Dynamic association rules
discovered in this way could give precious infor-
mation about the relationship between changes af-
fecting specific parts of the initial XML document.
Forexample, itcould be found that the insertion of
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new products determine a fall in the availability
of certain products. We are currently working
on implementing and proving the efficacy of this
mining algorithm.

Summary of Association Rule
Mining Techniques for Dynamic
XML Documents

In this section, we have presented some of the
state-of-the-art work in the area of recording
changes between versions of dynamic XML
documents, detailing more on the consolidated
delta approach, which is an effective way to store
successive changes of the documents in a single
document. Then, we have presented an algorithm
for extracting a historic version of the document
at any time where its versions are stored by us-
ing the consolidated delta approach. Finally, we
presented our view on mining the set of changes
extracted for a given period of time.

The methods presented for storing the changes
between versions of the XML documents are
all using the concept of delta as a difference
between two consecutive versions of the XML
document, but each approach comes with its
own definition and implementation as the target
is to find the most efficient representation that is
easy to interrogate and mine later on. While the
work of Marian et al. (2001) proposes building
a consolidated delta as a set of instructions able
to reverse the initial version of the document to
the final one and vice versa for ordered XML
documents, the technique introduced by Wang
et al. (2003) is similar but focuses on unordered
XML documents. A different approach is given
by Rusu, Rahayu, and Taniar (2005), in which
the proposal is to record the historic changes in
one single document, named consolidated delta,
that is easy to be queried when the user needs
to extract an old version of the document. The
same consolidated delta approach can be used
to perform the mining of association rules out
of the set of changes applied to the initial docu-

ment, returning possible interesting information
aboutthe relationships between changes and their
influences on the XML document’s behaviour in
the future.

FUTURE TRENDS

In this section, we present our view on the future
trends in the area of mining XML documents,
considering how the existing work answers pos-
sible user needs.

. Mining association rules from static
XML documents (i.e., documents that are
not changing their content in time): In this
area, the majority of the research work has
been focused not so much on determining
generic association rules (what type of
knowledge can be extracted from a certain
XML document or from a collection of
XML documents), but more on seeking a
confirmation of possible association rules
between elements or parts of the document.
Forexample, the majority of the presented al-
gorithms for mining static XML documents
need to know from the beginning which are
the specific areas they need to look at to find
either the antecedent or the consequent of the
associationrule. Inthis context, future work
is needed to improve the existing method-
ologies interms of generalization (Buchner,
Baumgarten, Mulvenna, Bohm, & Anand,
2000; Garofalakis, Rastogi, Seshadri, &
Shim, 1999). Finding algorithmswith ahigh
degree of generalization is imperative as
scalability is a priority for the current and
future XML-driven applications.

. Mining association rules from dynamic
XML documents (i.e., documents that
changetheir contentintimetoallow different
formats of data): Dynamic mining is still a
very young area in which a lot of research
has been undertaken. From our perspective,
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intense activity in this field will be noticed
soon as Web applications are used onalarge
scaleand manipulate dynamic data. Besides
association rules, researchers are looking
to find other types of patterns in dynamic
XML documents, that s, structural changes
froman XML document version to another,
and content changes. Our next research
work is to implement and evaluate a min-
ing algorithm able to discover association
rules and other types of knowledge from
the sequence of actual changes of dynamic
XML documents. The outcome of this work
will be very useful in finding not only what
the patterns are in the changing documents,
but also how they relate to one another and
how they could affect the future behaviour
of the initial XML document.

CONCLUSION

This chapter is a systematic analysis of some
of the existing techniques for mining associa-
tion rules out of XML documents in the context
of rapid changes and discoveries in the Web
knowledge area. The XML format is more and
more used to store data that now exist in the
traditional relational-database format, and also
to exchange them between various applications
over the Internet.

In this context, we presented the latest dis-
coveries in the area of mining association rules
from XML documents, both static and dynamic,
in a well-structured manner, with examples and
explanations so the reader will be able to easily
identify the appropriate technique for his or her
needs and replicate the algorithm in a develop-
ment environment. At the same time, we have
included in this chapter only the research work
with a high level of usability in which concepts
and modelsare easy to be appliedin real situations
without imposing knowledge of any high-level
mathematics concepts.
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The overall conclusion is that this chapter isa
well-structured tool very useful for understand-
ing the concepts behind discovering association
rules out of collections of XML documents. It
is addressed not only to the students and other
academics studying the mining area, but to the
real end users as a guide in creating powerful
XML mining applications.
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ABSTRACT

This chapter gives a tutorial on resource description framework (RDF), its XML representation, and
Jena, a set of Java-based API designed and implemented to further simplify the manipulation of RDF
documents. RDF is a W3C standard which provides a common framework for describing resources in
the World Wide Web and other applications. Under this standard framework with the Jena, different
resources can be manipulated and exchanged easily, which leads to cost reduction and better efficiency
in business applications. In this tutorial, we present some basic concepts and applications of RDF
and Jena. In particular, we use a television object to illustrate the usage of RDF in describing various
resources being used, the XML syntax in representing the RDF, and the ways Jena manipulate vari-
ous RDF documents. Furthermore, complete programming codes with detailed explanations are also
presented to give readers a better understanding of Jena. References are given at the end for readers’
further investigation.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



INTRODUCTION

Theresource descriptionframework (RDF) (W3C,
2004a) is a W3C (W3C, 2005b) standard which
is commonly used to describe resources for any
application. For business applications, aresource
may be a product, a service, or a person. Since
having a standard framework to manipulate dif-
ferent resources often leads to cost reduction and
better efficiency, RDF is widely used in business
applications. In this chapter, we give a simple
tutorial on RDF, the language (RDF/XML) used
by RDF, and a Java API (Jena) for manipulating
RDF/XML. We assume that readers should have
some background knowledge on URI, XML, and
Java. Readers may refer to Wu (2004) for more
information about programming in Java.

We mention that RDF is used to describe
resources such as products, services, or people.
It provides the data model and XML (W3C,
2005a) syntax so that RDF documents can be
easily exchanged by different applications. The
XML language used by RDF is called RDF/
XML. Moreover, the use of RDF/ XML makes
RDF documents to be both human readable and
computer readable. There are some examples for
using RDF such as RDF Site Summary (RSS)
(RSS-DEV Working Group, 2000) and Friend
of a Friend (FOAF) (Brickley, 2005). The former
oneisdesigned for the Web syndication, while the
latter one isdesigned to describe people, interests,
and interconnections.

The first work on RDF was started by R. V.
Guha when he was with Apple Computer and
later with Netscape. In 1999, the specification of
RDF data model and XML syntax was published
in W3C. The work continued and anew specifica-
tion of RDF was published in 2004, completely
replacing the old specification rather than being
assigned a new version number.

Inthistutorial, we first use a television product
as a resource example. In RDF, we use a URI to
uniquely identify a resource (The Internet Soci-
ety, 2005). The URI of a television resource may
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consist of the company information (e.g., www.
kingstv.com), category (e.g., plasma), and model
number (e.g. PsmM2000) like “http://www.kingstv.
com/plasma/Psm2000”. Unlike the URL of a
Web site, the URI of a resource is not necessary
to be Internet accessible. For example, the afore-
mentioned URI that begins with “http” does not
necessarily have to represent that the television
resource is accessible via HTTP. Such URI only
denotes the abstract notion of world peace.
After defining the television resource, we
can describe the resource by its properties and
property values. A property is a resource that has
aname, while a property value is the value of the
property. For atelevision resource, the properties
may be its model number, detail description, and
price. Similarto the resource identification, we use
aURItouniquelyidentify aproperty. Forexample,
the URI of the model number property may be
“http://www.kingstv.com/tv_property/model” and
its property value may be “Psm2000”. Inaddition,
aproperty value can be another resource. We may
have a user property which value is a resource for
describing a person who uses that television.
The whole scenario can be represented by a
labeled, directed graph called RDF graph (see
Figure 1). Inside an RDF graph, we use an ellipse
to represent a resource, an arrow to represent
a property, and a rectangle to represent a non-
resource property value (literal). For a literal
(rectangle), further properties are not allowed.
On the other hand, further properties are allowed
for a resource (ellipse). In this example, the user
resource has no further property although further
properties are allowed. Besides the RDF graph,
the whole scenario can be represented by a list
of RDF statements. An RDF statement is a triple
that contains a subject (resource), a predicate
(property), and an object (property value). Table
1 shows a list of RDF triples, which is equivalent
to the RDF graph in Figure 1.
Figure 2 showsamore complicated example of
an_RDF graph. The television resource contains
two properties “model” and “accessories”. The
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Figure 1. An RDF graph representing a television resource

http://www.kingstv.com
/tv_property/model

http://www.kingstv.com/plasma/PSM2000

http://www.kingstv.com
/tv_property/detail

|PSM2000| |

http://www.kingstv.com
/tv_property/user

Table 1. RDF triples representing a television resource

Subject Predicate Object
http://www.kingstv.com/plasma http://www.kingstv.com PSM2000
/PSM2000 /tv_property/model
http://lwww.kingstv.com/plasma http://www.kingstv.com
/PSM2000 /tv_property/detail
http://www.kingstv.com/plasma http://www.kingstv.com http://...
/PSM2000 tv_property/user

“model” property specifies the model number of
the television which is similar to the previous
example. The “accessories” property referstoan
intermediate node without URI reference which
contains two accessories user manual and remote
controller (http://.../rc). Since the intermediate
node does not represent an actual resource, it
does not have a URI and we generate an arbitrary
ID (a123) to represent it. Furthermore, the “ac-
cessory2” property refers to a remote controller
resource of the televisionwhichhasa“belong_to”
property. Thisproperty refersback tothetelevision
resource that forms a loop in the graph. Table 2
shows the corresponding RDF triples.

SYNTAX OF RDF/XML

So far, we explain how to use graphs and triples
to describe resources in RDF. Besides graphs and
triples, we can use XML to describe resources.
The XML language used by RDF is called RDF/

XML. By using RDF/ XML, plain text RDF data
can be easily stored in computers. We can also
easily edit the data which is human readable. In
this section, we give a simple tutorial on RDF/
XML.

Consider the example in Figure 1, Listing 1
shows the corresponding RDF/XML.

Line 1 is the XML declaration which specifies
the XML version of the document. Inline 2 and 3,
we specify the root <rdf:RDF> element of the RDF
document. The URI of the “rdf” namespace for all
predefined RDF elements and attributes must be
“http://www.w3.0rg/1999/02/22-rdf-syntax-ns#’.
In line 3, we defined our “tv”” namespace which is
the URI prefix ofall television resource properties.
Starting from line 4, we describe our resources.
For each resource, we use the <rdf:Description>
element to enclose the resource description.
Inside the <rdf:Description> element, we use the
“rdf:about” attribute to specify the resource URI.
The “rdf:about” attribute can be omitted if the
resource does not have a URI. In that case, the
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Figure 2. An RDF graph containing an intermediate node and a loop

http: Meneir. kingsty, comd plasmarPShd 2000

httpeir . fmodel http:ff. . faccessories

FShi 2000 genid A123

hitp:ir.. Shelong_to

hitpri. faccessory 1 hitpfi.. Jaccessony2

user manual

Table 2. The corresponding RDF triples

Subject Predicate Object
http://www.kingstv.com http://.../model PSM2000
/plasma/PSM2000
http://www.kingstv.com http://.../accessories genid:A123
/plasma/PSM2000
genid:A123 http://.../Jaccessoryl user manual
genid:A123 http://.../accessory2 http://.../rc
http://.../rc http://.../belong_to http://www.kingstv.com

/plasma/PSM2000

Listing 1.

1: | <?xml version="1.0"?>
2: | <rdf:RDF xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
3: xmins:tv="http://www.kingstv.com/tv_property/">

4: <rdf:Description rdf:about="http://www.kingstv.com/plasma/PSM2000">

5: <tv:model>PSM2000</tv:model>

6: <tv:detail>This is a plasma TV.</tv:detail>

7 <tv:user rdf:resource="http://www.kingstv.com/user/1"/>
8: </rdf:Description>

9: | </rdf:RDF>
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application should automatically generate an ar-
bitrary ID to represent that resource. In line 5and
6, we specify two properties “model” and “detail”
by using our defined elements <tv:model> and
<tv:detail> which values are literal. Since “tv” is
our defined namespace which URIis “http://www.
kingstv.com/tv_property/”, the URI of “model”
property is concatenated and becomes “http://
www.kingstv.com/tv_property/model”. Similarly,
the URI of “detail” property is concatenated and
becomes “nhttp://www.kingstv.com/tv_property/
detail”. In line 7, we specify the “user” property
by using our defined <tv:user> element. However,
its property refers to another resource with URI
“http://www.kingstv.com/user/1” Which is speci-
fied by the “rdf:resource” attribute. Since the user
resource has no further property, we need not
further describe the user resource by using the
<rdf:Description> element. Finally, line8and 9are
the closing tags for line 4 and 2 respectively.
Currently, W3C provides a useful online RDF
validation service in W3C (2004b) (see Figure 3).

Afterinputting the RDF document, the validation
engine parses the RDF document and checks its
validity. If it is valid, a list of RDF triples (see
Figure 4) and the RDF graph (see Figure 5) will
be displayed.

Consider the more complicated example in
Figure 2, Listing 2 shows the corresponding
RDF/XML.

There are two main resources which are
described in line 4 and 14. The former one de-
scribes the television resource, while the latter
one describes its remote controller resource. As
shown in Figure 2, the “accessories” property
refers to the intermediate node, which does not
represent an actual resource. Therefore, under
the <tv:accessories> elementin line 6, we use the
<rdf:Description> elementinline 7 torepresentthe
intermediate node without URI which 1D should
be automatically generated by the application.
Then we describe two accessories from line 8 to
10. The “accessory2” property in line 9 refers to
the remote controller resource which is further

Figure 3. An online RDF validation service provided by W3C

Hote: this online service now supports the RDF Core specifications issued by the RDOF Core Working Group,
including datatypes. Deprecated elements and attributes of the original RDC Model and Syntax

Specification are no longer supported.

<?xml version="1.0M2>

<rdf:RDF xmlns:rdf="http://www.w3.orq/1999/02/22-rdf-syntax-ns§"

mmlns:tv="http://www.kingstv.com/tv_property/ ">

<rdf:Deacriptinn rdf:ahnut="hrrp://wew. kingstv. com/ plasma/PSM2NNNMT>

<Tvimode l>PSHZ000</ TV imodel>

<tw:detail>This is a plaswa TV.</tvidetail>

<LWw:iuser>

<rdf:Description rdf:about="http://wwv.kingstv.com/user/1"/ >

<ftwrngers
</rdrf:DPescription>

Parse RNOF | Restore the nrginal erample

|

Clear the teutarea i

ar

_ParsoURE ||

Display Result Options
Triples andfor Graph: ITrlpIes and Craph -]

Clear the URI |

Graph formal. iF'NG ermbedded

Figure 4. Results displayed by triples

Triples of the Data Model

u\mber"subgg:t "vzuur_-ne

Ubject

hitp://fwwu.kingstv.cum!plasms/PSHI000| hitp://wuw. kingstv.com/Ly_propecty/model [|"PSH2Z000"
heep: /Wy, kingscv.com'p basma/ PEH2000 || heep: //www, kingsev. com'tv propercy/dernil||"This is a plasma TV."

3 "nrrp £ £ wuw . kAngatv. com/ [ L asma/ P N/nrul"nrrp £ www . kingsey. comf tr_property/user REEp:/ww . kingsty. comf uaer /1
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Figure 5. Results displayed by a graph

http://www.kingstv.com/plasma/PSM2000

http://www.kingstv.com/tv_property/model

http://www.kingstv.com/tv_property/detail

A Tutorial on RDF with Jena

PSM2000

m=This is a plasma TV.|

described in line 14. Similarly, the “belong_to”
property of the remote controller resource in
line 16 refers to the television resource which is
already described in line 4.

The use of intermediate nodes represented
by <rdf:Description> elements makes the RDF
document nested. Although the document in the
previous example is still easy to read, it is hard to
read ifthere aretoo many nested <rdf:Description>

http://www.kingstv.com/tv_property/user

http://www.kingstv.com/user/1

elements. A better solution is to take out the de-
scriptions of all intermediate nodes to the same
level as the actual resources. Listing 3 shows
another RDF/XML, which is equivalent to the
example in Figure 2.

The main difference between the current and
previousexamplesisinline 6. Asshownin Figure
2,the“accessories” property referstothe interme-
diate node which ID is “A123”. Therefore, we use

Listing 2.
1: | <?xml version="1.0"?>
2: | <rdf:RDF xmIns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
3: xmins:tv="http://www.kingstv.com/tv_property/">
4: <rdf:Description rdf:about="http://www.kingstv.com/plasma/PSM2000">
5: <tv:model>PSM2000</tv:model>
6: <tv:accessories>
7: <rdf:Description>
8: <tv:accessoryl>user manual</tv:accessoryl>
9: <tv:accessory2
10: rdf:resource="http://www.kingstv.com/plasma/PSM2000/rc"/>
11: </rdf:Description>
12: </tv:accessories>
13: </rdf:Description>
14: <rdf:Description
15: rdf:about="http://www.kingstv.com/plasma/PSM2000/rc">
16: <tv:belong_to
17: rdf:resource="http://www.kingstv.com/plasma/PSM2000"/>
18: </rdf:Description>
19: | </rdf:RDF>
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the “rdf:nodeID” attribute in line 6 to refer to the
intermediate node which description is taken out
to the same level as the actual resources (see line
8 to 12). The value of the “rdf:nodeID” attribute
must be an alphanumeric string and begin with
an alphabet. When we compare line 4 with line 8,
we usethe “rdf:about” attribute toindicate that the
currentresource isanactual resource, whereaswe
use the “rdf:nodeID” attribute to indicate that the
currentresource isanintermediate node. By taken
out the descriptions of all intermediate nodes, the
RDF document is less nested and easier to read.

In the previous example, the television re-
source contains multiple accessories. If we add
more accessories, we may need to add more
<tv:accessoryN> elements where N is an integer.
However, using such method to represent multiple
items of aproperty is inextensible because we need
toincrease N manually and modify our application
to process those new <tv:accessoryN> elements.

Listing 3.

In RDF/XML, we can use the container element
to describe a list of items and Listing 4 shows an
example which is functionally equivalent to the
previous example.

In this example, we no longer use our defined
intermediate node to represent the multiple items
of the “accessories” property. Instead, we use
the <rdf:Bag> element in line 7 to represent the
unordered list of accessories. For each item in
the list, we use the <rdf:li> element to describe
its value (see line 8 to 10). Figure 6 shows the
corresponding RDF graph. The “accessories”
property refers to the intermediate node which
is generated by the <rdf:Bag> element. The ID
(A123) of the intermediate node is automatically
generated too. Unlike Figure 2, the intermediate
node hasanextra*“type” property with URI “http://
wWww.w3.0rg/1999/02/22-rdf-syntax-ns#type”
which refers to the “Bag” container resource with
URI “http://www.w3.0rg/1999/02/22-rdf-syntax-

1: | <?xml version="1.0"?>

12: </rdf:Description>

17: </rdf:Description>

18: | </rdf:RDF>

2: | <rdf:RDF xmIns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
3: xmins:tv="http://mww.kingstv.com/tv_property/*>

4: <rdf:Description rdf:about="http://www.kingstv.com/plasma/PSM2000">

5: <tv:model>PSM2000</tv:model>
6: <tv:accessories rdf:nodelD="A123"/>
7: </rdf:Description>

8: <rdf:Description rdf:nodelD="A123">

9: <tv:accessoryl>user manual</tv:accessoryl>
10: <tv:accessory2
11: rdf:resource="http://www.kingstv.com/plasma/PSM2000/rc"/>

13: <rdf:Description

14: rdf:about="http://www.kingstv.com/plasma/PSM2000/rc">
15: <tv:belong_to

16: rdf:resource="http://www.kingstv.com/plasma/PSM2000"/>
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10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

<?xml version="1.0"?>
<rdf:RDF xmlIns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmins:tv="http://www.kingstv.com/tv_property/">
<rdf:Description rdf:about="http://www.kingstv.com/plasma/PSM2000">
<tv:model>PSM2000</tv:model>
<tv:accessories>
<rdf:Bag>
<rdf:li>user manual</rdf:li>
<rdf:li
rdf:resource="http://www.kingstv.com/plasma/PSM2000/rc"/>
</rdf:Bag>
</tv:accessories>
</rdf:Description>
<rdf:Description
rdf:about="http://www.kingstv.com/plasma/PSM2000/rc">
<tv:belong_to
rdf:resource="http://www.kingstv.com/plasma/PSM2000"/>
</rdf:Description>

</rdf:RDF>

Figure 6. An RDF graph with a property containing multiple items

http://.../model

—
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ns#Bag”. The “Bag” container resource specifies
the property value of the “accessories” property to
beanunordered list. Eachiteminthelistisreferred
by the auto-numbered property with URI “http://
www.w3.0rg/1999/02/22-rdf-syntax-ns#_N"where
N is an integer. Beside the <rdf:Bag> element, the
<rdf:Seq> and<rdf:Alt> elements can also be used.
The <rdf:seq> element represents an ordered list
of items, while the <rdf:Alt> element represents a
list of alternative items. All <rdf:Bag>, <rdf:Seq>,
and <rdf:Alt> elements may contain duplicate
items. To use the <rdf:Seq> Or <rdf:Alt> element
in this example, we only need to replace “Bag” in
both line 7 and 11 by “seq” or “ait”. For the RDF
graph, the URI of the “seq” resource is “http://
www.w3.0rg/1999/02/22-rdf-syntax-ns#Seq’,
while the URI of the “Ait” resource is “http://
www.w3.0rg/1999/02/22-rdf-syntax-ns#Alt”, Other
values remain unchanged.

SYNTAX OF JENA

In the previous section, we describe how to write
the RDF/XML code manually. However, we may
need to integrate RDF with our own applications.
It is time consuming if we write our own code
to compose and parse RDF documents even if
we use some general purpose XML libraries.

Therefore, using specific purpose libraries like
Jena (Hewlett-Packard Development Company,
2005; McBride, 2001) helps us to process RDF
documents more easily. Jenais aJava framework
for building semantic Web applications which
provides a programmatic environment for RDF
and other related technologies. Inaddition, Jenais
open source and grown out of work with the HP
Labs Semantic Web Program. The official Web site
of Jenais“nttp://jena.sourceforge.net”. Currently,
Jena 2.2 is the latest version. Hence, we give a
simple tutorial on Jena 2.2 in this section.

Before using Jena, we needto download “Jena-
2.2.zip” via the official Web site and extract the
ZIP file. To install Jena, we need to copy all “ jar”
files from “Jena-2.2/1ib/” t0 “$JAVA_HOME/jre/
lib/ext/” directory where “sJAvA_HOME” is the
JDK (Sun Microsystems, Inc. 2005) home path.
For a Linux platform, JDK is usually installed
under the “/usr/javas” directory. For a Windows
platform, JDK is usually installed under the “c:\”
or“c:\Program Files\Java\” directory. TotestJena,
we may create “Test.java” with the following
code which composes an empty RDF document
without any resource. Then we compile and run
“Test.java” (Listing 5) so that the output should
be the same as Figure 7.

We begin the Jena tutorial by showing how to
compose asimple RDF documentwhichisequiva-

Listing 5.

1: | import com.hp.hpl.jena.rdf.model.*;
2:
3: | public class Test
4: | {
5: public static void main(String[] args)
6: {
7 Model model = ModelFactory.createDefaultModel();
8: m odel.write(System.out);
9: }

10: |}
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lent to the example in Figure 1. “Examplel.java”
(Listing 6) outputs the RDF file “examplel.rdf”
which can be viewed by any plain text editor.
Inline 1and 2, we import two packages “java.
io” and “com.hp.hpl.jena.rdf.model”. The former
one contains classes for writing files, while the
latter one contains classes for composing RDF

A Tutorial on RDF with Jena

documents. Then we declare the public class
called “example1” in line 4 and declare the main
method in line 6. There are six steps to compose
the RDF document.

Step 1. First, we use the “createDefaultModel”
method to create an empty RDF document

Listing 6.
1: | import java.io.*;
2: | import com.hp.hpl.jena.rdf.model.*;
3:
4: | public class Examplel
5: ] {
6: public static void main(String[] args) throws Exception
7 {
8: Model model = ModelFactory.createDefaultModel();
9:
10: String tvNS = "http://www.kingstv.com/tv_property/";
11: m odel.setNsPrefix("tv", tvNS);
12:
13: Resource psm2000 = model.createResource(
14: "http://www.kingstv.com/plasma/PSM2000");
15: Resource userl = model.createResource(
16: "http://www.kingstv.com/user/1");
17:
18: Property tvModel = model.createProperty(tvNS, "model");
19: Property tvDetail = model.createProperty(tvNS, "detail");
20: Property tvUser = model.createProperty(tvNS, "user");
21:
22: m odel.add(psm2000, tvModel, "PSM2000");
23: m odel.add(psm2000, tvDetail, "This is a plasma TV.");
24: m odel.add(psm2000, tvUser, userl);
25:
26: FileOutputStream fileOut = new FileOutputStream("examplel.rdf");
27: m odel.write(fileOut);
28: fileOut.close();
29: }
30: |}
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Figure 7. Output of Test.java

<rdf:RDF

</rdf:RDF>

xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#" >

which is represented by the “model” object
in line 8.

Step 2. After creating the “model” object, we
define the namespace in line 10 for the
television properties and we use the “set-
NsPrefix” method to assign the namespace
to the “model” object in line 11. The first
parameter of the “setNsPrefix” methodisthe
namespace and the second parameter is the
corresponding URI.

Step 3. We use the “createResource” method to
define two resources with their own URI
from line 13 to 16. The television resource
is represented by the “psm2000” object,
while the user resource is represented by
the “user1” object.

Step 4. We use the “createProperty” method to
define all properties from line 18 to 20.
The first parameter of the method is the
namespace of the property and the second
parameter is the name of the property.

Step 5. After defining the resources and proper-
ties, we use the “add” method to add the
relationships between them to the “model”
object in terms of RDF triples from line
22 to 24. The first parameter of the “add”
method is the subject (resource), the second
parameter is the predicate (property), and
the third parameter is the object (literal or
resource).

Step 6. Finally, the “model” object contains the
composed RDF document and we use the
“write” method to write the documentto the
“examplel1.rdf” file from line 26 to 28. The
parameter of the “write” method can be any
“outputStream” object.

Consider the more complicated example in
Figure 2, “Example2.java” (Listing 7) outputs the
corresponding RDF file “example2.rdf”.

Although Figure 2 is more complicated than
Figure 1, their programs “Example2.java” and
“Examplel.java” are more or less the same. The
extra feature of the current example is the pres-
ence of the intermediate node. To define the
intermediate node, we do not pass the URI to the
“createResource” method in line 14. The way for
adding the relationships involved the intermediate
node is the same as those actual resources (see
line 22 t0 26). In the previous section, we mention
that the use of intermediate nodes represented
by <rdf:Description> elements makes the RDF
document nested and hard to read. Fortunately,
Jena automatically takes out the descriptions of
all intermediate nodes to the same level as the
actual resources. We can see the effect by view-
ing the generated “example2.rdf” file.

Consider the example in Figure 6 which uses
the “Bag” container, Listing 8, “Example3.java”,
outputs the corresponding RDF file “example3.
rdf”.

The main difference between the current and
previous examples is that the current example
createsa‘““Bag” container, whichisrepresented by
the “accessories” object in line 18, to replace the
intermediate node in the previous example. Then
we add the literal or resource to the container by
using the “add” method in line 19 and 20. The way
foradding the relationships involved the container
is the same as those actual resources (see line 26
to 28). Besides the “Bag” container, we can use
the “seq™ and “Alt” containers. To use them in
this example, we only need to replace “Bag” in
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208

A Tutorial on RDF with Jena

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:

30:
31: |
32:
33:
34:

35:

import java.io.*;

import com.hp.hpl.jena.rdf.model.*;

public class Example2
{
public static void main(String[] args) throws Exception

{

Model model = ModelFactory.createDefaultModel();

String tvNS = "http://www.kingstv.com/tv_property/";

m odel.setNsPrefix("tv", tvNS);

Resource psm2000 = model.createResource(
"http://www.kingstv.com/plasma/PSM2000");

Resource rc = model.createResource(
"http://www.kingstv.com/plasma/PSM2000/rc");

Resource node = model.createResource();

Property tvModel = model.createProperty(tvNS, "model");

Property tvAccessories = model.createProperty(tvNS, "accessories");
Property tvAccessoryl = model.createProperty(tvNS, "accessoryl");
Property tvAccessory2 = model.createProperty(tvNS, "accessory2");

Property tvBelongTo = model.createProperty(tvNS, "belong_to");

m odel.add(psm2000, tvModel, "PSM2000");

m odel.add(psm2000, tvAccessories, node);

m odel.add(node, tvAccessoryl, "user manual");
m odel.add(node, tvAccessory2, rc);

m odel.add(rc, tvBelongTo, psm2000);

FileOutputStream fileOut = new FileOutputStream("example2.rdf");
m odel.write(fileOut);

fileOut.close();
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Listing 8.

10:

11

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24

25:

26:

27:

28:

29:

30:

31:

32:

33:

34:

import java.io.*;

import com.hp.hpl.jena.rdf.model.*;

public class Example3
{
public static void main(String[] args) throws Exception

{

Model model = ModelFactory.createDefaultModel();

String tvNS = "http://www.kingstv.com/tv_property/";

m odel.setNsPrefix("tv", tvNS);

Resource psm2000 = model.createResource(
"http://www.kingstv.com/plasma/PSM2000");
Resource rc = model.createResource(

"http://www.kingstv.com/plasma/PSM2000/rc");

Bag accessories = model.createBag();
accessories.add("user manual");

accessories.add(rc);

Property tvModel = model.createProperty(tvNS, "model");
Property tvAccessories = model.createProperty(tvNS, "accessories");

Property tvBelongTo = model.createProperty(tvNS, "belong_to");

m odel.add(psm2000, tvModel, "PSM2000");
m odel.add(psm2000, tvAccessories, accessories);

m odel.add(rc, tvBelongTo, psm2000);

FileOutputStream fileOut = new FileOutputStream("example3.rdf");
m odel.write(fileOut);

fileOut.close();
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line 18 by “seq” or “alt”, and replace “createBag”
by “createseq” Or “createAlt”.

So far, we describe how to use Jena to com-
pose RDF documents. It is time to describe how
to use Jenato read and query in RDF documents.
We demonstrate this by using a long example
“Example4.java” as shown in Listing 9.

In this example, we read the RDF file “ex-
ample3.rdf” which is generated by the previous
“Example3.java”. The corresponding RDF graph
is shown in Figure 6. In line 6, we declare the
“model” object which represents the RDF docu-
ment to be read. There are two methods “main”
and “query” which are declared in line 8 and 50
respectively. The former one is the entry point
of the program, while the latter one performs the
queryaccordingtothreeinput parametersandthen
prints the result on the screen. The program starts
in line 10 which creates an empty RDF document
by using the “createDefaultModel” method. Then
we use the “read” method to read the RDF file
“example3.rdf” and store it to the “model” object
from line 12 to 14. The first parameter of the
“read” method can be any “inputstream” object
and the second parameter specifies the base touse
when converting the relative URI toabsolute URI.
Starting from line 16, there are six queries.

Query 1. First, we want to query all namespaces
which are used in this document. Therefore,
we use the “listNameSpaces” method in line
17 to obtain a list of namespaces which are
stored inthe “nsiterator” object. Theninline
18, we use the “hasNext” method to check if
the next namespace exists. Finally, we use
the “nextNs” method in line 19 to get each
namespace as a “String” object.

Query 2. Inthisquery, wewantto listoutall RDF
statements (triples) inthisdocument. There-
fore, we use our defined “query” method in
line 24 which jumps to line 50. Inside the
“query” method, we use the “listStatements”
method in line 52 to obtain a list of state-
ments which are stored in the “stmtiterator”
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object. The parameters “s”, “p”, and “o” of
the “liststatements” method are null which
means that we do not require matching the
statement with the specific subject, predi-
cate, and object respectively. Then we use
the “hasNext” method in line 53 to check
if the next statement exists and we use the
“nextStatement” method in line 54 to get
each “statement” object. Finally, we use the
methods “getSubject”, “getPredicate”, and
“getObject” t0 get the subject (resource),
predicate (property), and object (literal or
resource) respectively (see line 55 to 57).
Please note that Jena automatically gener-
ates an ID (66c7f061:104e5c¢9bff0:-8000)
for the node referred by the “accessories”
property.

Query 3. In this query, we want to list out all
RDF statements (triples) in this document
which has the remote controller resource
with URI “http://www.kingstv.com/plasma/
PsM2000/rc”. Therefore, we use our defined
“query” method in line 27 and 28 which first
parameter is our target resource. Before
passing the first parameter to the “query”
method, we need to use the “createRe-
source” method to create the corresponding
“Resource” object.

Query 4. In this query, we want to list out all
RDF statements (triples) in this document
which has the “model” property. Therefore,
we use our defined “query” method in line
31 and 32 which second parameter is our
target property. Before passing the second
parametertothe “query” method, we need to
usethe “createProperty” methodto createthe
corresponding “Property” Object. Moreover,
the first parameter of the “createProperty”
method is the namespace of the property
which URI can be obtained by using the
“getNsPrefixURI” method.

Query5. Inthisquery, we wantto listoutall RDF
statements (triples) in this document which
property value is “user manual”. Therefore,
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Listing 9.

10:

11

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

27:

28:

29:

30:

31

32:

33:

34:

35:

36:

37:

38:

39:

import java.io.*;

import com.hp.hpl.jena.rdf. model.*;

public class Example4

{

private static Model model = null;

public static void main(String[] args) throws Exception

{

m odel = ModelFactory.createDefaultModel();

FileInputStream fileIn = new FilelnputStream("example3.rdf");
m odel.read(fileln, ");

fileln.close();

System.out.printin("Query 1:");

Nslterator nslterator = model.listNameSpaces();

while (nslterator.hasNext()){
System.out.printin(nslterator.nextNs()+";");

}

System.out.printin();

System.out.printin("Query 2:");

query(null, null, null);

System.out.printin("Query 3:");
query(model.createResource(

"http://www.kingstv.com/plasma/PSM2000/rc"), null, null);

System.out.printin("Query 4:");

query(null,

model.createProperty(model.getNsPrefixURI("tv"), "model"), null);

System.out.printin("Query 5:);

query(null, null, model.createLiteral("user manual"));

System.out.printin("Query 6:");

Stmtlterator stmtlterator = model.listStatements(

model.createResource("http://www.kingstv.com/plasma/PSM2000"),

continued on following page
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40: model.createProperty(model.getNsPrefixURI("tv"), "accessories"),
41: (RDFNode)null);

42: Statement statement = stmtlterator.nextStatement();

43: Bag bag = statement.getBag();

44: Nodelterator nodelterator = bag.iterator();

45:; while (nodelterator.hasNext()){

46: System.out.printin(nodelterator.next()+";");

47: }

48: }

49:

50: private static void query(Resource s, Property p, RDFNode 0)

51: {

52: Stmtlterator stmtlterator = model.listStatements(s, p, 0);
53: while (stmtlterator.hasNext()){

54: Statement statement = stmtlterator.nextStatement();
55: System.out.printIn("("+statement.getSubject()+",");
56: System.out.printIn(" "+statement.getPredicate()+",");
57: System.out.printin(" "+statement.getObject()+");");
58: }

59: System.out.printin();

60: }

61: |}

we use our defined “query” method inline 35
which third parameter is our target property
value. Before passing the third parameter
to the “query” method, we need to use the
“createLiteral” method to create the corre-
sponding “Literal” object which is typecast
to the “RDFNode” object when passing to
the “query” method.

Query 6. In the last query, we want to list out all
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accessories of the television resource which
URI is “http://www.kingstv.com/plasma/
PsM2000”. Therefore, we use the “listState-
ments” method from line 38 to 41 and we
use the “nextstatement” method in line 42
to get the target statement. Then we use the
“getBag” method in line 43 and the “iterator”
method in line 44 to get the list of items

which is represented by the “nodelterator”
object. Furthermore, we use the “hasNext”
method in line 45 to check if the next item
exists. Finally, we use the “next” method in
line 46 to get each item.

In addition to the query operation, Jena
provides three useful operations for manipulat-
ing RDF documents as a whole. These are the
common set operations of union, intersection,
and difference. The union operation creates a
new RDF document containing all triples in this

Query 1:
http://mww.w3.0rg/1999/02/22-rdf-syntax-ns#;

http://www.kingstv.com/tv_property/;
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Query 2:
(66¢7f061:104e5c9bff0:-8000,

h ttp://www.w3.0rg/1999/02/22-rdf-syntax-ns#type,

(66c7f061:104e5c9bff0:-8000,

h ttp://www.w3.0rg/1999/02/22-rdf-syntax-ns#_1,
u ser manual);

(66¢7f061:104e5c9bff0:-8000,

h ttp://www.w3.0rg/1999/02/22-rdf-syntax-ns#_2,
h ttp://www.kingstv.com/plasma/PSM2000/rc);
(http://www.kingstv.com/plasma/PSM2000,

h ttp://www.kingstv.com/tv_property/accessories,
6 6c7f061:104e5c9bff0:-8000);
(http://www.kingstv.com/plasma/PSM2000,

h ttp://www.kingstv.com/tv_property/model,

P SM2000);
(http://www.kingstv.com/plasma/PSM2000/rc,

h ttp://www.kingstv.com/tv_property/belong_to,

h ttp://www.kingstv.com/plasma/PSM2000);

h ttp://www.w3.0rg/1999/02/22-rdf-syntax-ns#Bag);

Query 3:
(http://www.kingstv.com/plasma/PSM2000/rc,
h ttp://www.kingstv.com/tv_property/belong_to,

h ttp://www.kingstv.com/plasma/PSM2000);

Query 4:
(http:/wvww.kingstv.com/plasma/PSM2000,

h ttp://www.kingstv.com/tv_property/model,

P SM2000);

Query 5:
(66c7f061:104e5c9bff0:-8000,

h ttp://www.w3.0rg/1999/02/22-rdf-syntax-ns#_1,

u ser manual);

Query 6:
user manual;

http://www.kingstv.com/plasma/PSM2000/rc;

document together with all of those in another
given document. Moreover, the intersection op-
eration creates a new RDF document containing
all triples which are in both this document and
another. Since RDF documents are sets of triples,
atriple contained in both documents only appears
once in the resulting document. Finally, the dif-
ference operation creates a new RDF document
containing all triples in this document which are
not in another. We demonstrate the union of the
examples in Figure 1 and Figure 2 in Listing 10,
“Example5.java”.

Using the union operation in Jena is simple as
shown in this example. First, we use the “creat-
eDefaultModel” in line 8 and 9 to create two RDF
documents. Second, we use the “read” method
to read the RDF documents so that the “model1”
object represents the “example1.rdf” file and the
“model2” object represents the “example2.rdf”
file (see line 11 to 17). Third, we use the “union”
method in line 19 to perform the union operation
and the “model” object represents the resulting
RDFdocument. Finally, we use the “write” method
to write the resulting document to the “example5.
rdf” file from line 21 to 23. To use the intersection
or difference operation in this example, we only
needtoreplace “union”inline 19by “intersection”
or “difference”. Figure 8 shows the corresponding
RDF graph after the union.

CONCLUSION

In this chapter, we give a simple tutorial on RDF,
RDF/XML, and Jena. The tutorial is summarized
as follows.

For RDF, it is a W3C standard which is com-
monly used to describe resources for any applica-
tion. We use RDF graphs to describe resources.
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Listing 10. Example5.java

1: | import java.io.*;
2: | import com.hp.hpl.jena.rdf.model.*;
3:
4: | public class Example5
5] {
6: public static void main(String[] args) throws Exception
7 {
8: Model modell = ModelFactory.createDefaultModel();
9: Model model2 = ModelFactory.createDefaultModel();
10:
11: FilelnputStream fileIn = new FilelnputStream("examplel.rdf");
12: m odell.read(fileln, "™);
13: fileln.close();
14:
15: fileIn = new FilelnputStream("example2.rdf");
16: m odel2.read(fileln, "™);
17: fileln.close();
18:
19: Model model = modell.union(model2);
20:
21: FileOutputStream fileOut = new FileOutputStream("example5.rdf");
22: m odel.write(fileOut);
23: fileOut.close();
24: }
25: |}

Figure 8. An RDF graph after the union

This is a

plasma TV.
http://.../user
e

http://...Juserl :l
“-..\_‘_‘___-_._'_r,/

http://.../detail

http://www.kingstv.com/plasma/PSM2000

http://.../model
http://.../accessories

PSM2000 genid:A123

http://.../Jaccessoriyl

user m anual

http://...belong_to

http://.../accessory2
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AnRDF graph containsresources, properties, and
property values which are connected together.
Resources are represented by ellipses, properties
are represented by arrows, and literals are repre-
sented by rectangles. In addition, a list of RDF
triples can also be used to describe resources.
An RDF triple contains a subject, a predicate,
and an object. The subject is the resource, the
predicate is the property, and the object is the
property value.

For RDF/XML, it is the XML language
used by RDF. A resource is described by the
<rdf:Description> element and its URI is speci-
fied by the “rdf:about” attribute. A property
is described by our defined element under the
<rdf:Description> elementofaresource. Aproperty
value is enclosed by a property element. A list of
items can be contained by using the “Bag”, “seq”,
or “Alt” container. The “Bag” container contains
an unordered list of items, the “seq” container
contains an ordered list of items, and the “Ait”
container contains a list of alternative items.

For Jena, it is a Java framework for building
semantic Web applications which provides a pro-
grammatic environment for RDF and other related
technologies. Tocompose an RDF document, there
are six steps, which are (1) empty RDF document
creation, (2) property namespace assignment, (3)
resource creation, (4) property creation, (5) RDF
triple creation, and (6) RDF file composition.
Besides RDF document composition, Jena also
provides API for reading and querying in RDF
documents. Finally, Jena provides three useful
operations for manipulating RDF documents as
awhole. These are the common set operations of
union, intersection, and difference.

Readers may refer to the resources listed
in References section for further investigation.
W3Schools (n.d.a), and W3Schools (n.d.b) provide
good online tutorials on XML and RDF respec-
tively. Antoniou and Harmelen (2004), Hjelm
(2001), Klein (2001), Oberle (2005), Passin (2004),
and Powers (2003) provide complete discussions

on developing applications using RDF and the
related Internet technologies.
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ABSTRACT

Web Services (WS) technologies, generally built around the ubiquitous Extensible Markup Language
(XML), have provided many opportunities for integrating enterprise applications. However, XML/Simple
Object Access Protocol (SOAP), together with Web Services Definition Language (WSDL) and Universal
Description Discovery and Integration (UDDI), form a comprehensive suite of WS technologies that have
the potential to transcend beyond mere application integration within an organization, and to provide
capabilities of integrating processes across multiple organizations. Currently, the WS paradigm is driven
through parameters however; the paradigm shift that can result in true collaborative business requires
us to consider the business paradigm in terms of policies-processes-standards. This chapter, based on
experimental research carried out by the authors, demonstrates how the technologies of WS open up
the doors to collaborative Enterprise Architecture Integration (EAI) and Service Oriented Architecture
(SOA) resulting in Business Integration (Bl). The chapter also provide a quantitative investigation based
on organization’s adaptation to mobile and Web Services technologies.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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INTRODUCTION

This chapter describes how WS can be used in
order to align and integrate business processes of
organizations (internal and external processes) to
satisfy the needs of Enterprise Architecture (EA).
Thus far, the concept of Business Integration
(BI) has been mainly focused on integrating the
business processes internal to an organization;
however this chapterisan investigationtoidentify
how the organizations can extend this integration
with those business processes belonging to other
enterprises and how they adapt mobile and Web
Services technologies in order to integrate with
those business processes.

According to Finkelsteing (2006) Enterprise
Architecture (EA) builds on business knowledge
and allows business specialist experts to apply
their respective knowledge to determine the most
effective technology and process solutions for
the business.

Information and Communication Technology
(ICT)architectures have not paid enough attention
to integration of the services in the past. Service
Oriented Architecture (SOA) is an architecture
that makes the services of a system to interact
and perform a task supporting a request. SOA
is classified as sub-architecture of Enterprise
Architecture.

Based on Barry (2003), a Service Oriented
Architecture (SOA) is a part of an EA and can
be viewed as “sub-architecture” of an Enterprise
Architecture. SOA existed before the advent of
Web Services. Technologies such as Common
Object Request Broker (CORBA) and Distributed
Component Object Model (DCOM) afforded
the opportunity to create SOA. Web Services
is ideal technology for developing sophisticated
architecture.

The Open Group Architecture Framework
(TOGAF)isacritical architecture for the effective
and safe construction of business and information
systems. TOGAF providesthe TOGAF Architec-
ture Development Method (ADM). TOGAF ADM
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is a comprehensive, detailed, industry standard
method for developing Enterprise Architectures
Integration (EAL), and related information, appli-
cation, and technology architectures that address
the needs of business, technology, and data sys-
tems (http://www.integrationconsortium.org).

Based on Chase (2006), originally designed
as a way to develop the technology architecture
for an organization, TOGAF has evolved into a
methodology for analysing the overall business
architecture. The first part of TOGAF is a meth-
odology for developing the architecture design,
which is called the Architecture Development
Method (ADM). It has the following nine basic
phases:

. Preliminary phase: Framework and
principles. Get everyone on board with the
plan.

. Phase A: Architecture vision. Define
your scope and vision and map your overall
strategy.

. Phase B: Business architecture. Describe
your current and target business archi-
tectures and determine the gap between
them.

. Phase C: Information system architec-
tures. Develop target architectures for your
data and applications.

. Phase D: Technology architecture. Create
the overall target architecture that you will
implement in future phases.

. Phase E: Opportunitiesandsolutions. De-
velop the overall strategy, determining what
you will buy, build or reuse, and how you
will implement the architecture described
in phase D.

. Phase F: Migration planning. Prioritize
projects and develop the migration plan.

. Phase G: Implementation governance.
Determine how you will provide oversight
to the implementation.

. Phase H: Architecture change manage-
ment. Monitor the running system for
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necessary changes and determine whether
to start a new cycle, looping back to the
preliminary phase.

These phases provide a standardised way of
analysing the enterprise and planning and man-
aging the actual implementation. The Service
Oriented Architecture is considered in Phase
D: Technology architecture where the TOGAF
defines the services and their relationship with
each other and define how the services could be
invoked by different requesters.

Service Oriented Architecture (SOA) describes
how the service could be invoked and how the
service attributes are implemented. The concepts
of SOA and TOGAF relate to each other when
Technology Architecture is invoked by differ-
ent requesters. TOGAF contains two reference
models that can be used in this way: a platform-
centric Technical Reference Model that focuses
on the services and structure of the underlying
platform necessary to support the use and reuse
of applications, and an Integrated Information
Infrastructure Reference Model that focuses on
the applications space, and addresses the need for
interoperability, and for enabling secure flow of
information where and when it is needed (http:/
www.ebizq.net).

The highly competitive nature of the current
business environment creates tremendous pres-
sure for organizations to collaborate. Itis essential
for companies to understand rapidly changing
business circumstances. The rapidly changing
environment encourages the enterprises to inte-
grate their business functions into a system that
efficiently utilises ICT.

The chapter proposes a theoretical model as
the recommended implementation of the integra-
tion that requires a substantial amount of time
and financial commitment. The supplemental
technologies of SOA, EAl and TOGAF automate
the integration process with the collaborative en-
vironment of the business processes of multiple
organizations.

LITRATURE REVIEW

The increase in the demand of the management
of the Information and Communication Technol-
ogy (ICT) has caused the research to focus their
efforts on integrating of business processes and
data. The term Enterprise Integration (or System
Integration) reflects the capability to integrate a
variety of different system functionalities.

Traditionally, information systems were
implemented to support specific functional areas.
However, the advancement of information tech-
nology enables new forms of organizations and
facilitates their business processes to collaborate
even when these organizations are not necessarily
known to each other. As organizations become
more complex and diverse in the collaborative
context, it becomes nearly impossible for them to
implement their collaborative business concepts
without enterprise integration.

New technology seems to suggest that mo-
bile services will be the greatest opportunity for
businesses to develop richer and more profitable
relationships with individual customers by giv-
ing them what they actually want (Falcone and
Garito, 2006)

According to Jostad, et al, (2005) the demand
for flexible, efficient and user-friendly collabora-
tive services is becoming more and more urgent
as competition in the current market oriented
arenais becoming more intense. Enterprises have
to be more dynamic in terms of collaboration
with partners and even competitors. The Service
Oriented Architecture is a promising computing
paradigm offering solutions that are extendible,
flexible and compatible with legacy systems.
This chapter proposes and investigates the use of
SOA in the construction of collaborations across
multiple organizations.

Harrison and Taylor (2005) define an SOA that
builds onthe concept of aservice. Itisacollection
of services capable of interacting in three ways,
commonly referred to as ‘publish, find and bind’.
In other words, a service must be able to make
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its interface available to other services (publish),
other services must be capable of discovering
the interface (find), and finally services must
be able to connect to one another to exchange
messages (bind). The loose coupling of an SOA
is achieved firstly through the separation of data
exchange from the software agents involved in
the exchange, and secondly through the discrete
nature of the service.

The biggest challenge may be the behaviour
of the users to adapt to the developed system. Ac-
cording to Chen, et al, (2006) the consumer of a
serviceisnotrequiredto have adetailed knowledge
of implementation, implementation language,
or execution platform of the service. The only
concern of the consumer is how a service can be
invoked according to the service interface.

Change managementand transformation of an
organization can be very difficult and sensitive is-
sues. Conversely, itcan be argued that behavioural
integration is critical to the success of enterprise
integration. The technical integration can be a
success but if the organization is not going to in-
ternalise the enterprise system, the entire projectis
afailure. Assuch, to achieve the maximum benefit
and impact from enterprise integration, we need
to have both successful technical and behavioural
integration (http://delivery.acm.org).

The successful architecture confirms that busi-
ness requirements and information technology
design are captured in models. The modelling
technique of abstraction to separate business
concerns from technology concerns (what the
business system needsto do, versusitsunderlying
computing platform) is also an important aspect
of the success of the architecture.

The following issues also could be classified
as the critical factor for the success of the Service
Oriented and Enterprise Architecture:

. To capture business requirements.

. Platform-Independent Model (PIM) by pro-
moting designing a business solution prior
to selecting how it will be deployed.
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. The Platform-Specific Model (PSM) adds to
the PIM the details of a specific computing
platform onwhich the business solution will
be deployed.

. Transformations (mappings) are performed
on these models to progress from a higher
level of abstraction to a lower level of ab-
straction.

. All of this activity is based on internation-
ally accepted standards.

Businesses that aim to support mobile work-
ers and enhance process effectiveness will need to
considerextendingtheir processand systemsbeyond
the workplace (Alag, 2006). According to Godbole,
(2006) Mobile Commerce is best suited where the
consumerisdrivenbya“sense of urgency” whenthey
need to have their goods and services immediately
for upcoming functions and events.

Every organization on the planet consisting
of more than one person has already realised
that their information technology infrastructure
is effectively a distributed computing system.
To integrate information assets and use infor-
mation effectively, it must be accessible across
the department, across the company, across the
world and more importantly across the service-
or supply-chain from the supplier, to one’s own
organization, to one’s customers. This means that
CPUs must be intimately linked to the networks
of the world and be capable of freely passing
and receiving information, not hidden behind
glass and cooling ducts or the complexities of the
software that drives them. www.omg.org/docs/
omg/03-06-01.pdf

UNDERSTANDING SOA AND WEB
SERVICES

Service-Oriented Architecture is architecture
based on internal and external processes of an
organization. Web Services technology is the
most appropriate technology to develop SOA.
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Curbera, et al, (2003) states that Web Services
provide generic coordination mechanismsthatcan
be extended for specific protocols and Ghanbary
(2006) extends this expression by stating that WS
represent the applications that organizations pub-
lish/locate on unknown and disparate platforms.
Accordingto Unhelkar & Deshpande (2004), Web
Services based technologies enable applications
to “talk” with one another even across organiza-
tional firewalls, resulting in an opportunity for a
cluster or group of organizations to simultaneously
transition to Web-based entities.

Barry (2003) clearly states that the use of Web
Services appears to be the missing puzzle piece in
creating a complete picture of a service oriented
architecture work. The statement given by Barry
(2003) identifies the importance of universal adop-
tion of Web Services by software vendors.

Figure 1 illustrates the importance of the
adoption of the Web Service by internal as well
as the external architecture. The following is the
explanation of the functionality of the Web Ser-
vicesthatcould create successful service oriented
architecture.

Figure 1. Internal and external impacts of WS

XML/SOAP AND SOA

Extensible Mark-up Language (XML) isasimple,
very flexible text format derived from SGML (ISO
8879). Originally designed to meet the challenges
of large-scale electronic publishing, XML is also
playing an increasingly important role in the ex-
change of a wide variety of data on the Web and
elsewhere (http:/wwww3.0org/XML/).

XML schemasassociated with SOAP message
payloads often need to be designed with some of
the more advanced features of the XML Schema
Definition Language. Specifically, the use of
extensible or redefined schemas may be required
when building documents that represent multiple
data contexts. See Exhibit A.

WSDL AND SOA

WSDL is an XML format for describing net-
work services as a set of endpoints operating on
messages containing either document-oriented
or procedure-oriented information. The opera-
tions and messages are described abstractly, and
then bound to a concrete network protocol and
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Exhibit A.

<collection>
<code id="VB’>

<codeExample>
Private Sub Forml_Paint()
Print "Hello World!"
End Sub
</codeExample>
</code>
<code id="Java’>

<codeExample>
public class Hello

{
{
3

</codeExample>
</code>
<code id="COBOL>

<codeExample>
IDENTIFICATION DIVISION.
PROGRAM-1D. Hello-World.

*

ENVIRONMENT DIVISION.

*

DATA DIVISION.

*
PROCEDURE DIVISION.
PARA-1.

*

STOP RUN.
</codeExample>
</code>
</collection>

<description>Examples of code</description>

<title>Visual Basic code example</title>

<title>Java code example</title>

public static void main(String[] args)

System.out.printin("'Hello, World!");

<title>COBOL code example</title>

DISPLAY "Hello, world!".

message format to define an endpoint. Related
concrete endpoints are combined into abstract
endpointsservices (http:/wwww3.org/ TR/wsdl).
See Exhibit B.

WSDL is extensible to allow description of
endpoints and their messages regardless of what
message formats or network protocols are used to
communicate. Web Service Definition Language
SOA starts with the design of a service. Building
software services start with the definition of what
the service isand what the service does. SOA pro-
vides a standardised means of building software
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services that can be accessed, shared, and reused
acrossanetwork. While SOA isawell-established
concept, it has become increasingly popular with
the emergence of Web Services. The starting point
in developing SOA services is the Web Services
Description Language (WSDL).

UDDI AND SOA

Universal Description, Discovery and Integration
(UDDI) specifications define a registry service
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Exhibit B.

<businessEntity

<contacts>
<phone>612-9055-0047</phone>

</contacts>
<businessServices>
<businessService

<bindingTemplates>
<bindingTemplate

</accessPoint>
<tModel InstanceDetai ls>
<tModel Instancelnfo

</tModel Instancelnfo>

</bindingTemplate>
</bindingTemplates>
</businessService>
</businessServices>
</businesseEntity>

businessKey=""uddi :4589150-5F12-9K45-H048-337910DA52F94 ">
<name>ExampleCode Pty Ltd</name>
<description>For all your example code needs</description>

<emai I>info@examplecode.com</emai I>

serviceKey="uddi :8181F24-1A42-7850-3664-36599DA515K04""
businessKey=""uddi :35894A5-8745-95FD-0571-9161K577D2604"">
<name>ExampleCode Server</name>

<description>ExampleCode.com”’s example code server</description>

bindingKey="uddi :2549842-F148-9758-24G7-2584D8789A5F5"

serviceKey="uddi :8181F24-1A42-7850-3664-36599DA515K04"">

<accessPoint URLType="http'>
http://www.examplecode.com/code

tModelKey="uddi :5791FG2-3460-4G97-2771-1495GJ443925" />

</tModel InstanceDetai ls>

for Web services and for other electronic and
non-electronic services. AUDDI registry service
is a Web service that manages information about
service providers, service implementations, and
service metadata. Service providers canuse UDDI
to advertise the services they offer. Service con-
sumers can use UDDI to discover services that
suit their requirements and to obtain the service
metadataneeded to consume those services (http:/
www.uddi.org/fags.html).

Universal Description, Discovery, and Integra-
tion (UDDI) discover the prospective requester
from the directory that is also an integral part
of an organization. This specification allows for
the creation of standardised service description
registries both within and outside of organization
boundaries. UDDI provides the potential for Web
services to be registered in a central location,
from where they can be discovered by service
requestors. Hence SOA services should be ac-
cessed, shared, and reused across a network. The

UDDI directory provides the channels of access
across the network.

THE USE OF SOA IN
COLLABORATIVE ORGANIZATIONS

One of the key challenges in modern day busi-
ness is the pressing need to integrate their wide
and varied software systems and applications.
Furthermore, large organizations such as banks
and insurance companies have vast amount of
data that is embedded in their legacy systems.
They have a need to expose those data and the
corresponding applications in a ‘unified’ view to
the customer on the Internet - resulting in what
is known as ‘business integration’. However, as
a result of this integration, and technical ability
of applicationstotransact over the Internet, busi-
nesses are now readily able to offer and consume
‘services’ across the Internet. Currently, thereis a
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limited of literature on modelling and managing
the challenges emanating from collaboration
between varied businesses and applications.

Based on Pasley (2005), service interoper-
ability is paramount. Although researchers have
proposed various middleware technologies to
achieve SOA, Web services standards better sat-
isfy the universal interoperability needs. In order
for multiple organizations to collaborate many
challenges were identified as such: technologi-
cal, methodological and social factors resulting
rational interactions between businesses. The
good architecture takes place when the services
of different applications have the capability to
communicate. The previous statement leads us
to the concept of Service Oriented Application
departing beyond the boundary of standard com-
munications framework.

According to Erl (2004) an SOA is a design
model with adeeply rooted concept of encapsulat-
ing application logic within services that interact
via a common communication protocol. When
Web Services are used to establish this commu-
nication framework, they basically represent a
web-based implementation of Service Oriented
Architecture. Business process integration is part
of enterprise integration solutions, which is why
coordination services for business activities are
utilised exclusively for the management of long
running business activities.

Based on Chung (2005), Web Services inte-
gration enables a dynamic e-business model that
fosters collaboration with heterogeneous business
services and opens the door for new business op-
portunities. Aservice-orientedarchitecture (SOA)
is an application framework that takes everyday
business applications and breaks them down into
individual business functions and processes,
called services.

Figure 2 will clearly explain how Service Ori-
ented Architecture will impact the requirements
of collaborative Organizations.

The above Figure 2 shows the importance of
SOA in developing the applications of Collab-
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Figure 2. The role oF SOA in collaborative or-
ganizations
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orative Organizations. The technology and the
architectural aspects of this integration based
on collaboration have also been demonstrated.
The requirements of collaborations as far as the
multiple organizations are the required technol-
ogy, required methodology, social threats, how to
implement the integration, how to architect the
integration and investigate the structural changes
to the organization after the integration.

ADAPTING MOBILE AND WEB
SERVICES TECHNOLOGIES

The interoperation amongst multiple organiza-
tions needs atechnology to support the collabora-
tionacross their business process especially when
the participated organization are not necessarily
known to each other, and have never collaborated
previously.
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According to Barry (2003) the main driving
forces for adopting Web Services are classified
as interoperable network applications, emerging
industry-wide standards, easier exchange of data,
reduced developing time, reduced maintain costs,
availability of external services and availability
of training and tools.

The main restraining forces are also classified
as different semantics in data source, semantic
translation effect on operation systems for up-
to-moment data request, standards evolving not
fixed and mergers and acquisition.

Based on our survey, we asked 60 different
organizations in the Sydney metropolitan area to
inform us about their ideas about the adoption of
the Web Services from technical, methodological
and social issues. The following Figures present
the result of the survey which was already ap-
proved by the Ethics committees. The 43% of
the organization amounting 26, were medium
sized and 57% amounting 34, were large sized
organizations. According to the ABS report,
the organizations with the number of 10-200
employees are classified as medium size and the
organization with the number of more than 200
employees are classified as the large size orga-
nizations (Trevin, 2001). Figure 3 illustrate the
demographic of the organization based on their
organizational size.

Figure 3. Percentage and size of the organiza-
tions
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The organizations span across different in-
dustries, as listed in table below.

The Organization Category

This section is related to the category of the
participated organization. The study identifies
the importance of the organization’s category as
to reach different industries in order to evaluate
the general technological adaptation in different
organization. Table 1 demonstrate the organi-
zational categories in which responded to the
distributed survey.

The majority of the participants are from the
Information Technology sector of the industry.
The Government departments, education and
banking are following in order. The study is able
to proceed hence the distribution of the question-
naire has been correctly allocated and the study
can evaluate the result achieved based on the
different category of the organizations.

The Position of the Participant in the
Organization

Thispartisrelated to the position of the individuals
inthe organization who has actually responded to
the questions. This section is also very important
since the research can understand the role of the
respondent and their decision making power to
change the technology of the organization. The
positions of the respondent are presented in
Table 2.

The participants who held the general man-
agement positions in their organizations formed
the 21.7% while marketing manager and senior
management holds 13.3% of the respondents. The
remaining of 48.3% of the respondents holds the
key role positions in their organizations. These
people are the decision makers in the organiza-
tions.

225



Extending Enterprise Application Integration (EAI) With Mobile and Web Services Technologies

Table 1. The category of the organizations

Organizations Categories Number Percentage
Information Technology 20 33.3%
Government Departments 14 23.3%
Education and Training 7 11.7%
Banking, Finance and Insurance 7 11.7%
Professional Services (Legal and Accounting) 5 8.3%
Retailing 3 5%
Health and Community Services 2 3.3%
Utility Services and Equipment 1 1.7%
Manufacturing and Processing 1 1.7%
Total 60 100%
Table 2. The position of the respondent in the organization

Position Number Percentage
General Management 13 21.7%
Marketing Manager 8 13.3%
Senior Management 8 13.3%
Systems Analyst/Programmer 8 13.3%
IT/MIS Manager 6 10%
Technical Support 6 10%
Executive Manager 5 8.3%
Sales Officer 4 6.7%
Customer Care 2 3.3%
Total 60 100%

MOBILE TECHNOLOGY
INFORMATION

Thissection of the chapter demonstrates the result
of the survey inregards to the respondents general
thought about mobility in business.

Importance of the Mobility in the
Organization

This section is evaluating the use of mobile

technology (use of mobile devices) in the daily
activities of the business. The query further in-
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vestigates whether the organizations are already
using mobile technology, or are planning to use
it in the near future. The responses are detailed
in Figure 4.

A substantial 87% (63% already using, and
23% that plan to use in the near future) of the
organizations responded in the affirmative to
this question, which verifies the fact that the key
personnel in the selected sample are very much
aware of the value of mobility and mobile technol-
ogy for their organizations. Thirteen per cent of
the respondents said that they do not have a plan
to use mobile technology in the near future.
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Figure 4. The use of mobile technology in the organizations
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Figure 5. Type of mobile devices in organizations
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The question is to identify what kind of the de-
vices are in use in order to gain an insight into
the current use of mobile technology in the or-
ganizations. The responses for this question are
listed in Figure 5.

The main issue to consider in this section is
that the organizations can use different devices
in order to proceed with their daily business
activities. The survey identified that 40% of the
organizations are currently using mobile devices
while 30% of the respondent use mobile enabled
laptops. The Figure 6 clearly demonstrates that
organizations have realised that they need to take
advantage of mobile technologies.

The Scenario in Which Mobile
Devices are Used

The respondents were queried about the use of
these devices in their business activities. In this
section of the research is identifying the reason
for the use of mobile devices in order to identify
the use of this technology in the collaborative
environment. The Figure 6 depicts the typical
reasons for the mobile devices in the daily busi-
ness activates.

Figure 6 presents the result by stating that
the majority of participants believe that the use
of mobility has increased the performance of
their business activities enabling them to have
greater access to the employee, as well as being
accessible by their customers. The use of mobile
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Figure 6. Typical reason for the use of mobile devices
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devices has created flexibility, availability and
better access.

Questions 7, 8,9, 12, 21, 22 and 23 have been
designed to rate the answers on different method
of evaluation. The legends are as followings:

VSA — Very Strongly Agree
SA - Strongly Agree

Ag - Agree
DA - Disagree
SD - Strongly Disagree

VSD - Very Strongly Disagree

Based on these ratings, the following results
are extracted from the survey of organizations.
In the followings the letter P stands for the Point
as it was presented in the survey called Point
number.

Current Application of Mobile
Technology

The question asked whether there are any new
applicationsand areas inwhich mobile technology
could be included in the daily business activities
of the organization, under four propositions, as
listed in Table 3.

1. Mobile technology as a special technology
improve efficiency in customer meetings.
78.7% of the respondents either agreed or
strongly agreed with this proposition.

2. Mobile technology has been used as a spe-

cial tool to advertise in a captured market.
70.4% of the respondents agreed with this
proposition.

Table 3. New applications/areas for use of mobile technology

New Applications TOTAL | VSA | SA | AG | DA | SD | VSD
1- Special Technology-Improve Efficiencies 47 6 15 16 8 1 1
PERCENTAGE 100 13 32 34 17 2 2
2-Advertise in Captured Markets 44 2 9 20 8 2 3
PERCENTAGE 100 5 20 45 18 5 7
3-Contacting Office ( Any where/Any time) 47 13 15 12 3 1 3
PERCENTAGE 100 28 32 26 6 2 6
4-Track Goods in Transit 51 8 12 16 8 3 4
PERCENTAGE 100 16 24 31 16 6 8
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3. Mobile technology as a tool has enabled
people to contact with the office for employ-
ees engaged in official travel. 63.8% agreed
to this proposition.

4. Mobiletechnology has enabled the business
totrack goods in transit. About 70.5% of the
responses agreed with this proposition.

Theresultachieved states that the mobile tech-
nology isamajortechnology which could improve
their business activities. Therefore, this technol-
ogy could also facilitate this research to enter the
new proposed collaborative environment.

Advantages of Mobile Technology

The question establishes the advantage of using
mobile technology in organizations. Whilst the
question queried the availability of applications
of mobile technologies that can be included in
the organization, the objective of next question
is to re-emphasise this question in an alternate
way, by probing the advantages of using mobile
technology, rather than directly asking about
new applications. The results of this question are
listed in Table 4.

1.  Mobiletechnologyasaspecial technology is
very cost efficient. 72.7% of the respondents
either agreed or strongly agreed with this
proposition.

2. Mobile technology has been connecting
people while out of the office. 93.8% of the
respondents agreed with this proposition.

3. Mobile technology has been improving the
business productivity. 71% of the respon-
dents agreed with this proposition.

4. Mobile technology has enabled employees
to be more flexible hence they can work
disregard of their location and time. 72.3%
agreed to this proposition.

5. Mobiletechnology has created better access
method for the customer to contact the or-
ganization. 85.4 % of the responses agreed
with this proposition.

Advantage of Mobile Technology
for the Business

The question asked about other factors that
would enhance the demand in introducing or us-
ing mobile technology in the organization. Four
propositions were presented to the respondents

Table 4. Main advantages of mobile technology for oganizations

Mobile Advantages TOTAL | VSA | SA | AG | DA | SD | VSD
1- Cost Saving 44 8 8 16 10 1 1
PERCENTAGE 100 18 18 36 23 2 2
2-Connect Employees 48 21 15 9 3 0 0
PERCENTAGE 100 44 31 19 6 0 0
3- Improve Productivity 55 13 26 10 6 0 0
PERCENTAGE 100 24 47 18 11 0 0
4-Flexibility of Employees 47 7 10 17 12 1 0
PERCENTAGE 100 15 21 36 26 2 0
5- Better Access for Customers 48 10 13 18 6 0 1
PERCENTAGE 100 21 27 38 13 0 2
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Table 5. Factors influencing the use of mobile technology in an organization

Factors Influencing Mobility | TOTAL | VSA | SA | AG | DA | SD | VSD
1- Mobility Demand by Employees 52 7 12 20 13 0 0
PERCENTAGE 100 13 23 38 25 0 0
2- Mobility Demand by Customers 50 4 12 21 12 0 1
PERCENTAGE 100 8 24 42 24 0 2
3- Mobility Demand by Supply Chain 48 3 12 17 12 3 1
PERCENTAGE 100 6 25 35 25 6 2
4- Mobility Demand by Social-Psych Factor 47 4 8 19 14 1 1
PERCENTAGE 100 9 17 40 30 2 2

to choose from. Table 5 lists the results for the
question.

1. Employees demand and show interest in
using the mobile technology. 75% of the
respondents eitheragreed or strongly agreed
with this proposition.

2. Customerdemandandshow interestinusing
the mobile technology. 74% of the respon-
dents either agreed or strongly agreed with
this proposition.

3. Supply chain sector is more interested and
show interest in using the mobile technology.
66.7% of the respondents either agreed or
strongly agreed with this proposition.

4. Social-Psychological factors are influencing
the people to use the mobile technology. 66%
of the respondents either agreed or strongly
agreed with this proposition.

Improvement Caused by Mobile
Technology

The question investigated the perceived value of
mobile technology in the daily activities of the
organization. This section allows the respondents
to select more than one choice. The survey results
are listed in Figure 7.

The most important benefit of using the mobile
devices as predicted has been classified as the
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availability to be contactable at any time, and
anywhere. A fact revealed by this question is that
cost savings are not the main driver for organiza-
tions to use mobile technology.

Problem/Difficulties of Mobile
Technology

The question investigated the anticipated prob-
lems, difficulties and complaints the respondents
may have when using the existing mobile gadgets.
The results are listed in Figure 8.

The results state that the most important
difficulty is the small screen while the limited
applications, battery life span and complicity of
mobile devices are classified as the remaining
problem of mobile devices.

Disadvantages of Mobile Technology

The question investigated the disadvantages of
using mobile technologies, as perceived by the
respondents. The results are listed in Table 6.

1. Queried whether the cost of establishment
of mobile applications is a concern for the
organization. 74% of the respondents either
agreed or strongly agreed with this proposi-
tion.
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Figure 7. Mobile technology advantages to business activities
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Figure 8. Problems faced by organizations using the mobile gadgets
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Table 6. The Recognised disadvantages of mobile technology

Disadvantages of Mobile Technology TOTAL | VSA | SA | AG | DA | SD | VSD
1- Establishment Cost of Applications 56 6 15 20 11 2 2
PERCENTAGE 100 11 27 36 20 4 4
2-Recruitment Cost of Mobility 54 5 16 24 6 2 1
PERCENTAGE 100 9 30 44 11 4 2
3- Technical Drawback 57 12 16 25 2 2 0
PERCENTAGE 100 21 28 44 4 4 0
4-Legal and Privacy Issues 56 9 12 24 9 1 1
PERCENTAGE 100 16 21 43 16 2 2
5- Training and Adaptation Issues 55 5 24 14 9 1 2
PERCENTAGE 100 9 44 25 16 2 4
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2. Queried the recurring cost of using mobile
technology as a major tool. 83% of the re-
spondents agreed with this proposition.

3. Queriedwhethertechnical drawbacks, which
are inherentin current mobile technologies,
are a factor considered as a disadvantage
by organizations. 93% of the respondents
agreed with this view.

4.  Queried legal and privacy concerns using
mobile technology. Around 80% of the re-
spondents showed concern about the legal
and privacy issues with regard to mobile
technology.

5. Queried with adoption and training issues
in an organization with regard to mobile
technology. 78% of respondents in the se-
lected sample agreed that such issues are a
concern for their organizations.

WEB SERVICES TECHNOLOGY

The following questions help the research to
evaluate the participant’s opinion in order to
adapt Web Services technology from technical,
methodological and social prospective.

Technical Drawbacks of Adaptation
Web Services

The question investigated the adaptation to WS
technology from the technical perspective pre-
sented in Figure 9.

1. Queried whether the unfamiliar concept of
the Web Services technology is the great
concern for the organizations in order to
adapt web Services. About 70% of the re-
spondents either agreed or strongly agreed
with this proposition.

2. Queried whether the limitation of the Web
Services is important. 65% of the respon-
dents agreed with this proposition.

3. Queried whether the ambiguity of the Web
Services is the major concern (What it is
and what it does). 70% of the respondents
agreed with this view.

4. Queriedwhetherthe participants understand
how WS could facilitate collaboration. Al-
most 80% of the participants agreed with
this proposition.

Methodological Drawbacks of
Adaptation Web Services

The question investigated the adaptation to WS
technology from the Methodological perspective
presented in Figure 10.

1. Queried whether the impact on WS on ex-
isting business process is the main concern
while adapting the WS. About 64.9% of the
respondents eitheragreed or strongly agreed
with this proposition.

2. Queried whether the training of the em-
ployees is the main concern. 61.5% of the
respondents agreed with this proposition.

Figure 9. The technical issues adapting the Web services
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Figure 10. The methodological issues adapting the Web services

Methodological Issues

P rocesses Collabarstion

Ismues

50.0%

g 40.0%

2 30.0% 4 1 I O %ery Strongly Acgree

E 20.0% Il = B Strongly Acgree

a 10.0% —ll_ | —L | —'__ O Agres

0.0% - T T T T ODisagres

Affect ofWS  Training of Conceptof  Shiting the Change B Strongly Disagree
on Existing  Employess  Competition in - Focuzon Managemert | @very Strongly Dissgree

Technology

lzsues

3. The concept of the competition while col-
laborating (how can you collaborate with
your competitor). 86.6% of the respondents
agreed with this view.

4. The focus will shift to technology rather
than process. Almost 80% of the participants
agreed with this proposition.

5. How to manage the change when adapting
the WS technology. Almost 75% agreed
with the proposition.

Social Drawbacks of Adaptation Web
Services

The question investigated the adaptation to WS
technology from the social perspective presented
in Figure 11.

1. Evaluatethe adaptation rate by customerand
the employees. About 60% of the respondents

either agreed or strongly agreed with this
proposition.

2. How the competitor react to change. 75% of
the respondents agreed with this proposi-
tion.

3. Howthetechnology provide supportinorder
to trust the competitor. Almost 75% of the
respondents agreed with this view.

4. What happens to the organizations already
in line of collaboration? Almost 65% of the
participants agreed with this proposition.

5. The legal issues involved in collaboration
(Government and the internal policies).
Almost 65% of the participant agreed with
the proposition.

ANALYSES OF THE DATA

This section describes the further analyses the
overall assessment of the survey in regards to

Figure 11. The social issues adapting the Web services
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the adaptation of Mobile and Web Services tech-
nology as far as these technology are aiding the
collaborative organizations.

Mobile Technology Information
(Evaluation)

The mobility appears to be an important tech-
nology for the businesses to precede their daily
activities. 63% of the organizations are already
using their mobile devices to run their ordinary
activities while 23% has stated that they are plan-
ningtoadaptitinthe near future. Thetotal of 87%
ofthe organizations recognises the importance of
the mobile technology while currently the majority
of these people mainly use their mobile phones
and mobile enabled laptops.

The respondents defined that mobility is a
great communication tool, make it easier to find
and locate personnel, create more flexibility and
increases the general productivity. The major
advantage of mobile technology is providing
availability to people disregards of their location
andtime. The study revealed that the accessibility
is one of the greatest advantage of the collabora-
tive organizations therefore the advantage of the
mobility (Anywhere — Anytime) could provide
benefit to collaborative organizations.

The survey has also investigated the current
and potential application of mobility, advantages
and disadvantages of mobility and the improve-
ments caused by mobility to provide a better
understanding of this technology.

Interestingly, the survey identified the cost of
mobility is not classified as a big disadvantage in
comparison to the benefit it provides. All these
disadvantages and drawbacks seem to be due to
the fact that the technology is new and still evolv-
ing. When there is more commercialisation of the
technology, applications will become cheaperand
recurring costs will be less. The decreasing cost
of technology while the capabilitiesare improving
rapidly is highlighted in (Roth, 1998).
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Web Services Technology
(Evaluation)

The interoperation amongst multiple organiza-
tions needs atechnology to supportthe collabora-
tionacross their business process especially when
the participated organization are not necessarily
known to each other, and have never collaborated
previously.

According to Barry (2003) the main driving
forces for adopting Web Services are classified
as interoperable network applications, emerging
industry-wide standards, easier exchange of data,
reduced developing time, reduced maintain costs,
availability of external services and availability
of training and tools.

The main restraining forces are also classified
as different semantics in data source, semantic
translation effect on operation systems for up-
to-moment data request, standards evolving not
fixed and mergers and acquisition.

Based on our survey, all the issues identified
by the research such as unfamiliarity concepts of
Web Services, limitation of Web Services, how to
adapt the new technology and how the processes
collaborate are classified as the major concerns of
the organization in order to adopt Web Services.
Only the minority of 10% of the participants
very strongly agree to understanding how Web
Services could help the collaboration while close
to 30% of the participants had the same concern
with ticking the strongly agree box. The research
has concluded that the organization knowledge in
regardtothetechnical issues of WSisvery limited.
This lack of knowledge could be classified as the
major drawback in adaptation of Web Services.
More work is required to educate enterprises in
regards to the capability and functionality of Web
Services from technical point of view.

Based on the result of the survey, all the issues
identified by the study such as impact of Web
Servicesonexisting processes, training of the em-
ployees, concept of competition in collaboration,
shifting the focus of technology and the concept
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of change management has been classified as
important concepts. Almost 40% of the partici-
pants agree with these issues while close to 30%
strongly agree. Close to 20% of the respondents
classify the concepts of change management as
their greatest concern for adopting WS technol-
ogy for their organization. However, about 20%
and 30% of these organizations disagree that the
affect of WS on existing business processes and
training the employees as a great importance.
There is no doubt that the methodological issues
play an important role in adopting Web Services
technology.

Based on the survey, the customer/ competi-
tor reaction and the impact on the organizations
that already in collaboration are classified by the
participants as a strongly agree point. Almost
similar number is attracting the very strongly
agree comments however up to 35% of all par-
ticipants classify all the issues identified by the
study as the major drawback for adaptation of
WS by organizations.

The research concludes that technical, meth-
odological and social factors identified by this
study are to impose the adaptation and adoption
of new technology by organizations. The busi-
ness opportunities resulting from WS have seen
these technologies being rapidly adopted across
the world. For example, an IDC Report in 2003
revealed that 30% of Australian organizations
are already using web services —although a large
number of these organization’s applications are
behind the corporate firewall. Another survey
conducted by CSC found 105 of Australia’s largest
organizations are already using web services or
planning to do so (Mackenzie, 2003).

In general, the issues of incompatible technol-
ogy, competition, licensing agreement (legal is-
sues) and mistrust are also classified as additional
major concernwhile adopting the newtechnology
to be discussed later in the thesis.

Theresearch concludesthattechnical, method-
ological and social factors identified by this study
are to impose the adoption of new technology by

organizations. In general, the issues of incompatible
technology, competition, licensing agreement (legal
issues) and mistrust are also classified as additional
major concern while adopting the new technology.

CONCLUSION AND DIRECTION

Service Oriented Architecture and Web Services
were introduced in this chapter extending the
mentioned architecture and technologies that
support the Collaborative Business Process
Engineering. The technical, methodological and
social factors in order to adopt Web Services
technologies by organizations were also investi-
gated. This chapter has also described a survey
carried out in the Sydney metropolitan area in
large and medium-sized organisations, in order
to assess the organisations’ concerns, readiness
for and adaptability to emerging technologies of
Mobile and Web Services technologies. The final
result of the survey has revealed (in fact within
the selected sample) that the key personnel of
the organisations agree with the major concerns
identified by the study and queried in the survey.
The above 60% rate has been the result achieved
for every individual question. The chapter has
presented pictorial illustrations of the achieved
results and the analyses provided of the collected
data are also discussed.

REFERENCES

http://www.ebizq.net/hot topics/soa/fea-
tures/5857.html?&pp=1.Downloaded:
12/10/2006

Alag, H. (2006). Business Process Mobility. In B.
Unhelkar (Ed.), Handbook Resources of Mobile
Business. Hershey, PA, USA: IGI Global. USA.

Barry, D. K. (2003). Web Services and Service-
Oriented Architecture. The savvy Manager’s

235



Extending Enterprise Application Integration (EAI) With Mobile and Web Services Technologies

Guide. USA: Morgan Kaufmann Publishers.
ISBN: 1-55860-906-7

Chase, N. (2006, February 14). Introducing the
open Group Architecture Framework, Under-
standing TOGATf and IT Architecture in today’s
World. http://www-128.ibm.com/developerworks/
ibm/library/ar-togafl/ Accessed: 3/04/2007

Chen, X., Wenteng, C., Turner, S.J., & Wang, Y.
(2006). SOAr-DSGrid: Service-Oriented Archi-
tecture for Distributed Simulation on the Grid.
Proceedings of the 20th Workshop on Principles
of Advanced and Distributed Simulation. ISBN
~ ISSN:1087-4097 , 0-7695-2587-3

Chung, J. Y. (2005). An Industry View on Ser-
vice-Oriented Architecture and Web Services.
Proceedings of the 2005 IEEE International
Workshop on Service-Oriented System Engineer-
ing (SOSE’05) 0-7695-2438-9/05 © 2005 IEEE.

Curbera, F., Khalaf, R., Mukhi, N., Tai, S., &
Weerawarana, S. (2003, October). The Next Step
in Web Services. Communications of the ACM,
46(10).

Erl, T. (2004). Service-Oriented Architecture. A
Field Guideto Integrating XML and Web Services.
Pearson Education, Inc. ISBN: 0-13-142898-5

Falcone, F., & Garito, M. (2006). Mobile Strategy
Roadmap. In B. Unhelkar (Ed.), Handbook Re-
sources of Mobile Business. Herhsey, PA USA:
Idea Group. ISBN: 1591408172

Finkelsteing, C. (2006). Enterprise Architecture
for Integration. Rapid Delivery Methods and
Technology. British Library Catalogue in Publica-
tion Data. ISBN: 1-58053-713-8

Godbole, N. (2006). Relating Mobile Comput-
ing to Mobile Commerce. In B. Unhelkar (Ed.),
Handbook Resources of Mobile Business. Herhsey,
PA USA: Idea Group.. ISBN: 1591408172

Ghanbary, A. (2006). Collaborative Business
Process Engineering across Multiple Organiza-

236

tions. A Doctoral Consortium. Proceedings of
ACIS 2006. Australia: Adelaide.

Jostad, I., Dustdar, S., & Thanh, D. V. (2005). A
Service Oriented Architecture Framework for Col-
laborative Services. Proceedings of the 14th IEEE
International Workshops on Enabling Technolo-
gies: Infrastructure for Collaborative Enterprise.
ISBN ~ ISSN:1524-4547 | 0-7695-2362-5

Harrison, A., & Taylor, J. 1. (2005). WSPeer - An
Interface to Web Service Hosting and Invoca-
tion. Proceedings of the 19th IEEE International
Parallel and Distributed Processing Symposium
(IPDPS’05). ISBN: 1530-2075/05

Miller, J., & Mukerji, J. (2003). Model Driven
Architecture (MDA) Guide Version 1.0.1. http:/
www.omg.org/docs/omg/03-06-01.pdf. Down-
loaded: 5/10/06

Pasley, J. (2005, May/June). How BPEL and SOA
are changing Web services development. Internet
Computing, IEEE, 9(3), 60-67. Digital Object
Identifier 10.1109/MIC.2005.56

The open Group Integration Consortium. http://
www.integrationconsortium.org/docs/ W054final.
pdf. Downloaded: 5/10/2006.

The ACM Digital Library. http://delivery.
acm.org/10.1145/610000/606273/p54-lee.
html1?key1=606273&key2=4006199511&coll=
GUIDE&dI=portal ACM&CFID=11111111&
CFTOKEN=2222222#lead-in. Downloaded:
5/10/2006.

Unhelkar, B., & Deshpande, Y. (2004). Evolv-
ing from Web Engineering to Web Services: A
Comparative study inthe context of Business Uti-
lization of the Internet. Proceedings of ADCOM
2004, 12" International Conference on Advanced
Computing and Communications, Ahmedabad,
India, 15-18 December

UDDI.org. http://www.uddi.org/fags.html. Down-
loaded: 12/10/2006



Extending Enterprise Application Integration (EAI) With Mobile and Web Services Technologies

Wa3Consortium. http://www.w3.org/TR/wsdl.
Downloaded; 12/10/2006

Wa3Consortium. http://www.w3.org/XML/.
Downloaded: 12/10/2006

This work was previously published in Handbook of Research in Mobile Business: Technical, Methodological and Social Per-
spectives, Second Edition, edited by B. Unhelkar, pp. 499-517, copyright 2009 by Information Science Reference (an imprint
of IGI Global).

237



238

Chapter XIV
Modeling and Specification of
Collaborative Business Processes
with an MDA Approach
and a UML Profile

Pablo David Villarreal
CDIDI - Universidad Tecnol6gica Nacional, Argentina

Enrique Salomone
INGAR-CONICET, Argentina

Omar Chiotti
Universidad Tecnologica Nacional & INGAR-CONICET, Argentina

ABSTRACT

This chapter describes the application of MDA (model driven architecture) and UML for the model-
ing and specification of collaborative business processes, with the purpose of enabling enterprises to
establish business-to-business collaborations. The proposed MDA approach provides the components
and techniques required for the development of collaborative processes from their conceptual modeling
to the specifications of these processes and the partners’ interfaces in a B2B standard. As part of this
MDA approach, a UML profile is provided that extends the semantics of UML2 to support the analysis
and design of collaborative processes. This UML profile is based on the use of interaction protocols to
model collaborative processes. The application of this UML profile in a case study is presented. Also,
an overview is provided about the automatic generation of B2B specifications from conceptual models
of collaborative processes. In particular, the generation of B2B specifications based on ebXML is de-
scribed.
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INTRODUCTION

To compete in the current global markets, enter-
prisesare focusing on setting up business-to-busi-
ness (B2B) collaborative relationships with their
partners in order to improve their performance,
as well as the global performance of the supply
chain (Liu & Kumar, 2003). A B2B collabora-
tion implies the integration of enterprises in two
levels: a business level and a technological level.
In order to accomplish inter-enterprise integra-
tion at both levels, one of the main challenges is
the modeling and specification of collaborative
business processes. Through these processes,
enterprises undertake to jointly carry out deci-
sions to achieve common goals, coordinate their
actions, and exchange information.

On the one hand, the definition of interenter-
prise integration at business level requires the
conceptual modeling of collaborative processes.
Business engineers and system designers have to
rely onalanguage thatallows them to model these
processes without considering the technology used
to implement them. Moreover, suchmodeling lan-
guage has to support the particular requirements
of the B2B collaborations: enterprise autonomy,
decentralization, global view of the collaboration,
peer-to-peer interactions, and the use of suitable
abstractionsto model communicative actions and
negotiations among partners.

Onthe other hand, collaborative process mod-
els defined at business level have to be translated
into specifications of collaborative processes and
systems’ interfaces based on a B2B standard so
that partners can execute these processes. Cur-
rently, however, the development of collaborative
processes, from the conceptual modeling up to
the specifications in a B2B standard, is costly,
time consuming, and complex. In addition, col-
laborative process models must be consistentwith
the specifications generated at the technological
level. Hence, an approach is required to allow
business engineers to focus on the business level,
and automatically generate the technological

solutions required to carry out a B2B collabora-
tion from the conceptual models of collaborative
processes, in order to maintain the consistency
between both levels.

The objective of this chapter is to show how
the MDA (model driven architecture) initiative
(OMG, 2003) can be applied to the development
of collaborative processes in order to address
the aforementioned issues. Through an MDA
approach, collaborative process models play an
important role. Hence, business engineers can
focus mainly onthe design of collaborative process
models to define partners’ business integration
and the behavior of the B2B collaborations. Then,
they can transform these models to automatically
generate the XML code of the specifications of
the collaborative processes and the partners’
interfaces in a B2B standard. In this way, an
MDA approach intends to reduce the inherent
complexity and costs which partners have to
incur during the development of collaborative
processes and B2B systems, and to ensure that a
business solution is consistent with their respec-
tive technological solutions.

In addition, this chapter describes how to ex-
tend the semantics of UML2 for supporting the
conceptual modeling of collaborative processes.
A UML profile for collaborative processes is
presented that has the aim of supporting the
particular requirements of B2B collaborations.
These requirements are met through the use
of interaction protocols to model collaborative
processes. Interactions protocols are based on
speech act theory (Searle, 1975) and hence, by
means of this UML profile, business engineers
candefine, inaricher way, communicative actions
and negotiations between partners in collabora-
tive processes.

This chapter is organized in the following
way. The first section introduces the main con-
cepts of B2B collaborations, then it describes the
requirements for both the conceptual modeling
of collaborative processes and the automatic
generation of B2B specifications, and finally it
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discusses limitations of current proposals. The
second section describes the MDA approach for
the development of collaborative processes. The
third section describes the UML Profile for Col-
laborative Business Processes Based on Interac-
tion Protocols (UP-ColBPIP). The fourth section
provides an overview of the automatic generation
ofthe specifications of collaborative processes and
partners’ interfaces from UP-ColBPIP models.
In particular, the transformation of UP-ColBPIP
models into ebXML specifications is described.
Finally, the fifth section outlines future trends,
and the last section presents conclusions.

BACKGROUND

A B2B collaboration implies integration of
enterprises at two levels: a business level and a
technological level. The business level refers to
the problem domain, that is, business engineers’
view of the B2B collaboration. At this level,
integration is addressed through the application
of a collaborative business model. Examples of
these models for the supply chain management
are vendor managed inventory (VMI) (CompTIA
EIDX, 2004); collaborative forecasting, planning
and replenishment (CPFR) (VICS, 2002); and the
Partner-to-Partner Collaborative Model (Villar-
real, Caliusco, Zucchini, Arredondo, Zanel, Galli,
& Chiotti, 2003a). A collaborative model defines
the generic rules and parameters to be consid-
ered in inter-enterprise collaboration. However,
the concrete behavior of the collaboration is
formalized in collaborative business processes
that define the roles performed by partners and
how they coordinate their actions and exchange
information. Therefore at this level, enterprises
have to focus mainly on the definition of these
processes, according to the features of the col-
laborative model agreed by enterprises.

An important requirement at business level is
the definition of collaborative processes without
considering the technology used to implement
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them. This is due to the fact that the people
involved at this level are not acquainted with or
are not interested in dealing with the technical
details of the implementation. Furthermore, the
modeling of these processes should not be driven
by a specific technology (Baghdadi, 2004). The
technology should be decided later.

The technological level refers to the solution
domain, thatis, systemarchitectsand developers’
view on the solution. At this level, integration
is addressed through the implementation of a
B2B information system. This type of system is
composed of autonomous, heterogeneous, and
distributed components that are deployed by
each enterprise to jointly execute collaborative
processes with other partners. Interoperabil-
ity between these components is a key issue. It
can be achieved by using a B2B standard that
provides the languages to specify the so-called
B2B protocols (Bernauer, Kappel, & Kramler,
2003; Bussler, 2001). Two important interoper-
ability aspects are supported by these protocols:
the specification of the collaborative processes
and the specification of partners’ interfaces that
compose the B2B information system, both based
on executable languages.

In this way, technology-independent collab-
orative processes should be modeled at business
level, and then specified at the technological level
through B2B protocols. Both definitions must have
a mutual correspondence in order to make sure
that the technological solution is consistent and
supportsthe collaborative processes agreed by the
partners. In addition, for the purpose of taking
advantage of new market opportunities, enter-
prises need to reduce cost, time, and complexity
in the generation of technological solutions. To
address such issues, several authors (Baghdadi,
2004; Bernauer et al., 2003) have recognized the
convenience of providing approaches for the de-
sign of collaborative processes, regardless of the
idiosyncrasies of particular B2B standards; and the
automatic generation of B2B specifications based
on a B2B standard from those processes.
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To achieve the above requirements, model-
driven development (MDD) has been identified as
an appropriate software development philosophy
to be exploited in a method for the development of
collaborative processes (Villarreal, Salomone, &
Chiotti, 2005). Two premises of MDD are (Selic,
2003) models play an important role, since they
are the main development products instead of
the programs; the code has to be generated in an
automatic way from these models. Therefore, by
applying an MDD approach, business engineers
and system developers can build and transform
collaborative process models in order to generate
the XML code of the B2B specifications.

Inaddition, the OMG’s MDA initiative (OMG,
2003) proposes a conceptual framework, along
with a set of standards to build model-driven
development methods. A key MDA standard is
UML. The use of standards provides a significant
importance because it allows communication of
the best design practices, enables and encourages
reuse, facilitates interoperability among comple-
mentary tools, and encourages specialization
(Selic, 2003).

One principle of MDA is that the develop-
ment of information systems can be organized
around a set of models by imposing a series
of transformations between models, organized
into an architectural framework of layers and
transformations. The components of MDA are
platform independent models (PIMs), platform
specific models (PSMs), transformations from
PIMs into PSMs, and transformations from PSMs
into source code (Figure 1). A platform makes
reference to the technology that supports the

Figure 1. Development process based on MDA

;: N
.
' Model-to-Model ’ . ’ Model-to-Code ’
g. Transformations, M Transformations

PIMs

system being built. In this way, the development
process consists of: defining the PIMs; selecting
the platform and executing the transformations
that generate PSMs; and finally, generating the
code from the selected PSM.

In order to define an MDA approach for the
development of collaborative processes, two main
tasks have to be supported :

. Conceptual modeling of collaborative pro-
cesses to support the analysis and design
of these processes without considering the
technological issues.

. Automatic generation of B2B specifications
from models of collaborative processes.

The requirements to support the above tasks
are now discussed and analyzed.

Requirements for the Conceptual
Modeling of Collaborative Processes

The traditional approach to model business pro-
cesses has been the use of workflow modeling
languages. However, as it has been previously
discussed in several works (Bussler, 2001; Chen
& Hsu, 2001) , the use of workflows to manage
collaborative processes is not appropriate. Thisis
duetothe particular characteristics of the B2B col-
laborations thatimpose several requirements (Vil-
larreal, Salomone, & Chiotti, 2003b). Therefore,
to support such requirements in the conceptual
modeling of collaborative business processes, a
suitable modeling language is required.

PSMs

Code

PSMs
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A first requirement is to represent the global
view of the interactions between the partners.
Public behavior and responsibilities of each part-
ner, in terms of sending and receiving messages,
should be explicitly defined in a collaborative
process model.

Second, in B2B collaborations, enterprises
behave as autonomous entities that collaborate
while they hide their internal activities and de-
cisions. This autonomy should be preserved in
collaborative process models; that is, internal
activities each partner performs for processing the
received information or producing the information
to be sent should not be defined.

Third, the decentralized management of col-
laborative processes can be achieved through peer-
to-peer (P2P) interactions between the partners
(Chen & Hsu, 2001), where each of them manages
theroleitperformsinaB2B collaboration. There-
fore, P2P interactions should be also expressed in
a collaborative process model. This is correlated
with the global-view requirement since this view
allows describing P2P interactions.

Fourth, in the supply chain management
through B2B collaborations, enterprises carry out
jointdecision makinginordertoagree oncommon
demand forecasts, production plans, order plans,
and so forth. Therefore, a modeling language for
collaborative processes should provide appropri-
ate primitives that enable representing complex
negotiations in these processes.

Fifth, as it is discussed later, the definition of
B2B interactionsin collaborative processes cannot
be restricted to the mere information exchange.
It is also necessary to support communicative
actions and the creation of commitments in the
interactions between the parties.

Finally, there are different perspectives that a
business process model has to support: functional
(actions or activities), behavioral (control flow),
informational (exchanged documents), opera-
tional (applications), and organizational (roles)
(Jablosnky & Bussler, 1996). Although most of
them are appropriate in collaborative process
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models, the operational perspective should not be
defined by them, because the knowledge of the
private applications that a partner uses to support
collaborative processes reduces the enterprise
autonomy.

Requirements for the Automatic
Generation of B2B Specifications

Asitwasdescribed previously, collaborative pro-
cesses are implemented through B2B protocols
that contain the specifications of these processes,
and the corresponding partners’ interfaces. Cur-
rently, there are two main technologies proposed
for the specification of B2B protocols (Bernauer
et al., 2003): standards based on Web services
composition, suchas BPEL (Business Process Ex-
ecution Language) (BEA, IBM, Microsoft, SAP,
& Siebel, 2003) and Web Services Choreography
Description Language (WS-CDL) (W3C, 2004);
and standards based on business transactions, such
as ebXML (electronic business XML) (OASIS,
1999) and RosettaNet (1999).

On the one hand, standards based on busi-
ness transactions and standards based on Web
services composition are not compatible, and
thus enterprises have to decide which ones to use.
Furthermore, B2B standards are in constant evolu-
tion: new ones are proximate to appear, and there
are different versions of them. As a consequence,
the automatic generation of B2B specifications
requires a particular transformation procedure
for each standard and version.

On the other hand, an enterprise should be
able to collaborate with several partners using
different B2B standards (Medjahed, Benatallah,
Bouguettaya, Ngu, & Ahmed, 2003). Moreover, a
partner may require implementing the same col-
laborative processes with several partners using
different B2B standards. This requirement can
be solved reusing technology-independent collab-
orative process models to generate technological
solutions in different standards.
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Limitation of the Current Proposals

Several works have been proposed to support
the modeling and specification of business pro-
cesses in B2B settings. Some of them are MDD
approaches, proposed to generate technological
solutions based on Web services composition
(Baina, Benatallah, Cassati, & Toumani, 2004;
Koehler, Hauser, Kapoor, Wu, & Kumaran, 2003).
They focus on the modeling and automatic code
generation of business or conversation protocols
based on BPEL. This type of protocol refers
to the message exchange between a composite
Web service and a client of the Web service,
without defining the internal business logic of
the service. A conversation protocol defines the
order in which a partner sends messages to and
receives messages from its partners. Therefore,
they focus on the modeling and specification of
the behavior of collaborative processes, but from
the point of view of only one partner. As aresult,
these approaches do not fulfill the requirement of
representing the global view of the interactions
between the partners. Also, they only consider
as implementation technology the use of a Web
services composition standard.

Gardner (2003) proposes an MDD approach,
and provides a UML profile for modeling of busi-
ness processes based on BPEL. Therefore, in this
approach the definition of technology-independent
process models is not supported, and it is also
focused on a specific standard. In addition, BPEL
only supports collaborative processes defined as
conversation protocols.

Hofreiter and Huemer (2004a) propose the
generation of ebXML BPSS (business process
specification schema) (UN/CEFACT & OASIS,
2003) specifications from conceptual models of
collaborative processes. The modeling language
used to support the analysis and design of collab-
orative processes isthat provided by UN/CEFACT
modeling methodology (UMM). Such language
was defined as a UML profile. Although UMM
claims independence of the technology, the main

conceptual elements are those used in BPSS, be-
cause the BPSS metamodel isasubset of the UMM
metamodel. Hence, although the transformation of
UMM into BPSS is simple and almost direct, this
language influences the adoption of one standard.
Moreover, UMM encourages defining collabora-
tive processes in a hierarchical way, first defining
business collaborations and then defining business
transactions. This hierarchical approach does not
enable representing the interactions and partners’
responsibilities within a collaborative process in
a high abstraction level. They are defined within
business transactions, but not in the business col-
laboration realizing the collaborative process.

In addition, the interaction patterns proposed
by UMM to define business transactions do not
support complex negotiations. As an example, the
commercial (offer-acceptation) pattern describesa
negotiation with an offer that can be only accepted
or rejected. However, in complex negotiations,
there may exist different options and counter-
proposals. In this way, the different stages of a
negotiation into a business collaboration cannot
be identified without additional effort. This effort
results in a higher complexity to model negotia-
tions in collaborative processes.

Hofreiterand Huemer (2004b) also propose the
transformation of collaborative processes defined
with UMM into BPEL specifications. However,
this approach does not consider the application
of an MDD or MDA approach to support the
development of collaborative processes.

Table 1 synthesizes the strengths and limita-
tions of these approaches. In brief, although the
benefits of MDA for the domain of collaborative
processes and B2B specifications are clear, cur-
rently, it has not been completely exploited in
this domain. First, there is a lack of technology-
independent modeling languages that supportthe
identified requirements for the conceptual model-
ing of collaborative processes: in particular, the
requirements of global view of the interactions,
support for negotiations, and support for the defi-
nition of communicative aspects. Second, some
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Current approaches

Strengths

Limitations

MDD approach for
Web services
composition

Baina et al., 2004)

A MDD approach to generate
technological solutions based
on Web services composition
Processesaremodeled by using

extended state machines

No supporttomodel the global
view of interactions

Focus only on a web services
composition standard

Use of MDA and UML is not
considered

No support for negotiations

and communicative actions

MDD approach for
Web services
composition
(Koehler et al., 2003)

A MDD approach to generate
technological solutions based
on Web services composition
Explicitseparation of the busi-
nessviewandthetechnological
view

Useof UML Activity Diagrams
to model processes

MDA is not considered

No supporttomodel the global
view of the collaborative pro-
cesses

Focus only on a web services
composition standard

No support for negotiations

and communicative actions.

UML Profile
for BPEL (Gardner,
2003)

Useof MDA andaUML Profile
(it essentially uses activity
diagrams to model BPEL pro-
cesses)

Nosupporttomodel the global
view of interactions

A technology-independent
UML Profile is not consid-
ered

No support for negotiations

and communicative actions.

UMM (Hofreiter and
Huemer , 2004a),Hofreiter
and Huemer , 2004b)

ProvideaUML Profiletomodel
business collaborations
Support the global view of the
interactions
Supporttodefinecommitments
inthe interactions betweenthe

partners

Focus mainly onebXML.
Hierarchical definition of the
collaborative processes donot
highlight the interactions and
the partners’ responsibilities
in a high abstraction level
Stages of a negotiation into a
businesscollaborationcannot
beidentified withoutto exploit
the business transactions
MDA is not considered

No support to model transfor-

mations.
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of the described approaches are not based on a
conceptual framework such as MDA and there-
fore, neither the use of standards such as UML
nor the use of model transformation mechanisms
to generate code is considered. Finally, most of
the above approaches consider only one type of
implementation technology, such as the use of
Web services composition standards.

An MDA Approach for Collaborative
Business Processes

Inorderto exploit the benefits of the model-driven
developmentfor the collaborative processdomain,
an MDA approach, which aims at enterprises at
the different stages of the development of col-
laborative processes, is proposed.

In MDA, the concept of system does not only
refer to the software, but can also refer to an
enterprise, a set of enterprises, parts of differ-

Figure 2. MDA approach for collaborative processes

ent systems, and so forth. In the MDA approach
proposed in this chapter, the system to be built
includes the specifications of the collaborative
processes, and the partners’ interfaces of the
B2B information system, both based on a B2B
standard.

In addition, MDA provides the guidelines
and the general components that a model-driven
development method has to contain, but it does
not provide the concrete techniques to be used in
each domain. Although UML can be considered
as a generic standard modeling language that can
also be used to model organizational aspects, it is
important to use languages and techniques that
are more suitable and closer to the application
domain.

Therefore, with the purpose of providing an
MDA approach for collaborative processes, the
components to be taken into account, along with
the languages and techniques proposed to build
these components, are described (Figure 2):

Components

%

=

Collaborative Process Models based on UP-ColBPIP

Techniques

Modeling Language
UP-ColBPIP

UP-CoIBPIP to ebXM UP-ColBPIP to BPEL
Transformations Transformations

Method and Tool for
Model Transformations

T

ebXML-based Models

-

%

BPEL-based Models

ebXML BPEL
Metamodel Metamodel
XML Code

> Model to XML Code Transform@

=

ebXML Specifications of
Collaborative Processes
and Partners' Interfaces

=

BPEL Specifications of
Collaborative Processes
and Partners' Interfaces

Production Rules

ebXML BPEL
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Collaborative business process models
based on UP-ColBPIP: These are the
technology-independent collaborative pro-
cess models and, hence, the main develop-
ment products. For the building of these
models, the UML Profile for Collaborative
Business Processes Based on Interaction
Protocols (UP-ColBPIP)isproposed, which
is described later.

The collaborative business process mod-
els based on a B2B standard: These are
the collaborative process models specific
to the technology. This MDA approach
focuses on the generation of two types of
technological solutions that can be derived
from UP-ColBPIP models: solutions based
on the ebXML standard; or solutions based
on Web services composition standards,
such as BPEL and WS-CDL. For building
these models, it is necessary to define their
corresponding metamodels. They can be
derived from the XML schemas provided
by the languages of the B2B standards. In
this way, the metamodel of a B2B standard
language corresponds to its XML schema,
and the models correspond to the XML
documents that contain the B2B specifica-
tions. Although the XML documents may
be generated directly from the UP-ColBPIP
models, this intermediate representation
allows a more modular and maintainable
process transformation and it is in line with
the principles of MDA.

Transformations of UP-ColBPIP models
into models based on a B2B standard:
These transformations allow the generation
of technology-dependent process models
from UP-ColBPIP models. To support the
definition and automatic execution of the
transformations, a method and a tool for
model transformations is required.

B2B specifications: The final output of
the transformations is one or more XML
documents that contain the process and the

partners’ interfaces specifications based
on a B2B standard. The transformation of
technology-dependent models into the cor-
responding specifications is almost direct.
This transformation is supported by XML
production rules that convert a UML class
model into an XML version.

In this way, by applying this MDA approach,
enterprises have a robust and systematic method
to develop collaborative processes.

The UML Profile for Collaborative
Business Processes Based on
Interaction Protocols

Thissectiondescribesthe UML Profile for Collab-
orative Business Processes Based on Interaction
Protocols (UP-ColIBPIP) proposed for modeling
collaborative processes. First, the theoretical
bases of this language are discussed, along with
the objectives of using interaction protocols to
model collaborative processes. Then, a descrip-
tion of the different views that can be modeled
with UP-ColBPIP is provided. For each view, the
semantics of the conceptual elementsincorporated
inthislanguage are described. Inaddition, to show
the application of the language, a complete case
study is presented, which is described through
examples for each view.

Theoretical Bases of UP-ColBPIP

B2B interactions cannot be restricted to the mere
information exchange (Goldkuhl & Lind, 2004),
but they have to focus on the communicative ac-
tions and the creation of commitments between
the parties. These communicative aspects are not
considered in many of the business process mod-
eling languages such as those used for modeling
workflows (GoldKuhl and Lind, 2004; Weigand,
Heuvel, & Dignum, 1998). The theoretical bases of
these languages are less sound and rigid because
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they have to rely on the intuitive understanding
of their axiomatic notions, such as the concept of
activity or task (Dietz, 2002). The consequence
of this is the ambiguity in the definition of the ac-
tivities, because two business engineers can have
different interpretations of the same model.

The communicative aspects of B2B interac-
tions can be captured by applying the principles
of the language/action perspective (LAP) theory
(GoldKuhl & Lind, 2004). The main premise of
LAP isthatcommunicationisatype of action that
creates commitments between the parties. LAP
emphasizes what the parties do, how the language
is used to create a common understanding, and
how the activities are coordinated through the
language. Its theoretical foundations are built
on speech acts theory (Searle, 1975). A speech
act is the speaker’s expression of a propositional
attitude (utterance) toward some proposition. In
other words, a speech act represents the intention
of the speaker with respect to some propositional
content. An argument of the speech act theory is
that differentintentions (request, propose, accept,
and so on) can be applied to the same content. For
example request (order) and propose(order) have
the same propositional content, but clearly express
different intentions from the speaker.

Throughthe use of speech acts, the language is
used to create acommon understanding between
the parties because the semantics of speech acts
are known and understood by parties. This is
importantin B2B collaborations inwhich partners
collaborate to establish commitmentsand achieve
common goals. If such understanding cannot be
established, it will be very difficult to achieve
the collaboration.

There are several approaches based on LAP
formodeling business processes: action workflow
(Medina-Mora, Winograd, Flores, & Flores,
1992), DEMO (Dietz, 1999) and layer patterns
approaches (Lind & Goldkuhl, 2001; Weigand et
al., 1998). These approaches emphasize the use of
communication patternsthatgroup asetof interac-
tionsbased onspeechacts. The patternsare generic

and predefined. Business processes are defined
through the composition of these patterns. More-
over, in some approaches, a pattern represents a
specific concept, that is, a business transaction
(Dietz, 1999; Lind & Goldkuhl, 2001).

In this way, with these approaches, business
engineers have to focus on the modeling of pro-
cesses using concepts such as generic patterns
or business transactions, instead of focusing on
the most appropriate speech acts to describe the
interactions. Althoughthe speechactisthe atomic
concept, it is not the main concept used to model
processes. Therefore, the use of speech acts to
define processes is left in a second place. This
leads to a loss of descriptive power in business
process models viewed as communicative pro-
cesses. Furthermore, predefined communication
patterns are less flexible for the design; there are
situations that cannot be contemplated by these
patterns. This has been identified as one of the
main weaknesses of these approaches (GoldKubhl
& Lind, 2004).

These difficulties can be overcome if speech
actsare considered notonly asthe atomic concept,
but also as the main concept used to describe
interactions between the parties at a high level.
Thus, business engineers may focus on the inter-
actionsand the creation of commitments between
the parties using speech acts as the first-class
construction blocks of the processes.

To fulfill this requirement, the UML profile
proposed in this chapter incorporates the concept
of interaction protocol to represent the behavior of
collaborative processes. Interaction protocols are
based on the application of speech acts, and have
been used in the area of multiagent systems for
representing interactions between software agents
(Bauer, Miller, & Odel, 2001). Since the properties
of software agents (such as autonomy, heteroge-
neity, decentralization, social interactions) are
also desirable for enterprises involved in B2B
collaborations, the use of interaction protocols to
define B2B interactions arises as a very promising
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approach to be explored (Villarreal et al., 2003b;
Villarreal, Salomone, & Chiotti, 2003c).

In the context of B2B collaborations, an inter-
action protocol describesahigh-level communica-
tion pattern through an admissible sequence of
business messages between enterprises playing
differentroles (Villarreal etal., 2003b). A business
message is an interaction between two parts that
is based on a speech act to represent the intention
associated to a business document that a partner
iS communicating to another partner.

The main objective of modeling collaborative
processes through interaction protocolsis to fulfill
the identified requirements for the conceptual
modeling of these processes.

«  Enterprise autonomy: In contrast to
activity-oriented process models, interaction
protocols focus on the message exchange
between enterprises. Activities each partner
performs for processing the information to
be received or producing the information
to be sent are not defined in the interac-
tion protocols. They are kept hidden to the
remaining partners.

*  Global view of the interactions, decen-
tralization, and peer-to-peer interactions:
Through the modeling of interaction pro-
tocols, the focus is on the representation of
the global view of the interactions between
the partners. The message choreography
describes peer-to-peer interactions and
partners’ responsibilities in the roles they
play. It also shows the decentralized feature
of the interactions.

. Support for negotiations: Through the
use of business messages based on speech
acts, interaction protocols also provide an
intentional perspective to process models.
Decisions and commitments made by the
partners can be known from the speech
acts. This enables the definition of complex
negotiations in collaborative processes.
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»  Supportfor modeling the communicative
aspects of B2B collaborations: The com-
municative aspects of B2B collaborations
can be represented by modeling interaction
protocols because they are based on the use
of speech acts. In addition, messages based
on speech acts are used at a high level, and
are the first-class construction blocks. In
this way, business engineers have to focus
on the semantics of each message selecting
the most appropriate speech act.

Description of the Modeling
Language UP-ColBPIP

The modeling language UP-ColBPIP has been
defined as a UML profile that extends the seman-
tics of UML2 to model collaborative processes.
A UML profile is defined using the extension
mechanisms provided by UML: stereotypes,
tagged values, and constraints. Stereotypes define
new conceptual elements as extensions of UML
metaclasses. Tagged values define attributes of
the stereotypes. Constraints may be defined on
the stereotypes or the UML metaclasses to re-
strict the way in which the original concepts of
UML or the stereotypes can be used. One of the
purposes behind UP-CoIBPIP is to provide the
best possible correspondence with UML, so that
its graphical notation is intuitive for a business
process designer who has worked with UML.
Therefore, the semantics of the conceptual ele-
ments (stereotypes) of UP-ColBPIP is similar, or
thereisacorrespondence withthe semantics of the
extended UML2 elements. Appendix A contains
a summary of the UP-ColBPIP stereotypes and
the UML metaclasses they extend. They can be
used to implement this UML profile in any UML
case tool that supports it.

UP-ColBPIP encouragesatop-downapproach
to model collaborative processes because it sup-
ports the modeling of four views: B2B collabora-
tion view, collaborative processes view, interac-
tion protocols view and business interfaces view.
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Each view is a refinement of the previous one.
Following, the conceptual elements of UP-
ColBPIP that support the modeling of the above
viewsare described. Furthermore, the application
of UP-ColBPIPisillustrated through a case study
ofaB2B collaboration between two manufacturer
enterprises. The purpose of this B2B collaboration
is that partners carry out a collaborative replen-
ishment based on a vendor-managed inventory
(VMI) collaborative model. In this model, the
supplier determines when to ship materials and
how much to ship for replenishing the customer’s
inventory. Calculation of the replenishment may
be based on a forecast, or only on consumption
data. Particularly, the B2B collaboration is defined
according to the forecast-based VMI model pro-
posed by EIDX (EIDX, 2004), a consortium of
enterprises of the electronics industry.

Defining the B2B Collaboration View

This view captures the participants and their
communication relationships in order to provide
an overview of the B2B collaboration. To support
this view, UP-ColBPIP extends the semantics of
the UML collaborations. Therefore, a B2B col-
laboration is defined in a UML composite struc-
ture diagram and is represented by the stereotype
<<B2B Collaboration>>. A B2B collaboration
represents a set of cooperating trading partners
performing a specific role. Communication be-

tween the partners is represented by a B2B rela-
tionship that is represented by a connector with
the stereotype <<B2B Relationship>>. Trading
partners own public business interfaces (ports
in UML) that allow them to engage in a B2B
relationship to interact with another partner and
fulfill a specific role. Furthermore, the name of
the collaborative agreement is associated to the
B2B collaboration.

As an example, Figure 3 shows the B2B col-
laboration of the collaborative replenishment
based onaVVMI model of the case study. This B2B
collaboration indicates Manufacturer B performs
the role Customer, and Manufacturer A performs
the role Supplier. Manufacturer A contains the
publicbusinessinterface InterfaceWithCustomer,
and Manufacturer B contains the public business
interface InterfaceWithSupplier. Partners com-
municate through these interfaces. The name of
the collaborative agreement is associated to the
B2B collaboration.

Furthermore, the B2B collaboration view
describes the parameters of the collaborative
agreementand the hierarchy of common business
goals that partners have agreed. To represent it,
UP-ColBPIP extends the semantics of the UML
classes and objects. A collaborative agreement
defines the parameters (attributes) that govern
the B2B collaboration, which are defined in a
class with the stereotype <<Collaborative Agree-
ment>>, The collaborative agreement has also an

Figure 3. A composite structure diagram describing a B2B collaboration
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associated hierarchy of common business goals
that indicates the requirements to be fulfilled in
the B2B collaboration. A business goal represents
a common objective to be achieved by the part-
ners. Through the definition of common business
goals, partners can later evaluate the collaboration
performance.

Business goals are defined based on the goal
patterns proposed in Eriksson and Penker (2000)
tomodel organizational goals. A business goal can
have several subgoals, and there can be one root
business goal. Subgoals have to be fulfilled for the
achievementoftheiruppergoal. The name ofagoal
should be defined in terms of a desire state about
some information shared by partners, orinterms of
optimization such asimprove sales, reduce inven-
tory, and so forth. Two types of predefined busi-
ness goals are included in the profile: quantitative
goal and qualitative goal. Quantitative goals are
defined on the basis of performance measurements
(such as key performance indicators) about some
information shared by the partners. This type of
goal is described by a current value (if known),
a target value, the measurement unit being used,
the computation method (metric), and the update
frequency of the defined metric. Qualitative goals
are informally described, and they rely on human
judgment rather than a specific value. Business
goals are defined in a class diagram as instances
of the QuantitativeGoal or the QuanlitativeGoal
classes that are stereotyped <<Business Goal>>.
Goals and their subgoals are associated by the
use of dependency relationships.

Figure 4 shows the class diagram with the
collaborative agreement and the business goals
that partners have agreed in relation to the above
defined B2B collaboration. The collaborative
agreement has several attributes. The first two
attributes define the agreement period. The next
three attributes refer to commercial aspects, such
as the products to be considered in the collabora-
tion, the price of products, and the money used for
the commercial transactions. The other attributes
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define the parameters to be used for the inventory
management.

The hierarchy of business goals indicates that
the root goal defines the main purpose of a VMI
model: decrease inventory average levels. To
achieve this goal, four subgoals have to be fulfilled.
All the goals have been defined as quantitative
goals with their corresponding attributes. For
example, the main goal indicates that the cur-
rent inventory average level is “2,500 units,” the
target value to be achieved is “1,500 units,” the
measurementunit is “product units,” the metric is
“the sum of the inventory average values of each
product,” and the update frequency of the metric
is “2 months.”

Defining the Collaborative Business
Processes View

This view is concerned with the identification of
the collaborative processes that are required to
achieve the business goals defined in the previous
view. To support this view, UP-ColBPIP extends
the semantics of the UML use cases. In UML, a
use case is used to capture the system’s require-
ments, that is, what a system is supposed to do.
In UP-ColBPIP, a collaborative process is used
to capture the actions that partners will perform
and the business documents they will exchange
as part of the B2B collaboration. In this way, a
collaborative process is defined as an informal
specification of a set of actions performed by trad-
ing partners to achieve a goal. In UML use cases
diagrams, collaborative processes are defined
using the use case notation with the stereotype
<<collaborative business process>>.

Two or more roles performed by trading part-
ners can be involved in a collaborative process.
Roles and partners have to correspond to those
defined in this view. They are represented with
the notation of actor and are associated to the
collaborative processes.

A business goal can be only achieved
through the execution of collaborative processes.
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Figure 4. Class diagram describing the collaborative agreement and the business goals
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Hence, the dependency relationship stereotyped
<<Achieves>> indicates the allocation of a busi-
ness goal to a collaborative process. Through
business goals, the performance of collaborative
processes can be also evaluated later.

A collaborative process can be composed of
subprocesses to indicate that a process contains
the behavior provided by other processes. To
represent it, the include relationship of UML is
extended with the stereotyped <<subprocess>>.
In addition, a collaborative process can be also
composed of exception processes. An exception
process is a specific type of collaborative process
thatis used to manage a predefined exception that
canoccurinacollaborative process. The exception

process indicates how the collaborative process
can be finished or corrected in case the exception
occurs. The place where an exception can occur
in a collaborative process is indicated through
exception points defined within the process.

The stereotyped <<exception>>representsthe
relationship between an exception process and a
collaborative process. This stereotype extends
the semantics of the extend relationship of UML.
The place where the exception can occur in the
behavior of a collaborative process and the con-
dition to be evaluated for enacting the exception
process is indicated with a comment associated
to the relationship exception.
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A collaborative process has several attributes
that can be defined with expressions in natural
language or in OCL (object constraint language).
The startEvent attribute defines the events that
trigger the process. The preCondition attribute
defines the condition that has to be satisfied before
the execution of the process. This conditioncanbe
defined according to the state (ready, executing,
or finished) of an instance of another process, or
the state of a business document. The postCondi-
tion attribute defines the condition that has to be
satisfied after the execution of the process.

Finally, this view also contains the busi-
ness documents, that is, the information to be
exchanged by the partners in the collaborative
processes. Because business documents can be
exchanged indifferent processes, they are defined
in an independent way. UP-ColBPIP does not
support the modeling of the business documents
structure, but it just makes reference to them.
Business documents and their types are defined
in class diagrams, and are stereotyped <<Busi-

nessDocument>> and <<BusinessDocument-
Type>> respectively. Syntaxes and semantics of
the business documents are out of the scope of
UP-ColBPIP. Semantics should be defined with
specific modeling languages, such as proposed
in Caliusco, Maidana, Galli, & Chiotti (2004).
Syntax is already provided by the content B2B
standard to be used.

The business documents to be exchanged in a
collaborative process are defined as attributes of
the process, where the document type corresponds
to one of those provided by the B2B standard to
be used. The class notation of use cases (with an
ellipse in the upper-right corner) can be used to
visualize the attributes of the collaborative pro-
cesses in a class diagram.

As an example, Figure 5 shows the collab-
orative processes required by the VMI-based
collaborative replenishment of the case study.
For each business goal defined, a collaborative
process has been defined. The forecast-based
VMI collaborative process isthe main process and

Figure 5. Use case diagram describing the collaborative processes
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hence, it has allocated the main goal. According
to the hierarchy of business goal, the following
collaborative processes have been defined: blanket
purchase order, consumption schedule, release
against blanket purchase order and replenish-
ment schedule processes. They are the subpro-
cess of the forecast-based VMI process. Each
collaborative process has an associated business
goal to fulfill.

Furthermore, two exception processes have
been defined. In the consumption schedule
collaborative process, its SupplierVerification
exception point indicates that an exception can
occur when the supplier verifies the customer’s
consumption plan. If this exception occurs, it is
managed by the ForecastException process, as
the exceptionrelationship indicates. The comment
on this relationship describes the condition to be
satisfied for executing this exception process,
and also makes reference to the exception point
on which the condition is verified. In a similar
way, another exception process is associated to
the ReplenishmentSchedule process.

Figure 6 shows the attributes of the collabora-
tive process consumption schedule. The attribute
startEventindicates this process is initiated when
the client generates a consumption schedule. The
precondition indicates that before the execution
of this process, the blanket purchase order (BPO)

Figure 6. Class diagram describing the attributes
of the collaborative processes

«CollaborativeBusinessProcess» O
Consumption Schedule

ConsumptionSchedule: DemandPlan
ResponseToConsumptionSchedule: DemandPlanResponse
AvailablelnventoryLevels: InventoryActualUsage
InventoryReceipt: DeliveryReceipt
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tags
postCondition = Consumption Plan within the Tolerances for change
preCondition = BPO Agreed
startEvent = Customer generated the Consumption Plan

puntos de extension
ToleranceVerification

business document must be agreed. The postCon-
dition indicates this process has to finish with a
consumption schedule that fulfills the change
tolerances defined in the agreement. Finally, two
business documents will be exchanged in this
process: the consumption schedule to be sent by
the customer, and the schedule response to be
sent by the supplier.

Defining the Interaction Protocols
View

This view focuses on the definition of the formal
behavior of the collaborative processes that are re-
alized through interaction protocols. UP-ColBPIP
extends the semantics of the UML interactions
to support the modeling of interaction protocols.
Therefore, interaction protocols can be visualized
inUML2interactiondiagrams: sequence diagram,
communication diagram, interaction overview
diagram and timing diagram. The former is the
best known, and provides a more expressive
concrete syntax for interaction protocols. The se-
guence diagramsdescribing interaction protocols
are stereotyped <<protocol>>.

The behavior semantics of an interaction
protocol, that is, the choreography of messages,
is defined by the ordered sequence of the follow-
ing elements: business messages, control flow
segments, interaction paths, protocol references,
and terminations.

Following, the main conceptual elements used
to define interaction protocols are described.
Figure 7 shows the notations for the elements of
aninteraction protocol through a typical protocol
that can be used when a partner asks another
one to carry out some action or produce some
information for the former. In this example, a
partner playing the role of supplier is requesting
a demand forecast to another partner playing the
role of customer.
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Trading Partner and Role

Thetrading partners participating inan interaction
protocol and the role they fulfill are represented
in lifelines (see notation in Figure 7).

Business Message, Speech Acts, and
Business Documents

A business message defines an interaction or
communication between two roles: a sender and
areceiver. A business message contains a speech
act and a business document (see notation in Fig-
ure 7). The semantics of a business message is
defined by its associated speech act. A business
message expresses the sender has done an action
that generates the communication of a speech act
representing the sender’s intention with respect
to the exchanged business document. Also, the
message indicates the sender’s expectation, and
the receptor then acts according to the semantics
of the speech act.

As an example (Figure 7), in the message
“request(DemandForecast),” the speech act
“request” indicates the supplier’s intention of
requesting a demand forecast from the customer.

It also implies the customer cannot respond with
any speech act but a suitable speech act, such as
agree, or refuse, indicating the reasons of the ac-
ceptance or refusal initsassociated business docu-
ment. Hence, the speech act to use for describing
a business message depends on its semantics. To
define messages of the protocols, we have used
the speech acts provided by FIPA ACL library.
The semantics of these speech acts can be found
in FIPA (2002).

A business message also represents a one-way
asynchronous communication. This feature is es-
sential in B2B interactions because the sender’s
internal control must not be subordinated to the
receptor’s response. A business message is man-
aged by the receptor just as a signal that has to
be interpreted to activate the internal behaviors
of the receptor. In addition, a business message
may require the sending of acknowledgments
by the receiver toward the sender. A receipt ac-
knowledgement indicates that the receptor has to
send an acknowledgment if the message has been
received. A read acknowledgement indicates the
receptor has to send an acknowledgment if the
message has been validated and understood.

Figure 7. Notations for the elements of the interaction protocols
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Torepresent business messages, the semantics
of the messages used in the UML interactions is
extended. In UML, the signature of amessage can
refer to a signal or an operation. However, in our
modeling domain, trading partners cannot invoke
private behaviors of other trading partners, but
they can only manage asynchronous reception
signalsusedto internally activate their behaviors.
Therefore, the signature of a BusinessMessage
must only refer to a signal, and not to an opera-
tion. Inaddition, since the signature of a business
message refers to the associated speech act, the
stereotype SpeechAct extends the semantics of
the UML signals.

The acknowledgments of a business message
canbeaddedasitstagged values. Ifthese attributes
are true, the acknowledgments have to be done.

Finally, a business message can have a condi-
tion to indicate when the message can be sent.
The condition on a message is indicated before
its signature with the following syntaxes: “[<con-
dition expression>]:”. Furthermore, a business
message may be sent several times. In this case,
the acknowledgments must be returned eachtime
the message is sent. The repetition of a message
is indicated before its condition or signature.
The symbol “*” indicates the message can be
sent while the condition is satisfied. Or else, the
repetition of a message can be indicated with a
natural number.

Control Flow Segment

Itisusedtorepresent complex message sequences
in the choreography of an interaction protocol. It
contains a control flow operator and one or more
interaction paths. An interaction path (interac-
tion operand in UML) can contain any element
of aprotocol: messages, terminations, interaction
occurrences, and nested control flow segments.
The stereotype control flow segment extends the
semantics of the combined fragment of UML
interactions in order to provide well-known
control flow operators for defining collaborative

processes. Itisrepresented asabox witharounded
rectangle in the upper-left corner that contains a
control flow operator. The interaction paths are
divided by a dashed horizontal line (see notation
in Figure 7).

The semantics of a control flow segment de-
pends on the control flow operator being used.
The operators provided by UP-ColBPIP are
Xor, Or, And, If, Loop, Transaction, Exception,
Stop, and Cancel. The And operator represents
the execution of parallel (concurrent) interaction
paths in any order. The execution of the messages
of the different paths can be interleaved, but the
message sequence in each path must be fulfilled.
The Xor operator represents that in a set of alter-
native paths, only one can be executed in case its
condition is evaluated to true. The Or operator
represents two or more paths that can be executed,
and at least one of them must be executed. Also,
all paths can be executed in case its condition is
evaluated to true. The If operator represents a
path that is executed when its condition is true,
or nothing is executed. This can also have an else
path that is executed when the condition of the
first path is false. The Loop operator represents
a path that can be executed while its condition
is satisfied. Two types of Loop segments can be
defined: a loop “For” with the condition “(1,n),”
where the segment path must be executed at
least once; and a loop “While” with the condi-
tion “(0,n),” where the path can be executed zero
or n times. The Transaction operator represents
that the messages and paths of the segment have
to be done atomically, and the messages cannot
be interleaved with messages of other paths. If a
failure occurs in this type of segment, the mes-
sages executed and the assumed commitmentsare
discharged. The Exception operator represents
the path to be followed as a consequence of an
exception (defined in the condition of the path)
that can occur in the specific point of the protocol
where the segment is defined. The Stop operator
is similar to the Exception, but is used to require
the abrupt termination of the protocol. The Cancel
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operator represents the paths to be followed to
manage an exception. Unlike Stop and Exception
operators, the exception to be managed can occur
in any point of the interaction protocol. Hence,
a segment with this operator has to be defined at
the end of the protocol. This type of segment can
be used to define the paths to be followed in case
of time exceptions, acknowledgment exceptions,
and so forth.

Conditions and Time Constraints

Conditions represent logical expressions that
constrain the execution of a message or a path
into a control flow segment. They can be defined
in natural language or using OCL expressions.
Time constraints are used to define deadlines on
messages or protocols. A time constraint can be
defined using relative or absolute dates. It defines
adurationrepresenting the deadline for the execu-
tion of amessage or protocol. Conditionsand time
constraints are already provided by UML (see
Figure 7 for the notations of these elements).

Interaction Occurrence

This UML element is used to represent that
another interaction protocol is being invoked,
which is referred to as the nested or subprotocol.
Its notation is a rectangle with a pentagon with
the keyword ref (see notation in Figure 7). When
the roles of a protocol and its nested protocol are
different, the correspondence between the roles
has to be defined as parameters associated to the
interaction occurrence.

Terminations

Terminations represent the end of a protocol (see
notation in Figure 7). Two termination types can
be defined: success and failure. The former im-
plies the protocol has ended in a successful way.
A failure indicates the protocol has not ended as
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it was expected. This only indicates the protocol
did not follow the expected business logic. The
semantics of the element stop of UML isextended
to represent success and failure terminations.

Protocol Template

Itrepresentsareusable pattern of interaction used
to define interaction protocols. It has the same
features ofaninteraction protocol. The difference
lies in the fact that a protocol template is not a
directly usable protocol, but a parameterized
protocol. A sequence diagram with the stereotype
<<template>>defines a protocol template. To cre-
ate a protocol based on a template, each protocol
parameter is assigned a value. The parameters
are the roles and messages’ business documents
defined in the protocol template. These parameters
are notbounded withany business documentsand
roles defined in the B2B collaboration. Parameters
have to be bound to the specific business docu-
ments and roles of a B2B collaboration when a
protocol is defined. Instantiations of parameters
are indicated with a comment stereotyped <<pa-
rameters>> linked to the sequence diagram.

Examples of Interactions Protocols
Defined for the Case Study

Following, some of the interaction protocols,
which realize the collaborative processes of the
case study defined in the collaborative processes
view, are described.

Figure 8 shows the sequence diagram corre-
sponding to the protocol Blanket Purchase Order.
This represents a negotiation process between a
customer and asupplier for agreeing on a Blanket
Purchase Order (BPO), that is, an order forecast
for the agreement period against which multiple
short-term releases will be generated to satisfy
the customer’s requirements. The BPO business
document contains total quantity, conditions, and
pricing terms on items.



Modeling and Specification of Collaborative Business Processes

Figure 8. Sequence diagram of the protocol blanket purchase order
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The protocol starts with the customer, who
based on the results of its internal process of
materials requirements planning, sends abusiness
message proposing a BPO, as it is indicated by
the speech act propose and the business document
BPO associated to the first message. Then, several
negotiation cycles canoccur. Thisisrepresented by
the segment BPO Negotiation, which is executed
at least once and while the condition Negotiation-
IsRequired is true, that is, while the partners are
stillinterested in following the negotiation. Inthis
loop, the supplier internally evaluates the BPO,
and one of two paths can occur. This is specified
by the control flow segment BPOChanges with
the Xor operator.

If changes to the BPO are required by the
supplier, the first path is executed. The supplier
proposes changes to the BPO making a counter-
proposal (message propose(BPOChanges)). Then,
the customer evaluates the proposed changes,
and it can respond in three different ways as it is
indicated by the segment BPOChangeResponses.
One alternative is when the customer rejects the
changes to the BPO because it does not agree
with the supplier’s proposal. The message with
the speech act reject-proposal indicates it. Its as-
sociated business document contains the reasons
for the rejection. In this case, the protocol finishes
with a failure. Another alternative is when the
customer accepts the supplier’s proposal, as it is
indicated by the speech act accept-proposal. In
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Figure 9. Sequence diagram of the protocol consumption schedule
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ExceptionResolution = ConsumptionSchedule
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this case, the protocol finishes with success. The
third alternative is when the customer makes a
counterproposal (message propose(BPOChange)).
In this case, the protocol continues with a new
negotiation cycle.

Within the segment BPOChanges, if the
supplier does not require changes, the second
path (segment BPOChanges) is executed. The
supplier responds with an accept-proposal that
represents its acceptance to the BPO proposed by
the customer. In addition, if the customer wants
to initiate changes (segment BPO Changes By
Customer), it makes a counterproposal sending
the propose(BPOChanget) message. In this case,
the protocol continues with a new negotiation
cycle, according with the loop segment. Else, the
protocol finishes with success.

In this protocol, several cycles of negotia-
tion can occur. However, the duration constraint
{0..12d} on the protocol determines that it cannot
be executed for more than 12 days. In addition,
deadlines are defined on the messages of this
protocol through time constraints.

Figure 9 shows the sequence diagram of the
protocol Consumption Schedule. The objective
of this protocol is to make customer notifies
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to the supplier of some information (segment
Inventory Information) that will be used by the
latter to calculate and do the replenishment. The
messages are based on the speech act inform, so
that the supplier comes to know about the inven-
tory information and the consumption schedule
calculated by the customer.

Then, based on the acceptable tolerances for
the consumption plan defined in the agreement, if
the supplier detects exceptions onthe consumption
plan, the Plan Exception Management protocol is
invoked. Itrealizes the exception process Forecast
Exception defined in the analysis stage. In order to
realize this protocol, and because it was defined
as a protocol template, the corresponding values
are assigned to the required parameters, as it is
indicated inthe commentassociated tothe interac-
tion occurrence referencing to this protocol.

Figure 10 shows the protocol template Plan
Exception Management, which can be reused to
define different protocols that manage exceptions
inanytype of planorschedule. This protocol starts
with the initiator requesting a change on some
information to resolve an exception. Then, the
responder sends an agree message that represents
the commitment of the responder to resolve the
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Figure 10. Sequence diagram of the protocol plan exception management
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exception in the future; or the responder refuses
the requested changes and the protocol finishes.
Once the responder made the changes and re-
solved the exceptions, it informs the initiator of
the results.

Defining the Business Interfaces
View

This view offers a static view of the collaboration
through the business interfaces of the roles per-
formed by the partners. The business interfaces
contain the required business services to support
the exchange of messages in the interaction pro-
tocols defined in this view.

A business interface extends the semantics of
the UML interfaces to declare the public respon-
sibilities and obligations of a role to interact with
another one. A role can have a set of provided and
required interfaces that have to be contained in
one of its public business interfaces. A provided
interface gives a view of the messages that a role
expects to receive, according to the protocols in
which it interacts with another role. A required
interface gives a view of the business messages
that a role can send to another role.

A business interface is composed of business
services that manage the asynchronous reception
of the business messages. Therefore, business ser-
vicesextend the semantics of the UML receptions.
The name of abusiness service corresponds tothe
speech act of the message to receive, and it also
contains as a parameter the business document
transported by the message.

Theprovided and required business interfaces
of the roles are derived from the protocols in
which they are involved. The business services
are derived from the business messages of these
protocols. The notation of the business interfaces
and business services is that used in UML for
interfaces and operations. Also, the notation of
the provided and required business interfaces is
that used in UML for the provided and required
interfaces of a port.

Figure 11 shows the class diagram describing
the business interfaces of the roles customer and
supplier. As an example, the business interface
SupplierinterfaceToCustomer indicates the busi-
ness services provided by the supplier to interact
with the customer in the protocols defined in this
view. It is the provided interface of the supplier
and the required interface of the customer. The
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Figure 11. Class diagram describing the business interfaces view

«Role»
VMI-based Collaborative
Replenishment::Supplier

SupplierinterfaceToCustomer «Role»
CustomerlnterfaceToSupplier
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CustomerinterfaceToSupplier
SupplierinterfaceToCustomer
InterfaceWithSupplier
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«Businesslnterface»
SupplierinterfaceToCustomer

«BusinessService» propose(BlanketPurchaseOrder) : void

«BusinessService» propose(BPOChange) : void
«BusinessService» inform(ConsumptionSchedule) : void
«BusinessService» inform(InventoryReceipt) : void
«BusinessService» inform(AvailablelnventoryLevels) : void

«BusinessService» failure(ConsumptionSchedule) : void
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«BusinessService» accept-proposal(BPOChangeResponse) : void
«BusinessService» reject-proposal(BPOChangeResponse) : void

«BusinessService» agree(ResponseToConsumptionSchedule) : void
«BusinessService» refuse(ResponseToConsumptionSchedule) : void

«BusinessService» request(ResponseToReplenishmentSchedule) : void

«BusinesslInterface»

CustomerinterfaceToSupplier

+ o+ o+ o+ o+ o+

«BusinessService» propose(BPOChange) : void

«BusinessService» accept-proposal(BPOResponse) : void
«BusinessService» inform(ShipNotice) : void

«BusinessService» inform(ReplenishmentSchedule) : void
«BusinessService» request(ResponseToConsumptionSchedule) : void
«BusinessService» agree(ResponseToReplenishmentSchedule) : void
«BusinessService» refuse(ResponseToReplenishmentSchedule) : void
«BusinessService» failure(ReplenishmentSchedule) : void

business services of this interface were defined
from the business messages that the supplier can
receive in the above protocols.

Generation of Technological
Solutions from UP-ColBPIP Models

This section describes how UP-ColBPIP models
can be used to generate technological solutions
that enable the execution of these processes. Not
all concepts used in UP-ColBPIP will have a
correspondence with concepts used in the tech-
nological level. The main views of a UP-ColBPIP
model to be considered to generate B2B specifica-
tions are the interaction protocols and business
interfaces views. Specifications of the processes
canbe derived from the former, and specifications
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of the interfaces required by the partners can be
derived from the latter.

In particular, the main mappings to generate
specifications in the ebXML standard from UP-
ColBPIP modelsaredescribed. Then, anoverview
of the implementation of the transformations is
provided.

Generating ebXML Specifications
from UP-ColBPIP Models

The ebXML standard consists of aset of languages
for enabling B2B interactions through the ex-
change of XML-based messages. Two languages
are relevant for generating B2B specifications in
the proposed MDA approach: Business Process
Specification Schema (BPSS) (UN/CEFACT and
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OASIS, 1999), and collaboration-protocol profile
and agreement (CPPA) (OASIS, 2002). BPSS is
usedto specify collaborative processes, and CPPA
is used to specify the partners’ interfaces.

BPSS uses the concept of binary collaboration
to represent a collaborative process. A binary
collaboration consists of two roles that interact
through business transactions by exchanging
business documents. It defines a choreography in
terms of business states, which can be business
activities or control flow elements as fork, join,
decision, transition, start, success, and failure.
A business activity can be either a collaboration
activity or a business transaction activity. The
former represents the execution of a binary col-
laboration within another binary collaboration.
The latter represents the execution of a business
transaction, which consists of arequesting activity
and the responding activity executing one or two
business document flows. It may also support one
or more business signals.

Table 2 presents the main mappings of UP-
ColBPIP elements into BPSS elements. Some
aspects of these mappings are now described in
order to provide a better understanding of this
transformation.

An interaction protocol realizing a collabora-
tive process having two roles is transformed into

a binary collaboration. Fragments of interaction
protocols are mapped into business states of the
generated binary collaboration. In particular, a
business message is transformed into a business
transaction activity. The fromRole and the toRole
attributes of a business transaction activity are
derived from the roles involved in the message. A
business transaction activity only represents the
order of the business message into the choreog-
raphy. Interaction between the roles is defined by
the business transaction associated to the business
transaction activity that realizes the message.
Therefore, for representing business messages
based on speech acts, business transactions are
derived from the speech acts and defined only
with the requesting activity that indicates the
speech act. The responding activity is not gener-
ated. This represents the asynchronous feature of
the business messages. The requesting activity
is defined with a document envelope referencing
the business document to be sent, according to
the business document associated to the business
message. In addition, if the business message has
a time constraint, the timeToPerform attribute is
generated in the business transaction activity.
To transform the interaction protocol’s cho-
reography of business messages into a binary
collaboration’s choreography of business states,

Table 2. Mapping of UP-CoIBPIP elements to BPSS elements

UP-ColIBPIP Elements

BPSS Elements

B2B Collaboration

Process Specification

Business Document

Business Document

Interaction Protocol

Binary Collaboration

Partner Role

Role

Fragments

Business States

Business Message

Business Transaction Activity

Speech Act

Business Transaction

Interaction Ocurrence

Collaboration Activity

Success

Success

Failure

Failure

Control Flow Segment

Binary Collaboration
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control flow segments (CFSs) are transformed
into subbinary collaborations. In the binary col-
laboration realizing the interaction protocol, a
collaboration activity is added with a reference
to the new binary collaboration created from the
CFS. The reasons for this decision are BPSS does
not support complex control flows, such as loops;
operators of CFSs have notadirect counterpartin
BPSS; CFSs can contain sub-CFSs, hence, their
mapping into binary collaborations reduces the
complexity in the binary collaboration realizing
the interaction protocol.

The mapping of a CFS into a binary col-
laboration is performed according to the operator
contained in the CFS. Table 3 summarizes this
mapping. As an example, a CFS with an XOR
operator is mapped to a binary collaboration
having a fork state with an “XOR” value in its
attribute type, and a join state with the attribute
waitForAll settled in false. A CFS with a Loop
operator is mapped to a binary collaboration hav-
ing a decision as the first business state if it is a
“Loop (0,n),” or else the decision state is defined
before the completion states.

More details about the generation of BPSS
specifications and an example for that can be
found in (Villarreal et al., 2005).

Withrespectto CPPA, it supports the specifica-
tion of the interface of apartnerinaCollaboration
Protocol Profile (CPP). A CPP specifies the way
a partner will interact with another one perform-
ing the binary collaborations defined in a BPSS
specification. The main elements to be derived are
the CollaborationRole that specifies the BPSS file
and the role a partner plays; the ServiceBinding
that specifies the incoming (element CanReceive)
and outgoing (element CanSend) messages of the
role according to the requesting and responding
activities of business transactions; and the business
signals of abusiness transaction. CanReceive and
CanSend elements are derived from the provided
and required interfaces of the role that a partner
performs in the source UP-ColBPIP model. The
remaining elements of a CPP specification can-
not be generated from UP-ColBPIP because they
correspond to the technical details, such as the
transport protocol to be used.

Implementation of Transformations

The transformation of UP-ColBPIP models into
ebXML specifications was implemented using a
model transformation tool prototype proposed in
Villarreal (2005). This tool enables the definition

Table 3. Mapping of a control flow segment into a binary collaboration

ControlFlow
segment Binary Collaboration with the following business states
operator Fork.type Join.waitForAll Decision
Xor XOR False --
Or OR False --
And OR True --
r _ _ Defined after a start
states
Defined after a start
Loop (0,n) - - states
Loop (1,n) _ _ Defined‘before the
completion states
Transaction A binary collaboration is generated without these states
Stop Idem to above. A failure state is included in the BC realizing the IP
Exception A binary collaboration is generated without these states
Cancel Cannot be mapped in a direct way into a BC
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of model transformations for generating specifica-
tions based on different B2B standards from UP-
ColBPIP models. Briefly, this tool implements a
model transformation language that supports the
declarative definition of transformation rules and
their composition in rule modules that consist of
a hierarchy of rules. For each mapping between
elements of the source and target languages, a
transformation rule is defined. Transformation
rules consist of input and output patterns defined
according to the metamodels of the source lan-
guage and the target language. These patternsare
specified in an imperative way using Java code.
Withthistool,amodel transformation to translate
UP-ColBPIP models into ebXML specifications
has been defined, according to the mappings
described in the previous section.

Then, this model transformation can be
executed for generating the XML code of the
B2B specifications. In this case, the tool uses a
transformation engine that takes as an input a
UP-ColBPIP model inan XMI format and gener-
ates ebXML (BPSS and CPPA) models. Then, it
generates the XML documents (corresponding
to the ebXML specifications) from the ebXML
models through the production rules of XML
code incorporated within the tool. In order to
manipulate UP-ColBPIP models and import
them in an XML format, the tool uses the APIs
of the implementation of the UML2 metamodel
based on the eclipse modeling framework (EMF)
(Eclipse, 2004). Also, for manipulating ebXML
models, EMF was also used to generate the API
that allows the manipulation of these models.

Future Trends

The benefits of using an MDA approach and a
UML profile can be enhanced if they are not only
consideredto generate technological solutions, but
they are alsoused to verify models. Verification of
models means using a tool and formal techniques
to analyze the models for the presence of desirable
properties and the absence of undesirable ones

(Selic, 2003). In the context of B2B collabora-
tions, the verification of collaborative processes
is very important to assure the right behavior of
the inter-enterprise collaboration. Therefore, the
verification of functional requirements of these
processes, such as the absence of “deadlooks”
and “livelocks,” should be done.

Currently, there are proposals for the verifica-
tion of process’ specifications based on a specific
standard, such as BPEL (Ferrara, 2004). This
implies that the verification is done after the tech-
nological solutionisgenerated. However, sincean
MDA approach encourages the use of models as
the main development products, the verification
of collaborative processes should be done at the
earlier stages of the development, when business
engineers make the most important decisions. To
support it, it is necessary to verify technology-
independent process models, such as those based
on UP-ColBPIP. Therefore, future work consists
of the formalization of UP-ColBPIP models of
collaborative processes and the transformation
of these models into formal models, in order to
enhance the proposed MDA approach.

On the other hand, Web services are having
more and more interest insupporting the execution
of collaborative processes. In addition, currently,
vendor support is stronger for Web services than
ebXML. Therefore, specifications based on Web
services composition standards, such as BPEL
and WS-CDL, should be also generated from
conceptual models of collaborative processes
based on UP-ColBPIP. The mostimportantaspect
to consider is that some languages, such as BPEL,
support the definition of collaborative processes
using abstract conversation protocols. Thismeans
the choreography is defined considering the view
of only onerole. Hence, from UP-ColBPIP models,
the abstract conversation protocol required by
each partner has to be generated. This is possible
because interaction protocols show the global
view as well as the view of each role.

To generate collaborative process specifica-
tions that focus on the global view, the use of
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the new standard WS-CDL is more appropriate
because it supports this requirement. In the same
way, it has been demonstrated that ebX ML speci-
fications and BPEL specifications can be generated
from UP-ColBPIP models (Villarreal, 2005). Our
ongoing work is about the generation of WS-CDL
specifications from these models.

CONCLUSION

Thischapter hasdescribed the application of MDA
and UML for the domain of collaborative busi-
ness processes. An MDA approach and a UML
profile have been proposed in order to support
the modeling of collaborative processes and the
automatic generation of technological solutions
(B2B specifications) based on B2B standards.

The components and techniques required by
the MDA approach for collaborative processes
have been described. The main benefits of this
MDA approach are

. Increase of the abstraction level in the design
of B2B collaborations, because the main
development products are the technology-
independent collaborative process models.
This means business engineers and system
designers can design collaborative process
models by using the proposed UML profile
in order to define the business aspects of
the B2B collaboration (e.g., responsibilities
and common business goals of the partners,
communicative aspects of the interactions),
instead of dealing with technical details. In
this way, this MDA approach encourages
partners to focus mainly on the business
aspects, and provides the guidelines and
techniques required for deciding and gen-
erating technological solutions.

. Reduction of development time and costs,
because technological solutions (B2B
specifications) are automatically generated
fromthe conceptual models of collaborative
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processes defined at business level. This
automatic generation of the B2B specifi-
cations is enabled by applying the model
transformations corresponding to the B2B
standard to be used.

. The generated technological solutions are
consistent with the processes defined at
business level. This allows partners to be
sure thatthe generated B2B specifications re-
ally supportthe collaborative processes and
eventually, the business goals agreed by the
partners at business level. This consistency
between the business solutions and the tech-
nological solutions is achieved by applying
transformations to the collaborative process
models for generating their corresponding
B2B specifications.

e Independence of the collaborative process
models from the B2B standards, which
increases the reuse of these models. A col-
laborative process defined with the UML
profile proposed is independent of the B2B
standards. To generate the B2B specifica-
tions with different B2B standards, it is
necessary to define a particular transfor-
mation for each case. The MDA approach
enablesapartnerto use asame collaborative
process model inseveral B2B collaborations
with different partners, and for each B2B
collaboration to generate the process and
interfaces’ specifications in a different B2B
standard.

In order to exploit these benefits, an important
requirement is the use of a suitable modeling lan-
guage. The proposed UML profile is a solution
towards that direction. UP-ColBPIP provides the
appropriate conceptual elements for modeling
technology-independent collaborative processes.
It supports the definition of different views of the
B2B collaboration and collaborative processes.
Inthis way, UP-ColBPIP encourages a top-down
process design from the definition of the business
goals to be fulfilled in the B2B collaboration, and
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the identification of the collaborative processes
for achieving those goals, up to the modeling of
the interaction protocols that realize these pro-
cesses and the definition of the partners’ business
interfaces.

Themaintheoretical base of UP-ColBPIP isthe
use of the interaction protocol concept to model
the behavior of the collaborative processes, along
with the application of the speech act theory. On
the one hand, the main purpose of using interaction
protocols is to fulfill the identified requirements
for the conceptual modeling of collaborative pro-
cesses. On the other hand, UP-ColBPIP can be
considered as acommunication-oriented process
modeling language. Through the modeling of in-
teraction protocols, business engineers can focus
not only on information exchange, but also on the
communicative aspects of collaborative processes,
allowing for a better understanding of B2B col-
laborations. Business messages based on speech
acts allow representing the intentions of partners
when they exchange information in collaborative
processes. By means of speech acts, parties can
create, modify, cancel, or fulfill commitments.
In addition, the use of speech acts simplifies
the design of collaborative processes. Designers
can use intuitive concepts closer to the natural
language and social interactions between human
beings. However, for a common understanding
of collaborative processes, the semantics of the
speech acts must be known and understood in the
same way by all the parties. Therefore, the use of
alibrary of well-defined speech acts is important.
In this chapter, the FIPA ACL library has been
used. However, other standard or proprietary
libraries may be used.

Through the use of this UML profile based on
UMLZ2, business engineers canapply well-known
notations for modeling collaborative processes.
Moreover, the use of this UML profile allows
extending the semantics of UML for the domain
of collaborative processes, providing a more suit-
able vocabulary for this domain than the original

UML; and reusing the existing UML case tools
to model collaborative processes.

Finally, this chapter has provided an overview
of the aspects required for the automatic generation
of technological solutions. Particularly, the map-
pings of UP-ColBPIP elements into the ebXML
standard elements have been described. The
main ebXML elements can be derived from UP-
ColBPIP models. Thisindicates that UP-ColBPIP
do not only provide the conceptual elements
required to model collaborative processes in a
high-abstraction level, but also to derive execut-
able specifications based on a B2B standard. In
addition, although in this chapter we focused on
ebXML solutionsaccording to the componentsand
techniques defined in the MDA approach, from
UP-ColBPIP models it is also possible to gener-
ate solutions based on Web services composition
standards such as BPEL or WS-CDL.
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InternalStructures::Property
UseCases::Actor
B2BRelationship InternalStructures::Connector
PublicBusinessinterface Ports::Port
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Achieves Dependencies::Dependency
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Chapter XV
A Fundamental SOA Approach
to Rebuilding Enterprise
Architecture for a Local
Government after a Disaster

Zachary B. Wheeler
SDDM Technology, USA

ABSTRACT

As a result of Hurricane Katrina, the destruction of property, assets, documentation, and human life in
the Gulf Port has introduced a myriad of challenging issues. These issues involve human, social, gov-
ernment, and technological concerns. This chapter does not address the many immediate human and
social concerns brought forth from a natural disaster or major terrorist attack (NDMTA); this chapter
addresses a small but significant problem of re-establishing or laying the groundwork for an enterprise
architecture for local government during the response phase of the disaster. Specifically, it addresses
constructing a high-level data model and fundamental SOA, utilizing the remaining local assets, XML

(extensible markup language), and Web services.

INTRODUCTION

Disaster preparedness, response, and recovery
received a lot of attention immediately after the
terrorist attacks of 9/11 and eventually faded
from the forefront of attention after the invasion
of Irag and the global war on terrorism. However,
recent natural disasters such as the Indonesian

Tsunami in 2004 and the devastating Hurricane
Katrina in Louisiana have refocused attention on
these three prominent areas. Specifically, the lack
of preparedness, inadequate response, and slow
recovery has burdened local, state, and federal
governments as well as citizens.

The presented enterprise approach and imple-
mentation process covers an area that is void in

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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the disaster preparedness and response phase;
however, it is applicable in each phase: prepared-
ness, response, and recovery. It is recommended
that the presented approach be included as part
of the disaster preparedness phase, implemented
in the response phase, and eventually expanded
in the recovery phase. The approach is unique
because the enterprise implementation takes
place during the actual response phase of the
disaster and utilization of the fundamental SOA
leads to further expansion during and after the
recovery phase.

The approach introduced in this chapter takes
advantage of the Zachman framework system
model perspective by utilizing Web services on a
local level and introducing a practical but efficient
method for populating the initial data model. A
series of basic assumptions are introduced based
on information regarding the recent Gulf Port,
Hurricane Andrew, Indonesian Tsunami,and 9/11
disaster events. These assumptions are based on
the physical, environmental, and technological
conditions immediately after disaster strikes.
The assumptions are there will be limited or non-
existent landline and wireless communication, a
lack of ability to use generators for power source,
limited or nonexistent Internetand intranet, major
IT system destruction, and the incapacitation of
local government services.

This chapter addresses the problem of re-
establishing or laying the groundwork for an en-
terprise architecture for local government during
the response phase of the disaster. Specifically, it
addresses constructing a high-level data model
and fundamental SOA by utilizing the remaining
local assets, XML, and Web services.

BACKGROUND

The fundamental role of local government is
to protect the people, provide basic human ser-
vices, and assist in strengthening communities.
This is typically accomplished by establishing
various local agencies and departments. These
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departments are structured to provide essential
services for the community. For instance, the fire
department role is to help citizens in immediate
danger due to fire, gas, or chemical hazard. The
role of the health department isto establish policy,
programs, and standards regarding health and
health related issues. An additional role of the
health department is to assist citizens in obtain-
ing basic health care services. Each established
department or agency has a role in assisting the
community and its residents by providing relevant
services. In a typical municipality, each agency
has a database of information relating to the
citizens and the services provided to the citizen
by the agency. For instance, the police depart-
ment maintains a database of criminals, criminal
activity, and citizen complaints. The Department
of Human Services maintains a database of child
immunization records. In short, each agency
maintains a database and application system to
enter data, process data, and execute business
rules. However, in the wake of an NDMTA, these
systems along with other IT assets are destroyed
or rendered useless. For instance, Hurricane
Katrina destroyed most of New Orleans includ-
ing property, buildings, human life, landline
and mobile communications, Internet services,
intranet services, and essentially incapacitated
local government. In the terror attacks of 9/11,
the same asset destruction was prevalent within
a specified geographic area. Hurricane Andrew
wreaked havoc among Florida communities and
followed the same line of asset destruction and
local government incapacitation as Hurricane
Katrina. In each of these cases, major response
and rebuilding were needed to help reestablish
public safety, government, and services to the
remaining citizens. This approach suggests that
reestablishing a basic framework for IT services
can be facilitated during the response phase of
a disaster. In that regard, the proposed approach
IS unique in that the role of rebuilding typically
takes place during the recovery phase (University
of Florida, 1998).
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The extended Zachman Framework system
model perspective will be utilized to establish
high-level data elements for the model. The
utilization of Web services will be used to lay
down a basic framework for a fundamental ser-
vice oriented architecture that can be extended
to an enterprise level once essential government
services have been restored. In addition, a data
collection process is provided for initial population
of the primary data elements from the remaining
survivors.

The System Model and Zachman

In the initial framework provided by Zachman
(1987), he identifies five different perspectives
of an enterprise architecture, three views of the
enterprise, and introduces the six questions per-
taining to an enterprise. The six questions are
what, how, where, who, when, and why.
Zachman provides a clear and concise iden-
tification of the various views of an enterprise
and shows how each view is proper and correct.
In 1992, the Zachman framework was extended
by Zachman and Sowa (1992). In addition to an-
swering the final three questions, they introduce
the conceptual graph to represent the ISA and
replace the “model of the information system”
with the more generic system model reference
for row 3 or the designer perspective. Hence, the
various perspectives identified by Zachman are
scope, enterprise model, system model, technol-

Table 1. Zachman‘s enterprise questions

ogy model, and components. Our perspective will
cover the system model or designer perspective.
Inthe conclusion, the what, how, and where ques-
tions of the ISA will be answered.

MAIN THRUST OF THE CHAPTER
Basis for a Conceptual Data Model

The ISA system model perspective represents the
system analyst role in information technology.
The systemanalystis responsible for determining
the data elements and functions that represent the
business entities and processes. Zachman sug-
gests introducing all of the entities; however, the
construction of all data elements, processes, and
functions foralocal governmentwould be beyond
the scope of this chapter, therefore, a high-level
perspective for core data elements utilized during
the response phase will be presented.

Primary Data Elements

One of the main priorities of local government
is to provide services to the citizens of the com-
munity. Regardless of the service provided, most
government agencies interact with its residents
and maintain some form of database of citizen
information. In a disaster area, the citizens of
the community are the disaster survivors. From a
data acquisition perspective, we can obtain valu-

Zachman’s Six Enterprise Questions
What? What entities are involved?
How? How they are processed?
Where? Where they are located?
Who? Who works with the system?
When? When events occur?
Why? Why these activities are taking place?
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Table 2. Person entity details

PERSON
Unique_Id Not Null
Unique_ID_Type Not Null
First_Name Not Null
Middle_Name
Last_Name Not Null
Name_Suffix (i.e. Jr, S, etc....)
Date_of Birth Not Null
Sex Not Null
Status(Living,Deceased) Not Null
Phone(Optional)
Address_Id
Table 3. Address entity details
ADDRESS
Address_Id Not Null
Street_ Number Not Null
Prefix
Street_Name Not Null
Street_Type Not Null
PostDir
City Not Null
State Not Null
Zip
Current_Address (Y,N) Not Null

able information from the survivors and with this
information begin to develop a conceptual data
model for the emerging enterprise. Typically, the
conceptual data model does not show actual data
details of the entities. Instead, the conceptual data
model provides a high-level entity view using
the entity relationship diagram (ERD) (Rob &
Coronel, 2002). Entity details will be provided in
tabular format for clarity; however, the ERD will
only show the entities and the defined relation-
ships. Utilizing the following assumptions, we can
define each remaining citizen as unique:
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. Every entity has a name (hames are not
unique).

. Every entity hasor had an associated address
(address is not unique).

. Every entity has a sex (unique).

. Every entity will have an identifying unique
number (ID card, green card, federal em-
ployee identification number, social security
card, or driver’s license).

Note: Newborns or infants will be given a tem-
porary generic unique id if they do not have a
SSN.
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Table 4. Essential local government agencies

Essential Department/Agencies

Police Department

for maintaining order and protecting the people from physical harm

Department of Health

for maintaining control and administering of basic health services including
disease and disease outbreak

Emergency Medical Services

for assisting in medical data collection and medical services

Department of Pubic Works

for cleaning and clearing of debris, corpses and other related health hazards

Fire Department

for maintaining fire, gas, and chemical controls and basic rescue operations

Table 5. Police entity object relating to person

POLICE
Unique_Id Not Null
Unique_Id_Type Not Null
Arrested(Y,N) Not Null
Officer_1d Not Null
Comments
Crime_Id Not Null

If we further assume that each remaining
survivor (citizen) has an associated address then
we can define the following address entity.

We are working under the assumption that local
assetsand asset information have been destroyed,
which includes the destruction of roads, streets,
bridges, highways, and previously existing ad-
dresses. Thus, when the data collection process
begins, during the response phase, local officials,
or management can glean a geographic represen-
tation of survivors and establish a basic address
information repository. During the recovery
phase, old and new street, road, bridge, highway
and address information will be added to the sys-
tem thus creating a complete address reference or
even an address database. For instance, an entity
that contains parcel information (square, suffix,
and lot) and an instance that contains ownership
information (owner name, owner address, etc...)
will be needed, however, during the response
phase, only the address entity defined above is
necessary. The person and address entities are
termed primary data elements.

Secondary Data Elements:
Extending the Core Elements

Intheeventof NMDATA, there mustbe acontinu-
ation of basic essential services for the remaining
citizens. These essential services required during
a disaster, according to Davis (1998), are public
safety, public works, and health services. This
position is further bolstered by our knowledge of
the recent events in the Gulf Port and the estab-
lishment of the following five essential services
for that particular region.

Based on the five essential departments, five
basic data elements can be identified. These es-
sential data elements are termed secondary data
elements. Although there are more possible data
elements than presented here, an expanded view
of potential secondary elements is provided for
clarity.

Now that the primary and secondary elements
have been identified, we have enough high-level
data elements to begin the construction of our
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Table 6. Health services entity object relating to person

HEALTH
Unique_Id Not Null
Unique_Id_Type Not Null
Temperature Not Null
Eyes(Normal,Dialated) Not Null
Blood_Pressure_Systollic Not Null
Blood_Pressure_Diastollic Not Null
Heart_Rate Not Null
Recommendations
Comments
Treatment
Medicine_Prescribed
Disease_Id
Table 7. EMS entity object relating to person
EMS
Unique_Id Not Null
Unique_ld_Type Not Null
Service_Provided_Id Not Null
EMS_ID Not Null
Comments
Service_Provided_Id Not Null

Table 8. Public works entity object relating to person and address

PUBLIC WORKS
Work_Order_Id Not Null
Unique_Id

Unique_Id_Type
Address_Id

Comments

Table 9. Fire department entity object relating to person and address

FIRE
Call_Id Not Null
Response_Unit_Id Not Null
Address_ld Not Null

Unique_Id

Unique_ld_Type

Comments
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conceptual data model. In the overall enterprise,
entities can be identified and added as service
agencies are added or new requirements are
determined.

WEB SERVICES

The construction of our enterprise architecture,
from a technology perspective, relies on the
utilization of the data model, Web services, and
SOA. In our approach, we take advantage of
three different definitions of a Web service while
saliently maintaining that a Web service, based
on the Web services architecture, is considered
a software system (Guruge 2004).

*  Definition 1: Web services are modular,
self-contained “applications” or application
logic developed per a set of open standards
(Guruge, 2004).

*  Definition 2: Web services are exten-
sible markup language (XML) application
mapped to programs, objects, or databases
or to comprehensive business functions
(Newcomer, 2002)

*  Definition 3: A Web service is a particular
implementation of a protocol (SOAP), Web
services description language (WSDL), and
universal descriptiondiscovery and integra-
tion (UDDI) (Fermantle, 2002) where
« SOAP
* Uses a RPC or a request-response

mechanism based on HTTP.

»  Utilizes an XML message format that
contains an address, possible header,
and body.

«  Contains one or more elements.

° The elements are defined us-
ing common interoperable data
formats (integers, strings, and
doubles).

°  Theparametersare maybe encod-
ed as child elements of acommon

parent whose name indicates the
operation and whose namespace
indicates the service.
«  Can be sent over a common transport
typically-HTTP.

WSDL

. Offers the ability to describe the inputs and
outputs of a Web service.

»  AllowsaWebservicetopublishthe interface
of a service, thus if a client sends a SOAP
message in format A to the service, it will
receive a reply in format B. The WSDL has
two basic strengths:

° It enforces the separation between the
interface and implementation.
°  WSDL is inherently extensible.

UDDI
e A discovery mechanism used to discover
available services.

Although a Web service is a particular imple-
mentation of a protocol (SOAP), Web services
description language (WSDL) and UDDI, the Web
service is composed of one or more independent
services. A service represents a particular func-
tion of the system and has a well-defined, formal
interface called its service contract that:

. Defines what the service does and

. Separates the services externally acces-
sible interface from the services technical
implementation (Newcomer 2002).

For instance, a Web service can contain a
service that performs the function of adding
data, another service that performs the func-
tion of retrieving data, and another service that
performs the function of generating reports for
management. A service can be either an atomic
(simple) or a composite (complex) service. An
atomic service does not rely on other services
and are usually associated with straightforward
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business transactions or with executing data
queries and data updates (Newcomer, 2002).
A composite service uses other services, has a
well-defined service contract, is registered in the
service registry, can be looked up via the service
registry, and can be invoked like any other service
provider (Newcomer, 2002). Regardless of the
service type (atomic or composite), the services
arerequired to satisfy the following basic require-
ments (Fermantle, 2002):

*  Technology neutral: Each service is non-
technology dependent and can be invoked
through the standardized lowest common
denominator technologies.

. Loosely coupled: Each service has a life of
its own, each service remains independent
of all other services, and each service does
not have knowledge about other services.

. Support location transparency: Services
should have their definition and location
information stored in a repository such as
UDDI and is accessible by a variety of cli-
ents that can locate and invoke the services
irrespective of their location.

The Basic Services

During the response phase and part of the re-
covery phase, several assumptions are made,
such as limited landlines, limited mobile com-
munications, and limited Internet and intranet
services. The main objective, however, isto form
a basic framework using Zachman’s framework
(system model perspective), Web services, and
service-oriented architecture. By maintaining
our focus on basic services for the Web service,
a foundation is created for extending our Web
services to a service oriented architecture later
in the recovery phase.

If we utilize the best practice approach of
Krafzig, Banke, and Slama (2004), we can
identify two crucial basic service types: simple
data-centric services and logic-centric services.
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A data-centric service is used to handle data
manipulation, data storage, and data retrieval
(Krafizig, Banke, & Slama 2004). We can easily
incorporate logic-centric services at a later date
to handle business processing and application
logic. In a data centric service, an entity can
be encapsulated into a service (Krafizig et al.,
2004). This encapsulation acts as data layer and
all services developed in the future will have to
accessthese servicestoaccessand manipulate the
data. In this chapter, the primary data elements
are wrapped into services and then a composite
service is created that utilizes the simple services
of person and address. An example is presented
in the following screen shot for clarity.

The PersonAddress Composite service will be
used intheinitial datacollection process for the di-
saster survivors. The SOAP XML message format
representation for the PersonAddress_Composite
service is provided for clarity.

POST /Primary_Core_Service/Servicel.asmx
HTTP/1.1

Host: localhost

Content-Type: text/xml; charset=utf-8

Content-Length: length

SOAPAction: “http://tempuri.org/Primary_Core_Ser-
vice/Servicel/PersonAddress_Composite”

<?xml version="1.0" encoding="utf-8"?>
<soap:Envelope xmlIns:xsi="http://www.w3.0rg/2001/
XMLSchema-instance” xmlins:xsd="http://www.
w3.0rg/2001/XMLSchema” xmins:soap="http://schemas.
xmlsoap.org/soap/envelope/">
<soap:Body>
<PersonAddress_Composite xmIns="http://tempuri.
org/Primary_Core_Service/Servicel™>
<Person>
<Person>
<Person_|D>string</Person_ID>
<Person_ld_Type>string</Person_ld_Type>
<First_Name>string</First_Name>
<Middle_Name>string</Middle_Name>

<Last_Name>string</Last_Name>
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<Name_Suffix>string</Name_ Suffix>
<Date_Of_Birth>string</Date_Of_Birth>
<Persons_Sex>string</Persons_Sex>
<Living_Status>string</Living_Status>
<Phone>string</Phone>
</Person>
<Address>
<Address_ld>int</Address_ld>
<Street_Number>string</Street_Number>
<Predir>string</Predir>
<Street_Name>string</Street_Name>
<Postdir>string</Postdir>
<Suite_Apt>string</Suite_Apt>
<City>string</City>
<State>string</State>
<Zip>string</Zip>
<Current_Address>string</Current_Address>
</Address>
</Person>
</PersonAddress_Composite>

</soap:Body>

</soap:Envelope>

HTTP/1.1 200 OK

Content-Type: text/xml; charset=utf-8

Content-Length: length

<?xml version="1.0" encoding="utf-8"?>
<soap:Envelope xmIns:xsi="http://www.w3.0rg/2001/
XMLSchema-instance” xmlns:xsd="http://www.
w3.0rg/2001/XMLSchema”xmins:soap="http://schemas.
xmlsoap.org/soap/envelope/”>
<soap:Body>
<PersonAddress_CompositeResponsexmlns="http://
tempuri.org/Primary_Core_Service/Servicel">
<PersonAddress_CompositeResult>string</Per-
sonAddress_CompositeResult>
</PersonAddress_CompositeResponse>
</soap:Body>
</soap:Envelope>

Individual person and address services were
necessary for the initial data population and to
make data available to entities and agencies as
they are developed. For instance, the police may

spot a crime taking place at a particular address
thus they must be able to retrieve or add that
address to the database thereby identifying the
crime location. Inanother instance, the DMV will
require basic person and address data for license
issuance, fines, and motor vehicle infractions. The
creation of individual and composites services,
using data centric services, for each of the es-
sential agencies can be generated for immediate
data collection and tracking purposes. Later in
the recovery phase, logic centric services can be
integrated to provide business rule processing. In
the example, below the services are extended to
include the Department of Health.

The SOAP message formatforthe Health Serviceand
PersonHealth_Service is provided below for clarity

POST /Primary_Core_Service/Servicel.asmx
HTTP/1.1

Host: localhost

Content-Type: text/xml; charset=utf-8

Content-Length: length

SOAPAction: “http://tempuri.org/Primary_Core_Ser-
vice/Servicel/Health_Service”

<?xml version="1.0" encoding="utf-8"?>
<soap:Envelope xmlIns:xsi="http://www.w3.0rg/2001/
XMLSchema-instance” xmlns:xsd="http://www.
w3.0rg/2001/XMLSchema” xmins:soap="http://schemas.
xmlsoap.org/soap/envelope/”>
<soap:Body>
<Health_Service xmins="http://tempuri.org/Pri-
mary_Core_Service/Servicel”>
<Health>
<Health_ld>int</Health_lId>
<Person_ld>string</Person_Ild>
<Person_ld_Type>string</Person_lId_Type>
<Persons_Temperature>double</Persons_Tem-
perature>
<Persons_BP_Systollic>double</Persons_BP_
Systollic>
<Persons_BP_Disstollic>double</Persons_BP_
Disstollic>
<Eyes>string</Eyes>
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<Persons_Heart_Rate>int</Persons_Heart__
Rate>
<Recommendations>string</Recommenda-
tions>
<Treatment>string</Treatment>
<Comments>string</Comments>
<MedicinePrescribed>string</MedicinePre-
scribed>
<Disease_ld>int</Disease_|d>
</Health>
</Health_Service>
</soap:Body>
</soap:Envelope>
HTTP/1.1 200 OK
Content-Type: text/xml; charset=utf-8
Content-Length: length

<?xml version="1.0" encoding="utf-8"?>
<soap:Envelope xmlIns:xsi="http://www.w3.0rg/2001/
XMLSchema-instance” xmlns:xsd="http://www.
w3.0rg/2001/XMLSchema”xmins:soap="http://schemas.
xmlsoap.org/soap/envelope/”>
<soap:Body>
<Health_ServiceResponse xmlins="http://tempuri.
org/Primary_Core_Service/Servicel”>
<Health_ServiceResult>
<Health_ld>int</Health_Id>
<Person_ld>string</Person_Ild>
<Person_ld_Type>string</Person_ld_Type>
<Persons_Temperature>double</Persons_Tem-
perature>
<Persons_BP_Systollic>double</Persons_BP_
Systollic>
<Persons_BP_Disstollic>double</Persons_BP_
Disstollic>
<Eyes>string</Eyes>
<Persons_Heart_Rate>int</Persons_Heart_
Rate>
<Recommendations>string</Recommenda-
tions>
<Treatment>string</Treatment>
<Comments>string</Comments>
<MedicinePrescribed>string</MedicinePre-
scribed>
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<Disease_ld>int</Disease_ld>
</Health_ServiceResult>
</Health_ServiceResponse>
</soap:Body>
</soap:Envelope>

Composite Person_Health Service

POST /Primary_Core_Service/Servicel.asmx
HTTP/1.1

Host: localhost

Content-Type: text/xml; charset=utf-8

Content-Length: length

SOAPAction: “http://tempuri.org/Primary_Core_Ser-
vice/Servicel/PersonHealth_Service”

<?xml version="1.0" encoding="utf-8"?>
<soap:Envelope xmlins:xsi="http://www.w3.0rg/2001/
XMLSchema-instance” xmlns:xsd="http://www.
w3.0rg/2001/XMLSchema” xmins:soap="http://schemas.
xmlsoap.org/soap/envelope/™>
<soap:Body>
<PersonHealth_Service xmIns="http://tempuri.org/
Primary_Core_Service/Servicel”>
<PersonHealth>
<Person>
<Person_ID>string</Person_ID>
<Person_ld_Type>string</Person_ld_Type>
<First_Name>string</First_Name>
<Middle_Name>string</Middle_Name>
<Last_Name>string</Last_Name>
<Name_Suffix>string</Name_ Suffix>
<Date_Of_Birth>string</Date_Of_Birth>
<Persons_Sex>string</Persons_Sex>
<Living_Status>string</Living_Status>
<Phone>string</Phone>
</Person>
<Health>
<Health_Ild>int</Health_Id>
<Person_ld>string</Person_Ild>
<Person_ld_Type>string</Person_ld_Type>
<Persons_Temperature>double</Persons_Tem-
perature>
<Persons_BP_Systollic>double</Persons_BP_
Systollic>
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<Persons_BP_Disstollic>double</Persons_BP_
Disstollic>
<Eyes>string</Eyes>
<Persons_Heart_Rate>int</Persons_Heart_
Rate>
<Recommendations>string</Recommenda-
tions>
<Treatment>string</Treatment>
<Comments>string</Comments>
<MedicinePrescribed>string</MedicinePre-
scribed>
<Disease_ld>int</Disease_ld>
</Health>
</PersonHealth>
</PersonHealth_Service>
</soap:Body>
</soap:Envelope>
HTTP/1.1 200 OK
Content-Type: text/xml; charset=utf-8
Content-Length: length

<?xml version="1.0" encoding="utf-8"?>
<soap:Envelope xmlIns:xsi="http://www.w3.0rg/2001/
XMLSchema-instance” xmlns:xsd="http://www.
w3.0rg/2001/XMLSchema” xmins:soap="http://schemas.
xmlsoap.org/soap/envelope/™>
<soap:Body>
<PersonHealth_ServiceResponse xmins="http://
tempuri.org/Primary_Core_Service/Servicel”>
<PersonHealth_ServiceResult>string</Person-
Health_ServiceResult>
</PersonHealth_ServiceResponse>
</soap:Body>
</soap:Envelope>

DEFINITION OF SOA WITH WEB
SERVICES

SOA is a design model with a deeply rooted
concept of encapsulation application logic with
services that interact viaa common communica-
tions protocol. When Web services are used to

establish this communications framework, they
basically represent a Web based implementation
of an SOA (Krafizig et al., 2004).

We can begin to visualize the development
and basis of a service-oriented architecture for
ourenterprise. Our services can be putinto action
during the response phase of the disaster. This
may appear implausible based on our assump-
tions; however, in the next section we discuss the
implementation and data collection process.

IMPLEMENTATION AND
DATA COLLECTION

Implementation

In our approach, a single Web service is created,
the primary data entities (persons, address, per-
sonaddress), one essential agency health services
(health, personhealth), and the basic data centric
services are created.

The Web service is implemented on a single
or multiple servers capable of operating as a
Web server for IIS or Linux. We define this as
a local or single instance installation. Based on
assumptions with regards to limited Internet and
intranet capabilities, local instance installation is
necessary. If mobile unitsare used as mechanisms
for data collection or multiple servers are setup
at different data collection points then data rec-
onciliation can take place at the end of the day.
The Web services approach is crucial because
of the ability to easily implement and extend the
Web services across the Internet or intranet once
landline and wireless services become readily
available and reliable.

Data Collection
In our approach, data collection is crucial. Based
on our assumptions, local assets have been lost or

destroyed and city residents have been dispersed
or congregated into localized specified areas (i.e.,
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convention center, stadium, etc.). On the surface,
data collection fromdisaster survivors canappear
to be a daunting task as survivors may initially
feel hysteria, shock, and confusion. However,
SDDM technology has observed and identified
three stages during which primary data collection
can and should be accomplished.

The three stages identified for data collection
are foodrelief, medical relief, and post evacuation.
A structured and orderly method of dispensing
food and medical supplies to survivors will allow
designated staff to capture primary data about
disaster survivors using a local installation. For
brevity and clarity, we outline a data collection
process based on two of the three stages.

Proposed Structured Data Collection
Process

Inorderto maximize data collectionand minimize
staff efforts SDDM technology proposes the fol-
lowing structured approach.

Food and Medical Relief

«  Survivor enters food dispensing station.

. Survivor provides primary data (see primary
data) to staff.

. Staffenters primary data into data collection
device.

. Staff saves data.

. (Optional) staff issues identification card
with photo (data is barcode scanned).

. Staff instructs survivor to food dispensing
station.

. Survivor obtains care package.

. Staff walks survivor to medical treatment
station.

. Medical staff retrieves primary data from
server.

. (Optional) medical swipes id thus retrieving
data.

. Medical staff collects and records basic vital
signs.
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. Medical staff provides basic medical care
(if needed).
. Survivor exits process.

SERVICE-ORIENTED
ARCHITECTURE

In our approach, we have not explicitly defined
the application front-end because the application
front-end can be a Web application utilizing the
local installation of the Web server or it can be
a windows application and still utilize the Web
servicesonthe local server. The only requirement
with regards for the application front-end is that
it must be user interactive for data collection
purposes.

For local installation, we do not need aservices
repository (Krafizig et al., 2004), however, for
the extension of the services to the enterprise a
services repository will be needed for identifying
the location of services and identifying their func-
tions. The service bus for this approach may rely
on the technology implementation, for instance
enterprise JavaBean, .NET, or IBM MQseries. We
make these statements to show that our approach
adheres to the definition of a services-oriented
architecture given by Krafiz (2004).

Definition of Service-Oriented
Architecture

A service-oriented architecture (SOA) is a soft-
ware architecture that is based on the key con-
cepts of an application front-end, service, service
repository, and service bus.

Infact, Krafzigetal. identifies three expansion
stages of SOA: fundamental SOA, network SOA,
and process-enabled SOA. Based on our assump-
tions, we take full advantage of the characteristics
of a Fundamental SOA (Krafizig et al., 2004)
identified by Krafzig, and imply the extension
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to a full SOA at later stages during the disasters
recovery period and beyond.

CHARACTERISTICS OF A
FUNDAMENTAL SOA

«  Afundamental SOA consists of two layers:
the basic layer and the enterprise layer.

. Enables two or more applications to share
business logic and live data.

. Provides a strong platform for large enter-
prise application landscapes.

Enables the enterprise to start small on the tech-
nical side and focus on other critical success
factors.

WEB SERVICE TRANSACTIONS
(LOCALLY)

The ability to apply all or nothing data commit
process is paramount in our SOA both on a local
and wide area network (WAN) scenario. This
all or nothing data commit process is called a
transaction. The ability to model and implement
transactions is a frustrating and difficult task with
regards to services. According to Newcomer, the
difficulty lies in the loosely coupled interfaces of
services (Newcomer & Lomow, 2004).

Onalocal level, the two-phase committransac-
tion process is ideal as the services are relatively
close to each other (Newcomer et al., 2004) (they
existonthe same server) andasingle uniformdata
repository is used for the initial data collection.
Data collection can take place on local servers
duringthe response and certain parts of the recov-
ery phases and data reconciliation, replication or
integration accomplished atspecified time frames
throughout theses two phases. However, with the
expansion of our SOA during the recovery and
rebuilding phase service transactions will play
an important role.

SOA Expansion and Web Service
Transactions (Distributed)

Asresourcesand services expand, the fundamen-
tal SOA will expand to include other services,
business process and data repositories and the
reliance on local data stores and Web servers
will decrease significantly. A more dispersed and
hopefully more robust enterprise will develop
while continuing to build on our basic services
for the primary agencies. In short, a distributed
government and information technology envi-
ronment will evolve that will require distributed
transactions process and distributed transaction
systems (DTS). Although there are several dis-
tributed transactions system specifications and
models to choose from:

Fundamental SOA Representation
g Web/Windows
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. WS-composite application framework.
WS-transactions

The WS—transaction specification developed
by BEA, IBM, and Microsoft are recommended
for our approach. The WS-transaction specifica-
tion, based onaWS-coordination (WS-C), hasthe
ability to utilize the two-phase commit process
defined for our local data collection process. In
fact, the WS-transaction is composed of a family
of specifications (Newcomer et al., 2004)

. WS-AtomicTransactions (WS-AT): A
two-phase commit protocol for Web services
interoperability.

. WS-BusinessActivity (WS-BA): Anopen
nested protocol for long running business
processes.

. WS-Coordination (WS-C): A pluggable
coordination framework supporting WS-AT
and WS-BA.

For a more detailed explanation of the imple-
mentation of the WS-transaction, we defer to
Newcomersetal.’s Understanding SOA with Web
services (2004).

SOA Expansion and Other
Information Systems

The fundamental SOA by design is expandable to
be inclusive of other services, business processes,
and data repositories while utilizing the services
developed for the response and recovery phase.
Over the course of the recovery and rebuilding
phases, independent information systems will be
developed by vendors. These independentsystems
will be integrated into the enterprise (SOA) using
Web service integration tools, XML, and XML
translation.

The creation of our enterprise using the ser-
vice-oriented architecture will allow a smoother
integration transition due to the inherent nature
of Web services and XML. Various services,
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interfaces, data wrappers, application wrappers,
and application programming interfaces (API’s)
can be developed to extract and utilize data and
business processes within the framework.

FUTURE TRENDS AND RESEARCH

SDDM technology is in the process of research-
ing Web service security, citizen privacy issues,
and the implementation of smart card technol-
ogy. The maturity of the Web and Web services
over the past three years have produced several
security specifications worth researching and
implementing to provide for tighter and stronger
security protocols. In addition, citizen privacy
issues will play a major role with the introduction
and implementation of smart card technology.
Smart card technology will facilitate data collec-
tion and data integrity across the municipality. A
brief description of this technology is presented
for clarity.

Integrating Smart Card and
Smart Card Technology

Once the primary data has been collected, the
survivor data can be recorded onto a smart card
(SC). Smart card technology has been around
since 1968 when German inventors Jurgen De-
thloff and Helmut Grotrupp applied for the first
ICC related patents with similar applications in
Japan in 1970 and France 1974 (Litronic, 2003) In
1984, the French Postal and Telecommunications
began using the smart card for telephones and
by 1996, 150 million smart cards were in use for
this purpose. Over the past 20 years, smart cards
have been used throughout Europe successfully
for a variety of purposes. They range from stor-
ing bank account information, to storing health
care and health related information, as well as
transportation information (Jacquot, 2003). Inthe
United States, smartcardsare beginningtogarner
interest since the events of 9/11 and the increase
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in identity theft. Current U.S. applications for
the smart card are identity security authentica-
tion, personal identification, and transportation
services. For thoroughness, a brief description of
smartcardsandsmartcardtechnology isprovided.
The majority of the background information was
taken directly from the U.S. Government Smart
Card Handbook (GSA Card Handbook, 2004).

What is a Smart Card?

Asmartcardisasimple plastic card thatresembles
a credit card in size. It is considered a smart card
because a small microprocessor and memory is
embedded inside the card. A smartis card is used
forstoring. Inadditionto storing dataasmartcard
can also store applications and perform mostly
basic and a few complex calculations. The U.S.
Government Smart Card Handbook provides an
excellent description of a smart card and we will
use that description as our basis for the definition
of a smart card.

Definition: Smart Card: A smart card is a
credit card-sized device that contains one or more
integrated circuits (ICs) and also may employ
one or more of the following machine-readable
technologies: magnetic stripe, bar code (linear or
two-dimensional), contactless radio frequency
transmitters, biometric information, encryp-
tion and authentication, or photo identification.
The integrated circuit chip (ICC) embedded in
the smart card can act as a microcontroller or
computer. Data are stored in the chip’s memory
and can be accessed to complete various process-
ing applications. The memory also contains the
microcontroller chip operating system (CQOS),
communications software, and can also contain
encryption algorithms to make the application
software and data unreadable.

Although smart cards remain relatively the
same, they do not perform the same functions.
In fact, the function of the smart card is based on
two factors: the chip type and the interface used

to communicate with the card reader. In short,
there are three chip types: memory only, wired
logic, and microcontroller.

. Memory-only integrated circuit chip
cards (includingserial protected memory
chip cards): Memory-only cards are “elec-
tronic magnetic stripes” and provide little
more security than a magnetic stripe card.
Two advantages they have over magnetic
stripe cards are: (a) they have a higher data
capacity (up to 16 kilobits (Kbits) compared
with 80 bytes per track), and (b) the read/
write device is much less expensive. The
memory-only chip cards do not contain logic
or perform calculations; they simply store
data. Serial-protected memory chip cards
have a security feature not found in the
memory-only chip card; they can contain a
hardwired memory that cannot be overwrit-
ten.

*  Wiredlogicintegrated circuitchip cards:
A wired logic chip card contains a logic-
based state machinethat providesencryption
and authenticated access to the memory
and its contents. Wired logic cards provide
a static file system supporting multiple ap-
plications, with optional encrypted access
to memory contents. Their file systems
and command set can only be changed by
redesigning the logic of the IC (integrated
circuit).

e  Securemicrocontrollerintegrated circuit
chip cards: Microcontroller cards contain
amicrocontroller, an operating system, and
read/write memory that can be updated many
times. The secure microcontroller chip card
contains and executes logic and calcula-
tions and stores data in accordance with
its operating system. The microcontroller
card is like a miniature PC one can carry
in a wallet. All it needs to operate is power
and a communication terminal.
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Smart Card Interfaces

There are two primary types of chip card
interfaces—contact and contactless. The terms
“contact” and “contactless” describe the means
by which electrical power is supplied to the in-
tegrated circuit chip (ICC) and by which data is
transferred from the ICC to an interface (or card
acceptance) device (reader). Cards may offer both
contact and contactless interfaces by using two
separate chips (sometimes called hybrid cards) or
by using a dual-interface chip (sometimes called
“combi” cards).

Contact Smart Card

. Contactsmartcards: A contact smart card
requires insertion into a smart card reader
with a direct connection to a conductive
micromodule on the surface of the card.

. Contactless smart card.

If the smart card does not have a contact pad
then the connection between the reader and the
card is done via radio frequency (RF). Contact-
less smart cards can exchange data without hav-
ing to make contact with the reader using radio
frequency (RF). Hence, contactless smart card
communication can take within a perimeter of
10 centimeters or 3.94 inches.

Combo Smart Card

A combo or hybrid card can have both contact
and contactless communication with the card
reader.

The memory only card could be used for both
human and non-human asset data capture dur-
ing the response phase; however, since we have
developed a framework for the future enterprise
and we view the survivor data as dynamic and
consistently changing due to the addition of
agencies and services. Thus, we recommend the
contact multi-application cards for issuance to
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the survivors. A multi-application card has the
advantage of having multiple applications on a
single card and each application can be managed
by a differentagency. Thus, when the department
of motor vehicles comes online with services the
citizen can simply show the card to motor vehicle
staff (MVS), MVS will read the primary data off
of the card (name, dob, address, etc....), initiate
the immediate process, update the DMV entity(s)
utilizing data centric and logic centric services
and finally update the smart card with DMV
data. Thus we have shown how two separate and
distinct agencies (DOH, DMV) with different
functions and data requirements are linked by a
survivors primary data and how information can
be added, updated, retrieved and shared using a
smart card. A high-level overview is provided in
the following diagram.

Withregardto public safety assets, althoughthe
maintenance of data will change over time, it will
remain static for most of the lifetime of the asset.
Integrating smartcards during the response phase
will produce immediate returns for emergency
workers and government. For instance, the ability
to determine and track food rationing (based on
food dispensation), the ability toimmediately view
a survivors vital signs, and possible treatments
and the ability to identify public and public safety
assets (i.e., street lights, catch basins, down power
lines, roadways, alleys, etc).

Smart Card Authentication/
Authorization

A natural question that arises with the utilization
or implementation of smart card technology with
our approach is the issue of authentication and
authorization. To be fair, authentication has re-
ceived the mostinterest. We define authentication
and authorization utilizing Wikipedia dictionary
(Wikipedia Dictionary):

. Authenticaion is the act of establishing
or confirming something (or someone) as
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With regards to authentication, there exists
three basic types or categories which are:

authentic, that is, that claims made by or
about the thing is true. Authenticaion of an
object may mean confirming it provenance.

Authentication of a person often consists of
verifying their identity.

Authorization is the process of verifying
that a known person has the authority to
perform a certain operation.

Something the user is (e.g., fingerprint or
retinal pattern, DNA sequence (there are
assorted definitions of what is sufficient),
voice pattern (again several definitions),
sighature recognition, or other biometric
identifier.
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. Something the user has (e.g., ID card, secu-
rity token, software token, or cell phone).

. Something the user knows (e.g., a password,
a pass phrase, or a personal identification
number (PIN)).

The three authentication categories provide
a basis for single factor or multiple factor au-
thentication. In single factor authentication only
one of the categories is used for authentication
purposes. If more than one category used for
authentication then the authentication process is
called: multiple-factored authentication. In our
approach we suggest a two factor authentication
process using:

»  Something the user has (smart card).
. Something the user knows (PIN).

It is recommended that the Unique ID (SSN,
drivers license number, green card number, etc.)
defined in our high level data model be used as
the PIN. Thus, the authentication level provides
a uniform consistency of the citizen and the de-
fined levels of authorization would apply to the
particular (application) service provided (DMV,
emergency medical services, etc.).

CONCLUSION

This chapter strongly emphasizes an implementa-
tion approach that rests on the Zachman system
model perspective. Thisapproachwas formulated
after the visual confusion of the aftermath of
Hurricane Katrina and the lack of preparedness
thereof. It is important to note in the conclusion
that this approach be considered in the prepared-
ness phase as to circumvent or assist inanswering
organizational and logistical challenges at the lo-
cal, state, and federal government level. Natural
questions will arise, for instance:
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. Where will the back bone of the enterprise
be located?

*  Which agencies and business processes are
next to come online?

*  Who will be in control of the fundamental
enterprise (SOA)?

The author hopes that viewing this approach
as part of the disaster preparedness phase will
answer many of the organizational and logistical
challenges that face government during and after
the disaster.

We have attempted to establish a basic
framework for the development of an enterprise
architecture for local government immediately
after a natural disaster or major terrorist attack.
As a basis for our development, we have applied
Zachman’s system model perspective and defined
two basic types of data elements: primary data
elements and secondary data elements. These
elements were then wrapped into simple services
and utilized by composite services to establish
a Web services environment on a local server
level. The ability to extend the local server level
to a broader audience among local government
through the Internet or intranet is obvious. In the
future SDDM technology will continue to refine
the concepts and explore the areas of process and
functionality in more detail. The expectation is
that this approach will be deemed practical and
useful as a model for assisting local government
to gain valuable information from survivors,
assist survivors in medical need, and eventually
provide the basis for a an enterprise utilizing a
service-oriented architecture in the rebuilding of
local government.
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ABSTRACT

The eXtensible Business Reporting Language (XBRL) is an emerging XML-based standard which has
the potential to significantly improve the efficiency and effectiveness of intra- and inter-organisational
information supply chains in e-business. In this chapter, we present the case for using convergent inter-
views as an appropriate and efficient method for modelling factors impacting the adoption of emerging
and under-researched innovations, such as XBRL. Using this method, we identify environmental, or-
ganisational, and innovation-related factors as they apply to XBRL adoption and diffusion. Contentious
factors, such as the role of government organisations, XBRL education and training, and the readiness of
XBRL as an innovation, and its supporting software solutions are also examined in detail. Taken together,
these discussions constitute an important step towards theory development for emergent e-business in-
novations. Practical adoptions strategies and their implications are also discussed.
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INTRODUCTION

The aim of financial reporting is to communicate
useful, relevant, and reliable information timely to
both internal and external stakeholders of an or-
ganization. However, current reporting practices
require the exchange of financial information ina
variety of non-interchangeable formats including
traditional print, portable documentformat (PDF),
spreadsheets or Web pages formatted using HTML
(Doolin & Troshani, 2004). Because further
processing and analysis financial of information
has to be carried out manually, current reporting
practices are time-consuming, labor-intensive,
and error-prone (Bovee et al., 2005; DiPiazza
& Eccles, 2002). Further, in their current form
financial reports are opaque, in that, they provide
limited help to external stakeholders to verify
whether managementhas presented arelevantand
reliable view of the organisation’s performance
and position (Bergeron, 2003; Hodge, Kennedy,
& Maines, 2004; Roohani, 2003).

Based on XML, eXtensible Business Report-
ing Language (XBRL) is an open standard inno-
vation which can be used to improve the process
of the production, consumption and exchange of
financial information among disparate computer
platforms, software applications, and accounting
standards (Locke & Lowe, 2007; Willis, 2005;
Hannon, 2003; Hannon & Gold, 2005; Hasegawa
et al., 2003; Jones & Willis, 2003; Weber, 2003;
Willis, Tesniere, & Jones, 2003). Particularly,
XBRL enhances the efficiency and the effective-
ness of the current practices used for generating
and exchanging financial reports (Kull et al.,
2007; DiPiazza & Eccles, 2002). Thus, XBRL
facilitates intra- and inter-organizational infor-
mation supply chains via digital networks, and in
the process, it enhances e-business collaboration
and integration. Some argue that the efficiency
of the entire information supply chain will be
considerably enhanced when XBRL is adopted
(Garbellotto, 2006a, 2006b, 2006¢; Garbellotto,
2007a; Boyd, 2004a, 2004b), and it is expected

to lead to “wondrous new financial reporting ca-
pabilities” (Abdolmohammadi et al. 2002, p. 25).
Further, XBRL facilitates continuous auditing,
thereby maximizing the transparency with which
financial information is reported while also fa-
cilitating the enforcement of corporate disclosure
and accountability legislation (Boveeetal., 2005;
Pinsker, 2003; Rezaee, Elam, & Sharbatoghilie,
2001; Roohani, 2003).

As a derivative of XML, XBRL takes ad-
vantage of the ‘tag’ notion which associates
contextual information with data points in finan-
cial statements. For example, with XBRL, the
relationship between a value and the appropriate
tag is established as follows: <payroll currency="US
Dollars”>15000</payroll>. Similar relationships are
established between other tagsand their respective
values for specific financial statements such as
annual reports, cash flow statements, and tax re-
turns. When formatted with XBRL tags, financial
statements are called XBRL instance documents
and can be easily processed by XBRL-enabled
software tools. The tags themselves are based on
accounting standards and regulatory reporting
regimes and are defined in XBRL taxonomies
(Pinsker, 2003; Richards & Tibbits, 2002; Bovee
et al., 2005). These are developed for specific
countries, accounting jurisdictions, and even
specific organizations (Deshmukh, 2004; Wallace,
2001). Sometimes, multiple instance documents
produced using different taxonomies need to be
processed by the same software tool. Capabilities
of'this nature are enabled by the XBRL specifica-
tion, which constitutes the technology platform
determining how XBRL works. The specifica-
tion is central to the operation of XBRL (Willis,
Tesniere, & Jones, 2003).

XBRL can benefit a wide range of hetero-
geneous stakeholders. These include individual
organizations, accounting firms, investors and
stock analysts, stock exchanges and regulatory
authorities (Bergeron, 2003; Deshmukh, 2004;
Jones & Willis, 2003; Phenix, 2004). Further, as
XBRL isanopenstandardinnovationitrequiresan
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international body, such as XBRL International to
synchronize the efforts of its various stakeholders
and oversee the development of its specification.
In addition, XBRL International coordinates the
effortsof the local jurisdictionswhich are based on
countries, regions and internationally recognized
business reporting regimes (Doolin & Troshani,
2004). For example, currently, local jurisdictions
which are manged by local consortia, have been
established in several countries such as Australia,
Canada, UK, The Netherlands, Ireland, Japan,
Sweden, and New Zealand.

Also, because XBRL is complex, software
tool support is a necessity (Garbellotto, 2007b).
Thesetools are developed by software developers
and distributed by vendors. Therefore, there are a
variety of stakeholders in the community that can
potentially achieve many benefits in their business
information supply chains if XBRL were to be

successfully implemented. Consequently, XBRL
is a network innovation.

The basic conceptssurrounding XBRL and its
stakeholders are summarized in Figure 1 which
has been adopted from the work of Doolin and
Troshani (2004). Further information concern-
ing the technical aspects of XBRL, including an
XBRL tutorial and illustrating examples can be
found in (Deshmukh, 2004; KPMG, 2005).

The adoption of complex network innovations,
suchas XBRL, isanemerging phenomenonand it
constitutesan under-researchedareaine-business
development and integration research. There is
agreement in the literature that theory develop-
ment in this area is lacking (Reimers & Li, 2005;
Zhao, Xia, & Shaw, 2005; Gerst & Bunduchi,
2005; Chang & Jarvenpaa, 2005). In this article,
we aim to show how the relatively new qualita-
tive methodology of convergent interviewing can

Figure 1. Summary of basic XBRL concepts. Source (Doolin and Troshani, 2004)
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contribute to theory development in this under-
researched area.

Essentially, we describe, justify, and apply
convergent interviewing as a useful inductive,
qualitative method to investigate under-researched
areas, and illustrate its use with a research project
investigating into the drivers and inhibitors of
XBRL adoption in the Australian setting. We
believe that our contribution is the first reported,
comprehensive treatment of the use of convergent
interviewing in XBRL adoption and diffusion
research. This chapter is organised as follows.
Firstly, extant XBRL research is reviewed fol-
lowed by an analysis of the convergent interview-
ing method. Then the research objectives of the
illustrative research projectare identified before its
findings are discussed, concluding remarks made,
and future research directions identified.

REVIEW OF EXTANT XBRL
RESEARCH

With its espoused benefits, XBRL has caught
worldwide attention. Although some argue that
the benefits of XBRL have been overstated and
‘hyped” by enthusiastic participants (Locke &
Lowe, 2007), more than 40 large XBRL projects
have beeninitiated across Europe, Asia, Australia
andthe U.S., withthe U.S. Securitiesand Exchange
Commission (SEC) US$32 million commitment
for the XBRL enablement of its EDGAR'system
being amongst the most prominent (Kull et al.,
2007; Hannon, 2006c¢).

Generally, extant published work has mainly
been descriptive in nature focusing on the es-
poused benefits of using XBRL for financial
reporting as well as on the technical mechanisms
by way of which XBRL works (Abdolmoham-
madi, Harris, & Smith, 2002; Bergeron, 2003;
Boyd, 2004b; Deshmukh, 2004; DiPiazza &
Eccles, 2002; Doolin & Troshani, 2004; Jones &
Willis, 2003; Garbellotto, 2006a; Devonish-Mills,
2007; N. J. Hannon, 2006a, 2006b; N. J. Hannon
& Gold, 2005).

Although limited and at embryonic stages,
empirical XBRL studies, are starting to emerge
in the literature. Some have developed proof-
of-concept applications and have tested them in
experimental settings in attempts to demonstrate
that the benefits that XBRL purports to provide
can, in fact, become available in practice (Bovee
et al., 2005; Hodge, Kennedy, & Maines, 2004).
For example, XBRL-enhanced prototype appli-
cations based on search-facilitating technologies
were found to contribute significantly in helping
both professional and non-professional financial
statement users extract financial information
from complex financial statements, such as bal-
ance sheets, income statements, and statements
of cash flows. These applications where also
found to be effective in helping users integrate
the extracted information relatively easily when
making investment decisions whilst also enhanc-
ing the transparency of firms’ financial statement
information and the managers’ choices for report-
ing such information (Bovee et al., 2005; Hodge,
Kennedy, & Maines, 2004).

Other studies have examined the early phases
of XBRL development in the U.S., Australia and
Europe by examining XBRL asanetwork innova-
tion and its impact on a range of heterogeneous
institutional stakeholders (Chang & Jarvenpaa,
2005; Doolin & Troshani, 2007; Troshani &
Doolin,2007; Locke & Lowe, 2007). Forexample,
Chang and Jarvenpaa (2005) focus on the change
dynamics of institutional stakeholders when
developing and adopting XBRL as a standard.
Troshani and Doolin (2007) use stakeholder and
social network theories as guiding frameworks to
examine the impact of stakeholder salience and
their instrumental and normative interactions
in the diffusion of XBRL across institutional
networks. Doolin and Troshani (2007) employ
the technology-organization-environment model
with an emphasis on the interaction of contextual
factors that affect the organizational adoption
of XBRL. Locke and Lowe (2007) examine the
impact of the governance structure of the XBRL
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consortium (i.e. XBRL International) on the de-
velopment of XBRL. Specifically, they find that
the paid membership requirement for stakehold-
ers to participate within the consortium and the
focus on transacting business at related physical
conferences and meetings are particularly criti-
cal and have an impact on the development and
acceptance of XBRL by a wide range of stake-
holders. Yet, another category of XBRL studies
have been conceptual and have mainly focused on
providing arguments how the complex nature of
XBRL unfolds a plethora of avenues for further
e-business research which have also been identi-
fied, elaborated and justified (Baldwin, Brown,
& Trinkle, 2006; Doolin & Troshani, 2004; De-
breceny et al., 2005).

Yet, limited research has been found in the lit-
eratureaddressingdriversand inhibitorsof XBRL
adoption. XBRL is a unique complex network
innovation (Bergeron, 2003) which suggests that
existing theories may not be readily applicable to
its adoption. There is much instability in innova-
tion research which “confounds and dilutes [ex-
isting] research outcomes” (Wolfe, 1994, p.409).
This is attributed to different characteristics of
innovations, including compatibility and relative
advantage, and their interactions which have the
potential to determine innovation adoption and
diffusion patterns (Wolfe, 1994).

Further, other innovation adoption theories,
suchasthe Technology Acceptance Model (TAM)
which have received significant attention may not
be appropriate for XBRL adoption because they
only predict the attitude of individuals towards
a particular technology and, therefore, their in-
tention to use it based on their perception of that
technology’s usefulness and ease of use (Davis,
1989; Subramanian, 1994). XBRL is a grammar
rather than a software or a ‘computer program
(Locke & Lowe, 2007) whichisusedasauniversal
language for formatting underlying business data.
Because, XBRL istransparentto individual users,
our focus is on its organisational adoption rather
than on its adoption by individual users.
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THE QUALITATIVE
THEORY-BUILDING METHODOLOGY
OF CONVERGENT INTERVIEWING

This section describes and justifies the choice of
convergent interviewing in our research project.
Convergent interviewing is an in-depth inter-
view technique with a structured data analysis
process - a technique used to collect, analyse and
interpret qualitative information about a person’s
knowledge, opinions, experiences, attitudes and
beliefs by using a number of interviews which
converge on important issues (Dick, 1990; Nair
& Riege, 1995). That is, the process in itself is
very structured but the content of each interview
only gradually becomes more structured to allow
flexible exploration of the subject matter without
determining the answers (Nair & Riege, 1995).
In this process, more is learned about the issues
involved (Dick, 1990).

Essentially, convergentinterviewing isaseries
of in-depth interviews with experts that allow
the researcher to refine the questions after each
interview, to converge on the issues in a topic
area. In each interview after the first one, the
researchers ask questions about issues raised in
previous interviews, to find agreements between
the interviewees, or disagreements between them
with explanations for those disagreements. Thatis,
probe questions about important information are
developedaftereach interview, sothatagreements
and disagreements among the interviewees are
examined in the next interview. The interviews
stop when stability is reached, that is, when
agreement among interviewees is achieved and
disagreement among them is explained (by their
different industry backgrounds, for example), on
all the issues (Nair & Riege, 1995).

In early stages of theory building, not much
is known about the topic area and convergent
interviewing is a suitable method to reduce un-
certainty about the research topic (King, 1996).
Essentially, we argue that convergent interview-
ing was appropriate to be used in our research
because it provides:



Towards Theory Development for Emergent E-Business Innovations

. A way of quickly converging on key issues
in an emerging area,

. An efficient mechanism for data analysis
after each interview, and

* A way of deciding when to stop collecting
data.

The following section discusses the strengths
and limitations of convergent interviewing for
theory building.

STRENGTHS AND LIMITATIONS OF
THE CONVERGENT INTERVIEWING
TECHNIQUE

Convergent interviewing offers three main
strengths.  Firstly, convergent interviewing is
useful for the exploration of areas lacking an
established theoretical base, as was the case for
this research. Specifically, convergent interview-
ing constitutes “aseries of tasks which lead to the
progressive reduction of uncertainty” (Phillips
and Pugh, 1987, p. 72). That is, the flexibility
provided by the convergent interviewing method
allows for the refinement of both research process
and content issues throughout the course of the
interviews, resulting in “successive approxima-
tions” (Dick, 1990, p. 3) which inturnallow for the
consolidation of the existing body of knowledge
and a more precisely defined research problem
(Dick, 1990). Secondly, it provides a flexible,
efficient and structured instrument to allow all
issues related to the research problemto be identi-
fied and explored. This flexibility of convergent
interviewingallows researcherstouseafunnelling
process in which they control the flow of the type
of information being sought while continuously
narrowing down broad research issues into more
focused ones (Dick, 1990).

Finally, with convergent interviewing, the
subjectivity inherent in qualitative data is largely
overcome by the interviewer attempting to al-
ways explain answers after each interview, that

is, to ‘disprove the emerging explanations of the
data’ (Dick, 1990, p. 11). That is, subjective data
is refined through the use of convergence and
discrepancy which adds objective methods to the
refining of subjective data (Dick, 1990).

Despite these strengths, there are limitations
associated with the convergent interviewing
technique. Firstly, convergent interviewing may
allow potential interviewer bias to occur (Dick,
1990), like most qualitative methods. To guard
against this bias, the interviewers need to be not
only skilful and experienced, but also have suf-
ficient knowledge about the subject matter and
be able to maintain data quality when recording
and analysing the data obtained from the inter-
views (Aaker & Day, 1990). For example, in this
research, the researchers had previous qualitative
research training, and had begun to review the
literature about the separate, broader literature of
innovation adoption and diffusion.

Secondly, the convergent interviewing method
requires the interviewee to be knowledgeable
about the research subject matter and so be able to
contribute meaningful information to the explor-
atory research. Using the snowballing technique
(Aaker & Day, 1990), the researchers were able to
access experts who could provide their informa-
tionand experience about the researchtopic. After
each interview, the interviewee was sufficiently
familiar with the aims of the research to refer the
researchers to other experts. It is advisable to ask
each interviewee for more than one other expert,
attheend of an interview, to reduce the chances of
a snowballing research project being locked into
a mindset of one network. For example, probe an
interviewee for experts from other industries or for
experts that the interviewee has rarely or not met.
Finally, convergent interviewing may affect the
validity of the research because it is not sufficient
on its own (Gummesson, 2000) to provide results
that can be generalised to the wider population,
like most qualitative research (Marshall & Ross-
man, 1995; Maykut & Morehouse, 1994).
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On balance, however, the strengths of con-
vergent interviewing largely outweigh its limi-
tations.

ESTABLISHING THE VALIDITY
AND RELIABILITY OF THE
CONVERGENT INTERVIEWING
RESEARCH

This section examines the issues of achieving
validity and reliability in convergent interviews
inthisresearch. Validity and reliability in qualita-
tive research can be achieved through forms of
cross-checking. These in-builtchecksand controls
for qualitative research can be summarised under
four tests of the research design, being construct
validity, internal validity, external validity and
reliability (Yin, 1994). Table 1 outlines research
tests for validity and reliability of this research.

Construct validity refers to the formation of
suitable operational measures for the concepts
being investigated (Emory & Cooper, 1991). Our
convergentinterviewingachieved constructvalid-
ity through three tactics. Firstly, triangulation of
interview questionswas established inthe research
design stage through two or more carefully worded
questions that looked at innovation adoption

constructs from different angles. Secondly, the
convergentinterview method contained anin-built
negative case analysiswhere, ineach interviewand
before the next, the technique explicitly requires
that the interviewer attempts to disprove emerg-
ing explanations interpreted in the data (Dick,
1990). Finally, the flexibility of the mode allowed
the interviewer to re-evaluate and re-design both
the content and process of the interview program,
thus establishing content validity.

Internal validity refers to causal relationships
and the validity of the influence of one variable
onothervariables (Patton, 1990; Zikmund, 2000).
Internal validity in the convergent interviews in
this research was achieved through purposeful
sample selection on the basis of “information
richness” (Patton, 1990, p. 181).

External validity is concerned with the ability
of the research findings to be generalised beyond
the immediate study (Emory & Cooper, 1991,
Sekaran, 2000). In this research, some external
validity was achieved throughtheoretical replica-
tion in the interviewee selection. That is, experts
from various categories of the XBRL commu-
nity were selected to ensure that a cross-section
of opinions was provided. However, given the
current levels of XBRL adoption in Australia,
we anticipated that attempts to achieve external

Table 1. Tests for validity and reliability of qualitative research such as convergent interviewing

Test Research design

Phase of research

Construct validity phenomenon

» data collected from multiple sources (convergent
interviews) provide multiple measures of the same

research design and data
analysis

research design and data

»  establishment of triangulation of interview questions

in-built negative case analysis
flexibility of the proposed theoretical framework

analysis

data analysis

research design and data
collection

Internal validity

sample selection for information richness

research design

External validity

sample selection for theoretical replication

research design

Reliability

interview guide developed for the collection of data
structured process for administration and interpretation of
convergent interviews

use of a steering committee

data collection and analysis
data collection

research design
data collection and analysis

Source: developed from (Yin,
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validity through quantitative research would
have been significantly hindered by low statisti-
cal power effects (Baroudi & Orlikowski, 1989;
XBRLAustralia, 2004).

Reliability refers to how consistently a tech-
nique measures the concepts it is supposed to
measure, enabling other researchers to repeat the
study and attain similar findings (Sekaran, 2000).
The qualitative studies of this research secured
reliability through the use of four tactics. Firstly,
reliability was attained through the structured
process of convergent interviews. Secondly,
reliability was achieved through organising a
structured process for recording, writing and
interpreting data.

Thirdly, the other procedure recommended
by Dick (1990) in which at least two interview-
ers conduct the interviews and that they work
individually but in parallel with each other, was
adopted inthisresearchwhenaco-researcher was
available. Inaddition, research reliability was also
achieved through comparison of this research’s
findings with those of other, albeit few, researchers
in the literature. The use of a steering commit-
tee to assist in the design and administration of
the interview program is another way that reli-
ability can be achieved (Guba & Lincoln, 1994).
If a number of the members of the committee
agree about a phenomenon, then their collective
judgment is relatively objective. Thus, with two
researchers conducting the interviews and three
analysing them, reliability was addressed as best
it could be.

FINDINGS FROM THE
CONVERGENT INTERVIEWS
ON THE XBRL PROJECT

Before illustrating the outcomes resulting fromthe
application of the convergentinterviewing method
above to the XBRL phenomenon, we provide ad-
ditional details concerning the research project on

XBRL adoption in Australia. Some preliminary
issues for this research project were identified in
the literature about innovation adoption and dif-
fusion before the interviews took place.

Environmental and organizational context
factors as well as technology or innovation-
related ones play a significant role (Al-Qirim,
2003; Elliot, 2002; Wolfe, 1994) in organisational
innovation adoption as shown in Table 2. The
environmental context constitutesthe arenawhere
adopting organizations conduct their business, and
includes the industry, competitors, regulations,
and relationships with the government (Cragg,
Mehrtens, & Mills, 2001; Kalakota & Robinson,
2001; Tidd, Bessant, & Pavitt, 2001). The orga-
nizational context includes characteristics such
as quality of human resources, availability of
financial resources, and managerial structures
(Basu et al., 2002; Fillis, Johannson, & Wagner,
2004; Warren, 2004). Innovation related factors
focus onhow technology characteristics influence
adoption (Frambach, 1993; Gilbert, Balestrini,
& Littleboy, 2004; Parasuraman, 2000; Rog-
ers, 1995; Russell & Hoag, 2004; Tornatzky &
Fleischer, 1990).

Research objectives. In brief, the literature
suggests that organisational innovation adoption
depends on environmental characteristics, orga-
nizational resources, innovation characteristics
and readiness, and the process by which the in-
novation is communicated. However, there have
been limited empirical attempts to examine the
adoption of XBRL in Australia. Indeed, most of
what is known about the organisational innova-
tion adoption process seems to be anecdotal,
experiential, ad hoc and descriptive. Based on
the literature above, the following objectives were
identified for this research:

1. What, ifany, are the drivers of XBRL adop-
tion in Australia?

2. What, if any, are the inhibitors of XBRL
adoption in Australia?

295



Towards Theory Development for Emergent E-Business Innovations

Table 2. Summary of environmental, organizational and innovation factors

Environmental Context Factors

Organizational Context Factors

Innovation Factors

External pressures
Culture

Legal issues
Government

Human capital and employee
education
Management attitudes

Perceived relative advantage and
benefits

Perceived costs

Compatibility

Trialability

Industry associations Resources

Successful adoptions

Observability
Complexity
Associated costs

Source: (Troshani & Doolin, 2005)

Innovation adoption literature suggests that
adoption is a mixture of push and pull influences
(Warren, 2004) from innovation suppliers and
users (Markus, 1987, 1990). Thus, the suppliers
of the XBRL innovation such as XBRL Interna-
tional, the local consortia, and software developers
and vendors, and the organizational users were
included in the convergent interview sample. All
27 organizational members of XBRL Australia
Ltd. were approached via the XBRL-AU user
group and by phone calls. Only 11 key informant
representatives of these organizations agreed to
be interviewed. To maintain anonymity, only
the categories of these organizations have been
identified in Table 3.

The penultimate outcome of convergent in-
terviewing process is a list of issues or themes
progressively raised and investigated in the in-
terviews. Table 4 contains the list of the themes
thatarose from our interviews about our research
objectives. The table shows how the number of
issues involved in the topic area increased as
each interviewee in turn added their insights to
what had been said before, until the final inter-
view added no new issues. Agreements between
interviewees are shown, as are disagreements
that could be explained. The disagreements are
explained next.

Mandating XBRL production and consump-
tion. Most interviewees suggested that XBRL
community memberswith legislative powers, such
as the Australian Stock Exchange (ASX) or the
Australian Taxation Office (ATO), should mandate
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the use of XBRL. While two interviewees agree
with the strategy in principle, they are sceptical
about the success of its application in practice.

First, XBRL adoption would mean that many
employees in adopting organisations would sud-
denly become redundant. XBRL evangelists
recognise this implication (Bergeron, 2003), but
they argue that employees can be redeployed to
more value-adding functions. With XBRL for
instance, accountants save significant time in
creating reports for their clients, but they can use
the saved time to provide high-level consultation
services which have “the potential to increase the
quality and frequency of customer interactions”
(Bergeron, 2003, p. 41). Second, making XBRL
compulsory may be a labour-intensive and com-
plex undertaking as it requires amendments to
relevant legislationwhichisanintricate endeavour.
Third, before XBRL can be made compulsory,
guarantees are required that its adoption will not
cause problems. For instance, it is not clear how
XBRL instance documents canbe assured. While
some argue that digital certificate technology can
be applied to ensure XBRL instance documents
are not tampered with (Pyman, 2004), we have
been unable to find any evidence of this in the
literature.

XBRL education and training. Most of the
interviewees were of the opinion that providing
high-level education and training concerning
XBRL to employees would constitute a driver for
the adoption of XBRL in Australia. The rationale
for this is shown in the following statement:
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Table 3. Categories of organizations and number of interviews

oo Number of Interviewees
Organization Category Interviewees
Large accounting firms 4 B,D,F I
Software Developers and Vendors 3 E, H,1J
Regulatory Agencies 1 A
Local XBRL Consortium (XBRL Australia Ltd.) 1 C
Academics' (Tertiary Accounting Education) 2 G, K

Total Interviews

1

“It’s easier to use a[n XBRL enabled software]
tool when you understand the fundamental tech-
nology underneath it because you know what it
can and can’t do when you try to push it”” (Local
XBRL Consortium Interviewee)

However, two interviewees disagreed with this
viewsuggesting that XBRL educationandtraining
should be demand-driven and, therefore, carried
out when adoption becomes more widespread.
Currently, XBRL is not a dominating standard.
Therefore, it is likely that XBRL education and
training may lose its relevance, if it is replaced
by competing standards.

Instability of XBRL specification. Some inter-
viewees view the progression of XBRL through
its previous versions as lack of stability. In ad-
dition, the different versions of the specification
were not compatible. These views indicate that
specification instability is a major inhibitor to
adoption because it not only adversely affects the
useability of XBRL driven software tools, but it
also affects the observability and the trialability
of XBRL results (Rogers, 1995). Consequently,
this affects the ability of XBRL enthusiasts to
make a case for XBRL in their organisations.
As a result some supporters have withdrawn
funding and further support. The other intervie-
wees, however, consider XBRL progression as
an incremental evolution which is normal for all
innovations. Further, incremental development
constitutes an opportunity for all members of the

XBRL community to provide input into XBRL
development, which is likely to result in a solid
and widely accepted standard.

DISCUSSION

The findings in Table 4 from the convergent in-
terviews provided evidence that there are more
inhibitors than drivers in XBRL adoption in
Australia. The current status of XBRL adoption
in Australiaisamanifestation of the “chicken and
egg syndrome” or a “catch 22 situation” between
software developers/vendors and innovation
adopters on the one hand as well as producers
and consumers of reports on the other. This idea
constitutes the general sense of all interviews and
is encapsulated in the following statement:

“I think the software providers are very unkeen to
invest in developing their software to be XBRL-
enabled when their clients aren’t demanding it.
Because their clients would only demand it if the
regulators were saying we need it [regulatory fil-
ings] in this [XBRL], but on the other hand you
can probably see that the regulators are probably
sitting back and waiting too.” (Large accounting
firm interviewee)

The software developers/vendors presented

factors supporting their argument for the need
to wait before addressing the Australian market
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Table 4. Summary of issues raised in convergent interviews

Interviewees

A |B|C D |E |F |G [H]I J K
Environmental factors
Lacks of effective, flexible and responsive local adoption strategy N
* * *
A “wait-and-see” business culture contributes to slow adoption v N VY Vo v
i VoA S R IRV A IV A I I
Global pressures can have a positive impact N
* * * *
Limited local XBRL success stories and champions Vo N v VY
XBRL adoption adversely affected by other pressing priorities that Vo N VY Y Y Y Y
potential adopters face NN o v Iy Iy Iy I
Relatively small market and potential adopter size N
* * * *
Mandating XBRL production and consumption Vo 9 Vo Vo
K B R RN RN ENERE
Organizational Context Factors
Employees need to be educated with XBRL advantages .
S I AV IR RN IV IRV P
XBRL adoption has been adversely affected by the limited time,
expertise, and funding resources N
O IV IR IRV U SV IR IRV BV I
Unwillingness to invest as the payback of XBRL investment is N
blurry S I NEVAR NEVAR IRV I I I I
Innovation Factors
Limited software tools and support
VN Y Y Y Y Y
Lack of standardization in the way XBRL instance documents are
produced and consumed
S e I IRV N AV IRV U VA I
Instability of XBRL Specification
N RV (O I IRV S R I IRV I I
Complexity of XBRL
S IV I R IV IRV I A I
Lack of awareness about XBRL and its advantages
VN YN Y e Y

Notes: \= interviewee is in conformity with the statement
x=interviewee is in disconformity with the statement
*= question had not been raised

Source: analysis of field data

aggressively. These factors include, market size
and size of potential adopters, cultural factors,
lack of global XBRL adoption pressure, other
adoption priorities, lack of managerial support
resulting in limited resourcesand the instability of
XBRL specification. The local accounting indus-
try has been under pressure from the Australian
Financial Reporting Council (AFRC)to adoptthe
International Accounting Standards.
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The viewpoint of XBRL adopters is slightly
different. Generally, they stressed on factors such
as lack of a local adoption strategy, lack of wide-
spread awareness of XBRL benefits, and other
adoption priorities as major factors justifying
the slow XBRL uptake. However, all informants
were consistent in arguing that they cannot build
up demand for XBRL-enabled solutions, unless
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these become available allowing them to experi-
ence the XBRL benefits.

The “wait-and-see game” is occurring within
the XBRL users themselves, namely, between
the potential producers and consumers of XBRL
reports. Thisis manifested as follows: the produc-
ers do not produce XBRL-based reports unless
required by the consumers; and consumers do not
require XBRL-based reports unless producers
can make them available.

Most informants forwarded the idea that con-
sumerswith legislative powers, including regula-
tory government bodies, such as the Australian
Securities and Investment Commission (ASIC),
the Australian Tax Office (ATO), the Australian
Bureau of Statistics (ABS) are the only ones
who can break these deadlocks. Accordingly,
these bodies should mandate XBRL reporting
by enforcing it as law. This action would not
only start mass XBRL adoption, but also boost
it significantly. While making XBRL adoption
mandatory hasnotoccurredin Australia, thereare
indications that government organizations such
as the ABS are currently making infrastructure
investments to support XBRL as part of a federal
government initiative called Standard Business
Reporting (SBR) which is aimed at minimizing
reporting burden for businesses (Gedda, 2007;
Ewing, 2007). It is unclear at this stage whether
the ABS or other regulators in Australia intend
to follow the U.S. SEC model whereby XBRL
submissions were first made voluntary (Hannon,
2006c¢), and now, in a recent announcement SEC
appears to be moving closer to mandating XBRL
by requiring (at least) all large companies to use
XBRL tags when preparing their financial reports
(Barlas, 2007).

IMPLICATIONS

Quialitative evidence suggests that a critical mass
of both adopters and suppliers at the present
time is lacking. While this continues to be the

case, XBRL may not have a prosperous future
in Australia. With XBRL, it is probably practical
for adoption to start with pairs of producers and
consumers (Grant, 2004). Aggressive awareness
campaigns featuring successful champions are
likely to start bandwagon effects enticing partners
who are linked viainformation flow requirements
identify stronger reasons for adopting XBRL.
As XBRL becomes more ubiquitous, it also
becomes increasingly valuable. This is likely to
pool further management support and necessary
resources. Also, non-adopters are now likely to
face the dangers associated with non-adoption,
and therefore, have stronger incentives towards
making decisions favoring XBRL. This is likely
tospiral untilthe number of adoptersinthe XBRL
community reaches a critical mass in order for
its adoption to spread further.

Some likely implications warrant serious
attention if the strategy of mandating XBRL is
undertaken. First, if regulatory bodies and other
adopters were to move their entire operation to
XBRL, many of their employees would suddenly
become redundant. Second, regulatory bodies can
force adoption for their specific needs, which is
likely to narrow down the focus of XBRL, and
therefore, be a limiting factor to its widespread
adoption. Third, making XBRL mandatory may
be a labor-intensive and complex undertaking as
it requires specific procedures to be followed.
This includes ensuring that XBRL will not cause
problems to adopters. It also requires amending
the relevant legislation accordingly. All this,
combined with a democratic-styled economy
and the Australian character which is “very
suspicious of authority” would make mandating
XBRL adoption time consuming and a highly
intricate endeavor.

Although probably difficult to implement, the
idea of mandating XBRL may sound promising
for the future of XBRL in Australia. However,
the counter argument should also be considered.
For XBRL to become the standard language for
financial reporting, it should be a desired standard
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rather than an imposed one. Therefore, having to
mandate XBRL as a standard before the XBRL
community demands it, may suggest that its use
in Australia is premature. It is possible that the
Australian market may not be ready for XBRL
yet. Potential adopting organizations may not be
ready to adopt because of lack of motivation which
may be underpinned by limited awareness about
XBRL benefits, functionality and related costs.
And yet, these are important as they determine
anorganization’s readiness to adoptan innovation
(Parasuraman, 2000).

CONCLUSION AND FUTURE
RESEARCH

In summary, there is little research about the or-
ganisational adoption and diffusion of the XBRL
innovation. Using the existing limited literature
and the empirical findings from our convergent
interviews, we adopted the environment-organ-
isation-innovation model to the context of an
emerging e-businesstechnology. One contribution
of our chapter is it has confirmed the usefulness
of this model in researching specific instances of
e-business technologies, such as XBRL, thereby
making important inroads into theory develop-
ment in this area.

However, the major contributions of this chap-
terareitscomprehensive analysis of the convergent
interviewing method and the illustration of its
application in the convergence of environmental,
organizational, and innovation-related drivers
and inhibitors influencing the adoption of XBRL
in Australia. In brief, we argue that convergent
interviewing isappropriate to be applied in under-
researched areas where there are few experts. This
isbecause it provides away of quickly converging
on key issues in the area, an efficient mechanism
fordataanalysisaftereach interview, and away of
deciding when to stop collecting data. In conclu-
sion, convergentinterviews could becomeauseful
qualitative research method to explore new issues

300

concerning the phenomenaof organisational adop-
tion and diffusion of emerging innovations such
as XBRL. In addition, these may have practical
implications for the adoption strategies of the
local XBRL consortium in Australia.

As also suggested in the interviews, there
is lack of standardization in the way XBRL in-
stance documents are produced and consumed.
Related e-business research suggests that lack of
standards can determine the success or failure of
e-businessinitiatives (Reimers & Li, 2005). Given
the heterogeneity and the multitude of XBRL
stakeholders, their representation in standardiza-
tion processes can be problematic because these
stakeholders have different and sometimes even
conflicting agendas. Therefore, we argue that
further research is required for investigating the
social processes that characterize the emergence
of complex network e-business innovation stan-
dards such as XBRL. Such research becomes
particularly relevantin 2008 when the U.S. SEC’s
XBRL-enabled EDGAR system is expected to
come on stream (Kull et al., 2007). Various ac-
counting jurisdictionsthatare still behind interms
of XBRL adoption may now have to be quick in
both assessing how the XBRL-enabled EDGAR
might impact their capital markets and finding
ways to respond to the U.S. XBRL standard set-
ting agenda. As theory development is currently
lacking in this area (Zhao, Xia, & Shaw, 2005;
Gogan, 2005; Gerst & Bunduchi, 2005; Reimers
& Li, 2005; Chang & Jarvenpaa, 2005) we rec-
ommend adopting convergent interviewing as a
useful exploratory and investigative method.
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i EDGAR, the Electronic Data Gathering,
Analysis, and Retrieval system performs
automated collection, validation, indexing,
acceptance and forwarding of submissions
by companies, both foreign and domestic
and others who are required by law to file
formswiththe U. S. Securities and Exchange
Commission (SEC). See http://iwww.sec.gov/
edgar.shtml for further information.
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The interviewed academics had both been
involved in teaching XBRL in tertiary
institutions in Australia and also they are
members of XBRL Australia Ltd.

This work was previously published in Emergent Strategies for E-Business Processes, Services and Implications: Advancing
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Afterword

Withrecentadvances in network technologiesand infrastructure, there is increasing demand for ubiquitous
access to networked services. New challenges arise in the study of services engineering, an emerging
research area devoted to the software engineering of service-oriented applications. An environment
which demands ubiquitous and just-in-time capabilities (or services) which can be discovered and used
transparently among dynamic communities of providers and consumers who may or may not have had
previous interaction. It is clearly a vision that has only begun to realize its potential and one which
depends upon many of the same underlying concerns addressed in distributed computing including
architecting, managing and evolving capabilities. However, the XML services computing paradigm is
specifically tailored for today’s increasingly cross-organizational, cross-jurisdictional and cross-domain
enterprise. Moreover, the XML services computing environment depends upon the enterprise network
as the platform. The many recent advances in XML services computing technologies and infrastruc-
ture has opened the enterprise to increasing demands for interoperable ubiquitous access to networked
services that can support an endless array of enterprise business processes. Architecting and deploy-
ing Web services-based systems for such an enterprise necessitates full understanding of the business
processes and explicit modelling of the internal and external environment so that the constraints can
be incorporated in the overall architecture of the enterprise.

In summary, this book crystallizes the emerging XML data technologies and trends into positive
efforts to focus on the most promising solutions in services computing. The 16 chapters in this book
provide clear proof that XML data technologies are playing an ever increasing important and critical
role in supporting business service processes. The chapters also further research new best practices and
directions in XML services.

Patrick C. K. Hung

University of Ontario Institute of Technology, Canada
E-mail: patrick.hung@uoit.ca

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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