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Preface 

For the fourth consecutive year, the Association of Geographic Informa-
tion Laboratories for Europe (AGILE) promoted the edition of a book with 
the collection of the scientific papers that were submitted as full-papers to 
the AGILE annual international conference. Those papers went through a 
competitive review process. The 13th AGILE conference call for full-
papers of original and unpublished fundamental scientific research resulted 
in 54 submissions, of which 21 were accepted for publication in this vo-
lume (acceptance rate of 39%). 

Published in the Springer Lecture Notes in Geoinformation and Carto-
graphy, this book is associated to the 13th AGILE Conference on Geo-
graphic Information Science, held in 2010 in Guimarães, Portugal, under 
the title “Geospatial Thinking”. 

The efficient use of geospatial information and related technologies  
assumes the knowledge of concepts that are fundamental components of 
Geospatial Thinking, which is built on reasoning processes, spatial concep-
tualizations, and representation methods. Geospatial Thinking is associated 
with a set of cognitive skills consisting of several forms of knowledge and 
cognitive operators used to transform, combine or, in any other way, act on 
that same knowledge. 

The scientific papers published in this volume cover an important set of 
topics within Geoinformation Science, including:  Representation and 
Visualisation of Geographic Phenomena; Spatiotemporal Data Analysis; 
Geo-Collaboration, Participation, and Decision Support; Semantics of 
Geoinformation and Knowledge Discovery; Spatiotemporal Modelling and 
Reasoning; and Web Services, Geospatial Systems and Real-time Applica-
tions. 

The organization of this annual conference, either in its scientific and its 
organizing component, was only possible with the support of a large num-
ber of individuals and institutions. We therefore would like to gratefully 
acknowledge the effort of the authors and reviewers of this book, who 
made this edition possible in a short schedule. We thank the local organi-
zing chair Adriano Moreira (University of Minho) and his team for giving 
all local support. We would also like to acknowledge Filipe Meneses 
(University of Minho) for his great support in the edition of this book and 
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Agata Oelschläger (Springer) who also helped us to publish this book on 
time. 

Additionally, we would like to thank ESRI Inc. and the Nordic Network 
in Geographic Information Science for sponsoring the 13th AGILE Interna-
tional Conference on Geographic Information Science. 

 
Marco Painho, Maribel Yasmina Santos, Hardy Pundt 

 
February 2010 



Programme Committee 

Programme Chair Marco Painho, 
New University of Lisbon (Portugal) 
 
Programme Co-Chair Maribel Yasmina Santos,  
University of Minho (Portugal) 
 
Programme Co-Chair Hardy Pundt 
University of Applied Sciences Harz (Germany) 

Local Organising Committee 

Adriano Moreira, University of Minho (Chair) 
Jorge Gustavo Rocha, University of Minho 
Filipe Meneses, University of Minho 
Fernando Bação, New University of Lisbon 

Scientific Committee 

Adriano Moreira, University of Minho (Portugal) 
Agnès Voisard, Fraunhofer ISST (Germany) 
Alexander Wolff, TU Eindhoven (The Netherlands) 
Anders Oestman, University of Gävle (Sweden) 
Anders Friis-Christensen, National Survey and Cadastre (Denmark) 
Andrea Rodríguez, Universidad de Concepción (Chile) 
Antonio Krüger, University of Muenster (Germany) 
Arie Croitoru, The University of Alberta (Canada) 
Arnold Bregt, Wageningen University (The Netherlands) 
Arzu Çöltekin, University of Zurich (Switzerland) 
Atsuyuki Okabe, University of Tokyo (Japan) 
Bela Markus, University of West Hungary (Hungary) 
Bettina Speckmann, TU Eindhoven (The Netherlands) 
Bin Jiang, University of Gävle (Sweden) 
Bisheng Yang, Wuhan University (China) 
Christian Heipke, Leibniz Universität Hannover (Germany) 
Christoph Brox, University of Muenster (Germany) 



viii      Committees 

Christophe Claramunt, Naval Academy Research Institute (France) 
Claus Brenner, Leibniz Universität Hannover (Germany) 
Claus Rinner, Ryerson University (Canada) 
Danny Vandenbroucke, Katholieke Universiteit Leuven (Belgium) 
Dave Abel, CSIRO Mathematical and Information Sciences (Australia) 
Didier Josselin, Université d'Avignon et des Pays du Vaucluse (France) 
Dieter Pfoser, Institute for the Management of Information Systems, RC 

ATHENA (Greece) 
Femke Reitsma, University of Canterbury (New Zealand) 
Fernando Bação, New University of Lisbon (Portugal) 
Filipe Meneses, University of Minho (Portugal) 
Florian Probst, SAP Research CEC Darmstadt (Germany) 
Francis Harvey, University of Minnesota (USA) 
Fred Toppen, University of Utrecht (The Netherlands) 
Gerard Heuvelink, Wageningen University (The Netherlands) 
Gilberto Camara, National Institute for Space Research (Brazil) 
Gábor Mezosi, University of Szeged (Hungary) 
Hans-Gerd Maas, Dresden University of Technology (Germany) 
Hartwig Hochmair, University of Florida (USA) 
Isabel Cruz, University of Illinois (USA) 
Itzhak Benenson, Tel Aviv University (Israel) 
Javier Nogueras, University of Zaragoza (Spain) 
Javier Zarazaga-Soria, University of Zaragoza (Spain) 
Jochen Renz, The Australian National University (Australia) 
Joep Crompvoets, Katholieke Universiteit Leuven (Belgium) 
Johannes Schoening, University of Muenster (Germany) 
John Stell, University of Leeds (United Kingdom) 
Jorge Rocha, University of Minho (Portugal) 
Juan Suárez, Forestry Commission (United Kingdom) 
Jürgen Döllner, Universität Potsdam (Germany) 
Lars Bernard, Technische Universität Dresden (Germany) 
Lars Bodum, Aalborg University (Denmark) 
Lars Harrie, Lund University (Sweden) 
Lars Kulik, University of Melbourne (Australia) 
Leila De Floriani, University of Genova (Italy) 
Marc van Kreveld, University of Utrecht (The Netherlands) 
Marco Painho, New University of Lisbon (Portugal) 
Maribel Yasmina Santos, University of Minho (Portugal) 
Marinos Kavouras, National Technical University of Athens (Greece) 
Martin Raubal, University of California (USA) 
Max Craglia, Joint Research Centre (Italy) 
May Yuan, University of Oklahoma (USA) 



Committees      ix 

Menno-Jan Kraak, ITC - International Institute of Geo-Information 
Science and Earth Observation (The Netherlands) 

Michael Gould, ESRI Inc. 
Michael Lutz, Joint Research Centre (Italy) 
Michela Bertolotto, University College Dublin (Ireland) 
Monica Wachowicz, Wageningen University (The Netherlands) 
Monika Sester, Leibniz Universität Hannover (Germany) 
Pedro Muro Medrano, University of Zaragoza (Spain) 
Peter Fisher, University of Leicester (United Kingdom) 
Poulicos Prastacos, Foundation for Research and Technology (Greece) 
Pragya Agarwal, Lancaster University (United Kingdom) 
Ralf Bill, Universität Rostock (Germany) 
Rob Lemmens, ITC - International Institute of Geo-Information Science 

and Earth Observation (The Netherlands) 
Rob Weibel, University of Zurich (Switzerland) 
Ross Purves, University of Zurich (Switzerland) 
Sara Fabrikant, University of Zurich (Switzerland) 
Spiros Skiadopoulos, University of Peloponnese (Greece) 
Stephan Winter, The University of Melbourne (Australia) 
Stephen Hirtle, University of Pittsburgh (USA) 
Suchith Anand, University of Nottingham (United Kingdom) 
Takeshi Shirabe, Technical University Vienna (Austria) 
Tapani Sarjakoski, Finnish Geodetic Institute (Finland) 
Thomas Brinkhoff, Institute for Applied Photogrammetry and Geoinfor-

matics (Germany) 
Thomas Kolbe, Technical University Berlin (Germany) 
Thérèse Steenberghen, Katholieke Universiteit Leuven (Belgium) 
Tiina Sarjakoski, Finnish Geodetic Institute (Finland) 
Tobias Dahinden, Leibniz Universität Hannover (Germany) 
Tumasch Reichenbacher, University of Zurich (Switzerland) 
Volker Paelke, Leibniz Universität Hannover (Germany) 
Wolfgang Reinhardt, Universität der Bundeswehr München (Germany) 





Contributing Authors 

Carlos Abargues 
Centre for Interactive Visualization, 
Universitat Jaume I, Castellón, Spain 
 
Ivo Anastácio 
Instituto Superior Técnico / INESC-ID 
Lisboa, Portugal 
 
Marius Austerschulte 
Institute for Geoinformatics, University 
of Münster, Germany 
 
Peter Bak 
Visual Analytics Group, Dept. of Com-
puter and Information Science, Univer-
sity of Konstanz, Germany 
 
Bastian Baranski 
Institute for Geoinformatics, University 
of Münster, Germany 
 
Rubén Béjar 
Computer Science and Systems Engi-
neering Department 
University of Zaragoza, Spain 
 
Arturo Beltran 
Centre for Interactive Visualization, 
Universitat Jaume I, Castellón, Spain 
 
Alberto Belussi 
Dipartimento di Informatica, Università 
degli Studi di Verona, Verona, Italy 
 
Sandro Bimonte 
Cemagref, France 
 

Rizwan Bulbul 
Vienna University of Technology, 
Department of Geoinformation and 
Cartography, Austria 
 
Chunyuan Cai 
Institute for Geoinformatics, University 
of Muenster, Germany 
 
Pável Calado 
Instituto Superior Técnico / INESC-ID 
Lisboa, Portugal 
 
Dave Chapman 
University College London, UK 
 
Cláudia Costa 
University of Coimbra, Departamento 
de Arquitectura, Coimbra, Portugal 
 
Jürgen Döllner 
Hasso-Plattner-Institut, University of 
Potsdam, Germany 
 
Vincenzo Del Fatto 
Dipartimento di Matematica e Informa-
tica, Università di Salerno, Italy 
 
Aneta J. Florczyk 
Department of Computer Science and 
Systems Engineering  
Universidad de Zaragoza, Spain 
 
Theodor Foerster 
International Institute for Geo-
Information Science and Earth Obser-
vation, Enschede, The Netherlands 



xii      Contributing Authors 

Andrew U. Frank 
Vienna University of Technology, 
Department of Geoinformation and 
Cartography, Austria 
 
Carlos Granell 
Centre for Interactive Visualization, 
Universitat Jaume I, Castellón, Spain 
 
Thimmaiah Gudiyangada 
Centre for Interactive Visualization, 
Universitat Jaume I, Castellón, Spain 
 
Dirk Hecker 
Fraunhofer IAIS, Germany 
 
Carsten Keßler 
Institute for Geoinformatics, University 
of Münster, Germany 
 
Daniel Keim 
University of Konstanz, Konstanz, 
Germany 
 
Slava Kisilevich 
University of Konstanz, Konstanz, 
Germany 
 
Jan Klimke 
Hasso-Plattner-Institute, University of 
Potsdam, Germany 
 
Christine Körner 
Fraunhofer IAIS, Germany 
 
Jan Eric Kyprianidis 
Hasso-Plattner-Institut, University of 
Potsdam, Germany 
 
Thomas Leduc 
CERMA laboratory, France 
 
Francisco J. Lopez-Pellicer 
Department of Computer Science and 
Systems Engineering  
Universidad de Zaragoza, Spain 

Adriana Loureiro 
University of Coimbra, Departamento 
de Arquitectura, Coimbra, Portugal 
 
Bruno Martins 
Instituto Superior Técnico / INESC-ID 
Lisboa, Portugal 
 
Michael May 
Fraunhofer IAIS, Germany 
 
Francis Miguet 
CERMA laboratory, France 
 
Adriano Moreira 
Algoritmi Research Centre, University 
of Minho, Guimarães, Portugal 
 
Sara Migliorini 
Dipartimento di Informatica, Università 
degli Studi di Verona, Verona, Italy 
 
Pedro R. Muro-Medrano 
Department of Computer Science and 
Systems Engineering  
Universidad de Zaragoza, Spain 
 
Mauro Negri 
Dipartimento di Elettronica e 
Informazione, Politecnico di Milano, 
Milan, Italy 
 
Javier Nogueras-Iso 
Department of Computer Science and 
Systems Engineering  
Universidad de Zaragoza, Spain 
 
Itzhak Omer 
Urban Space Analysis Laboratory, 
Dept. of Geography and Human Envi-
ronment, Tel Aviv University, Israel 
 
Daniel Orellana 
Centre for Geo-Information, Wagenin-
gen University and Research, The 
Netherlands 



Contributing Authors      xiii 

Luca Paolino 
Dipartimento di Matematica e Informa-
tica, Università di Salerno, Italy 
 
Giuseppe Pelagatti 
Dipartimento di Elettronica e 
Informazione, Politecnico di Milano, 
Milan, Italy 
 
Martin Raubal 
Department of Geography, University 
of California, Santa Barbara, USA 
 
Lior Rokach 
Department of Information Systems 
Engineering and The Deutsche Tele-
kom Laboratories, Ben-Gurion Univer-
sity of the Negev, Beer-Sheva, Israel 
 
Paula Santana 
University of Coimbra, Departamento 
de Arquitectura, Coimbra, Portugal 
 
Maribel Yasmina Santos 
Algoritmi Research Centre, University 
of Minho, Guimarães, Portugal 
 
Rita Santos 
University of Coimbra, Departamento 
de Arquitectura, Coimbra, Portugal 
 
Sven Schade 
Institute for Environment and Sustain-
ability, European Commission -   
Joint Research Centre, Ispra, Italy 
 
Bastian Schäffer 
Institute for Geoinformatics, University 
of Münster, Germany 
 
Markus Schneider 
Department of Computer & Informa-
tion Science & Engineering, University 
of Florida, Gainesville, USA 

Tobias Schreck 
Interactive Graphics Systems Group, 
Technische Universität Darmstadt, 
Germany 
 
Monica Sebillo 
Dipartimento di Matematica e Informa-
tica, Università di Salerno, Italy 
 
Amir Semmo 
Hasso-Plattner-Institut, University of 
Potsdam, Germany 
 
Vincent Tourre 
CERMA laboratory and Ecole Centrale 
de Nantes, France 
 
Giuliana Vitiello 
Dipartimento di Matematica e Informa-
tica, Università di Salerno, Italy 
 
Monica Wachowicz 
Centre for Geo-Information, Wagenin-
gen University and Research, The 
Netherlands 
 
Patrick Weber 
University College London, UK 
 
Stephan Winter 
Department of Geomatics, The Univer-
sity of Melbourne, Australia 
 
Philippe Woloszyn 
RESO laboratory, Université de Haute 
Bretagne - Rennes II, France 
 
Stefan Wrobel 
Fraunhofer IAIS, Germany 
 
Wenjie Yuan 
Department of Computer & Informa-
tion Science & Engineering, University 
of Florida, Gainesville, USA 
 



xiv      Contributing Authors 

F. Javier Zarazaga-Soria 
Department of Computer Science and 
Systems Engineering  
Universidad de Zaragoza, Spain 
 



Table of contents 

Representation and Visualisation of Geographic Phenomena 

Intersection of Nonconvex Polygons Using the Alternate Hierarchical 
Decomposition 

Rizwan Bulbul, Andrew U. Frank ............................................................ 1 

Visual Analytics of Urban Environments using High-Resolution 
Geographic Data 

Peter Bak, Itzhak Omer, Tobias Schreck ............................................... 25 

A Visual Query Language for Spatial Data Warehouses 

Sandro Bimonte, Vincenzo Del Fatto, Luca Paolino, Monica  
Sebillo, Giuliana Vitiello ....................................................................... 43 

Spatiotemporal Data Analysis 

The Impact of Data Quality in the Context of Pedestrian Movement 
Analysis 

Adriano Moreira, Maribel Yasmina Santos, Monica Wachowicz, 
 Daniel Orellana .................................................................................... 61 

Visit Potential: A Common Vocabulary for the Analysis of Entity-
Location Interactions in Mobility Applications 

Christine Körner, Dirk Hecker, Michael May, Stefan Wrobel .............. 79 

Pre-School Facilities and Catchment Area Profiling: a Planning Support 
Method 

Cláudia Costa, Paula Santana, Rita Santos, Adriana Loureiro ............ 97 



xvi      Table of Contents 

Geo-Collaboration, Participation, and Decision Support 

A Geo-business Classification for London 

Patrick Weber, Dave Chapman ............................................................ 119 

Suggestive Geo-Tagging Assistance for Geo-Collaboration Tools 

Marius Austerschulte, Carsten Keßler ................................................. 143 

A Novel Approach to Mining Travel Sequences Using Collections of 
Geotagged Photos 

Slava Kisilevich, Daniel Keim, Lior Rokach ........................................ 163 

Semantics of Geoinformation and Knowledge Discovery 

Exposing CSW Catalogues as Linked Data 

Francisco J. Lopez-Pellicer, Aneta J. Florczyk, Javier  
Nogueras-Iso,  Pedro R. Muro-Medrano, F. Javier Zarazaga-Soria ... 183 

Applying Semantic Linkage in the Geospatial Web 

Aneta J. Florczyk, Francisco J. Lopez-Pellicer, Rubén Béjar, Javier 

A Machine Learning Approach for Resolving Place References in Text 

Bruno Martins, Ivo Anastácio, Pável Calado ....................................... 221 

Towards a Spatial Semantics to Analyze the Visual Dynamics of the 
Pedestrian Mobility in the Urban Fabric 

Thomas Leduc, Francis Miguet, Vincent Tourre, Philippe Woloszyn .. 237 

Spatiotemporal Modelling and Reasoning 

Managing Collapsed Surfaces in Spatial Constraints Validation 

Alberto Belussi, Sara Migliorini, Mauro Negri, Giuseppe Pelagatti ... 259 

A Spatio-Temporal Model Towards Ad-Hoc Collaborative Decision-
Making 

Martin Raubal, Stephan Winter ............................................................ 279 

Nogueras-Iso and F. Javier Zarazaga-Soria ...................................... 201 .



Table of Contents      xvii 

iNav: An Indoor Navigation Model Supporting Length-Dependent Optimal 
Routing 

Wenjie Yuan, Markus Schneider .......................................................... 299 

MIMEXT: a KML Extension for Georeferencing and Easy Share MIME 
Type Resources 

Carlos Abargues, Arturo Beltran, Carlos Granell .............................. 315 

Web Services, Geospatial Systems and Real-time Applications 

Schema Mapping in INSPIRE - Extensible Components for Translating 
Geospatial Data 

Chunyuan Cai, Sven Schade, Thimmaiah Gudiyangada ..................... 335 

Automated Image-Based Abstraction of Aerial Images 

Amir Semmo, Jan Eric Kyprianidis, Jürgen Döllner ........................... 359 

Geospatial Annotations for 3D Environments and their WFS-based 
Implementation 

Jan Klimke, Jürgen Döllner ................................................................. 379 

Towards Spatial Data Infrastructures in the Clouds 

Bastian Schäffer, Bastian Baranski, Theodor Foerster ....................... 399 



Intersection of Nonconvex Polygons Using the 
Alternate Hierarchical Decomposition 

Rizwan Bulbul, Andrew U. Frank 

Vienna University of Technology 
Department of Geoinformation and Cartography 
Gusshausstrasse 27-29 E127, A-1040 Vienna, Austria  
{bulbul, frank}@geoinfo.tuwien.ac.at 

Abstract. Intersection computation is one of the fundamental operations of 
computational geometry. This paper presents an algorithm for intersection 
computation between two polygons (convex/nonconvex, with nonintersect-
ing edges, and with or without holes). The approach is based on the de-
composed representation of polygons, alternate hierarchical decomposition 
(AHD), that decomposes the nonconvex polygon into its convex compo-
nents (convex hulls) arranged hierarchically in a tree data structure called 
convex hull tree (CHT). The overall approach involves three operations (1) 
intersection between two convex objects (2) intersection between a convex 
and a CHT (nonconvex object) and, (3) intersection between two CHTs 
(two nonconvex objects). This gives for (1) the basic operation of intersec-
tion computation between two convex hulls, for (2) the CHT traversal with 
basic operation in (1) and, for (3) the CHT traversal with operation in (2). 
Only the basic operation of intersection of two convex hulls is geometric 
(for which well known algorithms exist) and the other operations are re-
peated application of this by traversing tree structures. 

1 Introduction 

The intersection operation is of fundamental importance (Shamos and 
Hoey 1976) as it provides basis for computing other Boolean operations 
like union and difference etc. Also, it is the most expensive operation 

M. Painho et al., (eds.), Geospatial Thinking, Lecture Notes in Geoinformation and Cartography, 
DOI 10.1007/978-3-642-12326-9_1, © Springer-Verlag Berlin Heidelberg 2010 
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computationally, roughly taking 80 % of the running time (Greiner and 
Hormann 1998).  The intersection operation has two problems, intersection 
detection and intersection computation. The intersection detection between 
two convex objects is a basic geometric operation (Chazelle and Dobkin 
1987) and a great account of the topic can be found in (David 1997). We 
are not focusing on the issue of intersection detection and for simplicity we 
assume hereafter that the objects under consideration for intersection com-
putation do intersect.  

The Problem:  Given two polygons (convex or nonconvex, with non-
intersecting edges, and with or without holes), compute the intersection re-
gion that may be; 

a) Empty  (Figure 1a) 

b) Convex  (Figure 1b) 

c) Nonconvex  (Figure 1c) 

d) A set of convex and/or nonconvex disjoint regions (Figure 1d) 

(a) (b) (c) (d) 

Fig. 1. Different polygon intersection scenarios 

In GIS domain the set-theoretic Boolean operations (intersection, union 
and symmetric difference) are extensively used for extracting useful spatial 
information out of spatial data modeled as polygons (Margalit and Knott 
1989). For example, polygon clipping is a frequent operation in GIS (Liu 
et al. 2007). Other Boolean operations in GIS include overlay, windowing, 
join and merge etc (Rigaux et al. 2001) (FranciscoMartınez et al. 2009). 
The map overlay operations are key operations in the GIS domain. 

For convex polygons, optimal algorithms for intersection computation 
are known. Although, variety of solutions also exist for Boolean operations 
on complex polygons (nonconvex polygons with or without holes), these 
solutions are intricate having complex data structures leading to difficult 
implementations. 
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Our approach for the intersection computation is a simple algorithm 
based on the decomposed representation of polygons, AHD (Bulbul and 
Frank 2009), that decomposes the nonconvex polygon into its convex 
components (convex hulls) arranged hierarchically in a tree data structure 
called CHT (more in section 3). The intersection computation involves 
three operations; 

1) Intersection between two convex objects. 
2) Intersection between a convex and a CHT (nonconvex object). 
3) Intersection between two CHTs (two nonconvex objects). 

This gives for (1) the basic and simple operation of intersection compu-
tation between two convex hulls.  For (2), the CHT traversal with basic 
operation in (1) and for (3), the CHT traversal with operation in (2). The 
approach is further discussed in detail in section 4. Only the basic opera-
tion of intersection of two convex hulls is geometric (for which well 
known algorithms exist) and the other operations are repeated application 
of this by traversing tree structures. 

2 Previous Work 

Many algorithms for Boolean operations on polygons have been reported 
in literature. The preliminary work by Shamos and Hoey (1976) provided a 
basis for geometric intersection problems. They have shown that the inter-
section of two simple plane n-gons can be detected in O(n log n). The in-
tersection of two convex n-gons and two nonconvex n-gons can be com-
puted in O(n) and O(n2) respectively. Bentley and Ottmann (1979) gave 
the classical sweep line algorithm for counting and reporting all intersec-
tions by extending the work by Shamos and Hoey. They provided an algo-
rithm for reporting all k intersections between two general planar objects in 
O (n log n + k log n).  The work by Bentley and Ottmann was further ex-
tended by Lauther (1981), and the reported algorithm has the expected 
time complexity of O (n log n). Another O (n) time algorithm was pre-
sented by O'Rourke etal (1998). The algorithm is simple but is limited to 
convex polygons only. 

The two plane sweep algorithms by Nievergelt and Preparata (1982) 
compute the geometric intersection of two nonconvex polygons in O ((n+ 
k) log n) and two convex polygons in O (n log n + k). The polygons can 
have self intersecting edges but degenerate cases are not tackled. The data 
structure is complex and implementation details are not given. 
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The work by Chazelle and Dobkin (1987) provides lower bounds on al-
gorithms for intersection of convex objects in two and three dimensions. 
Their work is based on the assumption that the intersecting objects are 
available in random access memory, eliminating reliance on linear input 
reading time. The time bounds for two convex polygons in 2D and two 
convex polyhedra in 3D cases are O (log n) and O (log3 n) respectively (in 
3D case an additional multiplicative factor of log n for data structure pre-
processing for standardization). 

The work by Margalit and Knott (1989) presents an algorithm for set 
operations on polygon pairs having worst time complexity of O (n2). They 
give partial correctness proof of their solution and implementation is dis-
cussed but still complex and not easily understandable.  

The work by Rappoport (1991), extended convex difference tree 
(ECDT) for representing two n-dimensional polygons (polytopes) and per-
forming intersection and union operations, is similar to our approach. The 
differences between our approach and their approach both at data structure 
and operations level are given in Table 1. 

Table 1. Difference between our and Rappoport’s Approach 

Our Approach Approach by Rappoport  
A single CHT data structure with build 
and process operations 

Implementation details of how data struc-
ture is actually built and processed is not 
mentioned  

Can easily handle holes Nothing said about 
Our approach is robust, no special topo-
logical handling  

Needs special topological handling for 
robustness 

Can handle multiple polygons with 
slight modifications 

Two polygons 

Simple structure as the children convex 
hulls of a parent node are contained 
within the convex region of that parent 
node. 

Primitives in a right sub-tree of a differ-
ence node are contained within the primi-
tive on the left side of that node. 

 
The state of the art for finding all intersections among segments is given 

by (Bernard and Herbert 1992). The algorithm by Vatti  (1992) is for clip-
ping arbitrary polygons against arbitrary polygons. The polygons may be 
convex, concave or self intersecting. However, the self intersecting poly-
gon is converted to a nonintersecting polygon by inserting the points of in-
tersection during the clipping process. The algorithm also supports poly-
gon decomposition by allowing the output in the form of trapezoids if 
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required. The solution is complex and implementation is not easy. Its per-
formance has not been proved asymptotically, rather a comparison with 
traditional clipping methods is provided. 

The algorithm proposed by Greiner and Hormann (1998) also deals 
clipping arbitrary polygons like Vatti’s algorithm. However, it is a simple 
algorithm based on the boundary segment manipulation and performs bet-
ter than Vatti’s algorithm over randomly generated general polygons. The 
data structure is a doubly link list or lists in case of multiple polygons. On-
ly few degenerate cases are mentioned and it can not treat overlap degene-
racies, and no complete complexity analysis provided. The solution is li-
mited for 2D polygons and robustness issues related to the fixed precision 
floating point arithmetic are not catered.  

The algorithm by Rivero and Feito (2000) to calculate Boolean opera-
tions for general planar polygons (manifold and non manifold, with and 
without holes) is based on simplicial chains and their operations. The strat-
egy has been demonstrated for 2D and claimed to be valid for 3D polyhe-
dra. The algorithm does not need special treatment of degenerate cases, 
and it is shown that its time is similar to Greiner’s algorithm. The slight 
modifications in the work of Rivero and Feito by Peng, Yong et al. (2005) 
resulted in an algorithm which has been shown to be more efficient (ex-
ecution time less than one third of that by Rivero and Feito). 

CGAL (Fogel et al. 2006) provides Boolean operations for polytopes in 
2-dimensional Euclidian space. Robustness is ensured through the use of 
exact arithmetic. The regularized operations are provided for two simple 
polygons with or without holes. The time complexity is O (n2) for simple 
polygons. 

The algorithm by Liu, Wang et al. (2007) is for clipping arbitrary poly-
gons with holes. The algorithm is based on segment manipulation and 
works by classification of intersection points into entry or exit points. Un-
like solutions by Vatti and Greiner, this algorithm uses a single linked list 
data structure and performs better than Vatti’s solution for smaller number 
of input points.  The solution is limited to 2D polygons and modifications 
are needed for dealing multiple polygons and holes. The degenerate cases 
are specially treated and the methods are demanding having difficult im-
plementation. 

The algorithm by Martınez, Rueda et al. (2009) is based on classical 
plane sweep algorithm for computing intersections performing in time O 
((n + k) log (n)). They claim the solution works for general polygons, al-
though its working for polygons with holes is not demonstrated. Algorith-
mic details are given but the implementation issues are not discussed. The 
implementation seems difficult and edge overlaps are specially treated. 
Dimension independence and robustness issues are not discussed. 
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3 Preliminaries: Assumptions and Data Structure 

Our approach for intersection computation between geometric objects is 
based on following assumptions and simplifications; 

a) The objects are flat objects i.e. lines, polygons and polyhedra. For 
demonstration purposes we will confine ourselves to 2D polygons 
only. 

b) The objects are simple polygons although the solution can handle 
self intersecting edges with few modifications (section 9). 

c) We are focusing on the intersection computation problem. The in-
tersection detection problem is not considered that itself is a chal-
lenging problem and algorithms exist in literature (e.g. (Chazelle 
and Dobkin 1987; Shamos and Hoey 1976)). 

d) The objects may contain holes or nested holes e.g. a hole within a 
hole in which case the two regions have opposite orientation of 
edges.  In Figure 2a, region 5 is within region 4 and both have op-
posite orientation. 

e) The edge representations are based on “Left-handed” rule, the 
boundary edges are oriented anticlockwise while the hole edges 
are oriented clockwise. 

f) A region is represented by a single or multiple polygons. We have 
demonstrated our solution for intersection computation on a pair of 
polygons. Our solution is extendible for intersection computation 
involving more than two polygons. 

The data structure, CHT, is an arbitrary tree in which every node 
represents a convex hull. The AHD process decomposes any nonconvex 
polygon with or without holes into convex components which are arranged 
hierarchically in a CHT. Two basic functions build and process are used 
for populating the data structure and processing the data structure to re-
trieve the original object respectively. For implementation details of the 
AHD, CHT and, the associated functions the reader is referred to (Bulbul 
and Frank 2009). The example in Figure 2 shows the AHD process and the 
resulting CHT. Given a nonconvex polygon with nested holes (see Figure 
2a), it is decomposed into its convex components using AHD process as 
shown in Figure 2b, and the resulting data structure, CHT, is shown in 
Figure 2c. 
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(a) (b) 

 
(c) 

Fig. 2. Input polygon (a) decomposed input (b) convex hull tree data structure (c) 

The nodes (convex hulls) in CHT at different levels are given positive 
and negative signs alternately as shown in Figure 2. The positively signed 
convex hulls represent the regions to be included while the negatively 
signed convex hulls represent regions to be excluded from their parent re-
gion represented by a positive convex hull. For example in Figure 2, the 
input nonconvex polygon is decomposed into five convex components, its 
convex hull node 1, two delta regions or concavities or notches (node 2, 
and node 3) and two nested holes (node 4, and node 5). 

4 Our Approach 

The closure of the basic intersection operation (Convex-convex intersec-
tion, CCINT) over convex sets is the most important property. Thus our 
approach exploits this property for computing convex-nonconvex Intersec-
tion, CNINT, by recursively applying CCINT between convex hull of the 
convex object and the component convex hulls of the nonconvex object. 

Hole 
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Similarly, the intersection between two nonconvex polygons (Nonconvex-
nonconvex intersection, NNINT) is computed by recursively traversing 
CHT of one of the nonconvex objects with CNINT. 

The NNINT is the generic intersection operation, GINT, because it deals 
all the three cases as it is based on CNINT, which in turn is based on 
CCINT as shown in Figure 3. 

Fig. 3. Our approach for intersection computation 

4.1 Basic Intersection Operation: Convex-Convex Intersection 

The basic operation is closed under intersection and the result is always a 
convex region. The intersection computation between two convex poly-
gons is the basic operation (for which known solutions exist). Any of the 
existing solutions can be used but we have provided an algorithm for inter-
section computation between two convex polygons using convex hulls. 
 

  

(a) (b) (c) 

Fig. 4. Two convex polygons (a) CHTs of intersecting convex polygons (b) resul-
tant CHT of A∩B 
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We have provided an algorithm for convex-convex intersection, the 
pseudocode of which is provided in section 5.1. Figure 4 shows two con-
vex polygons and demonstrates their intersection at data structure level. 

4.2 Convex- Nonconvex Intersection 

The process of intersection computation between a convex polygon and a 
nonconvex polygon involves the repeated application of basic operation 
between the convex hull of the convex polygon and the convex hull com-
ponents of the nonconvex polygon that are traversed recursively in CHT. 
The resulting convex hull of each basic operation is then placed in the re-
sultant CHT at position same as the position of component convex hull of 
the nonconvex polygon involved in the basic operation. The further recur-
sive processing of children trees of a component convex hull is stopped if 
the basic operation involving that component convex hull is null. This 
avoids unnecessary computations reducing the overall number of opera-
tions. 

For example, Figure 5a shows a convex polygon A and a nonconvex po-
lygon B and Figure 5b shows the decomposed inputs with their compo-
nents numbered. Figure 5c shows the data structure representation of the 
input polygons A and B. The process starts by computation of basic opera-
tion between convex hull of convex polygon A (that is a1) and the convex 
hull of the nonconvex polygon B (that is the root b1). Since b1, the com-
ponent convex hull of the nonconvex polygon is at root the result of basic 
operation between a1 and b1 will form the root of the resultant CHT as 
shown in Figure 5d. The process is then recursively applied to the children 
trees of b1. Since the intersection between convex hull a1 and b3 is null, 
the child tree of b3 containing convex hull b4 will not be processed further 
(Figure 5e). The resultant intersection is a nonconvex region that is 
represented by two convex hull components as shown in Figure 5f. The 
processing (merging) of the resultant CHT, containing two component 
convex hulls results in the resultant intersection region as shown in Figure 
5g. 
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a1∩b1 

a1∩b2 

 

 

(a) (b)

 

 
 

(c) (d) (e) 

  
(f) (g)

Fig. 5. Input polygons (a) decomposed inputs (b) CHTs of input polygons (c) in-
tersection of convex hull of A, a1 and the CHT of B (d) CHT of intersection (e) 
intersection tree component hulls (f) intersection region A∩B (g) 

Since the intersection of a convex and a nonconvex polygon may be a 
set of disjoint convex and/or nonconvex regions (e.g. see Figure 1d), the 
resultant CHT (if it does not represent a single convex region) is further 
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processed for simplification, that results in multiple CHTs each 
representing the disjoint intersection region. 

4.3 Generic Intersection Operation 

The intersection operation for a convex polygon and a nonconvex polygon 
is used to compute the intersection between two nonconvex polygons 
represented by CHTs.  Suppose two intersecting nonconvex polygons A 
and B as shown in Figure 6a.  Figure 6b shows the decomposed convex 
hull components of both nonconvex polygons and their CHTs are shown in 
Figure 6c. The intersection process starts by taking the convex-nonconvex 
intersection between convex hull of nonconvex polygon B (b1) and the 
CHT of the nonconvex polygon A (Figure 6d). 

 
 

  
(a) (b) 

 

 
 

 

(c) (d) (e) (f) (g) 
 

  

 
(h) (i) (j) (k) 

Fig. 6. Generic intersection operation 

Since the intersection between b1 and a2 convex components is null 
(Figure 6e and Figure 6f), the result is a single node CHT  (Figure 6g) hav-
ing the convex hull (a1∩ b1) which is then intersected recursively with all 
the children trees of convex hull b1 of the nonconvex polygon B . Since, 
b1 has only one child (which is also a single node representing a convex 
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hull) the intersection of (a1∩b1) and child tree (Figure 6h) results in a con-
vex hull (a1∩b2) represented in a single node CHT as shown in Figure 6i 
and Figure 6j. The resultant CHT containing (a1∩b2) is then added 
(grafted) back to the parent intersection CHT containing single node 
(a1∩b1). Thus, the result is a nonconvex region shown as shaded in Figure 
6 b and the resultant CHT shown in Figure 6k. 

If the result of convex-nonconvex intersection is a set of disjoint regions 
(a set of CHTs, each representing a region) then for each CHT of the dis-
joint region, the same process is repeated independently of the other CHTs 
representing the disjoint intersection regions.  

5 Algorithms 

In this section we provide the pseudocode of algorithms for each of the 
three operations discussed in previous section. An example is shown with 
each algorithm to describe algorithm. 

5.1 Pseudocode: Convex- Convex Intersection 

The pseudocode of the basic intersection operation between two convex 
polygons is shown in Figure 7. The algorithm uses the QuickHull algo-
rithm (O'Rourke 1998) for convex hull computation and compIntPoints 
routine computes the intersection points by pairing the intersecting delta 
edges. 

 
Input: Two convex polytopes (convex hulls)  
1:   Initialize set of intersection region points I as an empty set 
2:   ch ← convexHull (poly1 + poly2 ) 
3:   de ← ( (poly1 edges) + (poly2 edges)) –   (ch edges) 
4:   ip←  compIntPoints (de) 
5:   irp ← (poly1 – poly2) + (poly2 – poly1) + ip 
6:   I ← convexHull (irp) 
Output: Set of intersection region  points I (always a convex hull)  

Fig. 7. Pseudocode of convex-convex intersection 

The algorithmic steps of basic intersection are shown in the example in 
Figure 8. 
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(a) Input convex polygons (b) Convex hull of (poly1+ poly2) 
 

  

(c) Delta edges (d) Intersecting edges 
 

 

 
(e) Poly1 – poly2 (f) Poly2 – poly1 

 
  

(g) Intersection points (h) Intersection region 
Fig. 8. Convex-convex intersection example 
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B 

A 
a1  

b3 
b4 

b2

b1

5.2 Pseudocode: Convex –Nonconvex Intersection 

As mentioned earlier, the intersection operation between a convex and a 
nonconvex polygon is not closed under intersection.  The pseudocode of 
the CNINT is shown in Figure 9 and the example is shown in Figure 10. 
 
Input: A convex polytope (convex hull) poly1 and a nonconvex polytope poly2 
(CHT).  poly1 = ch and poly2 = Node x  xts  where x is the convex hull of poly2 
and xts is the set of children CHTs 

1:   Initialize I as an empty tree  
2:   if  xts is empty 
3:       then   
4:           t ←  Node (intersection of  ch and x)  [ ] 
5:          I ← set of trees containing only  t 
6:   else  

7:         ct  ←  map (CNINT ch ) xts  // set of trees by recursively tra-
versing xts with (CNINT ch ) 

8:         it  ←   Node (CCINT of  ch and x)  ct 

9:         eir ←  process it   // set of edges of intersection region ob-
tained by processing it 

10:         ir ←  splitRegions eir // set of disjoint regions obtained by se-
parating closed regions 

11:         I ← build ir //set of trees obtained by building each region in 
ir 

Output: Set of disjoint intersection regions I represented in CHT  

Fig. 9.  Pseudocode of convex-nonconvex intersection algorithm 

 

  
(a) Input polygons  (b) Decomposed input 



Intersection of Nonconvex Polygons      15 

  
(c) a1 and b1 (d) a1∩ b1 

  

(e) a1 and b2 (f) a1 ∩b2 

  
(g) a1∩b3 =NULL (h) A∩B 

Fig. 10. Convex-nonconvex intersection example 

5.3 Pseudocode: Generic Intersection Operation 

The algorithm for generic intersection operation incorporates the previous 
two intersection operations. It is generic in the sense that it computes the 
intersection of two polygons (convex or nonconvex and with or without 
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holes). The pseudocode of the GINT is shown in Figure 11 and an example 
is shown in Figure 12. 
 

Input: Two polygonal regions (convex/nonconvex, simple or nonsimple) in 
CHT notation. Poly1 = Node x xts and poly2 = Node y  yts  where x and y are 
the convex hulls and xts and yts are the set of children trees of polygon 1 and 
polygon2 respectively 
1:   Initialize I as an empty tree 
2:   if xts  is empty    //poly1 is convex 
3:           then  return CNINT x poly2  
4:   else if yts is empty   //poly2 is convex 
5:           then  return CNINT y poly1 
6:   else  
7:         oi  ←   CNINT  y  poly1 
8:         if oi is empty 
9:                 then  return I  
10:         else for every tree tx in oi   
11:                        for  every tree ty in yts 
12:                                ct  ← compute GINT tx ty 
13:                                  nt  ← addtrees ct  in tree tx 
14:                                I  ← addtree nt into I 
15:          return I 

Output: Set of disjoint intersection regions I in CHT 

Fig. 11. Pseudocode of generic intersection algorithm 

 

(a) Input polygons (b) Decomposed input (c) CNINT:CHT of A 
  and convex hull of B 
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r1 

r2

 

  

(d) Result of (c) (e)  result in (c) is simpli-
fied and two disjoint re-
gions result 

(f)  r1 ∩ first child 
of B 

 

  

(g) Result of (f) (h) Remove (g) from r1 (i) Result in (h) ∩ 
second child tree of B 

 
 

 

(j) r2 ∩ first child of B (k) Result of  (j) (l) Remove result in 
(k) from r2
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(m) Result in (l) ∩ sec 
ond child tree of B 

(n) Result of (m) 
 
 

(o) Remove (n) from 
(l) 

 
                                   

 
 
 
 
 
 

 
(p) Disjoint intersection regions 

Fig. 12. Nonconvex-nonconvex intersection example 

6 Implementation 

The algorithms introduced in previous section are implemented in Haskell 
(Jones 2003). It is a functional programming language that supports lazy 
evaluation, higher order functions, and big numbers (big integers, big ra-
tional etc.). In Haskell, the CHT is defined recursively as; 
 

data Tree = Node CHull [Tree] 
 
The CCINT and CNINT operations are computed by recursively tra-

versing the CHT of nonconvex polygon using map higher order function. 
Also, all the points are represented by their homogenous big integer coor-
dinates. Big integers in Haskell are represented as “Integer” data type and 
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they allow arbitrary precision arithmetic limited by the size of the main 
memory.  Thus, the use of big integers allows robust intersection computa-
tions operations avoiding rounding errors.  

7 Special Cases 

The intersection of two polygons may be a point (Figure 13c), a line (Fig-
ure 13b), polygon or a combination consisting of the three (Figure 13f). In 
cases where the intersection region is not a polygon or a set of polygons, 
special treatment is needed. A variety of special cases for the basic inter-
section have been shown in (O'Rourke 1998) and few are shown in Figure  
13. 

 
 

  

(a) (b) (c) 
 

 

 

 
(d) (e) (f) 

Fig. 13. Some special cases for intersection computation 

Since our approach is based on basic intersection operation, we need not 
to tackle the special cases for convex-nonconvex or nonconvex-nonconvex 
intersection operations. If the special cases are tackled for basic operation, 
other operations based on it will also tackle the special cases.  

For special cases like complete or partial overlap our approach do not 
need any special treatment. However, for cases when the intersection is a 
point or a line we need special treatment which is achieved by making 
changes not in the main intersection algorithms but in the QuickHull mod-
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ule and the build function of the AHD process. Table 2 lists special cases 
and whether these cases are specially treated in our algorithm or not. 

Table 2. Special case treatment 

Case Specially treated? 
Complete overlap No 
One is inside other No 

Edges overlap No 

Points overlap No 

Intersection is a line  Yes 
Intersection is a point  Yes 

8 Solution Characteristics 

Our generic solution to perform Boolean intersection operations on general 
polygons has following properties; 

1. Our approach is based on the basic intersection operation between 
two convex polygons. Thus it exploits the benefits associated with 
convexity. 

2. It uses a single hierarchical tree data structure called convex hull 
tree which is an arbitrary tree of convex hulls.  The data structure 
has two methods build and process for populating and accessing 
the stored data in the data structure. 

3. The tree data structure allows reduced number of computations. 
We process the children trees of a node only if the intersection is 
not null. We proceed in a branch in CHT if the intersection is not 
null. Rule is “an object A can not intersect with the component 
hulls of object B, if object A is not intersecting with the convex hull 
of object B”. 

4. Our approach is robust as we are using homogenous big integer 
coordinates for representing points. Robustness is an important is-
sue in geometric computations (David 1997). Most of the algo-
rithms, as discussed in previous work section, do not cater the ro-
bustness issue. Only few address the issue (David 1997; Smith and 
Dodgson 2007). 

5. In some applications, the result of Boolean operation may be 
needed to be decomposed e.g. Vatti (1992) mentions a case when 
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decomposed output is useful. So our approach is useful for appli-
cations where the decomposed output is needed in the form of 
convex components. 

6. Our approach is easily implementable. The approach is imple-
mented in Haskell and the code is compact having only 137 lines 
of code. Less code means less errors and ease of maintenance. 

7. Most of the special cases need no special treatment like overlap-
ping edges etc. Some require few modifications like when the re-
sult has dangling edges or points etc. 

8. It is easily extendible for n-dimensions.  

9 Suggestions for Improvement and Future Work 

The approach can be improved by slight modifications. For example; 
a) For cases where region is represented by multiple polygons we 

have to make the representation of a polygonal region as a list of 
convex hull trees rather than a tree. 

b) For the self intersection cases, some preprocessing can be done in-
volving the computation of intersection points of intersecting 
edges, updating the intersecting edges and then ultimately segre-
gating the closed regions formed, so as to represent it with mul-
tiple simple polygons. The idea is to convert/decompose a non-
simple polygon with multiple simple polygons or use any 
established method to deal nonsimplicity first and then continue 
with our solution. 

The future goal is to devise a solution which has following properties; 
1) Supports other Boolean operations union and symmetric difference 

etc. We have implemented the union and symmetric difference op-
erations based on AHD and the work will be presented soon. 

2) Dimension independent having single implementation. For imple-
menting the dimension independent Boolean operations on poly-
topes, the dimension independent AHD (Bulbul et al. 2009) will 
be used. 
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Abstract. High-resolution urban data at house level are essential for un-
derstanding the relationship between objects of the urban built environ-
ment (e.g. streets, housing types, public resources and open spaces). How-
ever, it is rather difficult to analyze such data due to the huge amount of 
urban objects, their multidimensional character and the complex spatial re-
lation between them. In this paper we propose a methodology for assessing 
the spatial relation between geo-referenced urban environmental variables, 
in order to identify typical or significant spatial configurations as well as to 
characterize their geographical distribution. Configuration in this sense re-
fers to the unique combination of different urban environmental variables. 
We structure the analytic process by defining spatial configurations, multi-
dimensional clustering of the individual configurations, and identifying 
emerging patterns of interesting configurations. This process is based on 
the tight combination of interactive visualization methods with automatic 
analysis techniques. We demonstrate the usefulness of the proposed me-
thods and methodology in an application example on the relation between 
street network topology and distribution of land uses in a city. 
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1 Introduction 

"All geographic data leaves its users, to some extent, uncertain about the 
nature of the real world" (Goodchild, 2005). This situation, which often 
stems from data resolution constraints and from their multidimensional 
character regarding space, time and objects, has affected socio-geographic 
research of the urban environment.  

Until recently, urban environment research was limited to the use of 
large-scale aggregate data based on the level of administrative areas. The 
basic problem of using aggregated spatial data for geographical analysis 
stems from the fact that the distribution of objects within the areas is un-
known. As a result, the aggregated data are not sufficient to capture the 
micro-scale situations, in which the main dimensions of urban environ-
ment – the built-up environment's properties, the individuals' socio-
demographic properties and the individuals' behavior and perception – 
come together.   

This situation has nonetheless changed recently due to improvements in 
GIS (Geographic Information System) technology and the construction of 
new geographic databases. Today it is possible to obtain geo-referenced 
high-resolution data (i.e. there is a link between the attribute of the object 
and is geographic location) on different types of urban objects in urban lo-
cations: (1) daily movement data, e.g., positioning data collected by global 
positing system (GPS) and location based services (LBS) technology to 
surrogate daily movement data from mobile usage patterns (e.g. Ratti et. 
el., 2006); (2) distribution of built-up environmental objects e.g., road net-
works, or housing, and (3) functional and socio-demographic objects, e.g., 
house-level socio-demographic and land-uses data. 

 The increasing availability of geographic data at high resolution and in 
good quality actually motivates the investigate the relation between these 
different types of urban objects at the same geographic scale, i.e. the house 
level scale, of diminishing gaps between data that represent different types 
of urban objects. This ability can be essential for identifying and under-
standing the variety of socio-demographic phenomena that incorporate dif-
ferent urban objects at different spatial dimensions. For example, it is poss-
ible to investigate how building types or the location of urban services are 
correlated with the spatial distribution of the populations' socio-
demographic attributes. It is also possible to integrate high-resolution 
built-up and socio-demographic data with empirical data (i.e. data col-
lected during interviews) to better understand the individuals’ preference 
features – for instance, the choice of urban parks and commercial areas and 
their mode of transportation. 
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Nevertheless, use of high-resolution geographic data comes at a price. 
Despite their potential, it is rather difficult to use these data in research. 
Unlike the situation of aggregate data at the level of geographic areas, high 
resolution geo-referenced data at house level have no defined geographical 
boundaries and therefore, the main challenges of research are to identify 
patterns of interest based on huge amounts of urban objects with respect to 
their attributes and the complex spatial relation between them.  

In this paper, we apply our methodology for assessing the spatial rela-
tion between high resolution geo-referenced urban land-uses (e.g. resi-
dence buildings, commercial open spaces as well as infrastructure objects 
such as street network) and the topological attributes of the urban street 
network, in order to identify typical or unique land-use spatial configura-
tions and to characterize their geographical distribution. Configuration in 
this sense refers to the combination of the two geo-spatial attributes.  

The proposed methodology uses a Visual Analytics framework, which 
combines interactive visual information displays with automatic data anal-
ysis techniques. The framework consists of first displaying geographic in-
formation, on which users can interactively segment the data into spatial 
configurations of interest. These are then clustered to reveal frequent or 
significant groups of configurations. In addition, appropriately designed 
cluster visualization is interactively linked with the original map display. 
Thus, the system is designed to support the user in understanding the joint 
properties of geospatial and multivariate data. 

The structure of the paper is as follows: In Section 2, we provide a re-
view of the related work from the geographic and visual analytics perspec-
tive. In Section 3, we introduce our methodology and an exemplary im-
plementation. In Section 4, we apply our framework on a high-resolution 
real world dataset of an urban environment, and demonstrate the flexibility 
it offers to analyze the data for various interesting correlations. In Section 
5, we discuss our approach, the obtained results, and outline future work in 
the area. 

2 Related Work 

2.1 Geographic Data Analysis for Urban Environments 

Visual and analytical comparison between spatial distributions of objects 
and attributes within GIS framework is an essential tool for understanding 
and explaining geographic phenomena in urban areas. To resolve the prob-
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lems entailed by high-resolution data (i.e. neighborhoods definition and 
cartographic constraints resulting from mapping high resolution data over 
large area) previous studies suggested local geo-statistics methods. One of 
the main methods for analyzing and presenting high-resolution data is to 
use local indices of spatial association (LISA). These indices are based on 
the comparison of the characteristic of a given spatially located object and 
its neighbors (Anselin, 1995; Benenson & Omer, 2003). Applying these 
measures helps the observer identify spatial variance and small clusters in 
the spatial distribution of socio-demographic attributes in urban areas (Ta-
len & Anselin, 1998). A production of thematic maps at different aggrega-
tion scales enables also to identify the natural geographic scale for the in-
vestigated phenomena. Previous studies suggested such local geo-statistics 
measures and aggregations for analyzing and overcoming the cartographic 
constraints of high-resolution data for assessing accessibility to urban ser-
vices (e.g. Talen & Anselin, 1998; Omer, 2005), residential segregation 
(e.g. Omer & Benenson, 2002; Wong, 2003) etc. 

2.2 Analysis the Effect of Street Network Topology 

Much evidence has been collected indicating that the topological characte-
ristics of a street network have the potential to affect the spatial distribu-
tion of activates and land-uses in the city. Studies have found that these to-
pological properties of individual streets are significantly correlated to the 
spatial distribution of retail and services (Porta et. el., 2006) and human 
movement rates (e.g. Hiller et. el, 1993; Jiang, 2007). However, we have 
no sufficient knowledge on these relations i.e. why certain topological 
properties are more appropriate than others for predicting human activities 
in the city. 

2.3 Visual Analytics of High-Dimensional Data 

Owing to our data transformation applied (see Section 3), this work relates 
also to the wider area of visual analytics in high-dimensional data sets. 
Work in this area is concerned with finding appropriate visual representa-
tions for data sets, which by their dimensionality exceed the number of di-
rect visual variables available (e.g., position, color, and shape (Ware, 
2004)). Mapping approaches such as Parallel Coordinates (Inselberg and 
Dimsdale, 1990), Iconic Displays (Everitt and Nicholls, 1975), Dimen-
sional Stacking (LeBlanc et al, 1990), or Scatter Plot Matrices (Wilkinson 
et al, 2005) define certain mappings from multiple dimensions to visual 
variables and geometric arrangements that represent the properties of all 
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dimensions simultaneously. Interaction techniques address the problem of 
high-dimensional data analysis by allowing efficient navigation through 
the space of low-dimensional projections. Examples for these kinds of ap-
proaches can be found in (Wilkinson et al, 2005, and Elmqvist et al, 2008). 
Dimension reduction approaches operate by first reducing the number of 
dimensions before visualization takes place. Prominent dimensionality re-
duction techniques include Principal Components Analysis (Jolliffe, 2002) 
or Multidimensional Scaling (Cox and Cox, 2001). The general aim of di-
mensionality reduction is to capture as much information as possible in a 
limited number of dimensions. However, the reduced dimensions often are 
a linear or non-linear combination of all input dimensions, and therefore 
not straightforward to interpret by the user. 

2.4 Self-Organizing Map Approach in Geographic Context 

The SOM algorithm (Kohonen, 2001) is a technique which combines di-
mensionality and data reduction, and implicitly yields a mapping of data 
elements to position. The algorithm is especially suited for visualization of 
its output (Vesanto, 1999). It has been successfully applied to many data 
analysis problems including in geo-temporal data (Guo et al, 2006), textual 
data (Honkela et al, 1997), and financial data (Deboeck and Kohonen, 
1998). The SOM approach has also been leveraged in Geospatial data 
analysis before. In (Spielmann, 2008) an interactive system linking a stan-
dard land-covering map with a SOM-based clustering of demographic 
records was introduced. It allowed the user to select demographic records 
and simultaneously display them on the SOM (allowing inspection of mul-
tivariate properties) and on the map (allowing inspection of spatial distri-
bution). The system was shown to be useful for joint analysis of multiva-
riate and geospatial data properties. In  (Bacao, 2005), the basic SOM 
algorithm was extended by a learning constraint that considers for each da-
ta record also its geospatial coordinates. This algorithm produces clusters, 
which also partially reflect the geospatial position of data records in the 
SOM network, a property which SOM usually does not consider. Our ap-
proach relates to both works (Spielmann, 2008; Bacao, 2005) in that we 
apply the SOM algorithm in a joint geospatial and multivariate data analy-
sis. In extension to (Spielmann, 2008), we provide an improved SOM dis-
play, which allows perception of the distribution of multivariate records al-
ready on the SOM display, reducing the need for additional detail views to 
understand the multivariate data properties. 
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3 Analytic Methodology 

Analysis of high resolution urban environments requires methods to define 
units of investigation (for example, buildings, streets, etc), and allows ana-
lysts to interactively extract configurations and patterns of interest. Here 
we propose a methodology that enables analysts to conduct their investiga-
tions exactly for this purpose based on a modular pipeline, in which infor-
mation visualization and guided analysis constitute the core part. Conse-
quently, the proposed methodology can be viewed as a modular 
framework, in which techniques can be chosen by their appropriateness for 
the research tasks and data.  

The pipeline of analysis is triggered by analytic questions and suitable 
data sources. Here the first step is to find a visual mapping that allows ana-
lysts to view and understand the distribution of the data, which is a highly 
complex task since high resolution data in the geographic domain is large 
and heterogeneous. The second step requires analysts to define and seg-
ment units of investigation, in which configurations and pattern of interest 
may be possible. However, a high level of refinement through iterations is 
required, once the results are obtained. These steps are followed by auto-
matic analysis techniques that can extract frequent patterns and significant 
configuration that reflect the analysts’ expectations. The results of the au-
tomatic techniques have to be made accessible in an interactive visual way, 
in order to allow reasoning and refinement of previous decisions that are 
required to sharpen and finalize the results. As such, the pipeline and me-
thodological framework are highly iterative and combine visual and auto-
matic analysis techniques. The following diagram (Figure 1) provides a 
high level overview of the described pipeline. 

 

Fig.1. Visual Analytic Pipeline showing the interleaving stages of the analytic 
process 

In the following, we describe a concrete instantiation of the presented 
methodology by describing the key analytic question of interest and the da-
tabase schemes available in a selected domain. We then present the details 
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of the applied analysis procedures, visual mappings, and user interactions 
supported by our system. 

3.1 Analytic Questions 

Within the developed methodological framework, we aim to investigate 
the relation between the topological structure of urban street network and 
the spatial distribution of urban land-use in the city of Raanana, Israel. We 
investigate whether the spatial distribution of topological properties in a 
given street network correlates with the spatial distribution of land-uses. 
Due to the multidimensional nature of the proposed approach it can be 
used to identify typical land-uses spatial configurations and to investigate 
how they are influenced by the topological properties of urban street net-
work. This means to investigate the effect of topological structure, not only 
on the spatial distribution of one land-use, but also on the formation of 
land-use spatial configurations, with respect to their geographical location. 
Accordingly, the analytical questions in this research are: 
• Are there typical and significant correlations between the topological 

properties of streets and land-uses’ spatial configurations?  
• What are the geographic patterns of identified typical land-use 

configurations?  
• Which topological properties are more significant than others for 

formation of land-use spatial configurations? 

3.2 Data Schema of Concern 

To illustrate the potential of the proposed methodology, we conducted a 
detailed investigation of one city’s land-use and street network. The data 
obtained for analysis was the spatial distribution of the land-use and the 
topology of the street network in the city of Raanana, Israel. We used two 
kinds of geographic data sets of Raanana. A street network data set (a total 
of 324 streets), and a land-use data set, at the level of individual buildings 
(a total of 8664 buildings). The source of the data is the 2002 Infrastruc-
ture Database of the Israeli Central Bureau of Statistics (www.cbs.gov.il), 
which are organized within a GIS framework. 

On the land-use side, the data sets specify in real-world coordinates the 
presence of urban infrastructure elements. These include public-service in-
stallations such as education facilities, recreational areas, medical attention 
facilities, or recreational areas. They also include industrial area data, tele-
communication installations and so on. By their nature, the infrastructure 
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elements have a spatial extension and are therefore encoded by polygonal 
descriptions of the covered area. 

The topology of urban streets takes individual streets as nodes (vertices) 
and street intersections as edges of a connectivity graph. The graph forms a 
basis for structural analysis using the centrality measures (Jiang & Clara-
munt, 2004; Jiang & Omer, 2007) initially developed for the description of 
social networks (Freeman, 1979). A graph G(V,E) is defined as a pair of a 
finite set of vertices V = { v1, v2, …., vn} and a finite set of edges E = {vi , 
vj}. Three centrality measures – degree, closeness, and betweenness – are 
used to describe the status of individual streets, in terms of which streets 
intersect with other streets. Degree indicates how many other streets are 
connected directly to a particular street, a characteristic that reflects the 
level of a street's integration with its neighboring streets. In a graph, the 
degree is the number of nodes that link a given node. Formally, the degree 
centrality for a given street (node) vi is defined by: 
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where n is the total number of streets (nodes) within a street network 

(vertices of the graph G). 
Closeness indicates how close a street is to other streets by computing 

the shortest distances between every street node to every other street node, 
a feature that reflects how well a street is integrated within the network. 
Formally, the closeness measure is defined by: 
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where d is the shortest (topological) distance between two given streets 
(vi, vk) in the street network (graph). 

Betweenness centrality indicates the extent to which a street is located 
between pairs of streets; as such, it directly reflects the intermediate loca-
tion of the specific street in the entire street network. Accordingly, we de-
fine the betweenness centrality as follows: 
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where Pjk denotes the number of shortest paths from  j to k and Pjik is the 
number of shortest paths from j to k  that pass through street i, so CB is the 
proportion of shortest paths from i to j that pass through k. 

Figure 2 shows the topology and land-use of the urban environment. 
Topology is mapped to color using a heat map having red colors for high 
and yellow colors for low centrality values. The land-use is mapped to a 
diverging color schema for six categories (educational institutions, public 
services, culture, commerce, industrial buildings and parks). 

 

 
Fig. 2. Map representation of the considered urban environment of the city of 
Raanana: Topology (degree centrality) on the points and land-use on the polygons 
of the image. Values of topology are mapped to a diverging colomap going from 
yellow (low values) to red (high values). Land-use types are mapped to a discrete 
color schema for educational institutions, public services, culture, commerce, in-
dustrial buildings and parks 
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3.3 Segmentation and Definition 

The data sets described are large and complex, requiring appropriate data 
segmentation to facilitate the analysis and visual representation. To facili-
tate the investigation, analysts have to define the combination of urban en-
vironmental variables of interest into spatial configurations. In order to 
find appropriate configuration units, we conduct a four stage process: 
Firstly, we structure the elements of our investigation by their spatial loca-
tion and neighboring elements. In the particular case, the elements of our 
investigation are named streets described by the topological value. Second-
ly, we create a structure, in which each named street is described by its 
own topological value and those of the connected ones. Thirdly, we de-
scribe each street by the presence of infrastructural elements in its neigh-
borhood. The overall description of each named street is then obtained as a 
(high-dimensional) vector of association frequencies for each infrastruc-
ture element type. Finally, we partition into configuration units consisting 
of created multidimensional feature vector for each named street. In the 
particular case, the partitioning referred only to represent each street indi-
vidually. However, any other level of resolution is practicable for this step. 
A schematic representation of this process is shown in Figure 3. 
 

 
Fig.3. Stepwise generation of neighborhoods of relating elements and associating 
these with the neighboring infrastructural elements. As a result, each element is 
described by a multidimensional vector consisting of all its neighbors and sur-
rounding infrastructural elements 

3.4 Analysis of Configuration Units 

Having applied the above mentioned preprocessing, we obtain a large 
number of street descriptors, which represent the local spatial pattern of 
land-uses and infrastructure of a given city. In order to perform a correla-
tion analysis between these local patterns and a selected overall/global tar-
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get variable, like the topological structure of street network, we first con-
duct a cluster analysis of all named street descriptions. 

We chose to use the SOM algorithm (Kohonen, 2001) for cluster analy-
sis. It is a combined vector quantization and projection algorithm. It pro-
duces a network of reference (prototype) vectors from a set of input data 
vectors by means of a competitive learning process. During the learning 
process, which takes place after an appropriate initialization of reference 
vectors has been performed, input data is sequentially presented to the 
network. Then, the currently best matching (in the nearest neighbor sense) 
cluster prototype is determined, and this prototype together with a neigh-
borhood of prototypes is then adjusted toward the presented input (cf. Fig-
ure 4). As a function of time, during learning the degree of adjustment of 
prototype vectors is reduced, and stable results are obtained. The SOM ref-
erence vectors represent clusters in the input data set and are typically 
modeled on a 2D grid. Practically, one important property observed on the 
SOM analysis output is that the arrangement of prototype vectors approx-
imates resembles the topology of data vectors in input space. 

We perform SOM cluster analysis based on the vector descriptions of 
the infrastructure descriptions associated on average with each neighbor-
hood (see Section 4). For setting of SOM parameters, we rely on rule-of-
thumb settings typically recommended (Kohonen et al, 1996). 

As a result, we obtain a network of clusters describing prototypical dis-
tributions of infrastructure elements over named streets in our data sets. 

 

 
Fig.4. During the SOM learning process, sample input vectors are iteratively pre-
sented to the map, which is gradually adjusted to the presented input. The process 
yields set of cluster prototype vectors which are arranged on a regular grid that 
approximately represents the topology of the input data (Kohonen, 2001) 

3.5 Visualization of Configuration Types 

The SOM analysis yields an intermediate cluster result, which we visualize 
together with the quantitative information of the selected street network 
topology measure. We visualize land-use characteristics of each group 
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(cluster) of named street patterns as a radial Parallel Coordinate Plot (Van 
Long, 2009). The basic idea is to map each land-use dimension to one axis 
emanating radially from the origin in an equally-spaced angular direction. 
Following the parallel coordinate approach, we connect the coordinate po-
sitions of each dimension in the SOM prototype vector by straight, bold 
lines. A high-dimensional glyph results in form of a radar-like chart. On 
this chart, we also overlay the set of street samples represented by the 
SOM prototype vector, by means of opacity bands (Fua, 1999). The street 
network topology value which is to be correlated with the land use proto-
types is mapped to the background color of the group diagrams. To this 
end, we again use the yellow-red color-map introduced in Figure 2. The fi-
nal analytic view is constructed by drawing radar charts for each group of 
named streets yielded by the SOM analysis, using the grid structure of the 
SOM. The display allows to visually assessing several data aspects. The 
distribution of land-use over the different groups can be assessed by com-
paring the shape of the diagrams. The land-use properties can be correlated 
with the network topology properties by means of the background color-
ing. The opacity bands allow to assess the crispness of the groups in terms 
of the spread of group member attributes around the prototypes. Figure 5 
illustrates the construction of one group glyph. 
 

 
Fig.5. We show the properties of land-use types occurring in a group (cluster) of 
configuration types by means of a radar-plot (left image). The six radial axes refer 
the six land-use types. Samples of the cluster are overlaid by opacity bands, indi-
cating the distribution of represented sample data points (second image from left). 
The street topology measure is mapped to the background color of the image 
(third image from left) using the same color-map as for the data themselves 

3.6 Interaction Facilities 

In order to facilitate user interaction, we implemented three major interac-
tion techniques at different stages of the analytic pipeline (as shown the 
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methodology section (Section 3) in Figure 1). In the data mapping stage 
users are able to select the relevant variables for their analysis. Users have 
to determine the “independent variable” of their analysis, which was the 
land-use in the current example. Users also have to select the “dependent 
variable” of the analysis, which was the topology of street networks in the 
presented example.  

The main concern of the analysts is defining the neighborhoods of the 
elements, in the current example we used a Delaunay triangulation, which 
can obviously anytime be replaced by any other structural analysis tech-
nique or spatial clustering method. Choosing the right methods for this 
task is crucial and requires domain knowledge and optimal parameteriza-
tion of the methods.  

The number of automatic pattern extraction techniques is practically un-
limited, if we take the combination of their parameters also into account. 
In the current example we successfully showed that Self-Organizing Maps 
are effective and useful for the current task and data. However, this me-
thod can be exchanged for different algorithms. Finding the best parameter 
settings is a highly iterative task, since only rule-of-thumb suggestions ex-
ist that require constant refinement. In order to facilitate this interaction, 
we provide a mouse-over function for the generated SOM-clusters which 
show the location of the cluster members in a geographic map. Conse-
quently, the analysts can investigate the spatial features and distribution of 
the created clusters in addition to the distribution of the selected variables 
in the SOM-cluster itself. As a result, refinement of the properties of the 
clustering algorithm can be used to obtain smaller/larger units and high-
er/lower levels of distinction between cluster centers.  

One of the required properties of information displays is that users can 
alter the color maps and their scaling in all visualizations. This feature is 
implemented at every stage of the analytic pipeline, in which visualization 
is involved. Currently we implemented a continuous heat-map color-map 
(from yellow to red) for the topological variable, and a discrete color map 
for the land-use representation. Users can also apply non-linear (square-
root and logarithmic) scaling to the continuous color-mapping, in case this 
is required to compensate for skewed data distributions. 

4 Results 

In order to show the usefulness of the proposed methodology’s instantia-
tion, we present here its potential to identify typical and significant land-
use spatial configurations, to locate land-use spatial configurations of in-
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terest and to characterize their geographical distribution. As described 
above, the investigation was conducted based on the relation between the 
spatial distribution of land-use and the topology of street network in the 
city of Raanana. The first action in implementing the methodology is a 
creation of clusters for different spatial land-use configurations using self-
organizing maps. The resulting clusters are than colored with the three 
centrality measures of the street topology, as shown in Figure 6. Therefore, 
the resulting representations have the same cluster configurations, but dif-
ferent coloring for closeness, betweenness, and degree centrality measures. 
This possibility enables us to compare between these topological measures 
in term of their relation with each of the identified land-use configurations. 
In addition, the number of occurrences for each cluster is indicated in the 
upper left corner together with the average centrality measure in brackets.  

Such presentation opens the possibility for identification of frequent and 
typical land-use spatial configurations with respect to the relation between 
land-use and street topology. 
 

       
Fig.6. The correlation of Closeness (left), Betweenness (middle) and Degree 
(right) values with the spatial configurations of land-uses in Raanana 

In general, the spatial distribution of education (1), culture & leisure (3) 
and parks and open spaces (6) is relatively high in all clusters and has li-
mited variation between the clusters. Medium spatial distribution of the 
public services (2) is visible with high variability of the centrality meas-
ures. High variations in the spatial distribution of commerce (4) and indus-
try (5) are visible, which is assumed to be influenced by the centrality 
measures of street network topology.  

Closeness reveals a positive correlation with the availability of com-
merce, as shown in columns 3 and 4 of Figure 6 (left). Low closeness val-
ues show low availability, and high closeness values a high availability of 
commerce. This means that the difference between these configurations 
located on the 'edges of closeness centrality' – the most accessible places 
versus inaccessible places – is in the availability of commerce. Interesting-
ly, the lowest closeness value (Column 3 – Row 1) has low availability of 
commerce and also of public services and industry. The highest closeness 
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values (Columns 3-4 – Rows 3-4) show high availability of commerce and 
public spaces with low availability of industry.  

When comparing these findings with the levels of betweenness and de-
gree, three interesting configurations can be extracted as perceivable in 
Figure 6: 

Configuration 1: High availability of commerce, with low availability of 
industry (Columns 3 and 4 – Rows 3 and 4) having high values of close-
ness, showing also high values for betweenness and degree. Such a confi-
guration is expected to be located in the center of the city. In the case of 
Raanana, it is located along the main street (Weitzman Street) of the city. 
This configuration is shown in the left image in Figure 7. 

Configuration 2: High availability of commerce and industry (Columns 
1 and 2 – Rows 3 and 4) having high and medium closeness values and 
low or medium betweenness and degree values. This constellation de-
scribes the industrial area of Raanana in the north-east corner of the city. 
The described pattern is typical for industrial areas, which are accessible, 
but are located in a well separated district of the city. This configuration is 
shown in the middle image in Figure 7. 

Configuration 3: High availability of educational institutions, culture 
and leisure and parks and open spaces (Columns 1 and 2 – Row 1) with 
tendencies to lower closeness values and higher betweenness values. Such 
configurations are mostly characterized residential areas with high socio-
economic standards. This finding seems reasonable since such a combina-
tion of topological properties means to live in residence places which are 
close to other parts of the city but which are not served for movement or 
transit between other parts of the city. A geographical mapping of this con-
figuration of interest (e.g., for spatial equity, socio-spatial planning policy) 
shows clearly that it has an expected peripheral pattern. This configuration 
is shown in the right image in Figure 7. 

 

      
Fig.7. Geographic location of different spatial configurations: High commerce 
area (left), industrial area (middle) and residential areas (right). The SOM-clusters 
showing the different configurations are shown in the left upper corner. The 
named streets included in the clusters are highlighted on the map in red color 
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These examples illustrate how locating the identified typical configura-
tions on the geographic map are helpful in defining empiric findings. The 
explanation may concern previous knowledge on the development history 
and planning policy of Raanana as well as theoretical models that are sug-
gested to elucidate on the spatial structure of land-uses in the city. Thus, 
the methodology enables us to identify typical and significant correlations 
between the topological properties of streets, or their combinations, and 
land-use spatial configurations, and further to explore their geographic pat-
terns. This framework also helps to determine how the topological proper-
ties of a given street and its interrelation affect the functional content of its 
surroundings, i.e., which topological properties are significant for the for-
mation of land-use spatial configurations? 

5 Discussion and Conclusion 

We described an analytic framework to assess urban spatial configurations. 
The methodology is applied on local land-use spatial configurations, and 
the local (i.e. degree centrality) and global (i.e. closeness centrality and 
betweenness centrality) of street networks’ topologic properties in the city 
of Raanana. The methods used for analysis are based on SOM-clustering 
to group similar configurations, and on geographic views, which support 
analysts to iteratively extract interesting configuration patterns. These 
views, the more abstract cluster visualization, and the more concrete geo-
graphic map are highly interactive and strongly coordinated to each other. 
The contribution of the suggested methodological framework is clear: tra-
ditional local spatial analysis methods (i.e. local geo-statistics measures 
and aggregation at different scales) for analyzing and presenting high-
resolution geographic data are typically limited to geographical presenta-
tion of one attribute only and blur the results by aggregation. Against this 
background, the proposed methodology has potential to shed light on the 
relation between multiple structural and geographical dimensions of an ur-
ban environment by keeping the individual objects as the level of investi-
gation. Thus, the methodology enables investigation of local spatial rela-
tions between huge amounts of individual buildings with respect to their 
local and global attributes without loss of data as a result of aggregation. It 
is also possible to apply this methodology at different geographic scales 
and to explore the 'natural' geographic scale for the investigated phenome-
na. For now, we suppose that the main practical application of the pro-
posed methodology is a an examination of a variety of urban spatial forms 
in order to reveal their unique spatial configuration with respect to func-
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tional and social composition of different city types. Such application has 
the potential to improve our knowledge on the relationship between urban 
forms and the formation of land use spatial distribution in cities and can be 
used to support urban spatial policy. 

Future work will explore additional multivariate visualization options, 
e.g., other glyph based approaches and graph-based representations. Cur-
rently, we support the visual correlation analysis between multidimension-
al variables in an abstract manner (Section 3.5), and in a separate geo-
graphic visualization of selected clusters (Section 4). Joint representation 
of these views is a challenge, which we like to address in the future. The 
method proposed on (Bacao, 2005) seems an interesting starting point to 
this end.  On the algorithmic part, many options are open to implement ad-
ditional algorithms (multi dimensional scaling, principal component analy-
sis, etc.), which might be appropriate for different analytic questions in this 
context. Applying our approach on other domains is certainly a long-term 
perspective. 
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Abstract. SOLAP systems are technologies intended to support geograph-
ic business intelligence. They allow decision-makers to explore and ana-
lyze a large amount of geo-referenced data usually through interactive 
browsing user interfaces. In this paper, we explore a new interactive me-
thodology which supports users to query and aggregate this kind of struc-
tured data by means of specific visual notations. The widely recognized 
capability of visual query languages to bridge the gap between users’ ex-
pertise and advanced query formulation adds effectiveness to the metho-
dology, thus providing a useful support for posing correct SOLAP expres-
sions by spatially arranging visual metaphors in a simple and intuitive 
way. 

1 Introduction 

A Data Warehouse (DW) is a centralized repository of data acquired from 
external data sources and organized following a multidimensional model 
[8] in order to be analyzed by On-Line Analytical Processing (OLAP) ap-
plications. The model is based on the concepts of dimension, fact and 
measure. A dimension corresponds to the analysis axis and it is described 
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through one or more hierarchies. A fact represents the analysis subject and 
it is described by several indicators (measures). The multidimensional 
model is then explored by using OLAP operators, namely Roll-Up, Drill-
Down and Slice. Roll-Up and Drill-Down allow navigating into hierar-
chies and aggregate measures using SQL functions, while the Slice opera-
tor selects subparts of a DW. In the last decade, the model and the 
processing applications have been extended in order to effectively analyze 
the complex nature of spatial data. In particular, the Spatial OLAP 
(SOLAP) has reformulated the multidimensional model by defining spatial 
dimensions, spatial measures and spatio-multidimensional operators [17]. 
Moreover, from an architectural point of view, classical architectures 
based on three-tiers have been adapted to integrate Spatial DBMS, SOLAP 
Server and SOLAP client [17].  

The research we are carrying out in this field is focused on the defini-
tion of new interaction methods meant to support expert users in their ac-
tivities involving DWs and spatial data. In particular, our attention is fo-
cused on the SOLAP client tier that is responsible to display information 
by outputting results to users who may then visually analyze them. Specif-
ically, current client applications allow for exploring a spatial DW through 
SOLAP operators by simply interacting with synchronized tabular and car-
tographic data [1]. However, setting parameters of SOLAP operators is a 
difficult task for non-computer science experts as it needs a deep know-
ledge of main SOLAP concepts [14]. Moreover, existing SOLAP clients 
do not allow for specifying complex spatial slice predicates through simple 
interactions with the user interface [17]. 

A promising means for allowing unskilled users to explore geographic 
databases, to interpret and possibly reuse recorded queries is represented 
by visual languages (such as [5, 10]. These systems are designed to bridge 
the gap between unskilled users and system interfaces. They are mainly 
based on the definition of graphical representations for the spatial proper-
ties associated with the geographic data manipulated, and for the involved 
spatial operators. Spatial properties are referred to the geometry of the 
geographic data and to their topology, which describes objects relative po-
sitions. When trying to add user-friendliness to Geographic Information 
Systems (GISs), the association of visual descriptions to such features 
seems to be quite a natural step.  

Based on these observations, our opinion is that visual languages could 
improve analysis capabilities of SOLAP tools allowing for the definition 
of SOLAP queries in a very simple and intuitive way. Visual languages for 
spatial DWs should integrate SOLAP clients by providing useful instru-
ments to set-up main SOLAP queries whose results can be consequently 
explored, refined and analyzed through tabular and cartographic displays. 
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In this paper, we present a new visual language meant to query spatial 
DWs. In particular, we introduce new visual metaphors to represent 
SOLAP concepts of spatial dimensions, spatial measures and aggregation 
functions. Moreover, visual metaphors are also adopted to support users to 
manipulate SOLAP operators (Drill and Slice), namely the Condition Tree, 
the Nested Rectangles and the Grouping Metaphor. 

To best of our knowledge contrary to existing approaches, our new me-
taphors allow (i) a uniform representation of spatial DW elements (ii) and 
their interactive querying (spatial drill and spatial slice operators), by ex-
plicitly expressing spatial properties of data and hiding complexity of 
SOLAP data structures and queries. In such a way, spatial DW concepts 
are transparent to unskilled users who can focus exclusively on spatial 
problems and formulate SOLAP query by simply interacting with the in-
terface elements. Interactivity allows decision-makers to easily and quickly 
create, modify and save different SOLAP queries according to SOLAP ex-
ploration analysis paradigm. 

The paper is organized as follows. Section 2 presents the current status 
of the related work. Section 3 introduces the running example we exempli-
fy in order to illustrate how the proposed visual query language works. 
Section 4 describes the visual language in terms of visual notations and 
metaphors. A global architecture is successively shown in Section 5. 
Conclusions are drawn in Section 6.  

2 Related Work 

In this Section we present the current status of the work concerning the 
management of visual approaches for querying and exploring (spatial) 
DWs. In [2] and [16] authors define OLAP queries by using a graphical 
representation of DWs. Users interact with graphical elements of the lan-
guage by setting dimensions levels queries. Subsequently, the visual sen-
tence is translated into a classical OLAP query. Moreover, in [16] authors 
combine the graphical representation of a DW with pivot table displays al-
lowing for an interactive exploration of multidimensional data through ta-
bular and graphical displays. Based on the same approach, in [19] authors 
use sequence diagrams to visually define sequence of OLAP queries. The 
authors associate one diagram for each dimension where a sequence is a 
set of Roll-Up/Drill-Down operations, represented by arrows, and a state 
which corresponds to a Slice operation visualized as a class object. Main 
drawbacks of these approaches are: (1) decision-makers have to be familiar 
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with multidimensional model concepts to define their queries, (2) they do 
not take into account spatial data. 

To best of our knowledge only [14] and [18] address SOLAP queries. 
[14] define a correspondence between geographic layers of the visual lan-
guage and the spatial dimensions levels, allowing to define spatial predi-
cates on spatial levels (spatial slice) and spatial Roll-Up and Drill-Down 
operations on the spatial dimension. However, the visual language does 
not provide a visual representation of all SOLAP concepts: aggregation 
functions, classical dimensions, (spatial) measures. Then, Drill and Slice 
operators on non spatial dimensions cannot be defined by means of the 
visual language, as well as the choice of measures and aggregation func-
tions. [18] propose a visual query language for Spatial DWs where all the 
multidimensional elements and the spatial predicates are represented by 
Unified Modeling Language (UML) stereotypes. Then, they implement the 
spatial slice operator by means of Object Constraint Language (OCL) con-
straints on these stereotypes. However, this model does not allow users to 
visually define Drill operators. Moreover, using OCL to define topological 
and distance operators is a quite complex task for non-expert computer 
science users.  

Hence, no visual language for spatial DWs allows defining spatial DW 
data structures and drilling and slicing SOLAP operators using simple vis-
ual icons arrangements or sketch. 

On the other hand, the definition of spatial predicates using simple visu-
al icons arrangements or sketch by means of visual spatial query languages 
is investigated in many works. More in general, many other works related 
to our research concerns with visual languages for querying GIS or spatial 
databases. An excellent although dated survey about visual query languag-
es can be found in [3], where significant work has been analyzed and rele-
vant issues have been outlined for the design of next generation visual 
query systems. 

An important visual approach for GIS querying is represented by sketch 
based visual languages. Basically, they adopt the query-by–example ap-
proach where users draw particular configurations of the spatial elements 
that the system should be able to interpret. The depicted arrangement 
represents an example of the result that should be displayed. Sketch! is one 
of the first languages which adopted that approach for composing spatial 
queries [12]. In Spatial-Query-By-Sketch [4] users interact with a touch 
sensitive screen to sketch the example spatial configurations. They can 
augment or reduce the similarity ranking to modify the accuracy threshold 
for the resulting matches.  

In general, sketch and drawing based approaches are suitable for ex-
pressing similarity-based queries. However, such methods become uncom-
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fortable in the case of composite queries, because it may be difficult to 
sketch the sample query so that it includes all and only the characterizing 
elements the user is looking for. Besides, sketch and drawing based ap-
proaches rely on user’s ability to express spatial relationships in a sketch. 
Indeed, even if some approaches offer support to the user during the draw-
ing phase, exact queries can be generally ambiguous due to the several 
possible interpretations of the visual configurations [6]. 

A different approach, very close to our work, is followed by the Spatial 
Exploration Environment (SEE) [9]. SEE is an integrated framework that 
adopts the visual paradigm for spatial query specification and result visua-
lization. It relies on a visual query interface for two-dimensional spatial 
data and an underlying visual query system, SVIQUEL, which allows the 
specification of topological and directional relationships between objects 
through direct manipulation. The issue of specifying any complex spatial 
query condition connected by Boolean operators, has been mainly faced 
with two basic approaches in literature. In the former, single conditions are 
combined just by the AND operator, and the final result indicates all con-
ditions that must be satisfied to select objects. A further, merely visual, ap-
proach is proposed by Filter/Flow, where users use the pipe metaphor to 
describe Boolean logics [13]. Each condition is like a filter for the water 
flow: if two conditions must be satisfied at the same time (AND), then 
they are located as a sequence of cocks, while if at least one condition 
must be satisfied, then the flow is divided into two minor flows which may 
be interrupted by cocks, representing the conditions. 

3 The Running Example 

In order to simplify the comprehension of our proposal and illustrate how 
it works, in the following we exemplify a scenario based on the spatio-
multidimensional schema depicted in Figure 1, which will be used 
throughout the paper. In Table 1 a subset of the extensive database is re-
ported, whereas Figure 1 illustrates the schema of data, where facts, meas-
ures, dimensions and attributes composing the dimensional hierarchies are 
pointed. In particular, measures are attributes of a table which refers to de-
tailed levels of dimensions (table Pollution), namely the dimensional 
attributes. The dimensions of the Spatial DW are three, namely location, 
time and pollutant. The first dimension consists of City, Dept and Region, 
and is represented through a normalized structure. The second dimension 
is represented by Time and is structured by a denormalized table as well as 
the pollutant dimension with the Pollutant table.  
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Fig. 1. The snowflake of a Pollution SOLAP application 

Table 1. A subset of the extensive database 

Pollutant 
Type 

Pollutant 
Name 

Pollution 
Value 

Pollution 
Geom 

City 
Name 

Dept 
Name

Region 
Name 

Time Day Time 
Month 

Time 
Year 

Inorganic Zinc 8 Id2 Napoli NA Campania 1-11-2001 11-2001 2001 
Inorganic Iron 2 Id3 Salerno SA Campania 10-3-2001 3-2001 2001 
Inorganic Iron 3 Id4 Salerno SA Campania 11-4-2001 4-2001 2001 
Inorganic Iron 5 Id5 Salerno SA Campania 11-4-2001 4-2001 2001 
 

Based on the schema depicted in Figure 1, the following four queries 
are then formulated, built through an incremental approach.  

Query 1 “What is the average of pollution values and the whole zone to 
which this value is associated?” 

Query 2 “For each Region, Year and Pollutant, what is the average of 
pollution values and the whole zone to which this value is associated?”  

Query 3 “For each Region, Year and Pollutant and for each Dept, 
Month and Pollutant, what is the average of pollution values and the 
whole zone to which this value is associated?” 

Query 4: “For each Region, Year and Pollutant and for each Dept, 
Month and Pollutant, what is the average of pollution values and the 
whole zone to which this value is associated by considering only pollution 
values measured within cities at most 25 kms far from the coordinates 
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(40.197, 15. 058) or (41.311, 14.8806),  within the Italian Campania re-
gion?” 

In the next Section, the main concepts of the visual query language are 
described. The language is meant to allow the visual formulation of 
SOLAP queries and their subsequent translation into the underlying textual 
query language. 

4 The Visual Notation 

The main idea of our proposal is representing the SOLAP concepts of spa-
tial dimensions, aggregate functions of measures, and SOLAP operators: 
Roll-Up, Drill Down and Slice, by visual notations. It is important to un-
derline that in this work, we consider only spatial measures as set of spatial 
objects [11], and spatial dimensions characterized by spatial balanced hie-
rarchies ("they have at the schema level, only one path where all levels are 
mandatory, and at instance level the members form a tree where all the 
branches have the same length" [11]). According to the traditional ap-
proach of many visual query languages, queries are expressed in terms of 
spatial arrangement of visual elements representing data, operators and 
functions. In particular, as for data, they are associated with a visual nota-
tion, whose structure takes into account the complex nature of geographic 
data by visually integrating the iconic and the property components, as 
shown in Figure 2 (a) as described in [10]. In order to adapt the interaction 
metaphors to our purposes, some visual notations have been modified and 
a new one has been defined. In particular, the management of the multifa-
ceted structure of a SOLAP schema has required the extension of the 
Properties component to include the multidimensional model, as shown in 
Figure 2(b). This extension affects the source element, which now allows 
for retrieving information about measures and dimensions. According to 
such a structure, Figure 3 illustrates the visual representation of the meas-
ures, dimensions and dimensional attributes featuring the Pollution geome-
taphor. 

4.1 Visual Spatial Drill Operator 

Spatial Drill is the operator which allows for navigating into spatial dimen-
sions and aggregating measures. Basically, it can be divided into two SQL 
subparts, namely the definition of one or more aggregate functions on 
some (spatial) attributes within the SELECT clause, and the definition of 
groups on which the aggregate functions have to be applied, using the 
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GROUP BY clause. In the following subsections, we describe the corres-
ponding visual metaphors specified to visually compose the clauses. In 
particular, in 4.1.1, we introduce the concept of Nested Rectangle meta-
phor which allows to specify and aggregate alphanumeric measures as well 
as spatial measures. Subsection 4.1.2 describes the Grouping Metaphor 
through which users visually specify grouping and UNION operations.  

  
(a)                                                (b) 

Fig. 2. (a) The original conceptual structure (b) The Properties component of the 
SOLAP structure 

 

Fig. 3. A visual representation of the Pollution structure  
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4.1.1 Managing Measures 

In order to visually support the user interaction targeted to specify an ag-
gregate function, the Nested Rectangles metaphor has been adopted as in-
teraction method. 

Basically, every time an aggregate function has to be applied to a meas-
ure, a specific selector can be chosen, and a black rectangle can be drawn 
around the selected measure. It implies that the chosen function will be ap-
plied to the included measure. This operation can be easily repeated in or-
der to use the result of an aggregate function as a measure for a new one. 
In terms of SQL syntax, a black rectangle represents a parenthesis within a 
SQL query, which can be recursively applied until the needed result is ob-
tained.  

Figure 4 shows the part of the visual query, composed according to the 
Nested Rectangle metaphor, which generates Query 1.  

 

Fig. 4. The Nested Rectangle metaphor 

The algorithm generates SQL code according to the DBMS implemen-
tation of the Oracle. 
SELECT AVG(POLLUTION.Value), SDO_AGGR_UNION 
(SDOAGGRTYPE(POLLUTION.Geometry,0.005) 
FROM POLLUTION  

4.1.2 Managing Dimensions 

To the aim of managing grouping, a specific representation has been de-
fined, named Grouping Metaphor, which allows for describing this opera-
tion in a visual and easy way disregarding the coding details and the spatial 
DW data and schema. 
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Fig. 5. A visual representation of grouping operation applied on dimensional 
attributes  

Formally, we define two structures. The former D is the set of levels for 
each dimension. The latter G corresponds to the sets of selected levels such 
that each set contains exactly one level for each dimension. This is to say: 
D = { D1 {L1,0, L1,1, …, L1,n1}, D2 { L2,0, L2,1, …, L2,n2}, …,  Dm { 
Lm,0, Lm,1, …, Lm,nm}}, where Di and Li,nk with 1 ≤ i,k ≤ m represent 
the dimensions with their levels, respectively, while Lj,0 with 1 ≤ j ≤ m 
represents the absence of grouping.  

G={ G1 {L11, …, L1m}, …, Gk {Lk1, …, Lkm} }, where Lji belongs 
to Di ={Li,0, Li,1, …, Li,ni} and it is part of the jth group with 1 ≤ j ≤ k. 
From a visual point of view, the dimension Di and its levels Li,j are 
represented by means of icons. Levels belonging to the same dimension 
are shown along the same line following a hierarchical order, while levels 
of different dimensions appear on different lines, as shown in Figure 5.  

In case no grouping is required for a specific dimension, a precise icon 
is portrayed containing the empty symbol and a label “No Groups”.  

In order to compose the grouping operation it is sufficient to sketch a 
line which covers one or more levels of different dimensions. The levels 
covered by the line will participate to the grouping sequence in the 
GROUP BY clause. When required, the user may draw more lines in order 
to pose different groups which will be joint together through a UNION op-
eration.  

As for the running example, let us suppose that we have already com-
posed the arrangement in Figure 4 by the Nested Rectangles metaphor. 
When the visual composition shown in Figure 6 is further made up, the 
translator produces the code corresponding to the Query 3, namely: 
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SELECT AVG(POLLUTION.Value), SDO_AGGR_UNION 
(SDOAGGRTYPE(POLLUTION.Geometry,0.005), Re-
gion.Name, Time.Year, Pollutant.Name 
FROM POLLUTION, CITY, DEPT, REGION,TIME 
WHERE POLLUTION.city_id= CITY.id AND … 
GROUP BY Region.Name, Time.Year, Pollutant.Name 
UNION 
SELECT … 
FROM POLLUTION, CITY, DEPT, TIME 
WHERE POLLUTION.city_id= CITY.id AND … 
GROUP BY Dept.Name, Time.Month, Pollutant.Name 
 

Just for sake of completeness, in case we consider only the left sided 
line, the algorithm generates Query 2. 

When the grouping operations are effectively applied on data in Table 1, 
they produce the subsets shown in Table 2 and 3. In particular, Table 2 
shows data which are grouped by Region name, Year and Pollutant name, 
whereas Table 3 presents data which are grouped by Dept Name, Month 
and Pollutant name. 

 

Fig. 6. The Grouping Metaphor applied on the example 

Table 2. The result of the grouping operation by Region, Year and Pollutant name 
on data shown in Table 1 

Pollutant Name Pollution Value Pollution 
Geom 

Region Name Time Year 

Zinc 8 Id2 Campania 2001 
Iron 3.3 Id3+Id4+Id5 Campania 2001 
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Table 3. The result of the grouping operation by Dept, Month and Pollutant name 
on data shown in Table 1 

Pollutant Name Pollution Value Pollution Geom Dept Name Time Month 
Zinc 8 Id2 NA 11-2001 
Iron 2 Id3 SA 3-2001 
Iron 4 Id4+Id5 SA 4-2001 

 
In order to complete the description of the Roll-Up and Drill-Down op-

erations through the Grouping Metaphor, we have to illustrate the interac-
tion the user performs. 

As for the Roll-Up operation, the user may change a connection by 
moving a vertex of a line towards a left sided icon, this is to say from any 
level to a more generalized one (i.e. from Department to Region). In case 
the user moves a line vertex from a level to the No Group level, s/he is 
going to perform an aggregation by removing a dimension attribute. On 
the other hand, the Drill-Down operation  may be carried out by reversing 
the Roll-Up actions, namely the user may change a connection by moving 
a vertex of a line towards a right sided icon, this is to say, from any level to  
a more specialized one (i.e. from Department to City). In case the user 
moves a line vertex from the No Group level to any other level of the same 
dimension, s/he is going to perform an aggregation by adding a dimension 
attribute. Both the interaction tasks are shown in Figure 7. 

 

Fig. 7. A detail of the Grouping Metaphor to perform Roll-Up and Drill-Down 
operations 

4.2 Visual Spatial Slice 

One of the most significant problems of visual languages for (spatial) da-
tabase querying is the low expressiveness of visual techniques to represent 
complex conditions involving Boolean operators, such as (P1 AND (P2 
OR P3)) OR P4. Such a problem is also relevant for the SOLAP systems 
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where the classical WHERE clause is used to perform Spatial Slice opera-
tions.  

In this Subsection we present the visual technique, named Condition 
Tree, which faces this problem and helps users to compose complex logi-
cal expressions through a fully visual approach, no textual sentence is re-
quired.  

As depicted in Figure 8, a Condition Tree C is defined as a Root Node R 
whose value is always set to the Boolean value True. Such a node may be 
connected with one or more Tree T. In turn, a Tree T is either an empty 
tree Ø or a Condition Node N, whose value is a predicate which may result 
either true or false. The Condition Node N may be also connected with ze-
ro or more Tree T. From a graphical point of view, the Condition Tree 
supports users in defining visual complex conditions through its structure 
where nodes represent simple conditions, edges represent AND connectors 
and edges starting from the same node are ORed connected to each other. 

 

Fig. 8. Visual definition of a Condition Tree  

As for the running example, the goal is to complete the query intro-
duced in Section 3 (Query 4) by providing the visual arrangement which 
selects the Pollution values related to the Campania Italian region, which 
are in cities placed 25 km far from either the coordinates (40.197, 15. 058) 
or (41.311, 14.8806). The tree representing the visual query is shown in 
Figure 9. It is made up of three conditions connected to the root node. 
Starting from the left, the first geometaphor indicates the condition speci-
fying the selection of the Campania region, it is then followed by two 
branches connected to a geometaphor selecting the cities which lie on a 
buffer of 25 km around the coordinate (40.197, 15. 058) and a geometa-
phor selecting the cities which lie on a buffer of 25 km around the coordi-
nate (41.311, 14.8806). The SQL code for the WHERE clause produced by 
the visual representation of Figure 9 is the following:  
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 WHERE Region.name like 'Campania' AND 
(SDO_WITHIN_DISTANCE(City.geom, 
  SDO_GEOMETRY(2001,NULL, 
      SDO_POINT_TYPE(40.197,15.058, NULL), 
      NULL,NULL)),'distance<25') = 'TRUE' OR  
SDO_WITHIN_DISTANCE(City.geom, 
  SDO_GEOMETRY(2001,NULL, 
      SDO_POINT_TYPE(41.311, 14.8806, NULL), 
      NULL,NULL)),'distance<25') = 'TRUE') 

It is important to note that the Condition Tree metaphor fits the SOLAP 
spatial hierarchy schemas and instances thanks to the visual hierarchical 
structure of spatial predicates it provides. 

 

Fig. 9. The Condition Tree applied on the example  

5 A Global Architecture 

In this Section we propose a possible the architecture of a SOLAP system 
which integrates the new visual language. Our proposal allows user to de-
fine SOLAP queries in a simple and intuitive way. However, SOLAP 
analysis is an iterative process, the user explores data looking for unknown 
and/or unusual patterns through the interaction with interactive maps and 
tabular display which formulate and validate his/her hypothesis [1]. Then, 
we propose to couple the visual language to a SOLAP system as defined in 
Figure 10. The user can define his/her queries by using the visual language 
when spatial predicates are very complex and then exploring the spatial 
DW through a spatial analysis client (SOLAP client). 

Moreover, since our visual queries can be translated into SQL state-
ments it is possible to couple the visual language to any Relational SOLAP 
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Server (at most translating SQL queries into MXD ones) such as GeoMon-
drian [7]. The so formulated queries are then processed by the SOLAP tool 
that allows for exploring the SDW and visualize results through a SOLAP 
client. 

 

Fig. 10. The SOLAP Architecture 

Currently, we are implementing the environment embedding the new 
visual language in Phenomena [10].  

The interface of the original version of the visual environment will be 
extended with some visual notations available for both operators and ope-
rands can be spatially manipulated (Figure 11). In particular, it is divided 
into four parts, the Dictionary, containing the iconic representation of data 
on which visual queries can be posed, and four interactive working areas, 
named ANALYSIS SUBJECT, PREDICATES, ANALYSIS AXIS and 
PUBLISHED, where users may respectively select objects, elaborate fil-
tered data and display the final visual query. In particular, the ANALYSIS 
SUBJECT working area allows users to build up a SELECT clause. The 
output generated through the function panels may be sent either to other 
function panels in order to be further computed, or to the PUBLISHED 
area, which contains the set of composed visual representations that will 
eventually appear within the final SELECT clause. Similarly, the 
PREDICATES area enables users to visually define the content of the SQL 
WHERE clause, which expresses a condition of a typical SELECT… 
FROM… WHERE statement. It contains both some basic panels allowing 
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users to visually build representations of simple conditions, and a special 
panel, named COMBINE, where those representations may be merged in 
order to build more complex queries. Moreover, the ANALYSIS AXIS has 
been added for managing the grouping and union operations. 

Finally, it is very important note that in our proposed architecture, per-
formance of translation of the visual queries into SQL queries do not de-
pend on performance of answering SOLAP queries. Indeed, they are re-
solved by the SOLAP Server and the Spatial DBMS and they depend on 
several factors: volume of data, materialized views, indexes, etc… This al-
lows us to focus only on usability problems. 

 

Fig. 11. The Visual Environment for SOLAP users 

6 Conclusion 

In this paper we have presented a new method for exploring data collection 
organized as a SOLAP multidimensional schema. Differently from other 
experiences which are based on browsing, we have described a method 
based on the query composition. Basically, we have: (1) described the con-
ceptual structure for including the relationships with dimensions and 
measures, (2) defined the Nested Rectangle and the Condition Tree visual 
metaphors for aggregating measures and complex conditions, and (3) de-
fined the Grouping Metaphor, a visual metaphor able to easily describe 
grouping operations. The example shown in the paper highlights the easi-
ness and the adaptability of the system to be modeled on the specific 
SOLAP structure. Moreover, since our visual queries can be translated into 
SQL statements it is possible to couple the visual language to any Rela-
tional SOLAP Server (at most translating SQL queries into MXD ones).  
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Our future plan includes the introduction of visual notations for the 
management of more complex spatial dimensions and measures [11]. We 
also plan to introduce other SOLAP complex operators which are directly 
related (pivot, etc.) or not (push-pull, dice, etc.) to SOLAP client pivot 
tables [15]. Finally, at the moment we have implemented the metaphors for 
managing measures and dimensions, and we are connecting it to the visual 
language proposed in [10] for spatial slice operator. However, in order to 
demonstrate performance in real SOLAP application, we are planning to 
conduct usability studies comparing SOLAP tools with and without our 
extension implementation.  
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Abstract. Positioning data sets gathered from GPS recordings of moving 
people or vehicles and usage logs of telecommunications networks are be-
ing increasingly used as a proxy to capture the mobility of people in a va-
riety of places. The purpose of use of these data sets is wide-ranging and 
requires the development of techniques for collaborative map construction, 
the analysis and modelling of human behaviour, and the provision of con-
text-aware services and applications. However, the quality of these data 
sets is affected by several factors depending on the technology used to col-
lect the position and on the particular scenario where it is collected. This 
paper aims at assessing the quality and suitability of GPS recordings used 
in analysing pedestrian movement in two different recreational applica-
tions. Therefore, we look at two positioning data sets collected by two dis-
tinct groups of pedestrians, and analyse their collective movement patterns 
in the applications of a mobile outdoor gaming and as well as a park rec-
reational usage. Among other findings, we show that the different reading 
rates of the pedestrians’ position lead to different levels of inaccuracy in 
the variables derived from it (e.g. velocity and bearing). This was signifi-
cant in the case of bearing values that were calculated from GPS readings 
which, in turn, has shown a strong impact on the size of clusters of move-
ment patterns. 
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1 Introduction 

Recreational places are extremely complex social systems that require the 
observation of the movement patterns and the development of behavioural 
models. In relation to the identification of movement patterns and behav-
iour, Giannotti and Pedreschi (2008) identify two key problems that usu-
ally arise, independently of the context where movement occurs. They are: 
i) how to collect mobility data, having in mind that this data are associated 
with complex, often chaotic, social or natural systems integrating large 
populations of moving entities, and ii) how to analyse this data in order to 
find useful patterns that are related to a collective movement behaviour. 
Several studies have been undertaken to analyse individual people trajecto-
ries or to group similar individual trajectories in paths that are relevant to 
some application domain (Alvares et al., 2007; Lee et al., 2007; Piciarelli 
and Foresti, 2006). In contrast, very few attempts can be found in evaluat-
ing the impact of pre-processing on the analysis of mobility data (Wa-
chowicz et al., 2008a). 

Mobility data can be obtained through several location technologies 
(based on GSM and UMTS), satellite based position technologies (GPS), 
and indoor positioning systems (Wi-Fi and Bluetooth). Therefore, a pre-
processing of these large data sets of mobility is required before exploring 
collective movement patterns. As part of our research, we are interested in 
studying how groups of pedestrians move together in space, how they in-
teract, and how the geographic context where they are moving affects the 
movement behaviour. Towards this end, we have focus on the pre-
processing of two sets of GPS positioning data collected in two different 
applications. The first data set was collected in the city of Amsterdam (The 
Netherlands) during an outdoor mobile game. Data was collected during 
ten different days, along June of 2007, totalising 63,470 records for 419 
players. Along this paper, this will be named as the mobile outdoor gaming 
application. The second one is named park recreational usage application, 
and focuses on the movement of visitors in the Dwingelderveld National 
Park in The Netherlands. This data set includes GPS recordings collected 
in seven different days from May to August 2006. More than 140,000 re-
cords are available forming the trajectories of more than 370 visitors. 
While pre-processing these data sets we have faced several data quality 
problems which will be further described in this paper. In the remaining of 
this paper we describe some of these problems and the impact of the data 
quality on spatial density-based clustering techniques. 

This paper is organised as follows. In the next section, some of the on-
going work is described in the domain of human movement analysis. Sec-
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tion 3 describes the statistical properties of the positioning data sets and 
the main problems we have encountered in pre-processing them. In section 
4 we present a few examples of the impact that data quality has in some of 
the methods used for movement analysis. Based on these results, some 
suggestions on how to overcome the limitations of the GPS positioning 
data are described in section 5. Finally, we draw some conclusions on this 
work and provide some insights for future research. 

2 State-of-the-art on Movement Analysis 

Specific studies have been undertaken to analyse individual trajectories or 
to group similar individual trajectories into paths that are relevant to a par-
ticular application domain (Alvares et al., 2007; Lee et al., 2007; Piciarelli 
and Foresti, 2006). These studies, although contributing to the understand-
ing of how people move, are constrained to the analysis of trajectories and 
as a result, a general theory on movement analysis is not available yet. In 
(Andrienko et al., 2008), some of the general problems encountered in ana-
lysing movement data are described as being one of the following: i) lack 
of generalisation procedures; ii) recordings are usually associated to trajec-
tories; and iii) the identification of a model that characterises the human 
movement in space is still missing. 

Looking at the movement of an individual, some mathematical models 
have been already proposed for the analysis of movement behaviour of pe-
destrians. The main assumption is that the movement of pedestrians shows 
certain regularities and that their decisions are not completely random 
(Helbing, 1991; Helbing et al., 2001). These models represent an important 
step in the formalisation of a human movement model, which is restricted 
to individual pedestrian movement. 

Giannotti et al. (2007) developed an extension of the sequential pattern 
mining paradigm to analyse trajectories of moving objects. Trajectory pat-
terns are descriptions of frequent behaviours both in space (regions visited 
during the movements) and in time (the duration of the movements). This 
approach is based on the notion of regions of interest and the typical travel 
time between regions, leading to a sequence of spatial regions that are vis-
ited in a specified order. 

On the other hand, Lee et al. (2007) proposed a partition and group 
framework that partitions a trajectory into a set of line segments followed 
by grouping similar line segments into clusters. One of the advantages of 
this approach is the possibility to discover common sub-trajectories from a 
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trajectory database, since similar portions of the trajectories can be identi-
fied. 

Alvares et al. (2007) argue that meaningful patterns can only be ex-
tracted once the geographic semantics of where the trajectories are located 
is considered. They proposed a reverse engineering framework for mining 
and modelling semantic trajectory patterns. This approach only identifies 
well known patterns, since background geographic information is consid-
ered through a process of association rule mining. 

Another work found in the literature develops a spatial knowledge rep-
resentation of the movement of mobile players by developing an ontologi-
cal formalism based on concepts and a set of axioms that must be true in 
every possible location of a player (Wachowicz et al., 2008b). In this ap-
proach, the authors characterise the spatial patterns of the trajectories fol-
lowed by players. 

All of the above mentioned approaches have used GPS positioning data, 
or positioning data collected through mobile cellular networks. However, 
little systematic attention was given to the quality of the data set being 
used to derive patterns or models. Although limited assessment and valida-
tion of the results were provided in some cases, the impact of the underly-
ing data quality is not reflected on the methods that were used to produce 
the final results. One exception is the work described in (Dias et al., 2008), 
where an analysis of the errors in positioning recordings obtained by two 
GPS receivers is carried out by computing the distribution of distances be-
tween the measured positions and their projections into a given track. In 
this case, where the position recordings are aggregated along discrete seg-
ments of the track, the GPS errors have not shown a significant impact on 
the pedestrian movement analysis. However, this is not always the case, as 
shown in section 4. 

3 Characteristics of positioning data sets 

In this section we describe the main statistical proprieties of GPS position-
ing by using as examples the data sets gathered for two applications. They 
are: mobile outdoor gaming and the park recreational usage. 

3.1 Sampling rate and accuracy of readings 

A typical GPS positioning data set is a collection of positioning readings 
obtained through a GPS receiver. Each of those recordings includes a posi-
tion in the geographic space, expressed as a pair of coordinates (usually 
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latitude and longitude in the WGS84 datum), and a timestamp representing 
the time instant when the position signal has been acquired by the GPS re-
ceiver. 

While the timestamp can be assumed to be very precise due to the char-
acteristics of the GPS system, the same cannot be assumed for the spatial 
position. The accuracy of each position recording is dependent on several 
factors, including the number of satellites within line-of-sight of the re-
ceiver, the weather conditions, and the type of GPS receiver. In general, 
we can assume that a GPS recording is always affected by a positioning er-
ror, with non stationary statistics (both in time and in space). 

In addition, the ability of a sequence of GPS recordings to capture the 
movement of an object also depends on the frequency or sampling rate. 
Most commercial GPS receivers support three modes for data collection: 
constant time sampling rate, where each record is stored every n seconds, 
constant distance sampling rate, where each record is stored each n meters, 
and “automatic” mode, where a particular algorithm determines when it is 
the right moment to store a record in order to turn the sequence of records 
into a good representation of the trajectory of a receiver. 

Next we present the characteristics of two GPS data sets, first in terms 
of the sampling rate, and then by discussing the type of the positioning er-
rors encountered within each data set. These data sets were obtained 
through the use of several GPS receivers simultaneously. Each of these re-
ceivers was carried by a pedestrian for some amount of time, and eventu-
ally carried by a different pedestrian later on. Therefore, our data sets are 
organised as a collection of timely ordered sets of records, each one of 
these sets representing the positions visited by a pedestrian during one ses-
sion. For the analysis of the sampling rate, we took each of these data sets 
and computed the time difference between consecutive records. The histo-
gram of these time differences is shown in Fig. 1. 

In the mobile outdoor gaming application, the majority of the recordings 
were taken at an almost constant rate of every 10 seconds. Actually, 91% 
of the cases lie between 10 and 12 seconds. In the park recreational usage 
application, the situation is completely different. Although the most fre-
quent recording period is between 3 to 4 seconds (29% of the records), 
there is a much broader interval of recording periods with high probability. 
This suggests that the “automatic” mode was used in this case, while a 
constant sampling rate mode was used in the former scenario. However, 
even having a constant sampling rate, 9% of the recordings have been 
taken at different sampling rates. 
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Fig. 1. Histogram of the time difference between consecutive records for a subset 
of the positioning data sets for the mobile outdoor gaming application with 16,104 
records (in dark grey), and for the park recreational usage application with 15,903 
records (in light grey). Note the log scale on the Y axis. 

Moreover, although some extreme sampling periods have been observed 
in both data sets (up to 459 seconds for the first scenario and up to 3,399 
seconds in the second scenario), suggesting the existence of outliers, the 
range of sampling periods extends to much larger values in the case of the 
park recreational usage application. This can be explained by the differ-
ences in receiving the GPS signals where the movement has taken place. 
For example, whenever the distance between two consecutive points is lar-
ger than the one a pedestrian can travel, the computed velocity between 
these points is always higher than a certain value (around 5 to 6 m/s for 
pedestrians). As a result, we can assume that one, or both, of the points are 
affected by a large positioning error. 

We have carried out the pre-processing of these two data sets, searching 
for points where positioning errors have occurred, and the results are de-
picted in Fig. 2. The grey triangle represents the area of invalid readings, 
that is, where the distance between readings is larger than the distance a 
pedestrian can travel in the time interval between two readings. The limit 
was set to 5 meters per second which, for a pedestrian, can be considered 
as a high speed. These graphs show that 1.7% and 1.1% of the readings 
(Fig.1a and Fig. 1b respectively), are invalid readings that have occurred 
within a wide range of sampling periods. 
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a. A subset of the mobile outdoor gaming application 

 
 

 
b. A subset of the park recreational usage application 

Fig. 2. Distance between readings vs. sampling period 

3.2 Representing movement by a set of vectors 

In this paper, a multidimensional vector representation was used for mod-
elling the collective movement of pedestrians. Each vector represents a 
point in space and time, the speed of movement, and the direction of 
movement. One can derive such a representation of movement from GPS 
data by considering consecutive pairs of GPS readings to compute the 
speed and the direction of movement (bearing). This representation is de-
picted in Fig. 3. 
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Fig. 3. Representing movement by a set of vectors 

By converting sequences of GPS readings to a set of vectors, eventually 
from multiple objects moving simultaneously, the movement is no longer 
seen as a timely ordered set of positions of the same object but, instead, as 
a set of independent and instantaneous observations of the movement be-
haviour. This is particularly interesting for the analysis of aggregates, such 
as flocks of moving objects. 

During the process of converting sequences of GPS readings into vec-
tors, a few other aspects of the data quality have emerged. One of these 
problems is related with the computation of the direction of movement (or 
bearing values). While computing these values we have noticed the ap-
pearance of a quantisation noise, especially in the case of slow moving ob-
jects. This effect is illustrated in Fig. 4, where each dot represents the pair 
of speed and bearing values of each vector. 

 

Speed @mêsD  
a. A subset of the GPS recordings of the mobile outdoor gaming application 
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Speed @mêsD  
b. A subset of the GPS recordings of the park recreational usage application 

Fig. 4. The quantisation effect on the computed bearing values 

In Fig. 4a it is clear that, for low speed values, the bearing values are ar-
ranged on a regular pattern. In contrast, a different pattern shape is shown 
in Fig. 4b. One possible explanation for the occurrence of these patterns is 
due to the limited precision of the original position readings. Actually, this 
is clearly observed by zooming into a region with a high concentration of 
position records as illustrated in Fig. 5. 

 

Fig. 5. The quantisation on the Latitude values from the recordings of the mobile 
outdoor gaming application 

When the two consecutive points that are used to compute the bearing 
value are too close (in spatial terms), the moving object is actually not 
moving or moving very slowly, and as a result, the possible values for the 
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bearing are reduced to 8 cases (0, 45, 90, …, 315). This quantisation effect 
in the bearing values (Fig. 6) is actually the result of the limited precision 
on the position readings. For this reason, for vectors with low speed, the 
most probable values for the bearing are within this set of 8 cases. Note the 
strong concentration of points at 90 and 270 degrees for low speed values 
in Fig. 4a. 

 

Fig. 6. Quantisation noise resulting from the limited precision of the position read-
ings 

Therefore, whenever the distance between the two readings used to 
compute the bearing values is shorter than 1.5 meters (i.e. less than the ex-
pected GPS error), the computed bearing values have very low confidence 
levels. For example, for the mobile outdoor application, 13% of the vectors 
were computed from consecutive points that are within 1.5 meters or less 
from each other (black points in Fig. 7). Consequently, the corresponding 
bearing values should be considered as having a low confidence level. 

 

 
Fig. 7. In the mobile outdoor gaming application, the vectors with low confidence 
bearing values are depicted in black (maximum distance between consecutive 
points = 1.5 meters) 
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Another aspect that must be taken into account while converting se-
quences of GPS readings into vectors is the sampling rate. If the sampling 
rate is too low, the resulting vectors may exhibit characteristics that do not 
represent the characteristics of the real movement, as shown in Fig.8. 

 

 
Fig. 8. An example of a low sampling rate 

In this example, vectors v1 and v2 are characterised by bearing values 
that are too different from the real direction of movement and, therefore, 
they do not appropriately represent the movement at those specific posi-
tions. 

4. Detection of movement patterns 

In this section, the analysis of clustering patterns is presented in order to 
show the impact of the bearing quantisation noise in the final results. We 
limited the clustering process to the use of two attributes, position and 
bearing, in order to clearly demonstrate that the obtained results were not 
influenced by other parameters. Moreover, the clustering process was 
firstly performed with the original data set, and then with its respective 
pre-processed data set in which a small amount of Gaussian noise was 
added to the X and Y values before the bearing was calculated. We refer to 
this pre-processed data set as the “shaken” one. Consequently, the original 
data set is referred as the “unshaken” one. 

4.1 Uncovering patterns through spatial density-based 
clustering 

Clustering is the process of grouping a set of objects into clusters in such 
as way that objects within a cluster have high similarity with each other, 
but are as dissimilar as possible to objects in other clusters (Zaït and Mes-
satfa, 1997; Grabmeier, 2002). In our research, the Shared Nearest 
Neighbour (SNN) algorithm was used (Ertoz et al., 2002). This algorithm 
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is adequate for this particular task due to its capabilities of identifing clus-
ters with convex and non-convex shapes, having different sizes and densi-
ties, as well as due to its ability to deal with noise points. The similarity 
between points is obtained by looking at the number of nearest neighbours 
that two points share. Using this similarity measure, density is defined as 
the sum of the similarities of the nearest neighbours of a point. Points with 
high density become the core points, while points with low density repre-
sent noise points. All groups of points that are strongly similar to core 
points will be included in the clusters. 

The SNN algorithm uses 3 inputs parameters: k, EPS and MinPts. The 
number of neighbours that need to be analysed in each step of the cluster-
ing process is defined by k; EPS defines the value for the threshold density 
and MinPts defines the threshold that allows the classification of a point as 
a core point. After defining the input parameters, the SNN algorithm first 
finds the k nearest neighbours of each point of the data set. Then the simi-
larity between pairs of points is calculated in terms of how many nearest 
neighbours the two points share. Using this similarity measure, the density 
of each point is calculated as being the number of neighbours of the cur-
rent point with which the number of shared neighbours is equal or greater 
than EPS (density threshold). Next, the points are classified as being core 
points if their density is equal or greater than MinPts (core point thresh-
old). At this stage, the algorithm has all the information needed to build the 
clusters. The clusters start to be built around the core points. Points that do 
not integrate any cluster are classified as noise points. Since no input pa-
rameter is used to determine the number of clusters, the number of clusters 
emerges directly from the data and not from a number previously defined 
based on the domain knowledge of a user. 

For the identification of the k nearest neighbours of a point, a distance 
function must be defined. In the original algorithm, this function is based 
on the Euclidean distance among points. In our case, the distance function 
was redefined in order to accommodate the several dimensions of a vector: 
position, speed, bearing, and time. Besides, the definition of weights for 
each one of these variables was also implemented in the SNN algorithm 
mainly because different weights might lead to different types of clusters, 
which in turn, represent different types of movement. 

Given the points p1 (x1, y1, s1, b1, t1) and p2(x2, y2, s2, b2, t2), the distance 
between them is calculated using Equation 1. 
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where xi and yi represent the position, si represents the speed, bi repre-
sents the direction of movement (bearing), and ti is the timestamp associ-
ated with each point. 

In this function, w1, w2, w3 and w4 are the weights assigned to the posi-
tion, speed, angle and time, respectively. To normalise the obtained values, 
mDist, mSpeed and mSeconds are computed as the maximum difference 
between the values of any two points in the data set according to the 
Euclidean distance, speed and time, respectively. 

4.2 The park recreational usage application 

This section demonstrates the impact of the bearing quantisation noise on 
finding the clusters in the data set gathered for the park recreational usage 
application. The clustering process was carried out considering two attrib-
utes: position and bearing. Referring to Equation 1, the weights were 
w1=95%, w2=0%, w3=5% and w4=0. The SNN input parameters were k=10, 
Eps=3 and MinPts=5. These values were chosen in order to cluster vectors 
that, being close to each other in terms of position, are also pointing into 
similar directions. Fig. 9a, shows the clusters obtained from the original 
data, meanwhile the clusters in Fig. 9b are for the pre-processed data set 
(i.e. the shaken data set). 
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a. Before shaking – 34 clusters 

 
b. After shaking – 12 clusters 

Fig. 9. Clusters before (a) and after shaking (b): Colours represent different clus-
ters. 

In Fig. 9, the Z coordinate is used for the bearing, separating vectors 
pointing in different directions. These examples show that, for the same 
input parameters, two different sets of clusters have been obtained. Note 
that for the original data set (unshaken), a large number of small clusters 
were identified by the SNN algorithm, mainly located around the largest 
clusters depicted in red and orange in Fig. 9a. After eliminating the bias 
produced by the bearing quantisation noise, most of the vectors previously 
belonging to small clusters have been included to the larger clusters. The 
same results were observed using other combinations of the weights. 
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4.3 The mobile outdoor gaming application 

In the mobile outdoor gaming application, we have also analysed the bear-
ing quantisation effect with a subset of 3,875 points. The clusters identifi-
cation process also used the weights w1=95%, w2=0%, w3=5% and w4=0, 
and the SNN input parameters of k=10, Eps=3 and MinPts=5. The clusters 
obtained from the original data are shown in Fig. 10a, meanwhile the clus-
ters obtained after the shaking process are presented in Fig. 10b. 

It is interesting to point out the difference between this data set and the 
one from the park recreational usage application. In this case, we have data 
associated with movement between areas of interest that are part of a 
game. The players visited those areas and stayed there for a while. It also 
seems that between the areas of interest they stopped many times. This is 
why we have a data set with a huge concentration of different bearing val-
ues. The result of the clustering process reflects this reality. In both clus-
tering processes, the obtained clusters integrate vectors with different bear-
ing values, generating what seems to represent zones of suspension of 
movement and zones of transition between them. After the clustering proc-
ess, once again we have fewer clusters in the shaken data subset. 

 

 
a. Before shaking – 47 clusters 
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b. After shaking – 32 clusters 
Fig. 10. Clusters before (a) and after shaking (b) 

5. Discussion and Conclusions 

The outcomes of this research work have allowed us to identify a set of op-
timal characteristics for the data collection, pre-processing and clustering 
tasks. 

Concerning the data collection task, the sampling rate has a strong im-
pact on the calculation of the bearings based on two consecutive readings. 
As the sampling rate decreases, the tendency is to increase the bearing in-
accuracy. The vector representation of pedestrian movement requires that 
the sampling rate to be as high as possible (for example, one recording per 
second) and be taken within a regular period (for example, every day). 
This is important to guarantee the computation of accurate vectors. 

Concerning pre-processing, the inherent bearing quantisation noise has a 
strong impact on the computation of clusters. There is always a need for a 
shaken procedure in order to avoid the overestimation of clusters. More-
over, spatial outliers have also a strong impact on computed speed-values. 
Therefore, the definition of a threshold could help to remove unreal high-
speed vectors. After this pre-processing process, a re-computation of 
movement parameters is recommended to ensure the coherence of the data. 
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Finally, for any clustering technique based on bearing values, it is im-
portant to be aware that any bearing computed from two very near con-
secutive points (vectors) will present a low confidence level. An adequate 
threshold could be defined by using a “circular error probability” for a 
GPS recording. This circle is defined by its radius, inside of which the true 
horizontal coordinates of a position have a 50-percent probability of being 
located. This approach is frequently used as a description of the overall 
quality of a GPS data collection. Since the accuracy depends on diverse 
factors such as the geometry of satellites, the structure of the surrounding 
space, and the use of augmentation systems, the adequate values for this 
threshold should be based on the characteristics of each data collection. 

Further research work will be focused on analysing movement data of 
vehicles in transportation management applications. 
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Abstract. A growing number of companies and public institutions use 
mobility data in their day-to-day business. One type of usage is the analy-
sis of spatio-temporal interactions between mobile entities and geographic 
locations. In practice the employed measures depend on application de-
mands and use context-specific terminology. Thus, a patchwork of meas-
ures has evolved which is not suitable for methodological research and in-
terdisciplinary exchange of ideas. The measures lack a systematic 
formalization and a uniform terminology. In this paper we therefore sys-
tematically define measures for entity-location interactions which we name 
visit potential. We provide a common vocabulary that can be applied for 
an entire class of mobility applications. We present two real-world scena-
rios which apply entity-location interaction measures and demonstrate how 
the employed measures can be precisely defined in terms of visit potential. 

1 Introduction 

Every day people interact with the environment by passing or visiting geo-
graphic locations. Over the past years, technologies which trace personal 
movement have found their way into everyday life, as for example GPS, 
GSM or RFID. From the designated usage of such technologies in naviga-
tion systems or mobile communications it is only a small step to build a 
comprehensive collection of movement information and to apply the data 
in further domains. Some business companies and governmental institu-
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tions have already recognized the value of wide-ranging mobility data and 
commissioned nationwide mobility surveys (ag.ma 2010; SPR+ 2010; 
Marchal et al. 2008). In consequence, it is indispensable to provide ade-
quate analysis tools for the interpretation of such data. 

One possible analysis is the study of spatio-temporal interactions be-
tween a set of mobile entities and a set of locations. By spatio-temporal in-
teractions we simply mean the passage of an area or the visit of a location. 
Measures for this kind of interactions are, for example, applied in outdoor 
advertising to determine the price of poster locations. Outdoor advertisers 
are thereby not only interested in the performance of a single location but 
also of a set of locations, i.e. the effect of a poster campaign. One measure 
of interest hereby is the percentage of population which sees at least one 
poster of a campaign and is thus “reached” by a given advertisement. 
However, interaction measures can be applied in a broad class of applica-
tions. In comparison to classic frequency measures which simply state the 
number of visiting or passing entities at some location, measures that use 
mobility data have the advantage that they can exploit movement histories 
of mobile entities. It is thus possible to analyze visits with respect to the 
origin of an entity. For example, with different parameterizations we can 
use interaction measures to determine which part of traffic in a city is 
caused by locals and which part by commuters. Further, the measures can 
identify regular visitors and quantify their number of repeated visits. Such 
information is interesting for the owners of restaurants or of retail chains, 
which can analyze the portion of customers that return on a regular basis. 
Due to the availability of movement histories, such an analysis is not re-
stricted to a single location but can be applied to a set of subsidiaries as 
well. Finally, interaction measures can model the dependency within a 
group of locations. Imagine a drug store chain which plans to open a new 
subsidiary. Of course, the chain prefers highly frequented locations. How-
ever, it is not interested to provide alternative shopping facilities for exis-
tent customers. Instead it aims at reaching people which rarely pass any of 
their present subsidiaries. Such a measure transports a similar meaning as 
the above mentioned measure in outdoor advertising. The few examples al-
ready show the usefulness of mobility-based interaction measures. Howev-
er, they also show the variety of domains in which they are applied and let 
assume the patchwork of measures which has emerged. 

In this paper we provide a systematic definition and common vocabu-
lary of measures that express entity-location interactions. We formulate the 
common underlying concepts and develop a consistent set of definitions 
which we name visit potential. We have selected two real-world applica-
tions which demonstrate the present use of entity-location interaction 



Visit Potential: A Common Vocabulary for Entity-Location Interactions      81 

measures and which show the implementation of measures based on our 
general vocabulary. 

Our paper is organized as follows. We begin with the introduction of 
two application domains that employ entity-location interaction measures. 
We provide a common vocabulary and precise definition of the measures 
in Section 3 and show their application to the presented domains in Sec-
tion 4. Section 5 discusses related work in the area of trajectory data min-
ing. We conclude our paper with a summary and an outlook on challenging 
research questions. 

2 Application Domains 

In this section we present two real-world domains which use entity-
location interaction measures. We have selected the domains to show the 
variety of employed measures and applications. 

2.1 Outdoor Advertising 

The pricing of poster sites is a critical business task in outdoor advertising 
and must be justified by objective performance measures. Clearly, the 
more people pass a poster location, the higher the price a vendor may ask. 
In order to rate campaigns and to optimize their placement, predominately 
three indicators are used: gross rating points (GRP), opportunities to see 
(OTS) and reach. Gross rating points specify the total number of poster 
contacts that 100 persons of a respective population produce with a given 
campaign in a given period of time. Opportunities to see measure the in-
tensity by which a person encounters a campaign. They state the average 
number of poster contacts once a person beholds a poster of the campaign. 
Reach finally states the percentage of a given population which sees at 
least one poster of the campaign (Sissors and Baron 2002). Reach plays an 
important role in outdoor advertising because it measures the spread of in-
formation within a population. Fig. 1 displays two examples of poster 
campaigns in Cologne, Germany, and Table 1 contains the respective per-
formance measures. Although both campaigns contain the same number of 
posters, the values for OTS and reach differ substantially. This difference 
is due to the different distribution of posters in space. As human movement 
shows regularities in temporal and geographic space, the clustered cam-
paign (Fig. 1 right) reaches less people, however, with a higher intensity 
than the dispersed campaign (Fig. 1 left). 
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Fig. 1. Poster campaigns in Cologne; left: dispersed campaign; right: clustered 
campaign; source: press conference “ma 2007 Plakat”, Jan. 16th 2008 (FAW 
2010) 

Table 1. Performance measures of dispersed and clustered poster campaign in Co-
logne; source: press conference “ma 2007 Plakat”, Jan. 16th 2008 (FAW 2010) 

campaign # posters GRP OTS reach
dispersed 321 953 10.2 92%
clustered 321 1115 20.6 54%

 
For Switzerland the Swiss Poster Research Plus AG (SPR+ 2010) com-

missioned a GPS-based mobility study with more than 10,000 participants 
in order to provide reliable performance measurements. The measurements 
took place in 12 Swiss conurbations for a period between 7 and 10 days 
and form a representative sample within the measured areas. Fig. 2 left 
shows the total GPS traces that were recorded. In addition, empirical data 
of about 52,000 poster sites are available. The data contain geographic 
coordinates and a visibility area for each panel from which the poster can 
be seen (Fig. 2 right). By geographic intersection of mobility data and vi-
sibility areas, all poster passages can be calculated. As the passage of a 
poster does not imply that a person actually looks at the poster, passages 
are qualified by a weight which accounts e.g. for the angle and speed of 
passage. A thus qualified passage constitutes a poster contact and serves as 
basis to evaluate the GRP, OTS and reach of a campaign. Further details 
on the project can be found in Pasquier et al. (2008). 
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Fig. 2. Left: GPS traces in Swiss mobility study; right: visibility areas of poster pa-
nels after intersection with building layer; source: SPR+ (2010) 

2.2 Evaluation of Bird Recordings 

BirdTrack (2010) is a joint project of the British Trust for Ornithology 
(BTO), the Royal Society for the Protection of Birds (RSPB) and Bird-
Watch Ireland to record migration movements and the distribution of birds 
in Great Britain and Ireland. The project relies on volunteers to watch and 
record birds because it aims at a nationwide observation. 

In order to participate in BirdTrack, a volunteer has to register one or 
more sites that he / she visits regularly to watch birds. The sites are inter-
nally mapped to a 10 by 10 km grid on which all evaluations take place. 
Records about bird sightings can be entered over an online form and are 
analyzed on a daily basis. As the origin and number of reports cannot be 
controlled by BirdTrack due to voluntary participation, BirdTrack analyzes 
not only the reported species but also the distribution and frequency of 
submissions. It provides maps about the covered areas and time series dia-
grams about the number of records. Examples of both statistics are shown 
in Fig. 3. The left figure is a map which shows all sites that have been vi-
sited within the year 2009. This map is called a coverage map. Fig. 3 right 
shows the number of submitted records by week and per day for the region 
of Wales for the years 2007, 2008 and 2009. These graphs are called cov-
erage graphs and are available for different regions as well as for the whole 
survey area. 
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Fig. 3. Left: BirdTrack coverage map for Great Britain and Ireland in 2009; right: 
BirdTrack coverage graphs for Wales by week and per day for 2007, 2008 and
2009; source: BirdTrack (2010) 

3 Formalization of Visit Potential 

We now systematically define entity-location interaction measures. Sub-
section 3.1 develops the common underlying concepts of the measures and 
introduces the location and entity perspective of analysis. In Subsection 
3.2 we give a systematic, application independent definition of the meas-
ures, and Subsection 3.3 extends the measures to the concept of visit 
classes. 

3.1 The Visit Concept 

Visit potential measures the degree of spatial interaction between geo-
graphic locations and mobile entities. Let L denote a given universe of 
geographic locations. We then call the finite subset L = {l1, l2,…, lm} ⊆ L 
of geographic locations of interest the location set. Similarly, let E denote 
some population of mobile entities and let E ⊆ E with E = {e1, e2,…, en} 
denote the subset of entities under consideration. We will denote the cardi-
nality of both sets by |L| and |E|, respectively. Entity movement can be ex-
pressed as trajectory function tre:  → d, which maps each moment in 
time to the geographic location of an entity in d-dimensional geographic 
space. We can now define a visit of an entity e to a location l. 
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Definition (Visit)  Given a location l, a mobile entity e and the entity's con-
tinuous trajectory function tre:  → d, a visit is a tuple (l, e, tl, tu) for 
which holds that  

1. the spatial intersection of l and tre(t) is non-empty for all t ∈ [tl, tu], 
i.e.    tre(t) ∩ l ≠ ∅  ∀t ∈ [tl, tu], 

2. the time span [tl, tu] is maximal, i.e. there exist no time points tl
* < tl 

or tu
* > tu so that tre(t) ∩ l ≠ ∅  ∀t ∈ [tl

*, tu
*], 

3. the duration of passage is greater or equal to some given minimum 
time span ε, i.e. tu - tl ≥ ε. 

 
In the above definition tl and tu define the lower and upper temporal bound 
of the visit. The maximality criterion ensures that an uninterrupted stay at 
some location cannot be split into an infinite number of visits of shorter 
duration. Finally, depending upon application demands, a visit may be re-
quired to last a minimum period of time. In this way it is possible to con-
sider application requirements and to distinguish, for example, the actual 
visit to a theater from a simple passage or the picking up of tickets. Note 
that our definition relies on a functional description of movement. It is in-
dependent of the actual representation and quality of trajectory data. 

The visit of an entity to a location forms the fundamental event of inter-
est when analyzing visit potential. Considered over time, the number of 
visits can be modeled as a counting process. 

 
Definition (Counting process)  Given a random variable N(t) that denotes 
the number of occurrences of a specified event within time span (0, t], the 
set {N(t)} of random variables with t ∈ [0, ∞) forms a counting process. 
Without loss of generality we define N(0) = 0. 

  
In our case N(t) denotes the number of visits that an entity e ∈ E realizes 
with a single location l ∈ L within t days. In order to distinguish the count-
ing processes of different entity-location pairs, we extend the notation of 
N(t) to N(t,l,e). Clearly, N(t,l,e) increases monotonically over time, i.e. 
if t1 < t2 then N(t1,l,e) ≤ N(t2,l,e).  

Given the counting processes of all entity-location pairs, we can deter-
mine the number of visits for sets of locations or sets of entities. We will 
use the variable 

EeeltNeLtVs
Ll

∈∀=∑
∈

),,(),,(  
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to refer to the number of visits that an entity e ∈ E produces with a loca-
tion set L until time moment t. Similarly, we use the variable 

LleltNEltVt
Ee

∈∀=∑
∈

),,(),,(  

to denote the number of visits that a location l ∈ L receives from E until 
time moment t. We will also refer to this number as the visitors of L. Note 
that an entity may be repeatedly counted as visitor. 

Given the number of visits for each entity e ∈ E, we obtain the visit dis-
tribution DVs(t,L,E). The visit distribution states for all v ∈ 0 the visit 
frequency, i.e. the number of entities with exactly v visits: 

{ } .),,(),,( veLtVsEeELthv
Vs =∈=  

Similarly, we can determine the visitor distribution DVt(t,L,E) by observing 
all visitor frequencies 

{ } .),,(),,( vEltVtLlELthv
Vt =∈=  

Basically, the definitions of visits and visitors rely on the same concept, 
but implement it from different perspectives. Visits employ the entity point 
of view while visitors are location-oriented. In consequence, visit potential 
measures exist for both points of view as we will see in the next section. 

3.2 Visit Potential Measures 

From the visit and visitor distribution as defined in the previous section we 
can systematically derive measures for the spatio-temporal interaction of a 
set of locations with a set of mobile entities. The most basic measure is 
gross visits, which denotes the total number of visits within some time 
span t: 

).,,(),,(

),,(),,(),,(
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0
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ELthveLtVsELtgrVs
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v

v
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∑∑
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≥∈

≥∈

⋅==

⋅==
 

Gross visits always reflect a contact volume and depend on the number of 
locations and entities involved. In order to compare the number of interac-
tions of entity or location sets with different cardinality, we define the av-
erage visits of an entity set: 
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Similarly, the average number of visitors per location can be calculated: 

.),,(),,(
),,( 0

L
ELtgrVs

L
ELthv

ELtavgVt v
v
Vt =

⋅
= ∑ ≥  

So far, we have considered visits only with regard to the complete entity 
and location set involved. However, one may also ask how many entities 
produce visits with the location set or, respectively, how many locations 
are visited at all. This is quantified by the following two measures entity 
coverage 

{ }
E

ELth
E

eLtVsEe
ELteCov v

v
Vs∑ ≥=

≥∈
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and location coverage 
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L
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Coverage states the proportion of entities (locations) with at least one visit 
and thus quantifies the influence of one set of the respective other set. 

3.3 Visit Classes 

The definitions given in the previous section allow only for a very general 
description of the visit (visitor) distribution. Easily, two different visit (vis-
itor) distributions may result in the same number of average visits (visi-
tors) or the same coverage. In order to disclose more characteristics of the 
distribution, the measures can be defined with respect to different visit 
classes. 

Visit classes restrict the entity (location) set by introducing a lower 
bound for the number of visits an entity (location) must show in order to 
be included in some measure. For example, the number of average visits 
according to visit class vc = 2 results from averaging visits of all entities 
with two or more visits. In the following we extend the definitions of gross 
visits, average visits and visitors, entity and location coverage with respect 
to visit classes. 
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In the case of gross visits the extension to visit classes has two interpre-
tations. On the one side, the visit volume of all entities with at least vc ≥ 0 
visits can be considered: 

).,,(),,,( ELthvvcELtgrVs
vcv

v
Vs∑

≥

⋅=  

On the other side, the visit volume of all locations with at least vc ≥ 0 visi-
tors can be determined: 

).,,(),,,( ELthvvcELtgrVt
vcv

v
Vt∑

≥

⋅=  

Similarly, the definitions of average visits and visitors can be extended: 
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If no entity (location) exists which reaches the given visit class vc, i.e. 

∑ ≥
=
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v
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=
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v
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average visits (visitors) are undefined. The extension of average visits and 
visitors to visit classes is especially useful for vc = 1. The measures then 
exclude all entities (locations) without visits, and the averages express the 
intensity with which a visiting entity frequents a location set (or respec-
tively the intensity by which a visited location is frequented by entities of 
some entity set). 

Finally, we extend the coverage measures. The definitions in Section 3.2 
already required at least one visit for the considered entities or locations, 
therefore the adaptation to higher visit classes is straightforward: 
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Comparing coverage across several visit classes provides information 
about the structure of repeated visits. For example, we can determine the 
proportion of infrequent or regular customers of a shop. If the location set 
consists of all shops of a retail chain, we can even identify regular cus-
tomers across the whole chain. 

The concept of visit classes generalizes the definition of visit potential 
measures as stated in Subsection 3.2. We obtain gross and average visits / 
visitors by setting vc = 0 and entity / location coverage using vc = 1. In the 
remaining sections we will use the shorter notations of Subsection 3.2 
whenever appropriate. 

4 Visit Potential in Practice 

Visit potential measures generalize from specific application contexts and 
can thus be applied to a wide range of domains. In this section we show 
the generalization capability by application of visit potential in the two 
real-world domains presented in Section 2. 

4.1 Visit Potential for Outdoor Advertising 

In order to specify poster performance in terms of visit potential, we first 
need to instantiate the objects of interest and their type of interaction, i.e. 
locations, entities, trajectories and visits. The entire set of available poster 
locations in Switzerland forms the universal set L of geographic locations. 
Hereby each location consists of the poster’s visibility area. The selection 
of a specific poster campaign instantiates a location set L. The population 
of the surveyed conurbations in Switzerland forms the populations E of 
mobile entities. All persons included within the mobility survey constitute 
the entity set E. The trajectories are given in form of (x,y,t)-tuples. We ob-
tain a visit by the spatial intersection of a trajectory and a visibility area 
applying a minimum passage time span ε > 0. Depending on whether 
weights are introduced to account for passage speed, angle of passage with 
respect to the poster board etc., a visit represents a simple passage or a 
poster contact. Usually, performance measures are evaluated for a time pe-
riod of t = 7 days. However, longer periods of 10, 14 or even 21 days are 
also possible. We can now precisely define the performance measures 
GRP, OTS and reach. GRP corresponds to the visit potential measure av-
erage visits (multiplied by 100) whereas OTS corresponds to average visits 
for visit class vc = 1. The reach of a poster campaign equals the measure 
entity coverage:  
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Note that the application relies on a representative sample of test persons 
in the measured conurbations. Therefore, the measures in the data sample 
correspond to the point estimators of the measures in the population. 

4.2 Visit Potential for the Evaluation of Bird Recordings 

Although provided as graphics, coverage maps and coverage graphs are 
closely related to visit potential and can be defined more formally. The 
universal set L of discrete geographic locations consists of all squares in a 
10 by 10 km grid of Great Britain and Ireland. The location set L is either 
equal to the universal set L or contains regional subsets of the grid which 
represent, for example, North Scotland, South Scotland or Wales. The 
population E consists of all people that live or travel through Great Britain 
and Ireland, and the entity set E contains all registered users of BirdTrack. 
As users join the project on a voluntary basis they are not necessarily rep-
resentative for the population. However, representativity of volunteers is 
not the primary aim of BirdTrack. For the project it is more important that 
a sufficient number of reports are regularly available for all locations of 
the grid. The trajectories are given by the sequence of submitted reports of 
each volunteer. They take the form of snapshots in time and space and are 
collected over the whole year. Having defined the basic units of interest, 
we now translate the statistics displayed in coverage maps and graphs.  

The coverage map statistic is available for t = 1 month or for t = 1 year 
and corresponds to the measure location coverage: 

.
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Coverage graph statistics are displayed as time series and show aggregated 
visits for t = 1 day or t = 1 week. They correspond to the visit potential 
measure gross visits: 

.),,(),,(
0
∑

≥

⋅==
v

v
Vt ELthvELtgrVsstatisticgraphcoverage  

5 Related Work 

Measures for entity-location interactions always depend on the available 
data sources. Without mobility data one may consider, for example, popu-
lation density to estimate the frequency of visitors. As people naturally 
spend large parts of their time in their living neighborhood, locations in 
densely populated areas are likely to be highly frequented. However, such 
approximations cannot account for trips farther away from the place of liv-
ing as may be necessary for shopping or work. For example, factory outlet 
malls are usually located outside of cities in sparsely populated areas, yet 
they are highly frequented. 

Frequency measurements allow to quantify the number of visitors for a 
given location directly. For example, supermarkets or train stations regu-
larly determine the number of daily visitors. Frequencies can also be de-
termined for the street network. May et al. (2008a, 2008b) developed a 
nearest neighbor-based spatial data mining algorithm to predict nationwide 
vehicle and pedestrian frequencies for Germany. The Fachverband 
Außenwerbung e.V. (FAW 2010), a special interest group for outdoor ad-
vertising in Germany, uses these frequencies to quantify the performance 
of poster boards. However, the informational value of frequencies is li-
mited. Frequency counts cannot state the origin of visitors or provide in-
formation about their movement history. It is thus impossible to determine 
the number of repeated visits or to state the number of different entities 
that visit a location in a given time span.  

Mobility data in form of trajectories as provided e.g. by GPS, RFID or 
GSM have drawn the attention of the data mining community recently. 
However, current developments in trajectory data mining concentrate on 
the analysis of mobility patterns and not on measures for interactions be-
tween mobile entities and locations. Algorithms are predominately pre-
sented for clustering of (parts of) trajectories (Rinzivillo et al. 2008; Pele-
kis et al. 2007; Nanni and Pedreschi 2006), detection of relative motion 
patterns (Gudmundsson et al. 2007; Hwang et al. 2005; Laube and Imfeld 
2002) or sequential analysis of movement (Zheng et al. 2009; Giannotti et 
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al. 2007; Yang and Hu 2006). The latter is in part related to visit potential. 
Frequent spatio-temporal sequential patterns are sequences of geographic 
locations that occur at least a given number of times in the trajectories of 
some mobile entities. Spatio-temporal sequential pattern mining requires in 
the beginning a set of disjoint geographic locations which represent rele-
vant places for some application. These locations are used to transform the 
trajectories into sequences of visited locations. Afterwards, frequent transi-
tions between the locations are detected. The locations may be provided 
externally (e.g. a collection of points of interest (POI)), by an analysis of 
trajectories for regularly visited regions or by a combination of both ap-
proaches (Giannotti et al. 2007). Giannotti et al. (2007) and Palma et al. 
(2008) provide algorithms to extract such a set of locations directly from a 
set of trajectories. Alvares et al. (2007) provide an algorithm to extract all 
stops from the trajectories of a mobile entity for a given set of locations. 
Algorithms for the sequential analysis of movements are related to visit 
potential insofar, as they also consider movement information only with 
respect to a set of relevant locations. Our definition of visits as given in 
Section 3.1 is similar to the definition of stops by Alvares et al. (2007), 
however, it is made on a conceptual level and is not restricted to data in the 
form of space-time points. The work of Zheng et al. (2009) differs from 
frequent sequential pattern mining as they consider not the frequency of 
patterns but the interest in some location or movement sequence. The au-
thors adapt the concept of hubs and authorities by Kleinberg (1999) for the 
rating of geographic locations. Their measure of interest may be inter-
preted as a semantically enriched entity-location interaction as the measure 
estimates and includes the local expertise of each person. However, the 
measure has been designed for recommender systems and is thus suitable 
only to measure entity-location interactions for established locations. In 
addition, when comparing entity-location interactions of arbitrary locations 
in a large area (e.g. a country), the concept of local experience weakens 
and the interpretation of the measure is not clear. 

6 Summary and Future Research Challenges 

A number of companies and research institutions apply entity-location in-
teraction measures in their day-to-day business. However, the measures are 
tailored to specific applications, use context-dependent terminology and 
are often only informally defined. As a result, a number of measures have 
evolved which are not suitable for methodological research and interdis-
ciplinary exchange as their common background is hard to identify. In this 
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paper we therefore present a systematic definition of entity-location inte-
raction measures and provide a common vocabulary under the name visit 
potential. We describe two real-world applications that use entity-location 
interaction measures and show how these measures can be precisely de-
fined in terms of visit potential.  

We intend this paper to provide a common basis for future research con-
cerning the extraction of entity-location interactions from mobility data. 
Although visit potential defines a set of fairly simple count statistics, their 
usage in real-world applications is not necessarily easy. May et al. (2009) 
encountered the problem of missing measurement days and analyzed a me-
thod from survival analysis for its applicability to estimate a measure cor-
responding to entity coverage. A second challenge is the handling of non-
representative mobility data. Naturally, practitioners are not interested in 
characteristics of the data sample, but want to infer knowledge about the 
underlying population. However, as mobility data are often provided from 
secondary sources and are not necessarily representative, methods must be 
developed that detect and compensate possible biases in the results. Final-
ly, the optimization of some entity or location set according to one or more 
of the presented measures is of interest. For example, the reader may re-
member the outdoor advertising application, where the positioning of post-
ers is of vital interest when planning a campaign. 
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Abstract. For the effective implementation of social support facilities or 
infrastructures, knowledge of the physical and sociodemographic charac-
teristics of the catchment area is required. However, it is precisely the 
definition and profiling of this catchment area that causes the main prob-
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This paper raises the question of the Modifiable Areal Unit Problem 
(MAUP) and presents a method for catchment area profiling that takes ac-
count of socioeconomic and contextual attributes. Facility catchment areas 
are defined by a function that takes account of context indicators, enabling 
a broader yet more precise (and therefore more thorough) profiling of the 
area. 

As a case study in the application of this method, this paper describes 
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1 Group Facility Planning Norms: Educational and 
Childcare Facilities 

Cities, as living organisms, produce dynamics, generate environments and 
create societies. Today, urban space as we know it is not only dense, im-
poverished and polluted, but also unsafe and crime-ridden (Santana, 2009). 
Consequently, town planning, quality of life and the well-being of the 
population have become pressing concerns, given the right of all people 
and communities to live in a safe healthy place with access to public facili-
ties (Corburn, 2004:545). 

A community has multiple dimensions (physical, social, economic, cul-
tural, etc.) hence, new town planning methods are required that involve 
multilevel analysis, in order to identify the various factors contributing to 
territorial iniquity (Corburn, 2004:542; Santana, 2005). The identification 
and monitoring of environmental features essential for well-being and the 
quality of life should become features of the town planner’s remit, ena-
bling the creation of healthier places able to promote quality of life on all 
dimensions (Santana, et al., 2008). According to Weinstein (1980), “we 
must fit the city to man’s needs rather than fit man to the city’s needs”. 

The urban space must be organized in such a way as to respond to the 
real and actual needs of the population. As such, the cost/benefit ratio of 
urban planning practices needs to be made clear, transparent and rational 
(Teixeira & Antunes, 2008), with its main objectives being the improve-
ment of the quality of life of the population, a reinforcement of the role of 
the community, and the cultivation of feelings of proximity or belonging to 
a neighbourhood (Santana & Nogueira, 2008). It is also necessary to raise 
awareness amongst the citizens about the importance of their contribution, 
at the behaviour level, to individual and community well-being (Santana et 
al., 2007). 

Such an approach involves re-thinking the attributes of the place (public 
and private infrastructures, leisure spaces, etc.) to ensure that they respond 
to the needs of potential users, and re-designing the identity of the place in 
order to improve feelings of self-esteem, trust and security. These aims are 
essential right now, i.e. planning for specific groups with specific needs, in 
the present and in the future (Barton & Tsourou, 2000). 

In fact, one of the main aims of urban planning is to ensure a balanced 
distribution of the functions of accommodation, work, culture and leisure. 
The planning, creation and maintenance of group facilities1 falls within this 
                                                      
1 Some authors define group facilities as essential infrastructures that provide 

public services and satisfy basic needs, thereby providing the foundations of the 
urban and social fabric (Costa Lobo, Pardal, Correia, & Lobo, 1995; Partidário, 
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remit, and for this, account must necessarily be taken of the specific needs 
and characteristics of user populations, the accessibility of the infrastruc-
ture, and its capacity and suitability for the purpose for which it was de-
signed2 (DGOTDU, 2002.  Consequently, the planning of public group fa-
cilities is based upon profiling studies that take account not only of their 
function but also of the user population.  

These studies are normally carried out by the local authority or, at its 
request, are inserted into the various planning levels in which it is in-
volved. Account must therefore be taken of the conditions that influence 
the decision, based upon the balance between supply and demand, while 
aiming to satisfy the needs of the population and offer a quality service.  
The decision about where to locate such facilities is therefore a complex 
one, which aims, on the one hand, to maximise their profitability, yield and 
use, while at the same time minimising effort and optimising the cost-
benefit ratio (Simões Lopes, 2001: 139; Teixeira & Antunes, 2008). 

According to the DGOTDU (2002), nursery schools should be located 
in a central area that is easy to access and safe for pedestrians and vehicles, 
so as to avoid the children being subject to extensive daily trips. They 
should also, if possible, be located along the usual daily route, as close as 
possible to points where parents can leave for work.  It is also advisable to 
locate these facilities in parishes with a large female workforce, or with 
high birth or infant death rates (DGOTDU, 2002). No irradiation criteria 
are indicated for this type of facility3. Kindergartens, for their part, should 
be correctly inserted into the urban fabric of the town, near the residential 
areas that they are to serve, and in the vicinity of parks, car parks, 
sports/culture/leisure facilities, and the public transport system.  In terms 
of irradiation, the DGOTDU stipulates that a journey on foot should not 
take more than 15 minutes, while a journey made using public transport 
should be no longer than 20 minutes. Taking account of the age group in 
question, the distance between the facility and the place of residence or 
parents’ workplace should be subordinated to the general principle of great 
proximity (Table 1). 
 

                                                                                                                          
1999; DGOTDU - Direcção-Geral do Ordenamento do Território e Desenvol-
vimento Urbano, 2002).  

2 Article 6 of Law 48/98 of 11th August and Article 18 of Decree-Law 380/99, of 
22nd September. 

3 Maximum time taken or distance travelled by users between the site of origin 
(normally their residence) and the facility (destination), on foot or using public 
transport, measured in minutes or kilometres. 
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Table 1. Norms for the Planning and Profiling of Educational and Childcare Fa-
cilities 

Facility  
Age 
Band 
covered 

Residence-School Ir-
radiation (minutes) Base population (inhabitants) 

Nursery 
Schools 

0 – 2 
years  

Min. 5000 (5 children) 

Max. 5000 (35 children) 

Kinder-
garten 

3 - 5 
years 

On foot 15 Min. 900 (20 children) 
Public transport 20 Max. 3600 (150 children) 

Source: DGOTDU, 2002. 

A number of authors have stressed the importance of this type of infra-
structure, and the need for proper planning and assessment. Valle (1993-
94), for example, believes that the aim of planning is to improve quality of 
life and increase the wellbeing of these populations, and that this fact will 
only be achieved when there is a balanced relationship between the popu-
lations and the supply of facilities and infrastructures required.  As regards 
conditions of access and their consequences on equity, Simões Lopes 
(2001:152) presents the aims of the  “Constitution of the Portuguese Re-
public” (1976): “reduce inequality and create conditions for the access to 
essential goods and services, implying an effective distribution of service 
facilities and the creation of conditions to enable populations to access 
goods and social services.” However, as George (1989) points out, it is 
only possible to improve urban living if the decisions to implement facili-
ties, infrastructures and services are synchronized and adequate.   

1.1 The importance of scale in territorial profiling 

Despite the norms established by the DGOTDU, the scale usually used for 
territorial profiling in group facility planning is the parish, and information 
tends to be used only at that level (Matias, 2005).  

However, new planning paradigms emphasise the use and dissemina-
tion of methods within organizations as a central aspect of the implementa-
tion of good plans and public policies.  Recent advances in the so-called 
Geographic Information Systems (GIS) can contribute to this goal, given 
their applicability as a tool for territorial profiling. That is to say, they are 
able to represent and operate data with associated spatial information, 
thereby developing an innovative culture for the processing and dissemina-
tion of information in different spheres of action.  However, despite in-
creased use of these technologies as a strategy for the storage and recovery 
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of data, the technology is as yet rarely used in decision-making processes 
(Ramos, 2004: 1).  

There is thus both a need and an opportunity to change the bureaucratic 
paradigm of traditional public management to make way for a model that 
gives priority to the quality of information used to support decision proc-
esses, over and above rigid institutional norms.  That is to say, within this 
new paradigm, the importance of information is emphasised at different 
levels and moments of territorial management. In addition to identifying 
norms and establishing operative processes, it is necessary to define meth-
ods and strategies based on precision indicators that are sensitive to what is 
to be represented (Ramos, 2004: 2).  

However, one of the most difficult problems facing urban planners is 
the accessibility, availability and reliability of conventional data (such as 
census information, statistics, maps, reports, etc), which provide the main 
source of information for spatial studies. This leads to a certain incoher-
ence in the analyses undertaken prior to the planning of certain facilities 
(Júnior & Costa, 2007: 5435). In figure 1 it is possible to see that the scale 
used in a planning project can affect the profiling of the population that 
will use it: it is different to plan a facility for 17,144 children (municipal-
ity) than for 1.232 children (foot travel time). 

This is the case, particularly in socially-complex or large-scale con-
texts, where the significance levels of the information provided are diffi-
cult to establish.  These limitations often arise because the information is 
processed in a homogeneous way, with no account taken of the diversity of 
situations that inevitably arise (Ramos, 2004: 2). Thus, while general data 
of a socioeconomic nature may be acquired from the National Institute of 
Statistics (NIS) at the level of the statistical subsection (the most precise 
level of information), the same does not occur for specific or contextual 
socioeconomic indicators, such as the location coefficient, urban fabric and 
land use. Despite the fact that such data can induce, influence or explain 
socioeconomic information, it is not always possible to collect it at parish 
level. Thus, the results of any quantitative analysis based on these data will 
be spatially conditioned by the definition of the boundaries of the territo-
rial subdivisions to which they are associated, and will in turn affect the 
results of the statistical indicators. This issue has come to be known as the 
Modifiable Areal Unit Problem – MAUP – (Openshaw, 1978); i.e. the 
drawbacks that arise from the different ways of delimiting spatial units de-
rived from different unit designs, implying different analyses and therefore 
policies (Ávila & Monasterio: 2). This problem arises from the need to 
combine individual spatial data or from the scale of analysis itself.  
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scale4 ); the other concerns the limit of the units (the problem of partition5) 
(Idem, 150).  

On the level of area-associated census data, the significance of the 
MAUP should be considered when planning a collective facility. However, 
it is necessary that the aim of inferences is established, i.e. whether these 
concern the areas or the individuals that live in them.  If the aim is to infer 
the characteristics of the individuals that live there, there are no theoretical 
guarantees that the results obtained will be good estimations (Openshaw, 
1984). This effect is called the “ecological fallacy”6.  

To solve this problem, two approaches are found in the literature: one 
recognises the problem as intrinsically related to the zonal support and 
aims at the formulation of optimal criteria for territorial zoning projects 
(Openshaw, 1978; 1996; Martin, 1995; 2000); the other seeks to develop 
algebraic operators to estimate and reduce the instabilities that the MAUP 
imposes on the cluster of variables within the original zonal support 
(Openshaw, 1984; Bailey & Gattrel, 1995; Wrigley et al., 1996; Green & 
Flowerdew, 1996).  

As Martin (1995) has pointed out, excessive territorial fragmentation in 
the polygon model imposes limitations upon the perception of the whole 
socioeconomic and contextual phenomenon.  Thus, territorial profiling 
should not be restricted to this type of representation, but should be com-
plemented by spatial representations through images and surfaces, based 
upon minimal units that combine similar occurrences:  the Neighbourhood.  
This represents the spatial distribution of the population in a continuous 
form.  With this reading of the situation, it is more difficult to establish 
boundaries between different territories, because transitions between them 

                                                      
4 The scale effect refers to the tendency, within a system of modifiable territorial 

units, where different statistical results are obtained from the same variables, 
when the information is grouped into different levels of spatial resolution, such 
as census divisions, neighbourhoods, parishes, counties, etc.  (Wrigley et al., 
1996). 

5 Or the effect of zoning. This is the variability of statistical results obtained in a 
system of modifiable territorial units as a result of the different ways that these 
units may be grouped at a particular scale, rather than due to variations in their 
size (Wrigley et al., 1996). 

6 For Wrigley et al. (1996), “the ecological fallacy involves inappropriate relation 
inferences on the level of aggregated results in geographical units. This usually 
occurs when the aggregate data is the only available source and when individual 
characteristics and relationships form the object of study.  Due to the effects of 
scale and zoning of the MAUP, relationships measured at the level of area units 
by means of correlation coefficients generally tend to present absolute values 
that are greater than the unknown correlations on the level of individuals”. 
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are gradual and contain relative degrees of uncertainty, and it allows a 
more adequate reading of the global tendency as regards the spatial distri-
bution of variables.  In a way, it is appropriate to think of the population as 
being continuously distributed, while recognising that roads, urban zoning 
and geographic accidents often constitute abrupt boundaries between one 
territory and another (Ramos, 2004 7).  

The fundamental question related to the application of this representa-
tion is due to the impossibility of recognising or collecting individualized 
values of the variables at all points of the territory and for all its inhabi-
tants. Thus, these surfaces should be constructed from data associated to 
area units through processes of interpolation, estimating the spatial distri-
bution of indicators (Ramos, 2004: 7).  

This analytic process breaks with the traditional programmatic perspec-
tive of spatial representation and advances towards an analytic perspective 
that is dynamic and interactive. By making use of the possibilities for the 
computational representation of space, indications are sought for the exis-
tence of patterns of spatial distribution of particular features such as con-
centration, spatial dependence, persisting aspects and pattern transitions in 
geographic space.  Such patterns, revealed through computational tech-
niques, may constitute an innovative way of processing information, as 
space is now incorporated into the analysis, treated as a variable rather 
than as a mere neutral physical support (Ramos, 2004: 8; Santana et al., 
2008). 

2 Data and Methods 

The information used includes reports published by the Amadora City 
Council (AMC), showing the location of facilities, maps, orthophotomaps, 
reports, etc; and demographic, economic and other data from the National 
Institute of Statistics (NIS) on the level of the statistical subsection.  This 
is the largest scale of analysis provided by the NIS, and comes closest to 
defining the Neighbourhood in an urban area such as Amadora (Geirinhas, 
2001; Santana, et al., 2007). 

Within the Municipality of Amadora, the supply and accessibility of 
educational and childcare facilities for a target public of children aged up 
to 6 years were gauged, taking as references the legal standards laid out 
in”Regulations for the Planning and Characterization of Group Facilities”7 
published by the DGOTDU (2002), previously mentioned. 

                                                      
7 Free translation of the title. 
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According to the methodology followed in this study (Figure 2), the fa-
cilities [Facility] were identified by adapting and processing databases of 
the Amadora City Council, available on line at the Council’s website8, 
namely a map of the educational and childcare facilities prepared by them 
in 2007; streets and roads of the municipality [Network] and by the use of 
the Geocoding extension of the ArcGis 9.2 (produced by ESRI) computer 
platform.  From this spatialization, areas accessible on foot were con-
structed using the extension Network Analyst of the platform ArcGis 9.2, 
described below.   

This tool, through its function Service Area, allows levels of accessibil-
ity to be identified, taking into account distance on foot at an average 
speed of 3 km/h9, using the road network.  This produced the following 
analysis intervals:  0-3 minutes, 3-5 minutes, 5-10 minutes and 10-15 min-
utes. These accessibility areas were then profiled, using information on the 
level of the statistical subsection relating to population, accommodation10 
[Censos_Stat_Subsection], sociomaterial deprivation [Deprivation_Index] 
and municipal property tax [Coefficient_location].   

The statistical subsections doesn’t always correspond to the accessibility 
areas. However, at the basis of the definition of the statistical subsections 
is the consideration of the homogeneity of the area (Dias, 2002). This way, 
population and accommodation distribution were considered to be homo-
geneous within the subsection and those indicators where extrapolated. 
Through the analysis of these two dimensions (population and housing), it 
was possible to arrive at an approximate number of individuals and resi-
dences existing in the accessibility areas.   

 

                                                      
8 www.cm-amadora.pt 
9 The average speed of 3km/h was obtained by considering the minimum and av-

erage speeds suggested by Austroads (1995), in order to have a single parameter 
for the distances travelled on foot by children. 

10 Data about population and accommodation were taken from the 2001 census 
(NIS). The first was analysed in terms of age band (0-4 years) and family groups 
with children under 6 years old. As for the second, two indicators of inadequate 
housing were used: substandard accommodation and main residence without in-
door toilet. 
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tribution of the sample into quintiles. The percentage of the area accessible 
to each class (greater or lesser coefficient) was then gauged. Similar calcu-
lations were done for the percentage of accessible area with the greatest 
and least sociomaterial deprivation12  (Santana et al., 2007).  

Supply was gauged using AMC databases showing the present distribu-
tion of these facilities and plans for future constructions. Different sources 
were used to identify this capacity.   In the case of nursery schools, we 
used information available on line at the site of the social charter13, while 
for kindergartens, this information was collected from Amadora Council’s 
educational charter. This source also provided information about planned 
facilities of these types.  Then, the ratio of capacity to catchment popula-
tion (i.e. those within their accessibility areas) was calculated.   

As the data collected from the 2001 Census did not enable the target 
population for preschool facilities to be established for the years 2008 and 
2010, a method was developed to assess the relation between supply and 
potential demand based upon the 2008 capacity (supply) and the number of 
children born in the Fernando da Fonseca Hospital (FFH) between 2002 
and 2007 and resident in the municipality (potential demand)14. Of the 
7356 babies born between 2002 and 2007 whose mother resided in the 
municipality of Amadora, it was possible to locate 87.9% through their ad-
dress, using the geocoding extension of the platform ArcGis 9.2. 

                                                                                                                          
cients relative to housing to be applied in each homogeneous zone may vary be-
tween 0.4 and 2, and may, in some situations of housing dispersed in a rural en-
vironment, be reduced to 0.35, and in areas of high property value, be as high as 
3. The minimum and maximum values defined for Amadora were 1.00 and 2.16, 
respectively (Administrative Rule No. 1426, of 25th November) (Santana et al., 
2007). 

12 The Deprivation Index was constructed in accordance with the method used by 
Carstairs & Morris (1991), using selected variables collected from the NIS: pro-
portion of individuals without basic schooling, proportion of unemployed (look-
ing for first job or new job) and families whose main residence has no toilet 
(Censos, 2001 – Statistical subsection). The variables were standardized (z-
score method), taking as effect the fact that each variable has the same influence 
on the final result. The deprivation índex is the sum of all variables, after stan-
dardization (Santana et al., 2008). 

13  www.cartasocial.pt 
14 Births at the Fernando da Fonseca Hospital represent 71.1% of the total births in 

the municipality, according to a study presented by Machado et al., 2007. 
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3 Pre-School Facilities in the Municipality of Amadora 

3.1 Profile of the existing supply 

Amadora, a municipality within the Lisbon Metropolitan Area, is a densely 
occupied urban territory, with 172,110 recorded inhabitants in 2008. There 
is a great deficit of facilities and services, particularly in the area of educa-
tion and childcare, as a result of decades of population growth, without the 
provision of necessary measures to meet this increased demand (AMC, 
2007). 

As regards preschool facilities, there are in Amadora 31 nursery schools 
and 83 kindergartens.  Within the sphere of the municipality’s educational 
charter, the construction of a further 4 nursery schools and 9 kindergartens 
is planned, and 2 of the nursery schools are to be expanded (AMC, 
2007:156).   

Concerning nursery schools in particular, around 48% of the 0-4 year 
population and nuclear families with children under 6 have good access 
(less than 15 minutes’ walk) to these facilities (Table 2).  However, only a 
fifth (19.78%) are placed, due to the fact that the capacity of these estab-
lishments is insufficient to meet the needs of the resident population. 
These facilities tend not to be located centrally (Figure 3); rather, they are 
dispersed, near the areas of residence of the young and active population, 
which means that accessibility for areas further from the centre of the mu-
nicipality could be improved.  It should be noted, however, that the par-
ishes in the north of the municipality, such as São Brás, Brandoa and 
Mina15, have poorer geographic accessibility.   

On the other hand, around 40% of the municipality’s substandard hous-
ing and residences without toilets are concentrated in the areas of good and 
very good accessibility.  That is to say, there is proximity (as regards travel 
on foot) between the nursery schools and the poorest housing in the mu-
nicipality.  This is because many rundown neighbourhoods are located in 
inner city areas, where various social security and charity organisations 
operate, providing nursery schools and kindergarten facilities to these 
communities. This is confirmed by the fact is that 19.4% of the areas that 
have good or very good accessibility also score high for sociomaterial dep-
rivation.  However, almost half (49.4%) of this area registers a Location 
Coefficient (IMI) above the average, motivated by the proximity of train 
stations and council-run green spaces.  

                                                      
15 In figure 1 is possible see the location of this parishes. 
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Fig. 3. Accessibility on foot (3km/h) of nursery schools. Source: Prepared using 
data from Amadora Municipal Council  (AMC) and the 2001 Census (NIS) 

Table 2. Accessibility on foot (3km/h) of nursery schools in the Municipality 

Nursery 
schools: 

31* 

Potential population (%) Potential residences (%) 

0 to 4 
year 

Families with 
children under 
6  

Families in sub-
standard ac-
commodation 

Families with 
no toilet in 
main residence 

Total 8662 8373 1438 1464 
0-3min 3.8 3.9 0.5 2.9 
3-5min 4.1 4.1 0.9 3.1 
5-10min 20.2 20.7 15.4 17.3 
10-15min 19.8 19.8 19.9 18.1 
<15min 48.1 48.6 36.7 41.5 

Source: Prepared using data from Amadora Municipal Council (AMC) and the 
2001 Census (NIS). 
* From the 31 nursery schools, 17 are charity-runs and 14 are private. 
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As regards kindergartens, it was concluded that there are many such es-
tablishments across the whole municipality (Figure 4):  In fact, all parishes 
have at least one facility of this type.  As for the population covered, more 
than half  (58.2%) of family groups with children under 6 are located 
within 15 minutes’ walk of a kindergarten, and 30.7% are within 5 to 10 
minutes’ walk (Table 3).  

However, despite the good or very good access to these facilities and 
the high municipal property tax practised in 49% of this area, around 25% 
of the population resides in areas of considerable sociomaterial depriva-
tion. The greatest concentration of substandard housing and residences 
with no toilet are also located in the area of greatest accessibility to kin-
dergarten, i.e. half of those existing in the municipality. 
   

 
Fig. 4. Accessibility on foot (3km/h) of kindergartens. Source: Prepared using data 
from Amadora Municipal Council (AMC) and 2001 Census (NIS) 
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Table 3. Accessibility on foot (3km/h) of kindergarten in the Municipality 

Nursery 
schools: 

83* 

Potential population (%) Potential residences (%) 

Families with children 
under 6  

Families in sub-
standard ac-
commodation 

Families with 
no toilet in 
main residence 

Total 8373 1438 1464 
0-3min 8,5 1,5 7,0 
3-5min 7,4 1,9 6,5 
5-10min 30,7 29,6 31,5 
10-15min 1,2 9,3 11,5 
<15min 58,2 50,4 56,4 

Source: Prepared using data from Amadora Municipal Council (AMC) and the 
2001 Census (NIS). 
* From the 31 kindergartens, 27 are public, 25 are charity-runs and 31 are private. 
 

3.2 Analysis of capacity and need for new facilities 

By assessing the relation between the supply of facilities and potential de-
mand, we attempted to identify whether further facilities were required.  

As regards nursery schools, 2995 children were identified as having 
been born at the Fernando Fonseca Hospital and aged between 3 months 
and 3 yea in 2008, and all facilities existing in the municipality (i.e. public, 
private and charity-run) were included. Then geographical accessibility 
was assessed.   

It was found that 24.5% of children reside more than 15 minutes’ walk 
away from nursery schools.  Moreover, the municipality does not have the 
capacity to receive all children that were born in the period; only 30.5% of 
the potential demand is catered for (Figures 5). When the analysis was lim-
ited to public and social security or charity-run facilities (in order to take 
account of the economic constraints suffered by some families), it was 
found that 37.3% of families with children born in the FFH live in 
neighbourhoods that are more than 15 minutes’ walk from this type of fa-
cility.   Moreover, these institutions cater for only 22.9% of the children 
analysed.  

As regards the supply of kindergartens and the potential demand of 
3427 children (born between 2002-2004 at the FFH, and aged between 4 
and 6 years in 2008), it was found that these facilities were well distributed 
around the municipality, and that geographical accessibility was very 
good. 95.7% of families with children in this age band live within 15 min-
utes’ walk of a facility and the supply exceeds the potential demand by 



112      Cláudia Costa, Paula Santana, Rita Santos, Adriana Loureiro 

41.5% (Figure 6). When private kindergarten are excluded from the study, 
the results are different. Now 7.7% of children have accessibility problems 
(residing more than 15 minutes’ walk away), though the capacity of public 
and social security or charity-run institutions to respond to demand covers 
almost 100% of potential users (97.8%). 
 

 
Fig. 5. Newborns residing outside the nursery schools catchment area. Source: 
Prepared using data from the Amadora Municipal Council (AMC), Fernando 
Fonseca Hospital (FFH) and 2001 Census (NIS) 
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Fig. 6. Newborns residing outside the kindergarten catchment area. Source: Pre-
pared using data from the Amadora Municipal Council (AMC), Fernando Fonseca 
Hospital (FFH) and 2001 Census (NIS) 

In a prospective analysis (considering the first group of children, born 
between 2005 and 2007:  2995 newborns (NB) and keeping the same resi-
dential locations of the families of the NB and the total supply on offer), 
the scenario relative to kindergartens indicates that 3.8% of those children 
will reside (in 2010) more than 15 minutes’ walk distance away and that 
the capacity will be exceeded by 61.9% the needs predicted for 2010. Con-
sidering only public and social security or charity-run kindergartens, there 
will be less geographic accessibility to facilities (7.7% of children will be 
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outside the 15 minutes accessibility area). However, there will continue to 
be a surplus of supply (11.9% places). However, it was found that 41.6% 
of the active population with 15 or more years of working or studying in 
the municipality of Amadora lives outside it (Census, 2001). 

However, given the locations earmarked for the new areas of residential 
expansion in the municipality of Amadora, planned by the council, prox-
imity to preschool facilities will be reduced.  Around 72% of these new es-
tates will be located more than 15 minutes’ walk away from a nursery 
school, and 46% will be outside that distance for a kindergarten. Thus, 
there are infrastructure requirements that need to be attended to on the 
level of planning/establishment of new nursery schools and kindergartens 
(particularly the former). Thus, the analysis reveals that the Amadora 
Council's proposals for new nursery schools and kindergarten facilities, as 
laid down in the municipality's Educational Charter (2007), are adequate in 
number and location for previous needs.  

4 Conclusion 

Territorial profiling is and always will be conditioned by the data used and 
their scale. In fact, if we use only statistical data from the NIS, restricted to 
the level of the municipality or parish, as unique spatial attributes, the 
analysis may be inaccurate, leading to wrong decision taking. The same 
happens if we fail to analyse context indicators gathered from sources 
other than the NIS, such the location coefficient, urban space distribution, 
land use or the urban fabric.   

The use of walking accessibility areas and of the number of chil-
dren born in the Fernando da Fonseca Hospital (FFH)  are two different 
ways not to fall into a MAUP problem: by using travel time on foot 
and accessibility areas of a facility it is possible to better know 
which population will use it and better to program the size of the fa-
cility; and by using hospital databases of newborns it is possible to 
get data about targeting groups of certain facilities which is not col-
lected in the 10—years period between Census tracks.  

On the other hand, these solutions are not applicable to all the planning 
projects. There are facilities whose catchment area may not be obtained 
and characterised only with recourse to data from statistical subsections or 
parishes. An example of this is the planning of a shopping centre, a hospi-
tal or an airport, since these are more regional than community in nature.  
Thus, this method may only be applied to facilities whose catchment area 
is the local community and which provides services for that population.  
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Other such examples are the planning of green spaces, schools, welfare 
and social security institutions, and sporting and cultural facilities.    

As Barton & Tsourou (2000) have pointed out, the urban space should 
be organised in order to respond to real or current needs of human groups 
(safety, neighbourhood effect, social construction of place, etc) and not the 
reverse.  Thus, the cost/benefit ratio of urban planning practices needs to 
be made evident, with the main objective of improving the health and qual-
ity of life of populations, reinforcing the role of the community and the ef-
fects of neighbourhood or proximity. Simultaneously, the attributes of 
place need to be rethought (public and private facilities, leisure spaces, etc) 
in order to tailor them to the needs of the potential user population.  
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Abstract. This paper discusses the methodology and processes required to 
implement a geo-business classification to aid spatial decision making in 
the context of foreign direct investment promotion for London. This re-
search is both timely and relevant since there is need for better decision 
support tools that will improve sub-regional location decision making en-
suring London’s diverse business neighbourhoods are presented effectively 
to potential investors.  

The research methodology presented in this paper adopts principals and 
practices common place in consumer marketing in the form of geodemo-
graphic classification. The five key data domains associated with compa-
nies, working property stock, general living environment and accessibility 
were used to gather a range of input variables. These variables were then 
used as the input to a principal components analysis which simplified the 
data into 9 dimensions describing and contrasting London’s diverse busi-
ness neighbourhoods. These geo-business area profiles will form the basis 
for spatial decision support tools for business location decision making. 

1 Introduction 

The forces of globalisation have resulted in strong competition between 
countries, regions and cities to attract and retain increasingly mobile in-
vestment and talent. As one of the leading ‘world cities’, London is home 
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to a highly internationalised workforce and is particularly reliant on these 
sources of foreign direct investment (FDI). In the face of increasing global 
competition and a very difficult economic climate, the capital must com-
pete effectively to encourage and support such investors. As part of Lon-
don’s marketing and support infrastructure, its official foreign direct in-
vestment agency Think London seeks to develop a detailed understanding 
of the needs of inward investors in order to develop and deliver relevant 
support to inbound organisations.  

Through a collaborative study with Think London, a geo-business clas-
sification relevant to business location decisions is presented here, based 
on an alternative geography of London’s complex multi-nodal business 
landscape. The impetus behind such a classification is the need for geo-
graphical areas within London exhibiting similar characteristics to be 
ranked, visualised and compared to enhance the marketing of these areas 
for business location decision making. 

The development of the geo-business classification draws upon the 
methods and practices common to many geospatial neighbourhood classi-
fications. However our analysis is novel in that it is built upon a geography 
that divides the capital in meaningful socio-economic units before devel-
oping profiles for each region that enable investors to make meaningful 
comparisons. 

2 Geodemographic technology and their relevance to 
geo-business classifications 

Geodemographic classifications, also known as neighbourhood classifica-
tions or typologies, cluster together small areas at a consistent geographic 
scale according to the socio-economic similarity of residential populations 
(Harris et al. 2005). The underpinning notion is that similar people live in 
similar types of neighbourhoods, go to similar places, do similar things and 
behave in a similar manner as in the old adage; “Birds of a feather flock 
together”. It is a term most commonly attached to the analysis of people 
according to where they live (P. Sleight 1997).  

The methodology for developing a geodemographic classification can 
be described in the following steps (Harris et al. 2005, chap.6): 

1. Evaluating potential data sources, their reliability, robustness and ap-
propriateness. 

2. Normalisation of absolute values to a base count. 
3. Transforming variables through standardisation (z-scores) to make 

them comparable.  
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4. Identifying highly correlated variables to enable deletion of superflu-
ous duplicate variables. Principal Components Analysis identifies the 
main differentiating components of a group of correlated variables. 

5. Selecting weights to be attached to the different variables. 
6. Classifying neighbourhoods into a set of clusters, through an iterative 

allocation-reallocation process such as K-means clustering. Individual 
clusters are grouped into types according to similarities. 

7.  Developing profiles for each cluster through the presentation of 
summary labels, portraits, indicative photographs, descriptive prose, 
charts and maps.  

Contemporary commercial classifications have become commonplace 
and widely used to provide operational, tactical and strategic context to 
decisions related to questions of “where?” (Longley & Clarke 1995), for 
example to understand retail location choices in terms of access to con-
sumers and demand for retail locations (Harris et al. 2005, p.4). Today in 
the UK, different types of geodemographic classifications exist, both 
commercial such as MOSAIC (Experian 2009), and public such as 2001 
Output Area Classification (Office of National Statistics 2009).   

It is apparent that companies also behave in a similar fashion by flock-
ing together, see for example Porter (2000). The drive to be competitive 
and tap into existing information, social and knowledge networks leads 
businesses to locate near to each other, leading to an inherent spatial auto-
correlation in the pattern of business clusters. See for example Saxenian 
(1991) excellent contribution to detailing co-location benefits for Com-
puter Systems firms in Silicon Valley, California. Therefore it makes sense 
that the development process for a geo-business classification of London 
neighbourhoods follows closely the methodology outlined for geodemo-
graphic classifications.  

3 A spatial data framework for a geo-business 
classification 

The review of geodemographic classifications highlighted two important 
components that need to be established prior to the development of a geo-
business classification: (1) appropriate input data variables need to be se-
lected and integrated into a coherent database and (2) these variables need 
to be measured using a consistent geographical unit of analysis. The fol-
lowing section will address how this can be achieved for business location 
decision making in the context of foreign direct investment into London; 
identifying the most important variables and how they can be integrated 
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into a coherent and relevant geographical framework able to form the basis 
on which to develop London area profiles. 

4 Data framework 

This research builds on previous work carried out by Weber & Chapman 
(2009), which highlighted the  potential of geographical analysis in the 
collection, analysis and presentation of data to support foreign direct in-
vestment business location decision making, A comprehensive review of 
published literature, industry surveys, user-needs analyses and live enquir-
ies allowed the authors to identify the critical factors and processes driving 
company decisions regarding location selection. The database developed in 
this case study supports the five major domains of locational knowledge 
needed for FDI promotion activities in London:  

1. the discovery, quantification and qualification of industry sector clus-
ters (Companies), 

2. the characterisation of the available talent pool and daytime popula-
tion (Working Population),  

3. quantity and quality of the Property Stock,  
4. a more general appreciation of the Living Environment of London 

neighbourhoods. 
The fifth domain in the study is accessibility which is excluded in this 

research paper. In location decision making, accessibility is considered to 
be heavily dependent on individual requirements of investors, based on 
their sectorial provenance and functional activity. Both attraction, defined 
as collocation with potential suppliers, partners, customers, as well as re-
pulsion, the desire to be located away from competitors, are relevant loca-
tion variables. Accessibility to certain areas of London needs to be consid-
ered separately in a later stage of the decision making process, and is 
excluded from the spatial database informing the development of geo-
business classification.  

A detailed presentation of the 4 remaining domains of relevant location 
variables is given below, and also summarised in Table 1: 

Companies 

The discovery, quantification and qualification of collocation, or clus-
ters, of similar firms is frequently requested  in the context of FDI promo-
tion activities, and ties in with a desire of potential investors to obtain an 
overview of economic activity patterns across London. 
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The Annual Business Inquiry (ABI) is a government statistical data set 
built from a sample of the Inter-Departmental Business Register, the com-
prehensive UK business register used for the generation of statistical data 
on companies and economic activity (Office of National Statistics 2008). It 
is generated through the aggregation of individual units to Standard Indus-
trial Classification (SIC), employment size and local units. The variables 
available include number of enterprises, total turnover, approximate Gross 
Value Added, purchases, as well as number of employees. For this study, 
ABI employment statistics aggregated at Lower Super Output Area level 
and significant target industry sectors are used (LDA 2003). These target 
sectors highlight the most important industry sectors to London’s economy 
and offer a relevant and easy to understand framework to analyse eco-
nomic activity patterns in London. 

Unfortunately, standard industrial classifications only record the indus-
trial sectors in which companies operate, but do not encode any functional 
division of labour. It is impossible with the standard industrial classifica-
tion to distinguish company headquarters and production facilities. Al-
though this information would be very useful for a better understanding of 
the economic landscape of London such data is not available in any current 
London-wide dataset.  

Following the methodology for geodemographics, the normalization of 
absolute counts is needed to allow the evaluation and comparison of dif-
ferent areas of London. Location Quotients (Leigh 1970), represent a ratio 
between the employment proportion locally and the national average of 
this proportion and are derived from the following formula: 

ܳܮ  ൌ  ݁ ܧ⁄݁ ⁄ܧ  

 
where ei represents the local area employment in ICT, e the total em-

ployment at the local area, Ei employment in ICT for London and E total 
employment in London. 

Employee counts for each Lower Super Output Area were transformed 
to a Location Quotient which computes the relative concentration of jobs 
in a particular sector, identifying if a sector is over or underrepresented 
relative to the overall London average. Location Quotients enable the de-
velopment of local activity profiles which inform analyses of the relative 
attractiveness of a given area with respect to particular industries.  

A second measure of the business environment is the average size in 
terms of number of employees of firms in a given area. The ABI data both 
publishes data on the number of workplaces, which can be equated to a 
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company, and the number of people working in a specific area. The ratio 
of employees divided by workplaces represents the average size of a 
workplace, as a proxy for average company size.  

Characterising the workforce 

The second data framework domain corresponds to the understanding of 
workforce differences across different areas of London. The definitive data 
source for population statistics is the UK Census from 2001. Using data 
from the Special Workplace statistics 2001, it is possible to access com-
muting flows, i.e. the travel to work patterns, at Census Ward level.   

This removes a serious limitation from the usual Census dataset, namely 
that census data normally refers to the resident population of an area. 
Through access to the Special Workplace Statistics, a link is established 
between employees at their place of work or study and broader socio-
economic data captured in the Census relating to their place of domicile. 
From this link, geo-demographic characterisations of the day-time popula-
tion of sub-regions and neighbourhoods of London are possible.  

The National Statistics Socio-Economic Classification measures em-
ployment relations and conditions of occupations and represents the best 
approximation of the qualification level of the local workforce. Given that 
the place of work is of interest, the count of people in the category “Never 
worked and long term unemployed” by definition is nil for the whole data-
set, and the variable is excluded from the database. 

Normalisation of the data through the generation of Location Quotients 
enables a better appreciation of relative over or underrepresentation of 
specific workforce classes in an area, irrespective of its geographic size.  

Property stock 

Another important facet of the data domains and of the qualitative 
makeup of London localities is the property stock available to potential in-
vestors. Investors looking to setup a new business location in London need 
data on both the quantity, and quality of the property stock.  

The commercial FOCUS database collects information on the commer-
cial property stock across London recording property transactions such as 
sales and lettings. Unfortunately upon closer inspection, FOCUS presents 
several fundamental drawbacks. First, the quality and completeness of the 
data records regarding property transactions is less than satisfactory, spe-
cifically regarding property rental or sale prices. Also, access to historical 
transaction data is only possible on a request basis involving significant 
consultancy charges.  
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Given these drawbacks, data gathered by the government through the 
work of the Valuation Office Agency is another source of property data. 
The Valuation Office Agency is charged with the collection of business 
rates, a tax on the occupation of non-domestic property based on certain 
variables of the property. These include quality, size, location and consider 
the economic conditions prevalent at the time of the estimation. Rateable 
Value can then be considered a proxy variable for commercial property 
quality, and by extension price.  The Rateable Value statistics are com-
plete, updated annually, publicly available and contain both indicators of 
quality/price of business premises, as well as information on the total 
floorspace for a set of business premises classes, such as factories, ware-
houses, retail premises and offices.  

To make areas comparable, Location Quotients for these variables are 
generated and used in the spatial database instead of the source data.  

Liveability 

The work in developing a better understanding of location factors rele-
vant to FDI also highlights the need to qualify a more informal living envi-
ronment quality indicator. Such an indicator highlights the quality of the 
working environment, influencing the attractiveness to the workforce of 
the business location environment.  

The Index of Multiple Deprivation (IMD) 2007 is a multiple indicator of 
deprivation structured into a series of domains, provided as a basis for pol-
icy making (DCLG 2009). The IMD is composed from data collected on 
persons or households in receipt of various government benefits made up 
of 7 domains.  
The IMD allows the addition to the spatial database of a small scale indica-
tor of liveability, or general attractiveness as a place of work for compa-
nies looking to setup in London.  
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Table 1. Summary table of initial data framework  

Class Source Variables   Geography 

Companies Annual 
Business In-
quiry 2007 

Creative industries Environmental LSOA 

Higher Education & Research Construction  

Health Retail  

Social work Transport & logistics  

Tourism & leisure Charity & voluntary  

Utilities Life sciences  

Professional services Pharmaceuticals  

Financial services Medical equipment  

Food & drink Manufacturing  

ICT Real estate  

Ratio of Workplaces  over Employees  

Working 
Population 

Census 2001: 
Special 
Workplace 
Statistics 

Higher managerial and professional Occupations: 
   Large employers and higher managerial Occupations 
   Higher professional Occupations 

Census Wards 

Lower managerial and professional Occupations  

Intermediate Occupations  

Small employers and own account workers  

Lower supervisory and technical occupations  

Semi-routine occupations  

Routine Occupations  

Never worked and long-term unemployed  

Property 
Stock 

Rateable 
Value Statis-
tics 2007 

Rateable Value per square meter - Offices MSOA 

Rateable Value per square meter - Premises  

Rateable Value per square meter - Factories  

Rateable Value per square meter - Warehouses  

Total Floorspace - Offices  

Total Floorspace - Retail Premises  
Total Floorspace - Factories  

Total Floorspace – Warehouses  

Living 
Quality 

Index of 
Multiple 
Deprivation 
2007 

Overall Score LSOA 
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5 Defining a geographic framework 

Looking back at the history of London and its urban development, Greater 
London has come into existence as a construction of many individual 
towns and cities (Hebbert 1998; Thurstain-Goodwin & Unwin 2000; Ack-
royd 2001; URBED 2002). These nuclei of urban development still survive 
today and have separate identities and differing characteristics, in an eco-
nomic sense, as well as socially, demographically and culturally.  

The Town Centre Statistics Project satisfies the condition of not being 
based on pre-existing delineations, as it aimed to define town centre 
boundaries along with attached economic and social statistical indicators, 
for all towns falling within the M25. The result of the research was the 
production of an Index of Town Centeredness – which form thresholds 
which define town centre boundaries constrained by size and functional 
activity (Thurstain et al. 2001; Lloyd 2004). 

 

 
Fig. 1. Overview map of the Town Centres inside the Greater London Authority 
Area 

The Town Centre boundaries for London (see Figure 1) specifically de-
fine 208 boundaries representing the quantitative expression of the nucleus 



128      Patrick Weber, Dave Chapman 

constituting London “Towns” described in history and defined previously 
through anecdotal evidence. Town Centre boundaries provide the geo-
graphical framework for the provision of quantifiable and comparable in-
dicators, fit to constitute the basis of a set of Area Profiles for Greater 
London.  

5.1 Transforming variables into a unified geographic 
framework 

Given that the Town centre boundaries are derived from a set of surfaces 
contoured to a specified threshold, they are not coincidental with any exist-
ing administrative, statistical or political boundaries.  In Figure 2, one can 
see an example of the problem for the exemplar Town Centre of Canary 
Wharf. Although the Town Centre boundary describes the area of principal 
town centre activity, the boundaries for the individual wards holding data 
from the spatial database are not coinciding.  In fact, the town centre 
boundary intersects more than one ward boundary. 

 

 
Fig. 2. Canary Wharf Town Centre Polygon and the selected touching Wards used 
for analysis 

To transform the spatial database of location variables, data is aggre-
gated for each Town Centre from the intersection between each Town 
Centre and respective spatial data units. The Town Centre statistics inherit 
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an average value of the surrounding spatial data units. The inherent overes-
timation of the data collection area, allows the qualification of London 
neighbourhoods on a wider scale than the narrow view set by the Town 
Centre boundaries.  

6 Developing a geo-business classification 

The spatial database joined up into a coherent and relevant geographical 
framework, developed in the previous section, contains 50 variables 
deemed relevant to the FDI location decision making process. 

Decision making, through comparison of Town Centres along each of 
these 50 variables, is possible but remains cumbersome due to the number 
of variables and amount of data involved. A data reduction and aggrega-
tion method is needed, satisfying the conditions of the variables included 
in the new system to sufficiently, although parsimoniously, tap the domain 
of the constructs in question, while the constructs, in turn, sufficiently, al-
though parsimoniously, model the phenomena in question. (Bacharach 
1989, p.506)  

The following section is concerned with the development of a new clas-
sification system for Town Centres, reducing the number of variables in-
volved to a manageable level, identifying and eliminating highly correlated 
variables, obfuscating judgements on location options. The classification is 
brought to life through the development of profiles detailing the different 
geo-business dimensions, giving a detailed account of the main distinctive 
characteristics of each class. Such a parsimonious classification allows for 
the meaningful characterisation and comparison between FDI location op-
tions.  

This classification does not attempt to incorporate measures of accessi-
bility, which are dealt with separately in the SDSS framework, instead it 
focuses on the social and economic characteristics of each town centre. 

7 Principal Components Analysis 

In exploratory analysis models of highly dimensional datasets, one of the 
techniques commonly used to uncover a variable structure is a Principal 
Components Analysis (PCA). In the context of geodemographic classifica-
tions, PCA is used to isolate the main differentiating factor or components 
of a group of correlated variables. The structure of these principal compo-
nents is such that the first component accounts for as much data variability 
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as possible and each succeeding component there after accounts for a de-
creasing amount of variability. For a detailed discussion of the methodol-
ogy of PCA, refer to Robinson (1998, p.121).  

PCA is used to reduce the spatial database of 50 input variables to a 
smaller number of components characterising both the common and 
unique variance of the original dataset.  

Discussion of Outputs 

The principal output from the PCA is contained in Table 2, showing 
generated components in decreasing order of contribution to the overall 
variance of the constituting variables. The eigenvalue of a given compo-
nent measures the variance in all the variables which is accounted for by 
that component.  

The plotted eigenvalues of the individual components help make an in-
formed decision on the threshold beyond which supplemental components 
only add little to the model. Apart from subjective appreciations by the re-
searcher of the interpretability of a given component, i.e. does a compo-
nent make any sense and can be interpreted, a commonly accepted cut-off 
criterion is when the eigenvalue of a component drops below a value of 1, 
according to the Kaiser criterion (Kaiser 1960). There are numerous other 
methods to determine the component number threshold, for a detailed dis-
cussion and evaluation see Jackson (1993). 

Table 2. Principal Components Analysis Output of Eigenvalues and contribution 
to overall variance of dataset 

Comp Name 
Initial Eigenvalues Rotation Sums of Squared 

Loadings 

Total % of 
Variance

Cumula-
tive % Total % of 

Variance
Cumula-
tive % 

1 Urban profes-
sionals 7.943 20.368 20.368 4.602 11.800 11.800 

2 Blue Collar In-
dustry 4.606 11.810 32.178 4.069 10.433 22.233 

3 Blue Chip Fi-
nance 2.942 7.543 39.721 3.324 8.523 30.756 

4 Third Sector 
Centres 2.407 6.171 45.892 2.832 7.262 38.018 

5 Big Sheds and 
Trucks 2.174 5.575 51.468 2.508 6.431 44.450 

6 High (End) 
Streets 1.756 4.503 55.970 2.405 6.168 50.617 
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Table 2. (cont.) 

Comp Name 
Initial Eigenvalues Rotation Sums of Squared 

Loadings 

Total % of 
Variance

Cumula-
tive % Total % of 

Variance
Cumula-
tive % 

7 Creative & 
Green Minds 1.460 3.742 59.713 2.298 5.893 56.511 

8 Sights of Lon-
don 1.397 3.582 63.294 1.678 4.302 60.812 

9 Ivory Towers 1.215 3.115 66.410 1.602 4.108 64.921 

10  1.130 2.898 69.307 1.476 3.784 68.705 

11  1.098 2.816 72.124 1.333 3.419 72.124 

 
Another possible indicator for the choice of component threshold is the 

Cattell Scree Plot (see Figure 3). This plot draws the components on the X 
axis, and the corresponding eigenvalues on the Y axis. As a rule, when the 
drop in the curve almost ceases, as to make an “elbow”, Cattell advises to 
drop all further components after the one starting the elbow. 

 
Fig. 3. Scree Plot of PCA output 

Although these indicators are widely recognized and valid, the final de-
cision on the number of components to retain rests on a careful considera-
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tion of the components and their contribution to the model in terms of ex-
planatory value. Looking at the component loadings, which relate individ-
ual variables to the individual components, the interpretability of the com-
ponents is tested to see if each component and its constituting variables 
add to the explanatory power of a model of London Town Centre charac-
teristics.  

To relate the components back to the individual variables, PCA gener-
ates a new correlation matrix (see Table 3). This loadings matrix repre-
sents the correlation coefficients between variables (rows, in our case the 
individual variables), and the components (columns). The squared sum of 
loadings of a given component is equal to the variance among the variables 
explained by the given component.   

For example a component loading of 0.7 confirms that the variable is 
very well represented by a particular factor as half of the variance of a 
variable is explained by that component. The component loadings matrix 
allows the interpretation of the components to make an informed final de-
cision on the number of components to retain.  
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Table 3: Component Loadings matrix. 

Category Variable Components 
1 2 3 4 5 6 7 8 9 

Business Retail -0.85 -0.07 -0.07 -0.12 -0.03 0.23 0.11 0.16 -0.11 
Workforce Full Time Students -0.84 -0.19 0.04 -0.04 -0.08 0.05 0.08 0.04 0.01 
Workforce Semi routine occupations -0.80 0.32 -0.06 0.06 -0.07 -0.16 -0.22 -0.01 -0.06 
Property Floorspace - Retail Premises -0.65 -0.10 -0.26 -0.02 -0.32 0.06 -0.10 0.01 -0.02 
Workforce Higher Professional Occupations 0.62 -0.37 0.27 -0.18 -0.18 0.22 0.12 0.04 0.35 
Workforce Large Empl/ & H. Manag. Occ. 0.56 -0.14 0.47 -0.25 0.07 0.14 0.38 0.04 -0.03 
Workforce Lower Manag. & Prof. Occ. 0.53 -0.50 -0.11 0.07 -0.02 0.48 0.23 0.02 0.03 
Property Floorspace - Offices 0.48 -0.39 0.47 -0.24 0.02 0.19 0.24 0.24 -0.11 
Business Professional Services 0.45 -0.35 0.02 -0.18 -0.22 0.11 0.24 0.23 -0.08 
Property RV per sqm - Offices 0.42 -0.30 0.17 -0.36 0.10 0.38 0.26 0.32 -0.06 
Workforce Routine Occupations -0.18 0.81 -0.15 0.08 0.17 -0.17 -0.22 -0.13 -0.03 
Business Manufacturing 0.10 0.79 -0.03 -0.06 -0.02 -0.16 0.26 -0.05 -0.01 
Workforce Lower Superv. & Techn. Occ. -0.24 0.74 0.02 -0.09 0.27 -0.23 -0.14 0.01 -0.11 
Business Food and Drink 0.01 0.56 -0.21 0.05 -0.10 0.03 -0.01 -0.01 0.05 
Workforce Intermediate Occupations 0.02 -0.23 0.83 0.02 0.04 -0.07 -0.09 -0.03 -0.06 
Workforce Small Empl. & Own Acc. Wrk. -0.25 -0.05 -0.73 0.18 -0.08 -0.33 -0.14 0.01 -0.13 
Business Ratio Employes to Workplace 0.08 -0.04 0.73 -0.15 0.29 -0.03 -0.14 -0.04 0.03 
Business Financial Services 0.41 -0.25 0.42 -0.22 -0.28 0.08 -0.04 0.31 -0.11 
Business Charity and Voluntary -0.03 0.02 -0.09 0.87 0.10 0.01 0.10 0.12 -0.05 
Business Social Work -0.03 -0.11 -0.21 0.82 0.01 -0.04 -0.08 0.07 -0.05 
Liveability IMD 2007 Score 0.04 0.45 0.21 0.59 0.18 0.18 -0.02 -0.04 -0.10 
Property RV per sqm - Factories 0.07 -0.10 -0.03 0.29 0.69 -0.08 0.11 -0.11 -0.13 
Business Transport and Logistics 0.06 0.25 0.22 -0.19 0.67 -0.08 -0.04 -0.28 -0.06 
Property RV per sqm - Warehouse 0.06 0.01 0.31 -0.01 0.65 0.12 -0.04 0.31 0.12 
Property Floorspace - Warehouses 0.09 0.48 0.06 0.19 0.55 -0.05 -0.07 -0.02 0.15 
Property Floorspace - Factories 0.15 0.33 -0.13 0.28 0.46 -0.16 -0.10 -0.10 -0.13 
Business Construction -0.02 0.22 -0.17 -0.05 -0.01 -0.71 -0.03 0.02 -0.24 
Property RV per sqm - Retail Premises 0.08 -0.17 0.20 -0.40 -0.06 0.58 0.14 0.39 -0.13 
Business Real Estate -0.02 -0.22 -0.32 0.05 -0.08 0.53 0.01 -0.06 -0.11 
Business ICT 0.22 -0.11 0.01 -0.25 0.25 -0.44 0.31 0.17 0.04 
Business Creative Industries 0.08 -0.17 -0.23 0.00 0.05 0.21 0.82 0.09 -0.06 
Business Environmental 0.12 0.05 0.07 0.06 -0.12 -0.12 0.74 -0.10 0.18 
Business Healthcare 0.08 -0.21 -0.12 0.04 -0.11 0.00 -0.45 -0.38 0.18 
Business Pharmaceuticals 0.05 0.07 0.05 -0.22 0.09 0.05 0.00 -0.74 -0.07 
Business Tourism and Leisure -0.14 -0.14 -0.42 -0.23 0.05 0.33 0.02 0.42 -0.02 
Business Life Sciences 0.01 0.05 0.02 -0.08 0.05 -0.05 0.15 0.03 0.79 
Business Higher Education & Research 0.14 -0.08 -0.04 -0.02 -0.06 0.15 -0.13 0.00 0.71 
Business Medical Equipment 0.02 0.10 -0.11 0.07 -0.07 0.04 -0.12 -0.15 -0.05 
Business Utilities -0.17 -0.06 0.08 -0.17 0.03 0.01 -0.09 0.01 -0.02 
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Previous information for thresholds from the Kaiser criterion (11 com-
ponents), and the Scree Plot (8 components) means that a informed deci-
sion has to be reached by the investigator. Given that component 9 con-
tains significant correlations with the Life Sciences and Higher Education 
industry sectors (refer to Table 3), this component seems to contain infor-
mation related to potential clusters of biotech companies, a sector of great 
interest to FDI, and thus is retained in the final PCA output. 

The final selected set of 9 components retained for further analysis re-
tain 64 percent of the original variance, giving a reasonable basis on which 
to proceed. 

8 Development of Component Profiles 

Through the application of the Principal Components Analysis, discussed 
in the previous section, the 9 most significant components were identified. 
The characterisation of the Town Centres according to these 9 dimensions 
achieves the initial goal set to reduce the original spatial database of vari-
ables down to a much reduced set of components.  

To make the results of the PCA analysis accessible to end users, and as 
a visualisation and exploration tool, PCA components profiles are devel-
oped. These profiles describe, quantify and qualify each component ac-
cording to the most significant variables attached to each component.  
Through the component scores, Town Centre rankings for each component 
are also computed indicating how representative of a given component 
each Town Centre is. Component profiles contain the following elements:  

 
1. Most Positively/Negatively correlated variables: The identification 

of both the strength and direction of correlation to the original vari-
ables. 

2. Component Name/Label: A short, memorable and distinctive com-
ponent name allows the classification user to grasp the overall charac-
teristic of a component, and to help memorisation.  

3. Keywords and/or Narrative: Using the component loadings, an ex-
panded narrative description of representative characteristics is de-
veloped in terms of of economic activity, liveability, socio-economic 
makeup of the workforce and property stock. 

4. Most/least representative Town Centres: Through the component 
scores, a ranked list allows the identification of the most “typical” or 
“atypical” Town Centres.  
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5. Example streetviews of most/least representative Town Centres: 
A pictorial narrative is developed, showing typical street views, shops 
and other pictures giving a general context of the Town Centre pro-
file.  
 

The following section presents the profiles of the 9 components, in order 
of decreasing contribution to the overall variance of the spatial database. 
These profiles form the final geo-business classification retained to support 
business location decision-making.  

Urban Professionals 

This component characterises typical Central London activities in the 
knowledge and professional services industry, from big accountancy and 
professional services firms, across to major financial institutions. The 
property stock is mainly devoted to high quality office spaces and limited 
retail space of less than average value.  Given that this component mainly 
represents the knowledge economy, there is an above average concentra-
tion of a highly skilled workforce. The Component is also marked by a 
relative scarcity of semi routine occupations, or full-time students. 

The most representative Town Centres for this component thus are the 
individual Town Centres that make up the City of London global financial 
centre, along with Canary Wharf and Holborn in Central London. 

Blue Collar Industry 

“Blue Collar Industry” is mainly concerned with manufacturing activi-
ties, including the food and drink industry. Interestingly, logistics and dis-
tribution make a less significant contribution to the component characteri-
sation (at a factor loading of 0.25). The workforce is mainly composed of 
supervisory, routine and technical employees. The property stock is char-
acterised by an abundance of warehousing, with a relative scarcity of of-
fice space. 

The geographic distribution of the most representative Town Centres 
brings up Dagenham, famous for its manufacturing tradition in the auto-
motive sector such as the Ford motor factory, but also locations outside 
Central London in the East and North of London such as Bow, Tottenham, 
Edmonton, and Kenton in Harrow. 
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Blue Chip Finance 

Although at first glance the component presents similar characteristics 
to “Urban Professionals”, there are some marked differences. In this com-
ponent, there is a significant correlation with the presence of larger firms, 
which is not the case for “Urban Professionals”. Financial services are the 
only significantly positively correlated business sector, but not Profes-
sional Services (loading of 0.02). Workforce qualification levels are lower 
when compared to “Urban Professionals” as well.  There is a marked nega-
tive correlation of self employed and small employers. Similar to “Urban 
Professionals”, there is comparatively less retail space, and not a lot of 
tourism.  

Looking at the geographical distribution of the most representative 
Town Centres for the component, again, the City of London Town Centres 
and Canary Wharf score highly, although it is worth noting that Croydon 
Retail Core comes in fourth.  

Third Sector Centres 

The “Third sector Centres” component is characterised by presence of 
both Charity and Voluntary as well as Social Work industry sectors, lo-
cated in deprived areas, with sparse local work opportunities apart from 
social work and third sector charity work. Although there is retail activity, 
the property stock is of low value, with some small offices, again of low 
value.  There is evidence of some factory stock. 

The geographic distribution of the most representative “Third Sector 
Centres” is composed mainly of deprived inner and outer London Town 
Centres such as North Kensington, Brixton, Norbury, Maida Hill (see Fig-
ure 4). It is interesting to note that North Kensington is one of the most 
representative Town Centres, versus South Kensington as one of the least 
representative areas. Deprivation plays an important role in the characteri-
sation of this component, and steep social gradients between neighbouring 
areas of London explain these extreme contrasts, an issue explored in more 
detail in Harris & Longley (2002). 
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Fig. 4. Example map of least and most representative neighbouring Town Centres 
in West London according to component “Third Sector Centres” 

Big Sheds and Trucks 

“Big sheds and trucks” is marked by a significantly above average con-
centration of transport and logistics businesses, the property stock is 
mainly composed of both warehousing and factories, with above average 
value. The workforce is mainly composed of lower skilled workers, and 
there is a clear negative correlation, and thus lack of financial service busi-
nesses.  

The most representative Town Centres are in West London focused 
around Heathrow as one of the most important international transportation 
hubs of London. 

High (End) Streets 

The label of the sector “High (End) Streets” is deduced from the con-
centration of correlated variables related to high end retail sector activities, 
including the real estate industry. High quality retail and office premises 
are significantly correlated, along with a workforce mainly comprised of 
lower managerial and professional occupations. This component is also 
marked by lack of ICT and Construction companies. 
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The most typical “High (End) Street” type Town Centres are located in 
West London with Town Centres such as Upper Brompton Road and 
South Kensington the most representative.  

Creative & Green Minds 

This component is representative of a creative sector and environmental 
consultancy type business environment, also characterised by a highly 
skilled workforce. The workforce is composed of highly qualified manag-
ers working for larger employers, as well as professionals, with a negative 
correlation for routine and semi-routine occupations. Regarding the prop-
erty stock, there is a weak positive correlation towards higher quality of-
fices.  

Areas in West London such as Battersea and Hammersmith, as well as 
Camden (including Kentish Town) are most representative for this compo-
nent. 

Sights of London 

“Sights of London” is named after the concentration of tourism and lei-
sure, as well as retail activities, together with significant correlations with 
a property stock of high value offices. Geographically, these conditions are 
mostly found in Central and West London, which also are the main hubs of 
tourism activity. There are significant negative correlations with the Phar-
maceutical and Healthcare industries, as well as with Transport and Logis-
tics. 

Ivory Towers 

Given the significant correlation of this component with Life Sciences 
industries and Higher Education Institutions, the component is deemed 
useful to FDI promotion. Apart from these two sectors, the workforce is 
qualified as higher professional occupations. Given this combination of 
significant variables, it makes sense to relate this component to a dimen-
sion of collocation of universities and life science firms, possibly univer-
sity spinouts. Due to the narrow definition of the component, the geo-
graphical distribution of the component scores highlights individual Town 
Centres where significant life sciences companies are located. This is the 
case for example in Mill Hill which hosts the National Centre for Medical 
Research, the largest UK medical research centre. 
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view to explore, compare and rank London’s business neighbourhoods 
along with ancillary data. 

References 

Ackroyd, P., 2001. London: The Biography New edition., Vintage. 
Bacharach, S.B., 1989. Organizational Theories: Some Criteria for Evaluation. 

The Academy of Management Review, 14(4), 496-515. 
Charlton, M., Openshaw, S. & Wymer, C., 1985. Some new classifications of cen-

sus enumeration districts in Britain: a poor man's ACORN. Journal of Eco-
nomic and Social Measurement, 13(1), 69–96. 

Department of Communities and Local Government, 2009. Indices of Deprivation 
2007. Indices of Deprivation 2007. Available at: 
http://www.communities.gov.uk/communities/neighbourhoodrenewal/depriva
tion/deprivation07/ [Accessed July 21, 2009]. 

Experian, 2009. MOSAIC UK 2009. Available at: http://www.business-
strategies.co.uk/ [Accessed July 20, 2009]. 

Harris, R., Webber, R. & Sleight, P., 2005. Geodemographics, GIS and 
neighbourhood targeting, John Wiley & Sons Inc. 

Harris, R.J. & Longley, P.A., 2002. Creating small area measures of urban depri-
vation. Environment and Planning A, 34(6), 1073 – 1093. 

Hebbert, M., 1998. London: More by Fortune than Design, London: John Wiley. 
Jackson, D.A., 1993. Stopping Rules in Principal Components Analysis: A Com-

parison of Heuristical and Statistical Approaches. Ecology, 74(8), 2204-2214. 
Johnston, R.J., 2000. The dictionary of human geography, Blackwell Publishers. 
Kaiser, H.F., 1960. The Application of Electronic Computers to Factor Analysis. 

Educational and Psychological Measurement, 20(1), 141-151. 
LDA, 2003. Understanding London's Sectors, London: London Development 

Agency. 
Leigh, 1970. The use of location quotients in urban economic base studies. Land 

economics, 46(2), 202. 
Lloyd, D., 2004. Uncertainty in Town Centre Definition. PhD Thesis. University 

College London. 
Longley, P. & Clarke, G., 1995. GIS for business and service planning, John 

Wiley and Sons. 
Office of National Statistics, 2009. National Statistics 2001 Area Classification. 

Office of National Statistics Website. Available at: 
http://www.statistics.gov.uk/about/methodology_by_theme/area_classificatio
n/default.asp [Accessed July 20, 2009]. 

Office of National Statistics, 2008. The IDBR Inter-Departmental Business Regis-
ter; a key survey source. The IDBR Inter-Departmental Business Register; a 
key survey source. Available at: 
http://www.statistics.gov.uk/CCI/nugget.asp?ID=195 [Accessed July 21, 
2009]. 



142      Patrick Weber, Dave Chapman 

Pearson, K., 1901. On lines and planes of closest fit to systems of points in space. 
Philosophical magazine, 2(6), 559–572. 

Porter, M.E., 2000. Location, Competition, and Economic Development: Local 
Clusters in a Global Economy. Economic Development Quarterly, 14(1), 15. 

Robinson, G.M., 1998. Methods and techniques in human geography, London: J. 
Wiley. 

Saxenian, A., 1991. The origins and dynamics of production networks in Silicon 
Valley. Research Policy, 20(5), 423-437. 

Sleight, P., 1997. Targeting Customers: how to use geodemographic and lifestyle 
data in your business, NTC Publications Henley on Thames, UK. 

Thurstain, M. et al., 2001. Producing Boundaries and Statistics for Town Centres, 
CASA, Center for Advanced Spatial Analysis, London. 

Thurstain-Goodwin, M. & Unwin, D., 2000. Defining and Delineating the Central 
Areas of Towns for Statistical Monitoring Using Continuous Surface Repre-
sentations. Transactions in GIS, 4(4), 305-317. 

URBED, 2002. A City of Villages: Promotion a sustainable future for London's 
suburbs, London: Greater London Authority. Available at: 
http://www.london.gov.uk/mayor/planning/docs/tr11_villages.pdf. 

Weber, P. & Chapman, D., 2009. Investing in geography: A GIS to support in-
ward investment. Computers, Environment and Urban Systems, 33(1), 1-14. 

 



Suggestive Geo-Tagging Assistance for Geo-
Collaboration Tools 

Marius Austerschulte, Carsten Keßler 

Institute for Geoinformatics, University of Münster, Germany 
m.austerschulte@gmail.com, carsten.kessler@uni-muenster.de 

Abstract. An argumentation map is an online discussion forum for spatial-
ly related topics that combines the forum with an interactive map. The util-
ity of an argumentation mapping tool highly depends on the accuracy and 
quantity of the geo-tags that link the discussion contributions to geograph-
ic locations. These geo-tags can be created manually by the users of the 
argumentation map or automatically by a geo-parsing application. Howev-
er, in the case of manual geo-tagging users often do not create geo-tags as 
extensively as desired. In contrast, automatic geo-parsers have difficulties 
with the informal language often used in user-generated content and with 
resolving small-scale features. 

This paper proposes a hybrid approach for geo-tagging user-generated 
content which involves the users in the process but supports them with an 
automatic geo-parser which suggests locations. The implementation of a 
prototype as well as a human participants test are presented in order to ana-
lyze the geo-tagging performance of this approach. It turns out that it is 
possible to reduce the number of geo-tagging errors but keep the recall rate 
approximately constant, compared to automatic geo-parsers. 

1 Introduction 

With the increasing importance of the web as a medium for global 
communication, new applications for asynchronous discussions have been 
developed. Rinner (2001) describes the concept of argumentation maps to 
support map-based discussions in online planning. Argumentation maps 
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combine an online discussion forum (ODF) with an interactive geographic 
mapping component. Their web-based design implicates several 
advantages compared to traditional offline means of discussion, such as a 
lower inhibition threshold for participation in a discussion (Kingston et al. 
1999), the ability to attend a discussion from any computer with online 
access, or the possibility to share information among many attendees 
(Laurini 2004). 

While conventional forums without a mapping component only allow 
the structuring and retrieval of contributions by keywords, argumentation 
maps in principle also provide the possibility to retrieve messages by the 
geographic area they are referring to. Discussion participants are instantly 
aware of what geographic area a specific discussion is about. Locations 
which would be difficult or laborious to explain in words (e.g., locations in 
uninhabited areas) can easily be marked in a map and ambiguous place 
names can be disambiguated with little effort. 

Although the general concept of argumentation maps has been around 
for several years now, practical implementations are still relatively rare. 
Keßler (2004) created a prototypical discussion forum for spatial decision-
making and geo-collaboration called “Argumap”. Its successor is called 
“ArgooMap”. Both combine an online discussion forum with an 
interactive map. Forum contributions can be geo-tagged, i.e., linked to 
geographic locations by clicking locations in the map.  

A usability test was carried out by Sidlar and Rinner (2007). They 
attested the Argumap prototype a generally high usability but revealed 
several issues that could be improved. According to Rinner et al. (2008) 
users often do not create references to every location that appear in their 
contributions, or do not even set any references at all. 

Another important limitation of both Argumap and ArgooMap is that 
entire contributions instead of single geographic names mentioned in the 
texts are linked to geographic locations (Rinner et al. 2008). This means 
that the match between place name and location is lost. The resulting 
complexity could lead to insufficient geo-tagging activity since the 
discussion participants cannot see a benefit from adding more references to 
the map.  

In this paper we will present an argumentation mapping prototype that 
allows users to assign geo-tags to single terms instead of entire 
contributions. 

With the term user-generated text content we denote text resources that 
are created on publicly accessible web sites by end-users and are not direct 
subjects to an editorial authority. Such text resources are sometimes 
written in colloquial or not well-authored language and may contain slang 
words and misspellings, especially in terms of upper and lower case. 
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Important examples for web sites that are characterized by user-generated 
text content are online discussion forums, wikis, or blogs. Geo-tagging of 
text is often done a posteriori, i.e., it is not done by the authors of the texts 
themselves (which is a priori geo-tagging). A human or, in most cases, a 
software program tries to infer the intended geographic locations from the 
place names mentioned in the text and their context. This is in principle 
inexact in many cases, especially when performed by software programs 
that cannot understand the context in which a place name is mentioned. 
Automatic geo-tagging software1, so-called “geo-parsers” or “geo-
taggers”, already achieves relatively good recognition rates on corpora 
containing well-authored texts, such as news stories (Silva et al. 2006). 
However, these geo-parsers have problems with resolving ambiguous 
place names. Locations that are not listed in the geo-parser's gazetteer, 
such as single buildings or locations in open land, cannot be geo-tagged at 
all2. User-generated text as encountered in discussion forums is often 
written in an informal style, contains typos and slang expressions and thus 
makes it even harder for geo-parsers to achieve high recognition rates. 
Therefore, a further motivation for this work is to find a method that 
allows effective geo-tagging of user-generated content. It should 
outperform automatic geo-parsers in this task. 

2 Related Work  

Online discussion forums3 (ODF) are a well-established and popular 
application on the web. Besides the use of ODFs for personal informal 
discussions and information exchange, the concept also got into the focus 
of researchers who are investigating its benefits for professional 
applications. The idea of discussing things by using ODFs is gaining 
increasing attention in areas like e-Learning (Wu 2004), public 
participation4, and the theory of deliberative democracy (Wright 2007). 
Laurini (2004) depicts the advantages of online discussion forums in 
public participation. He states that web-based discussions do not need 
fixed appointments and are more convenient and relaxed than conventional 
participation procedures. For people who feel uncomfortable when 
                                                      
1 For example MetaCarta, http://www.metacarta.com 
2 Except by entering the according geographical coordinates directly. However, 
this is cumbersome and not practically feasible for a large number of users. 
3 One of the first online discussion forums, namely UBB.classic, emerged in 1996 
(according to http://www.tomrell.com/ 
4 http://www.e-participation.net/taxonomy/term/32 
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speaking in front of large groups, online discussion forums are a good way 
of making themselves heard (Kingston 1999). 

Argumentation mapping tools are based on the combination of an ODF 
and an online mapping component. Rinner (2001) defines the 
argumentation maps concept as an object-based model for geographically 
referenced discussions. Argumentation maps aim at “supporting any 
argumentative process that has a spatial component and can benefit from 
explicit links between arguments and the corresponding places they refer 
to“ (Rinner et al. 2008, p. 6). 

In the argumentation map model, Rinner (2006) distinguishes 
argumentation elements, geographic reference objects, and graphic 
reference objects (see Fig. 1). Argumentation elements are the formal 
representations of arguments expressed by the participants of a discussion. 
In a spatially related discussion these argumentation elements potentially 
refer to one or more geographic reference objects, which are part of the 
map. At the same time they refer to one or more graphic reference objects, 
which are created by the discussion participants. Graphic reference objects 
are markers in the map that highlight a point or an area. Between all three 
kinds of elements and objects several kinds of relations are defined that 
represent the structure of the corresponding discussion. For instance, 
multiple argumentation elements may be linked to each other through  
logical relations, which may indicate a response to a certain argument. 

 

  

Fig. 1. Conceptual model for argumentation maps. Source: Rinner (2006) 

3 Suggestive Geo-Tagging 

The usefulness of an argumentation mapping tool highly depends on the 
accuracy and quantity of the geo-tags that link the discussion contributions 
to geographic locations. Generally we can assume the following: The more 
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tedious it is for a user to create geo-tags and the less the user can see a 
benefit from these geo-tags, the less geo-tags will be created by her. Geo-
tagging resources such as photographs and video is a common task on the 
web which can be completed easily by clicking a point in a map. In 
contrast, geo-tagging of texts generally requires more effort since text 
resources, unlike photographs, often refer to many different locations. 
Thus making this process easy and convenient is a key aspect of improving 
the overall quality of the geo-tags. 

Two specific factors are crucial for a geo-parser's recognition rate on 
text content from online discussion forums: the authoring quality, 
including the grammatical and orthographic correctness of the given text, 
and the general prominence of the geographic features mentioned in this 
text. 
 
Authoring quality of a text. Geo-parsers make use of Natural Language 
Processing and Named Entity Recognition to spot possible geographic 
identifiers and therefore require well-authored texts with only few 
grammatical mistakes and typos to achieve good results. In contrast, 
discussion forum contributions contain user-generated text content that is 
written spontaneously in many cases. Often, no great store is being set on 
grammatically and orthographically correct writing. As shown by Amitay 
et al. (2004), this negatively influences the recognition rate of geo-parsers 
to a great extent. 
 
Prominence of a feature. The prominence of a feature is the general 
importance of a feature. Features with a high prominence, e.g., cities with 
a high population, are usually more likely to be mentioned than features 
with a low prominence. Geo-parsers utilize this assumption to 
disambiguate between equally-named features. However, spatial topics are 
often discussed at large scales (Rinner et al. 2008). Features at this scale, 
e.g., single buildings, that discussion participants might refer to, normally 
have a low prominence and are difficult for a geo-parser to recognize and 
resolve correctly. 

 
To shift the geo-tagging process from an a posteriori to an a priori 

approach, the contribution authors have to be involved in the geo-tagging 
process to some extent. In the following we present a prototype of an 
argumentation mapping tool that supports the authors by suggesting  
locations based on the content of the contributions but leaves the final 
decision whether to create a new geo-tag in the hands of the authors 
(suggestive geo-tagging).  
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3.1 Geo-Parsing and Suggestive Geo-Tagging 

A geo-parser tries to find terms in a text that denote location names and 
maps found entity names to the geographic coordinates of the intended 
real-world counterpart: 

Washington → (38.895, -77.037) 

Geo-parsing and suggestive geo-tagging are technically for the most part 
identical. However, while geo-parsing aims at geo-tagging a given text 
mainly automatically, a suggestive geo-tagger suggests features for names 
in a text. It generates a list of feature candidates, ranks them according to 
their computed relevance, and lets a human make the final decision of link-
ing a geographic location to a name in the text or not. The key objective 
here is to support the users with a sufficient number of suggestions. We as-
sume that a higher number of false positives (i.e. terms that are falsely re-
garded as geographic names) delivered by the geo-parser is tolerable, since 
the final geo-tagging decision is up to the users. However, too many false 
positives might confuse users and may therefore result in a lower number 
of geo-tags created by the users. 

3.1.1 Disambiguation of Geographic Names 

By far the biggest challenge that a geo-parser is confronted with is ambi-
guity: In many cases one word not only has exactly one meaning but is the 
name of different geographic features and denotes other completely differ-
ent non-geographic things. Amitay et al. (2004) distinguish two kinds of 
ambiguities: 

geo/non-geo ambiguity occurs if a word or a sequence of words is the 
name of a geographic place, but also has a different meaning that is not re-
ferring to any geographic place. For example, Turkey is the name of a 
country but also denotes a bird species.  

geo/geo ambiguity occurs if there are several geographic places with the 
same name, e.g., Paris (France) and Paris (Texas). 

The prototype presented in this paper utilizes its own geo-parser that has 
been implemented for the task of suggestive geo-tagging. This geo-parser 
is based on the Geonames gazetteer5, whose database contains several 
types of features like cities, countries, mountains, lakes, parks, etc. In the 
following, the geo-parsers’ disambiguation techniques are introduced. 

                                                      
5 http://www.geonames.org/ 



Suggestive Geo-Tagging Assistance for Geo-Collaboration Tools      149 

In most cases humans can easily resolve ambiguity from linguistic and 
extra-linguistic context (Leidner et al. 2003). In contrast, geo-parsers do 
not truly understand a text. They try to resolve ambiguity by combining 
several different methods, rules, and heuristics (Overell et al. 2006; Ami-
tay et al. 2004; Leidner 2004; Rauch et al. 2003; Blessing et al. 2007; 
Leidner et al. 2003). To make use of implicit context information, two spe-
cial minimality heuristics can be applied (Gardent and Webber 2001) to 
disambiguate place names: 

One sense per discourse. If one geographic place name is mentioned sev-
eral times, it is assumed that it refers to the same location throughout the 
text (Gale et al. 1992). 

Minimal spanning region defines interpretation. If there are more than 
one geographic names occurring in a text, the location candidates (inter-
pretations) which span the smallest region are chosen (Leidner et al. 2003). 
For example, if the cities Bedford and Everett are mentioned, it is assumed 
that Bedford and Everett, Pennsylvania, are intended (since they only lie 
10 km apart) and not Everett, Pennsylvania, and Bedford, UK. 

The geo-parser makes use of several other methods used to disambi-
guate place names. These include Part-of-Speech tagging (information 
about the grammatical structure of the user-generated text), population da-
ta (places with higher population are more likely to be mentioned), and the 
“focus score”. The focus score method calculates a score based on the map 
area that is currently visible in the prototype and an inverse distance 
weighting. The map area can be adjusted by the users independently and 
should specify the approximate geographic scope of the discussion. Fea-
ture suggestions lying inside this area are assigned a higher score than 
those lying outside. 

4 Design and Implementation of the Prototype 

In order to overcome the shortcomings of the previous versions of 
Argoomap the prototype has been redesigned, away from a contribution-
based towards a word-based geo-tagging mechanism. This should clarify 
the relations between the words in the contributions and the map and  
increase the benefit the users gain from adding new geo-tags. 

The new prototype is called “ArgooMap 2”. It is a web page based on 
standard web technologies (HTML, CSS, JavaScript) that can be used with 
any common web browser. No additional plug-ins or software installations 
are required to run it. 
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The prototype layout is horizontally divided into two panels (see Fig.2). 
The left panel contains the textual content where forum contributions can 
be displayed and new topics and replies can be written. The right panel is 
dedicated to an interactive map that can be dynamically panned and 
zoomed. Users can choose between four different map types: a street map, 
satellite imagery, satellite imagery with an overlaying street map, or 
OpenStreetMap data. ArgooMap 2 makes use of the Google Maps API6. 
Due to its prominence, many users may already be familiar with the map 
controls. 
 

 
Fig. 2. Front page of the ArgooMap 2 prototype website 

The left panel lists the posted forum topics in chronological order. As 
the map is panned and zoomed to a different geographic area the list of 
topics is dynamically updated with posts referring to the current map 
extent. 

Clicking the header of a topic brings up the according discussion 
including all the replies that have been posted. It automatically adjusts the 
map pane so that all geographic locations mentioned in the discussion are 
shown. Words that have been linked to geographic locations in the map are 
highlighted in blue. The associated points are flagged with blue markers in 
the map. When the mouse is moved over a highlighted word in the text, the 
corresponding markers in the map change their color to red. The other way 
around, when a marker in the map is clicked, an info window opens that 
lists all words in the discussion that refer to this marker. Moving the 
                                                      
6 See http://code.google.com/apis/maps/documentation/reference.html 
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mouse over an entry in the info window immediately highlights the 
associated word in the discussion. 
 

 
Fig. 3. Composing a new contribution. The two terms in the text highlighted in 
blue are each linked to one of the two blue markers in the map 

There are two different possibilities to link words or terms in the 
contribution text to one or more geographic locations: automatic geo-
tagging and manual geo-tagging. The easiest way is to start the automatic 
geo-tagging process by clicking the “Geo-Tag“ button. Words that are 
recognized as geographic names are underlined. Clicking such a word 
brings up the location suggestions that the author can choose from. 

If none of the automatically retrieved suggestions matches the intended 
location, or if a word has not been recognized as a geographic name at all 
it can still be geo-tagged manually. This is done by simply clicking the 
according  location in the map. Until the contribution has been saved the 
authors can create, edit, and remove references at any time. 

5 Human Participants Test 

To analyze the applicability of the prototype for geo-tagging user-
generated content, a group of people was asked to take part in an 
experimental online discussion by using ArgooMap 2. The achieved geo-
tagging effectiveness of ArgooMap 2 has been compared to the 
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performance of the automatic geo-parsers Yahoo! Placemaker and 
MetaCarta GeoTagger. 

5.1 Preparation of the Test 

The performance of automatic geo-parsers is usually evaluated on large 
annotated corpora taken from newspapers, Wikipedia  (Overell et al. 
2006), or different web pages (Amitay et al. 2004). Such corpora only have 
to be annotated once and can then be reused as a basis for automated 
testing of a geo-parser. However, this is only partially possible with 
suggestive geo-tagging since the content to geo-tag is created by the 
participants during the test7. Therefore, each time after carrying out a test, 
the newly generated content has to be searched for geographic references 
manually and then annotated with the corresponding geographic locations. 
This can be very time-consuming. 

The test discussion was not fixed to a certain topic. Due to diverse the-
matic interests of the participants, restricting the discussion to a specific 
topic would have excluded a number of people from taking part. Instead, 
some initial questions were posted in the forum acting as conversation 
starters. 

5.2 Execution of the Test 

For the test, 41 people were invited via email to participate. The email 
explained the objective of the test and the capabilities of the prototype but 
did not prompt the readers to make use of the geo-tagging function. The 
participants should not have the feeling of having to place geo-tags 
extensively for the purpose of this test. In contrast, it was left up to them to 
find out the advantages of well geo-tagged content. 

When using the prototype the first time the participants were presented 
an introductory video of approximately four minutes length. This video 
demonstrated the basic concepts and the operation of the program. 

Although the discussion started sluggishly it became more vital with an 
increasing number of contributions. Travel reports emerged as a favorite 
topic. To keep the discussion going, additional contributions and replies 
were occasionally posted by the moderator. 

                                                      
7 Nevertheless, the geo-parser integrated in ArgooMap 2 could be trained on an 
annotated corpus containing user-generated text content. 
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5.3 Evaluation 

Table 1 depicts the participation statistics for the entire test. Until the end 
of the testing period, 20 of the 41 invited persons (49%) had written at 
least one contribution. The total number of contributions (excluding those 
that were created by the author) was 33 which corresponds to an average 
number of 1.7 contributions per participant. There were 19 threads with a 
total number of 17 replies, i.e., approx. 1 reply per thread on average. 

Table 1. Discussion participation statistics. Note: Contributions posted by the 
researchers are not included 

Number of invitations 41 
Number of participants 20 
Participation rate 49% 
Number of contributions 33 
Average number of contributions per person 1.7 
Number of threads 19 
Total number of replies 17 

  
To determine the geo-tagging performance, all contributions had to be 

scanned for geographic references manually and then annotated with the 
corresponding geographic locations. There were some cases where the cor-
rect annotation was not completely clear. For instance, one thread was 
about getting from Münster to Coventry and several airplane routes were 
discussed. The participants provided advice such as “fly from Dortmund to 
Stansted“. In these cases it was defined that the locations of the corres-
ponding airports were referenced and not the cities of Dortmund and 
Stansted themselves. Other ambiguities frequently encountered referred to 
the correct tagging of multi-word units like “Münster central station“ or 
“Cologne cathedral“. Here often only the city name (“Münster“) was geo-
tagged. In this case it was defined that the correct tagging applies to the 
full multi-word unit “Münster central station“. Phrases like “Dresden, 
Germany“ (where “Germany“ acts as a specifier) were defined to be 
treated as references to one single location (“Dresden“) and not separately 
(“Dresden“ and “Germany“). 

The annotation results are summarized in Table 2. 192 geographic refer-
ences have been made in the contributions which refer to 152 distinct plac-
es. This means that there were 4.7 distinct places mentioned per contribu-
tion on average. This number is relatively high compared to the two 
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discussions from the case study that was carried by Rinner et al. (2008) 
(2.94 and 3.13, respectively). 

Table 2. Geographic references statistics 

Total number of geographic references 192 
Number of referenced places 156 
Contributions without geographic references 5 (15%) 
Contributions with one geographic reference 4 (12%) 
Contributions with multiple geographic references 24 (73%) 
Average number of geographic references per contribution 5.8 
Average number of referenced places per contribution 4.7 

5.4 Evaluation Measures 

In information retrieval, the most frequently used measures for the 
effectiveness of a system are recall and precision (Manning et al. 2008). 
These measures can easily be adapted for evaluating a geo-tagging 
application: 

)references geographic(#
tags)-geocorrect (#=R  

tags)-geo created(#
tags)-geocorrect (#=P

 where R and P denote recall and precision, respectively. 
Depending on the application, one of the two measures might be more 

important than the other. As a trade off, the F measure is applied (Manning 
et al. 2008): 
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With β = 1 (written Fβ = 1), recall and precision are equally weighted. If 
β < 1 precision is emphasized whereas values of β>1  emphasize recall. In 
the case of maps more emphasis should be put on precision, since incorrect 
geo-tags might easily confuse people during a discussion and might adulte-
rate the geographic scope. A value of 0.5 for β is chosen here. It is consi-
dered to accentuate precision and decrease the influence of recall in a rea-
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sonable magnitude. Accordingly, we will also look at  Fβ = 0.5, besides re-
call and precision. 

5.5 Geo-Parsers 

The ArgooMap 2 prototype is evaluated against the two automatic geo-
parsers Yahoo! Placemaker8 and MetaCarta GeoTagger9. These are freely 
available geo-parsing web services which are accessed via HTTP POST. 
After posting the text content the services return an XML document 
containing the found places and the corresponding geographic coordinates 
as well as information on where in the text the geographic names have 
been found. 

5.6 Test Results 

To determine recall and precision of ArgooMap 2, Yahoo! Placemaker, 
and MetaCarta GeoTagger, for each contribution the correct geo-tags, the 
geo/geo tagging errors, the geo/non-geo tagging errors, and the geographic 
references that were not geo-tagged were counted. Table 3 summarizes the 
results achieved by each of the three applications. 

From the 192 geographic references mentioned in all contributions, 91 
where geo-tagged correctly with ArgooMap 2. There were 13 geo/geo 
tagging errors and 88 geographic references were not geo-tagged. 
Geo/non-geo tagging errors were not encountered. About one third of the 
geo-tags was created manually by clicking a location in the map and two 
thirds were inserted after selecting a feature suggestion. It is remarkable 
that all of the 13 geo/geo tagging errors occurred after selecting a 
suggestion but none after marking a location manually in the map. 
Although ArgooMap 2 provides the possibility to reference multiple 
locations to single geo-tags, this function was not utilized by any of the 
participants. 

The number of geographic references tagged correctly by Yahoo! 
Placemaker was 90, and therefore slightly lower than the value achieved 
by ArgooMap 2. However, the number of tagging errors was more than 
twice as high (27), most of them geo/geo errors and only 2 geo/non-geo 
errors. 

The MetaCarta geo-parser achieved the highest number of correct geo-
tags (105) but also made the highest number of mistakes (34). Thus, with 
                                                      
8 http://developer.yahoo.com/geo/placemaker 
9 http://ondemand.metacarta.com/?method=GeoTagger 
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54.7% the MetaCarta geo-parser attained by far the highest recall value, 
followed by ArgooMap 2 with 47.4% and Yahoo! Placemaker with 46.7%. 
However, this is achieved at the price of the highest error rate and the 
lowest precision. ArgooMap 2 clearly gained the highest precision value,  
namely 87.5%. Yahoo! Placemaker's precision is 10.6 percentage points 
lower (76.9%), followed by MetaCarta having a precision of 75.5%.  
 

Table 3. Geo-tagging effectiveness of ArgooMap 2 compared to Yahoo! 
Placemaker and MetaCarta 

 ArgooMap 2 Yahoo! MetaCarta 
Correct 91 90 105 
Geo/geo errors 13 25 31 
Geo/non-geo errors 0 2 3 
Not geo-tagged 88 77 56 
Recall 47.4% 46.9% 54.7% 
Precision 87.5% 76.9% 75.5% 

5.0=βF  0.75 0.68 0.70 

 

Table 4. ArgooMap 2 specific geo-tagging effectiveness statistics 

Suggested geo-tags 71 (68.3%) 
Manual geo-tags 33 (31.7%) 
Geo/geo errors in suggested tags 13 (100%) 
Geo/geo errors in manual tags 0 (0%) 
Geo-tags referring to multiple locations 0 

 
Table 4 shows some additional ArgooMap 2 specific statistics. More 

than two thirds of the geo-tags created in ArgooMap 2 were created by 
selecting an automatically generated location suggestion. Manual geo-tags 
were mainly created for places for which no appropriate suggestion was 
available. The corresponding error rates show that all geo-tagging errors 
occurred together with suggested tags. In contrast, the manually created 
geo-tags were correct in all cases. 
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6 Discussion 

The experimental discussion has shown that the recall rate of the 
implemented prototype was slightly higher than the one achieved by 
Yahoo! Placemaker, but did not reach the recall rate of the MetaCarta geo-
parser. On the other hand only every eighth geographic reference was 
tagged falsely by the users of the ArgooMap 2 prototype, while MetaCarta 
and Yahoo! Placemaker tagged about one quarter of the geographic 
references incorrectly. Hence, the geo-tagging precision of ArgooMap 2 
was clearly the highest among all geo-taggers. However, the prototype's 
recall rate is not completely satisfying. Some issues became apparent 
during the human participants test that negatively influence the recall rate. 
These issues as well as possible solutions are discussed in the following. 

The task of geo-tagging was well understood by the participants. There 
were only 3 contributions that did contain geographic references, but no 
geo-tags. In such cases, the reason was mostly that the geo-parser did not 
provide any suggestions for the mentioned geographic names. Although it 
was possible to geo-tag these names manually, the participants did not, 
either to avoid extra work or because they were not aware of this 
possibility. As the feature of manually creating geo-tags is a key 
functionality of the prototype which also separates it from fully automatic 
geo-parsers, its usage should be made clearer in the user interface. This 
could be achieved, by adding a prominent button that explicitly provides a 
simple option to manually create geo-tags. Additionally, the introduction 
presented to first time users of ArgooMap 2 should put more emphasis on 
this feature. 

The human participants test has shown that the majority (68%) of the 
referenced geographic names were geo-tagged by confirming a suggestion 
made by the built-in geo-parser. This illustrates the importance of the geo-
parser's performance for achieving a high recall. However, especially two 
shortcomings of the geo-parser had a negative impact on the recall during 
the test. First, generating location suggestions for a given text may take, 
depending on the text length, up to 20 seconds. This is clearly too long and 
it may discourage people to utilize this functionality. Hence, this fact very 
likely leads to a decrease in recall. Special focus should therefore be put on 
accelerating this process. The second drawback concerns the different 
names of features in various languages. The ArgooMap 2 geo-parser 
gazetteer only contains the local names of geographic features, e.g., it 
contains Köln but not Cologne, and it contains Roma but not Rome. As a 
result, mentions of Cologne were not recognized by the geo-parser as 
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geographic names, not highlighted, and for this reason also not geo-tagged 
by some users. 

In many contributions, specific geographic features were mentioned 
several times. Even if there are correct suggestions available for each 
instance of this name, users clearly tended to reference only one instance 
of this name. For example, one user mentioned “Coventry“ four times but 
only geo-tagged the first occurrence of it, presumably for convenience. 
Here the one sense per discourse heuristic could be applied to relieve the 
user from the work of confirming the same suggestion for every single 
geographic name instance. When one instance of such a name is geo-
tagged by the user, he should be asked whether all remaining occurrences 
of this name should be automatically referenced as well. 

A problem that was encountered several times was that participants 
forgot to adjust the map area of interest before initiating the geo-parsing 
process. Hence, places lying further outside the map area were not 
recognized. Since the adjustment of the map area by the participants turned 
out to be an important means for disambiguation, it should be preserved as 
such. However, a simple solution to this problem might be to just remind 
the users of adjusting the map area each time they start the automatic geo-
parsing process. A balance has to be struck here in order to not annoy the 
users unnecessarily. 

6.1 Transfer to Other Application Areas 

The concept of suggestive geo-tagging is not limited to the field of 
argumentation maps and online discussion forums. Potential other 
application areas include all kinds of public platforms that deal with user-
generated text content, such as wikis (Wikipedia) or blogs. Figure 4 shows 
a workflow diagram that abstracts the general principle of suggestive geo-
tagging. 
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Fig. 4. Suggestive geo-tagging workflow diagram 

7 Conclusion 

This work has shown that geo-tagging user-generated text content can be 
done with acceptable recall and with an especially high precision if the 
geo-tagging is delegated to the users, i.e., is done a priori. An important 
prerequisite is a geo-tagging software that actively suggests locations. It 
should support the users in the geo-tagging work as much as possible to 
achieve a better recall rate. On the other hand it should still give them full 
control over what is being geo-tagged in order to keep the precision rate 
high. 

7.1 Future Work 

In the medium term it should be considered whether the geo-parser 
implemented for ArgooMap 2 can be replaced by the MetaCarta 
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GeoTagger web service, due to its good geo-tagging performance and its 
high speed. The service can be used as a suggestive geo-parser, too, since 
it returns not only one location for a recognized geo-term (like, for 
instance, Yahoo! Placemaker does), but several suggestions, if available. 
These are weighted by calculated confidence values, analogously to the 
score values in ArgooMap 2. However, the reason why this has not been 
done yet is the fact that the MetaCarta results do not inhere information 
about the actual names of the suggested features and their according 
administrative regions, but solely information on their feature types and 
their locations. Therefore, it can be difficult to figure out which suggested 
location actually refers to the intended feature. 

Currently both Yahoo! Placemaker and MetaCarta GeoTagger use 
proprietary formats to access their geo-parsing services. It would be 
desirable to have a standardized way of initiating such services, preferably 
through an OGC compliant Web Processing Service10 (WPS) interface. In 
this case the suggestive geo-tagging application could be implemented 
independently of the associated geo-parser. 

7.2 Geographic Scope 

One of the most important advantages of geo-tagged documents is the 
possibility to retrieve them according to geographic criteria. However, not 
all referenced geographic locations can be considered equally important 
for the subject matter of the document. Therefore, to figure out the most 
relevant geo-tags and thus the most relevant documents for a specific 
region, the geographic scope of a document is attempted to be determined. 
The geographic scope is defined, if it exists, as the region where more 
people than average would find that document relevant (Silva et al. 2006). 
There are different approaches of how to calculate the geographic scope 
(Martins et al. 2005; Silva et al. 2006). Amitay et al. (2004) propose the 
focus scoring algorithm to calculate a geographic scope (they call it page 
focus) based on the existing geo-tags in the document. Silva et al. (2006) 
describe a number of heuristics that they rely on for their approach to 
compute a geographic scope for web pages. 

In the context of suggestive geo-tagging it should be investigated how 
the geographic scope can be inferred from user-generated content that has 
been geo-tagged with the help of the ArgooMap 2 prototype. The human 
participants test posed the assumption that, albeit the recall rate is 
moderate, users tended to geo-tag mostly those geographic names that they 

                                                      
10 OGC Web Processing Service, http://www.opengeospatial.org/standards/wps 
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thought were most important for the subject matter of their contribution. 
Furthermore, the map extent that was set at the time of geo-tagging might 
prove useful at this point. 
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Abstract. In this paper we present a novel approach for analyzing the tra-
jectories of moving objects and of people in particular. The mined data 
from these sequences can provide valuable information for understanding 
the surrounding locations, discovering attractive place or mining frequent 
sequences of visited places. Based on geotagged photos, our framework 
mines semantically annotated sequences. Our framework is capable of 
mining semantically annotated sequences of any length to discover pat-
terns that are not necessarily immediate antecedents. The approach con-
sists of four main steps. In the first step, every photo location is semanti-
cally annotated by assigning it to a known nearby point of interest. In the 
second step, a density-based clustering algorithm is applied to all unas-
signed photos, creating regions of unknown points of interest. In the third 
step, a travel sequence of every individual is built. In the final step, travel 
sequence patterns are mined using the semantics that were obtained from 
the first two steps. Case studies of Guimarães, Portugal (where the confe-
rence takes place) and Berlin, Germany demonstrate the capabilities of the 
proposed framework.  
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1 Introduction 

Location acquisition technologies and web-centric information sharing are 
ubiquitous in today's world and have become a focus for research in a va-
riety of fields, data mining in particular, due to the vast quantity of data in-
volved. Existing works on analyzing people’s mobility mainly concentrate 
on the trajectories obtained by GPS-enabled devices. Such trajectories 
usually consist of many space-and-time referenced points measured at a 
constant interval where the foremost nontrivial task is to extract (semanti-
cally) important parts or stay points.  

Several approaches exist to find the important elements:  (1) applying 
density functions to find regions where intersections of trajectories are 
high or (2) finding parts of a trajectory where the object stayed for a signif-
icant period of time. After the stay points are found, data mining algo-
rithms can be applied to mine frequent sequences.  

These approaches involve several issues.  (1) Important intersection 
sites for various individuals may seem to be the same but in fact corres-
pond to different sites that were visited. For example, one person visited a 
bank and another entered a shop. The bank and the shop are situated close 
to each other and these regions were defined as one stay point in the trajec-
tory of these two persons.  (2) Since the stay points are defined mainly us-
ing characteristics of the trajectory, without any background knowledge, 
there is a need to interpret the obtained sequences. The first issue can be 
tackled by assuming that the regions visited by people are important, mak-
ing no distinction between the sites visited in these regions. The second is-
sue can be resolved by using external databases of points of interest (POIs) 
to explain the important places. However, a POI database may be unavail-
able, inapplicable to the data (shopping, work) or incomplete.  

Large-scale, GPS-based datasets of people’s trajectories are still un-
available partly because of data acquisition problems. For example, Zhen 
et al. (2009) reported that a large GPS dataset was created from data col-
lected by 107 users carrying GPS-enabled devices with them for one year. 
The regions that these users covered included 36 cities in China and vari-
ous areas in the USA, South Korea, and Japan. Without regard to the diffi-
culty of data acquisition, the question of whether 107 users are enough to 
mine travel sequences in different parts of the world remains open. We 
will also try to answer this question in this paper.  

A recent trend in analyzing people’s activity and travel behavior is the 
use of  geotagged photos shared by people and publicly available on such 
photo-sharing sites like Flickr1 or Panoramio2. The data from these geo-
                                                      

1 http://www.flickr.com 
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tagged photos differ technically and semantically from raw GPS-based 
type trajectories. Unlike trajectories recorded by GPS devices and meas-
ured at a constant time, photo data can be regarded as a private case of raw 
trajectories in which an individual is capturing an important event. Using 
time and location of photos taken by a person, it is possible to construct 
event-based trajectories, which can then be used to analyze travel activity. 
The act of sharing the photo with others through photo-sharing sites re-
veals important information, including time, location, title, tags and the 
photo itself. Therefore, this data can be directly used in retrieving interest-
ing places, providing us with the opportunity to discover travel sequences 
and understand in what order people visit such places.  

In this paper, we address the problem of automatically finding semanti-
cally annotated sequences. For instance, consider the following sequences: 

1. A  B C 
2. A  *  D 
The first sequence can be interpreted as a route followed by people from 

place A to place B and from place B to place C. It is important to note that 
those who reached C from B are the same persons as those who reached B 
from A. In the second sequence, those who started from A and reach D, 
did not necessarily visit a particular place, rather they may have visited any 
possible place before visiting D.  

Our approach to mining travel sequences consists of four main parts. In 
the first part, we automatically assign every geotagged photo to a nearby 
POI using an external POI database. Since we do not perform any image 
analysis, we cannot really know what was photographed. However, the 
fact that the photo was taken near some known POI assumes the presence 
of the photographer in that place. After step one, there are photos that were 
not assigned to any POI. There are two reasons for this.  (1) A photo was 
taken in an area where there are no POIs (for example a forest or parking 
lot near someone’s house).  (2) A photo was taken in an attractive place 
but a POI is missing in the database. Therefore, there is still a need to ana-
lyze these locations and artificially create points of interest using several 
constraints. For this purpose, we apply a density-based clustering algo-
rithm in order to find dense areas (Rokach and Maimom 2005). This al-
lows us to filter out outliers – sparse areas, where the number of people 
who took photos is less than a predefined threshold. The dense regions that 
are obtained are new, unknown points of interest which are added to the 
areas acquired in the first step. The automated process annotates these 
areas with symbolic names and stores the boundaries of these regions for 
future access. In the third step, the travel sequence of each person is con-

                                                                                                                          
2 http://www.panoramio.com 
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structed using the notion of a session: a time frame in which a person takes 
photos in a particular area. In the fourth step, travel sequence patterns are 
mined using semantics obtained from the first two steps. 

The goal of this paper is to suggest an automatic approach for mining 
semantically annotated travel sequences using geotagged photos by search-
ing for sequence patterns of any length. The sequences obtained may con-
tain patterns that are not necessarily the immediate antecedents. Moreover, 
the approach that we propose can examine sequences in which the same 
pattern is repeated more than once in the same sequence.  

The main contribution of this paper is the development of a new data 
mining process that employs concepts that have been developed in various 
other fields such as bioinformatics and artificial intelligence.   

2 Related work 

The mining of frequent sequential patterns in databases of customer trans-
actions was first presented by Agrawal and Srikant (1995). The method 
adopts an a-priori-like approach (Agrawal and Srikant, 1994) where the 
idea is to find subsets that are common to at least a minimum number of 
sequences, termed itemsets. The method uses the following observation: if 
the sequence of length k is not frequent, then neither can the sequence of 
length k+1 ever be frequent. The algorithm can be applied to generic items 
provided they can be sorted using transaction time. Time, however, is not 
considered in pattern mining. The limitation of the approach is that it can-
not find sequences with repeating patterns and sequences in which patterns 
are not necessarily immediate antecedents.  

There are application domains where time duration between adjacent 
events is also important. This issue was addressed in MiSTA, a generic al-
gorithm for mining temporally annotated sequences, where frequent pat-
terns are mined using sequence and temporal similarity (Giannotti et al., 
2006). As an extension to MiSTA, Giannotti et al. (2007) presented three 
different approaches to mining trajectory sequences that are reflecting site 
visits at approximately the same time. These two approaches share the idea 
that the transformation of a trajectory into a sequence of significant parts 
and the application of semantic meaning are done as a preprocessing step 
prior to  mining the sequence patterns. Since  the trajectory is transformed 
into a sequence of generic events,  the MiSTA algorithm can be directly 
applied to  them.  

The MiSTA authors suggested two general methods for performing pre-
processing. In the first case, background knowledge should be applied to 
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trajectories. To perform this task  may require an additional database of 
POIs or a domain expert. In the second case, significant parts are found 
without using background knowledge, only the properties of the trajecto-
ries themselves. Specifically, the authors proposed to divide the area of in-
vestigation into grids and to count the density of trajectories in every grid. 
Thus, the significant places are defined in terms of frequency of visits by 
different persons. In contrast to temporal annotated sequences, we define 
sequences as a frequent move from one place to another without regard to 
time similarity.  

Alvares et al. (2007a) proposed a generic model for semantically anno-
tating trajectories and representing a moving pattern in the geographic da-
tabase. This approach has two main parts. In the first part, the significant 
places in a trajectory are found by identifying moves and stops (Spaccapie-
tra et al., 2007). Stops are significant places that are also called stay points, 
sites where a person stayed for a certain period of time. The extraction of 
stops depends on time and distance thresholds. Moves are transitions be-
tween consecutive stops. In the second part, stops are integrated into the 
database along with geographic data like POIs. This makes it possible to 
perform spatial queries on stop regions by annotating them with semanti-
cally meaningful information. They demonstrated this approach for mining 
frequent trajectory patterns between two stops of conference attendees 
(Alvares et al., 2007b).  

Zheng et al. (2009) mine travel sequences by inferring  interesting plac-
es from trajectories and the person’s experience. The method is based on 
calculating probabilities that a person will take a specific path using infor-
mation about how many people move from one place to another. The most 
interesting sequences of length n can be found by summing the probabili-
ties of every two-length sequence comprising the larger sequence and se-
lecting sequences with high score. However, the notion of such sequences 
differs from classical sequences based on the frequency of patterns. The 
authors report that finding sequences of length n is possible but a time con-
suming process and hypothesize that people would not likely visit many 
places in a trip. Thus, two-length sequences  were only considered in their 
paper. 

The main differences between our work and existing state-of-the-art me-
thods can be summarized as follows: 

1. We work with trajectories on the semantic level instead of trajecto-
ries as  raw points. 

2. We introduce a concrete approach for semantically annotating 
points within a trajectory. 
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3. Interesting places are found before mining sequence patterns in con-
trast to existing approaches where interesting places are found using 
characteristics of trajectories such as density, frequency, stay time, 
stop points. 

4. The sequence patterns can be of any length in which patterns are not 
necessarily immediate antecedents. 

5. We evaluate our algorithm on a real-world database obtained from 
Flickr. 

3 Framework 

Fig. 1 presents the proposed framework. First, we try to match photo coor-
dinates with known POIs. Then the remaining unassigned photos are clus-
tered and new POIs are identified.  This is followed by converting the in-
dividual’s  trajectory into sequences of POIs. These sequences are 
analyzed and new sequence patterns are discovered.  The following sub-
sections describe each step in more detail. 

 

 

Fig. 1. Steps of the framework 

3.1 Datasets 

We collected metadata of geotagged photos from the Flickr photo-sharing 
Web site using its publicly available API. The Flickr API does not allow 
downloading metadata by providing exact boundaries of the area of inter-
est. Therefore, we used an approach similar to Web crawling. We down-
loaded all the photo metadata of arbitrarily selected subjects and obtained 
the list of their contacts as well as the list of groups their photos belonged 
to. The same procedure was iteratively applied on other retrieved users. 
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We began collecting the data from the beginning of June. By the end of 
October 2009, we managed to collect 64,975,609 entries from 2,617,271 
users. In the preprocessing step, we converted coordinates expressed in 
degrees into meters based on Universal Transverse Mercator (UTM) coor-
dinates. This was done in order to enable us to apply distance-related func-
tions. In total, 56,305 entries with wrong or missing dates were removed. 
These entries included 6,229 with incorrect dates; 50,076 photos were tak-
en after October 1, 2009,  

We used the Wikipedia database3 as a source for POI data. This data-
base is an on-going community project aimed at applying geographic an-
notation to articles describing interesting sites around the world. The data-
base we obtained contains 450,637 entries of various geotagged  sites such 
as cities, landmarks, monuments, buildings, towers, etc. For our purposes, 
the most important information that the entries contained were id, title, and 
coordinates.  

3.2 Photo to POI assignment 

In this step, every geotagged  photo from the database is matched to a 
nearby POI using a distance threshold called photo-to-POI. If the distance 
between the photo and a POI is not longer than the photo-to-POI distance 
threshold, the photo is assigned to that POI. If there are several POIs with-
in the distance threshold, the photo is assigned to the closest POI. 

3.3 Discovery of new POIs based on unassigned photos 

In this step, we use a clustering algorithm to create regions of unknown 
POIs using photos that were not assigned during the previous step. In our 
previous work (Kisilevich et al., 2010), we showed that density-based clus-
tering can be used in finding attractive areas. In general, the density based 
clustering algorithms has several advantages over other types of clustering 
algorithms: Density based clustering algorithms require minimum domain 
knowledge to determine the input parameters and can discover clusters 
with arbitrary shape. In addition, density-based clustering algorithms can 
filter outliers and work effectively when applied to large databases.  

                                                      
3 http://de.wikipedia.org/wiki/Wikipedia:WikiProjekt_Georeferenzierung/Wikipedia-

World/en 
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3.4 Sequence Creation 

In this step, we assemble the POIs visited by a person into a sequence of 
places using the time stamp of the photo. If two consecutive photos are as-
signed to the same POI, only one photo is taken into consideration. We 
discard sequences that have only one POI since they do not contribute to 
discovering new sequence patterns. In general, sequences of any length 
can be built in this step. However, sequence creation can be constrained 
using such criteria as a time interval between every two consecutive photos 
or a total time interval between first and last photo. For example, Girardin 
et al. (2009) applied a 30-day interval threshold to differentiate between 
tourists, whose photo sessions lasted less than 30 days and locals whose 
sessions were longer. This heuristic approach can be used for differentiat-
ing  between travel patterns of various groups of visitors. In our experi-
ments, we implemented the same idea.  

3.5 Sequence Patterns 

The term "sequence pattern" usually refers to a set of short sequences that 
is precisely specified by some formalism. As is the practice in bioinformat-
ics research, we are also adopting a regular expression in order to represent 
sequence patterns. A pattern is defined as any string consisting of a letter 
of the alphabet and the wild-card character '*'. The wild-card (also known 
as the "don't care" character) is used to denote a position that can be occu-
pied by any letter of the alphabet. 

In this paper, we consider the Teiresias algorithm (Rigoutsos and Flora-
tos, 1998) which was originally developed as a combinatorial pattern dis-
covery algorithm in bioinformatics for analyzing DNA sequences. The al-
gorithm identifies recurrent maximal patterns within sequences. Although 
the method is combinatorial in nature and able to produce all patterns that 
appear in at least a (user-defined) minimum number of sequences, it 
achieves a high degree of efficiency by avoiding the enumeration of the 
entire pattern space. The algorithm, which has also been successfully used 
for information retrieval and intelligent manufacturing (Rokach el al., 
2008A and Rokach et al., 2008B), performs a well-organized exhaustive 
search. In the worst case, the algorithm is exponential, but works very well 
for usual inputs. Furthermore, the reported patterns are maximal; any re-
ported pattern cannot be made more specific and still keep on appearing at 
the exact same positions within the input sequences. Teiresias searches for 
patterns that satisfy certain density constraints, limiting the number of 
wild-cards occurring in any stretch of pattern. More specifically, Teiresias 
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looks for maximal <L,W> patterns with support of at least K (i.e. in the 
corpus there are at least K distinct sequences that match this pattern). A 
pattern P is called <L,W> pattern if every sub-pattern of P with length of at 
least W operations (combination of specific operations and "." wild-card 
operations) contains at least L specific operations. For example, given the 
following corpus of 6 trajectory sequences:  
 

1. Reichstag  Der Bevölkerung  Brandenburg Gate  

Memorial to the Roma and Sinti Holocaust Victims  Pariser 

Platz 

 

2. Reichstag  Marienviertel  Memorial to the Murdered Jews 

of Europe  Brandenburg Gate 

 

3. Reichstag  Berliner Dom  Liebknecht Bridge  

Checkpoint Charlie  Brandenburg Gate  Treptower Park  

Pariser Platz 

 

4. Reichstag  18th of March Square  Brandenburg Gate 

 

5. Potsdamer Platz  Zoological Garden  Marienviertel   

Reichstag  18th of March Square  Brandenburg Gate 

 

6. Sony Center  Pleasure Garden  Reichstag  Der 

Bevölkerung  Unter den Linden  Memorial to the Murdered 

Jews of Europe  Brandenburg Gate 

 

The Teiresias program (L=K=2 and W=3) discovers 5 recurring patterns 
shown in the following table. The first column represents the support of 
the pattern. 
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Table 1. Illustrative results of the Teiresias algorithm 

# Sequence patterns 
2 Reichstag  18th of March Square  Brandenburg Gate 
2 Reichstag  Der Bevölkerung 
2 Memorial to the Murdered Jews of Europe  Brandenburg Gate 
3 Reichstag  *  Brandenburg Gate 
2 Brandenburg Gate  *  Pariser Platz 

4 Experimental Evaluation 

In this section, we present an experimental evaluation using two case stu-
dies of areas in Guimaraes, Portugal (where the conference takes place) 
and Berlin, Germany. In particular, this experimental study has the follow-
ing goals: 

1. To examine whether the proposed method can be applied to regions 
with different scales,  number of persons and their photos, and sev-
eral points of interest. 

2. To examine the effect on travel patterns of such parameters as the 
photo-to-POI threshold (Sect. 3.2),  the distance threshold for densi-
ty-based clustering and the minimum number of people in a cluster 
(Sect. 3.3), and session length (Sect. 3.4), . 

Throughout the entire experimental process, we  observed a constant 
session time of ten days, a cluster threshold of three people and a mini-
mum support K=3 of sequence patterns . We used session time as a heuris-
tic for classifying  people into locals and tourists. We classified a person as 
a tourist if she took photos during a period of no more than ten days. Oth-
erwise, she was considered as a local resident and her sequences were dis-
carded. The following subsections describe the experimental study in de-
tail.  

Case 1. Guimarães, Portugal 

Guimaraes is a relatively small city with historical roots going back to the 
9th century. The city was the first capital of Portugal and is often called 
“the birthplace of the Portuguese nationality”. UNESCO declared its his-
torical section as a World Heritage site. In spite of its historical impor-
tance, only a very small number of people shared their photos on Flickr 
compared to the sharing of photos that is generally derived from other ci-
ties.  
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We defined an area of approximately 8.5 square kilometers around the 
center of Guimaraes with the following boundaries: longitude = 8.318° 
West and  8.276° East;  latitude = 41.435° South  and 41.457° North. From 
2005 until October 2009, we were able to obtain only 391 photos from 152 
people. The Wiki database contains only 11 POIs in the defined area: Nos-
sa Senhora da Oliveira, Guimaraes Castle, Palace of the Dukes of Bra-
ganza, Church of Sao Miguel do Castelo, Guimaraes Historical Center, 
Sao Paio, Dom-Afonso-Henriques-Stadion, Azurem University, Sao Sebas-
tiao, Pousada de Santa Marinha, Oliveira do Castelo. 

We used 200 and 400 meters as a distance for a photo-to-POI assign-
ment (Sect. 3.2) in order to obtain the sequence patterns. We applied 
DBSCAN (Ester et al., 1996) on unassigned photos using a distance thre-
shold of 100 meters and identified unknown POIs (Sect. 3.3). These new 
POIs were added to the existing POIs. A total of 342 photos from 127 in-
dividuals  were assigned to existing and unknown POIs. Fig. 2 shows re-
gions of existing and unknown POIs using a photo-to-POI threshold of 200 
(Fig. 2a) and 400 meters respectively (Fig. 2b). 

 

(a)
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(b) 
Fig. 2. Guimaraes, Portugal. Cluster boundaries of photos assigned to existing 
POIs (yellow) using a photo-to-POI distance threshold of (a) 200 meters and (b) 
400 meters. Cluster boundaries forming new areas of POIs were obtained using a 
distance threshold of 100 meters and a density threshold of three people in a clus-
ter (green) 

The Teiresias algorithm discovered frequent sequence patterns of length 
two only. The general statistics pertaining to sequences and patterns are 
presented in Table 2. It can be seen that only 18 out of 127 sequences for a 
photo-to-POI threshold of 200 meters and 24 out of 138 sequences for a 
photo-to-POI threshold of 400 meters were created. There are two reasons 
for this. Firstly, the majority of people took photos in only one place. Se-
condly, some of the sequences were discarded because their length ex-
ceeded the 10-day threshold. Teiresias discovered 8 patterns using a photo-
to-POI threshold of 200 and 7 patterns using 400 meters respectively. Ta-
ble 3 shows five most frequent sequence patterns for every photo-to-POI 
threshold, where three generated sequences do not differ in two cases. The 
sequences that are different for 200 and 400-meter threshold are marked in 
bold.  

Table 2. Guimaraes, Portugal. General statistics 

Photo-to-POI  
threshold 

<L,W> # of people in 
sequences 

# of valid  
sequences 

# of sequence 
patterns 

200 <2,3> 127 18 8 
400 <2,3> 138 24 7 
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Table 3. Guimaraes, Portugal. Sequence patterns using L=2, W=3 

Photo-to-POI  
threshold 

# of input 
sequences 

Sequence patterns 

200 5 Guimaraes Historical Center  Nossa Senhora da Olivei-
ra 

3 Guimaraes Castle  Church of Sao Miguel do Castelo 
3 Nossa Senhora da Oliveira  Church of Sao Miguel 

do Castelo 
3 Church of Sao Miguel do Castelo  Nossa Senhora da 

Oliveira 
2 Church of Sao Miguel do Castelo  Nossa Senhora da 

Oliveira 
400 4 Guimaraes Historical Center  Nossa Senhora da Olivei-

ra 
4 Guimaraes Castle  Nossa Senhora da Oliveira 
3 Nossa Senhora da Oliveira  *  Nossa Senhora da 

Oliveira 
2 Church of Sao Miguel do Castelo  Nossa Senhora da 

Oliveira 
3 Guimaraes Castle  Church of Sao Miguel do Castelo 

Case 2. Berlin, Germany 

Berlin is the capital of Germany and its largest city. It is one of the most 
popular tourist destinations in the EU. In 2008, a total of 17,758,591 per-
sons visited Berlin according to European Cities Tourism Site4. Of  this to-
tal, 7,033,593 people were classified as foreign visitors.  

We defined an area of approximately 46.7 square kilometers around the 
center of Berlin with the following boundaries: longitude = 13.341° West, 
13.483° East;  latitude = 52.495° South and 52.537° North. We retrieved 
71,821 photos  from 9,505 people between 2005 and October 2009. The 
Wiki database contains 857 POIs in the defined area. 

We used 200 and 400 meters as a threshold for a photo-to-POI assign-
ment. These new POIs were added to the existing POIs. A total of  68,624 
photos  from 8,952 users were assigned to existing and unknown POIs. 
Fig. 3 shows regions of existing and unknown POIs using a photo-to-POI 
distance threshold of 200 (Fig. 3a) and 400 meters (Fig. 3b) respectively. 
When the photo-to-POI threshold was 400 meters, almost all the photos 
were assigned to existing POIs and only two clusters of unknown POIs 
were created (see Fig. 3b).  

                                                      
4 http://www.europeancitiestourism.com/ 
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(a) 

 

 
(b) 

Fig. 3. Berlin, Germany. Cluster boundaries of photos assigned to existing POIs 
(yellow) using a  photo-to-POI distance threshold of (a) 200 meters and (b) 400 
meters. Cluster boundaries forming new areas of POIs were obtained using a dis-
tance threshold of 100 meters and a density threshold of three people in a cluster 
(green) 

While the  Teiresias algorithm has the potential for discovering  patterns 
of up to length four if applied on Berlin data, we only present patterns of 
length 2 and 3 in keeping with the editorial limitations of this paper. The 
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general statistics pertaining to sequences and patterns are presented in Ta-
ble 4. Tables 5 and 6 present the five most frequent patterns discovered by 
the Teiresias algorithm.  

Table 4. Berlin, Germany. General statistics 

Photo-to-POI 
threshold 

<L,W> # of people in 
sequences 

# of valid  
sequences 

# of sequence  
patterns 

200 <2,3> 8952 2844 2047 
<3,4> 186 
<4,5> 9 

400 <2,3> 8968 2845 2086 
<3,4>   195 
<4,5>   11 

 

From Table 3 we can see that using 2,844 sequences from a total of 
8,952 sequences and a photo-to-POI distance threshold of 200 meters, the 
algorithm discovered 2,047 patterns of length 2; 186 patterns of length 3; 
and 9 patterns of length 4. Using 2,845 sequences from a total of 8,968 se-
quences with a photo-to-POI distance threshold of 400 meters, the algo-
rithm discovered 2,086 patterns of length 2; 195 patterns of length 3; and 
11 patterns of length 4. The first four sequence patterns of length 2 and 3 
are identical for two photo-to-POI distance thresholds (Tables 4-5). The 
first three sequence patterns of length 2 (Table 4) suggest that people be-
gan photographing at Brandenburg Gate and then continued to other plac-
es. The third sequence pattern in Table 4 contains a wild character indicat-
ing that  that people started from Brandenburg Gate, then visited any POI 
and finished at the Reichstag.  

We should also note that unknown POIs created by applying density- 
based clustering (Sect. 3.3) are not part of the most frequent sequence pat-
terns.  
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Table 5. Berlin, Germany. Sequence patterns using L=2, W=3 

Photo-to-POI 
threshold 

# of input 
sequences  

Sequence patterns 

200 74 Brandenburg Gate  Reichstag 
53 Brandenburg Gate  Memorial to the Murdered Jews 

of Europe 
46 Brandenburg Gate  *  Reichstag 
41 Reichstag  Brandenburg Gate 
36 Pariser Platz  Brandenburg Gate 

400 71 Brandenburg Gate  Reichstag 

51 Brandenburg Gate  Memorial to the Murdered Jews 
of Europe 

47 Brandenburg Gate  *  Reichstag 

43 Reichstag  Brandenburg Gate 

34 Reichstag  *  Reichstag 

 

Table 6. Berlin, Germany. Sequence patterns using L=3, W=4 

Photo-to-POI 
threshold 

# of input 
sequences  

Sequence patterns 

200 13 Reichstag  Der Bevölkerung  Reichstag 
10 Brandenburg Gate  Memorial to the Roma and Sinti 

Holocaust Victims  Reichstag 
8 Pariser Platz  Brandenburg Gate  18th of March 

Square 
8 Reichstag  Brandenburg Gate  Memorial to the 

Murdered Jews of Europe 
7 Der Bevölkerung  Reichstag  Der Bevölkerung 

400 14 Reichstag  Der Bevölkerung  Reichstag 

10 Brandenburg Gate  Memorial to the Roma and Sinti 
Holocaust Victims  Reichstag 

9 Pariser Platz  Brandenburg Gate  18th of March 
Square 

8 Reichstag  Brandenburg Gate  Memorial to the 
Murdered Jews of Europe 

7 Zeughaus Alte Kommandantur  Lustgarten 
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5 Discussion 

We demonstrated how an automatic data mining process could be used in 
finding travel patterns from a collection of geotagged photos. However, 
geographical data mining is far more complex process than its “classical” 
counterpart. There are several reasons for this:  
(1) Data quality, spatial precision and uncertainty play a crucial role in a 
spatio-temporal analysis. 
(2) Many spatial problems are ill-defined. This makes it impossible to ap-
ply fully automatic data-mining process to solving particular problems 
(Andrienko et al., 2007).  
(3) The geographical analysis is very sensitive to the length or area over 
which an attribute is distributed (Miller and Hand, 2009).  

Data quality (spatial and temporal) and precision depends on the way 
the data is generated and should be taken into consideration during analy-
sis and validation of results. Movement data is usually collected using 
GPS-enabled devices attached to an object or by geotagging images shared 
on the Web. For example, when a person enters a building a GPS signal 
can be lost or the positioning may be inaccurate due to a weak connection 
to satellites. These concerns are valid for geotagged photo data as well. 
Specifically, there are two ways to geotag a photo and upload it on the 
Web. One way involves attaching a GPS to a camera. In this case, the geo-
tagging is performed automatically and the person can face the same prob-
lems as with conventional GPS devices described above. Alternative solu-
tion would be to manually annotate a photo during upload. In this case, 
several possibilities exist: the individual photographer may geo-annotate 
the object being photographed instead of the exact place where it was tak-
en or the exact place could be geotagged with a different level of precision. 
In addition, the timestamp of a taken photo may not correspond to the cor-
rect time at which the photo was taken because of: (1) time zones differ-
ences between the user’s country of origin and the visiting country (2) 
careless setting of the camera’s clock to some unrealistic time or (3) a 
software failure reading the timestamp of a photo.  

In regard to the second issue raised in this section, there are two basic 
approaches for discovery of interesting sequence patterns: user-driven and 
data-driven. The user-driven approach is based on an expert’s knowledge. 
However, it is not always efficient when an expert is required to find inter-
esting sequences from thousands of sequence patterns such as was the case 
of Berlin.  In our examples, we used frequency of patterns as a selection 
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measure. However, frequent sequences do not necessarily constitute the 
most interesting patterns. In fact, frequent sequences usually represent the 
obvious patterns. Therefore, different interestingness measures for ranking 
patterns (Piatetsky-Shapiro, 1991) can be combined with expert’s know-
ledge to find some new unexpected patterns. 

The difficulties associated with spatio-temporal data mining indicate 
that an analyst should select the parameter values very carefully. Unfortu-
nately, we could not cover all the possible combinations of parameter val-
ues in our experiments. However, we demonstrated that changing only the 
distance threshold of the photo-to-POI while keeping all other parameters 
constant, may produce slightly different pattern sequences. Changing pa-
rameters at every step of our approach could lead to completely new se-
quence patterns. While background knowledge of an analyst or domain 
expert could help overcome the weakness of the automatic process, some 
degree of human involvement is necessary for inspecting the data, tuning 
the parameters, controlling the analysis process and revising the obtained 
results. For example, an unknown POI can be discovered using the proce-
dure presented in Sect. 3.3. The newly discovered POI may be adjacent to 
the region of an existing POI. An automatic process treats these two re-
gions as distinct. However, visual inspection might reveal that the un-
known POI belongs to the existing POI and that the two regions should be 
merged into one. Therefore, the solution to this issue would be incorpora-
tion of data mining techniques into geovisual analytics systems.  

6 Conclusion 

In this paper, we presented a novel approach for mining travel sequences 
using geotagged photo data. We showed that the method is capable of min-
ing semantically annotated sequences of any length with patterns that are 
not necessarily immediate antecedents. We demonstrated the feasibility of 
our approach on two different cities using real data. We showed that the 
approach could be applied to different spatial scales -- to places that have a 
great number of visitors (Berlin) and POIs, and to sites that have relatively 
few visitors (Guimaraes) and POIs. 

In our future work, we intend to integrate our approach within a visual 
analytics framework. We shall investigate in detail sequence patterns 
based on: user profiles (locals/tourists); activity (night/day); and seasonal 
changes. We shall also concentrate on analyzing sequences with specific 
parameter settings, and then validating and comparing the resulting pat-
terns to existing solutions. In addition, we shall apply different interesting-
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ness measures to help the analyst in discovering interesting sequence pat-
terns. 
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Abstract. The OpenGIS Catalogue Services (CS) specification defines a 
set of abstract interfaces for the discovery, access, maintenance and or-
ganization of metadata repositories of geospatial information and related 
resources in distributed computing scenarios, such as the Web. The CS 
specification also defines a HTTP protocol binding, which is called “Cata-
logue Services for the Web” or CSW. A fair description of CSW is a re-
mote catalogue interface over the HTTP protocol, but not over the archi-
tecture of the mainstream Web where search engines are the users’ 
gateway to information. This paper identifies some aspects of CSW that 
difficult the findability of metadata in the Web, and hence, the discovery 
of resources. This paper also presents a toolkit that exposes as Linked Data 
the content of metadata repositories offered through CSW with the purpose 
of improving the discovery of metadata records in search engines. 

1 Introduction 

A catalogue is a system that helps publish, query and retrieve items of in-
formation in a systematic way. The OpenGIS Catalogue Services (CS) 
specification provides discovery, access, maintenance and organization in-
terfaces for metadata catalogues of geospatial information and related re-
sources, and allows users to find information in distributed systems (Ne-
bert et al. 2007). The CS specification defines a HTTP protocol binding 
named Catalogue Services for the Web (CSW).  Spatial Data Infrastruc-
tures (SDIs) use CSW as one of the gateways to their geospatial resources. 

M. Painho et al., (eds.), Geospatial Thinking, Lecture Notes in Geoinformation and Cartography, 
DOI 10.1007/978-3-642-12326-9_10, © Springer-Verlag Berlin Heidelberg 2010 
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An example of the relevance of CSW is the recommendation issued in the 
context of INSPIRE  by the INSPIRE Network Services Drafting Team 
(2008) to SDIs in European Union to derive the base functionality of dis-
covery services from the ISO profile of CSW defined in Voges et al. 
(2007).  

However, CSW is not properly prepared for the mainstream Web where 
search engines are the users’ gateway to information. Some features of the 
infrastructure for the discovery of information in the mainstream Web are: 

 
• Search engines try to browse and index Deep Web databases. Sur-

facing Deep Web content is a research problem that concerns the search 
engine community since its description by Bergman (2001). The term 
Deep Web refers to the database content that is behind Web forms and 
applications. From this point of view, SDI metadata repositories are 
hidden behind catalogue applications; therefore, SDI metadata is part of 
the Deep Web. Hence, the findability in search engines depends on the 
success of crawling processes that require the analysis of the Web inter-
face, and then the automatic generation of queries. 

 
• Applications ask for Linked Data. The Linked Data community, 

which has blossomed in the last three years, promotes a Web of data 
based on the architectural principles of the Web (Bizer et al., 2008). 
Linked Data is a set of best practices to publish, share and connect data, 
information and knowledge using URIs that are resolved to Resource 
Description Framework (RDF) documents. RDF is a W3C recommen-
dation for modelling and exchanging metadata (Miller et al., 2004). Ac-
cording to Bizer et al. (2009), in May 2009, the approximate amount of 
information released under this practice amounts to 4,700 million of 
RDF statements connected by 142 million of links and a growing num-
ber of relevant nodes. 

 
• Evolution of metadata vocabularies. Well known metadata 

vocabularies have evolved to models based on RDF with an emphasis in 
the linking of metadata descriptions. The abstract data models of Dublin 
Core Metadata Initiative (DCMI) and the Open Archive Initiative (OAI) 
have evolved side of the RDF data model. This process has resulted in 
abstract models based on the RDF data model (Nilsson et al. 2008; 
Lagoze et al. 2008) that empathizes the use (and reuse) of entities rather 
than plain literals as the value of properties. This evolution enables the 
effective hyperlink of metadata and traverse queries using query lan-
guages and protocols, such as SPARQL (Seaborne et al., 2008). 
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This paper identifies three drawbacks in CSW in relation with the de-
picted scenario:  
• The protocol is hard to crawl by standard Deep Web crawlers. 
• The remote procedure call style for accessing metadata is orthogonal to 

the linked data approach. 
• The support of association links between metadata in queries is limited.  

The most relevant consequence is that metadata published by SDIs have 
become part of the Deep Web content not surfaced by search engines. 
Therefore, the resources offered by SDIs are more difficult to be discov-
ered in the mainstream gateway to information.  

This paper proposes republishing CSW catalogues as Linked Data to 
make their content easily accessible for search engines and machine-to-
machine applications aware of the Web of data. This paper also proposes 
the CSW2LD toolkit for republishing SDI metadata. The mission of the 
toolkit is to expose the content of standard CSW catalogues as Dublin 
Core metadata conform to the RDF data model and the principles of 
Linked Data. 

The structure of this paper is as follows. Section 2 identifies related 
work. Section 3 presents CSW and the above drawbacks. Section 4 dis-
cusses the general approach that the CSW2LD toolkit follows to map cata-
logue information models to the RDF abstract data model. Section 5 de-
scribes the CSW2LD toolkit for publishing metadata. Finally, the 
conclusions review the ideas presented and sets the next research goals. 

2 Related work 

This section presents related work in the geographic information domain 
about the use of semantic descriptions and search engines in catalogue sys-
tems, and presents some publishing tools of the Linked Data community 
related with CSW2LD. 

Egenhofer (2002) proposes the use of the Semantic Web to face prob-
lems of semantic heterogeneity in geo-resource discovery. Studies on geo-
spatial catalogue usability, such as Larson et al. (2006), identify as a poten-
tial improvement the use of semantic techniques for knowledge description 
and discovery. Some authors have considered the use of search engines. 
For example, the approach of Oates et al. (2007) is to provide metadata en-
coded in KML about resources and make the KML files discoverable 
through Google search. 

There is a variety of Linked Data publishing tools. Many of them are 
services that publish the content of relational databases as Linked Data 
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(Bizer et al., 2009). Large geographical information providers are investi-
gating how Linked Data and other Semantic Web technologies can assist 
the diffusion of geographic data. For example, Ordnance Survey is devel-
oping datasets in RDF and publishing them using the Linked Data princi-
ples (Goodwin et al. 2009). The Linked Data community has an increasing 
interest in the geospatial databases. In particular, the LinkedGeoData pro-
ject maps OpenStreetMap data into linked data (Auer et al., 2009), and the 
GeoNames ontology describes the content of the GeoNames database 
(Vatant et al., 2007).  

Haslhofer et al., (2008) is the only directly related work found in the lit-
erature but it does not belong to the geo community. It proposes a server 
that wraps the metadata protocol for digital libraries OAI-PMH (Lagoze et 
al. 2002), exposes metadata as Linked Data and provides metadata access 
via a SPARQL endpoint.  

3 Catalogue Services for the Web 

CSW defines the interaction between a catalogue client and a CSW server 
that exposes the contents of an opaque catalogue. Request and response 
messages must conform to the CSW specification or to application profiles 
derived from it. 

3.1 The context 

CSW is the HTTP protocol binding of the OpenGIS Catalogue Services 
(CS) specification. The CS specification defines interfaces for the man-
agement, the discovery and the access to collections of metadata about 
geospatial information resources. The management interface supports the 
ability to administer and organize collections of metadata in the local stor-
age device. The discovery interface allows users to search within a cata-
logue and provides a minimum query language. Finally, the access inter-
face facilitates access to metadata items previously found with the 
discovery interface. The CS specification also defines an abstract informa-
tion model that includes a core set of shared attributes, a common record 
format that defines metadata elements and sets, and a minimal query lan-
guage called CQL. 

Additionally to the HTTP protocol binding, the CS specification in-
cludes binding implementation guidance for the application protocols 
Z39.50, a pre-Web protocol widely used in digital libraries, and 
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CORBA/IIOP, a remote procedure call specification in a niche of relative 
obscurity (see Henning 2008). 

3.2 Request and response example 

CSW is quite complex. For example, the operation GetRecordById 
fetches representations of metadata records using the identifier of the 
metadata in the local metadata repository. The parameter elementSet-
Name, if used, establishes the amount of detail of the representation of the 
source record. Each level of detail specifies a predefined set of record ele-
ments that should be present in the representation. The predefined set 
name full represents all the metadata record elements. By default, the 
operation GetRecordById returns a metadata record representation that 
validates against the information model of the metadata repository. The pa-
rameter outputSchema allows user agents to request for a response in a 
different information model, and the CSW implementations must support 
at least the representation of the common information schema defined in 
the CSW standard. 

Figure 1 shows a sample GetRecordById request for a metadata re-
cord available in IDEE, the SDI of Spain, and the corresponding response. 
The request URI identifies the location of the CSW server, the operation, 
the identification of the metadata record (parameter id), the amount of de-
tail of the representation (parameter elementSetName), and the output 
schema (parameter outputSchema). The XML response consists of a 
<GetRecoredByIdResponse> element that contains a record that 
conveys the information of the source metadata. When a <SummaryRe-
cord> element is the conveyor, the retrieved representation contains a 
summary of the original metadata record. The value of the output schema 
identifies the subset that conforms to the common information schema de-
fined in the CSW standard. 
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Fig. 1. Sample CSW GetRecordById request and response 

3.3 Identified drawbacks 

CSW is undoubtedly useful to enable the discovery and access to geo-
graphic information resources within the geographic community (No-
gueras et al, 2005). However, it presents the following drawbacks: 

 
• Mismatch with operational model of Deep Web crawlers. The search 

engines have developed several techniques to extract information from 
Deep Web databases without previous knowledge of their interfaces. 
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The operational model for Web crawlers, described in Raghavan (2001), 
based on (1) form analysis, (2) query generation and (3) response analy-
sis is widely accepted. It models queries as functions with n named in-
puts X1..Xn. where the challenge is to discover the possible values of 
these named inputs that return most of the content of the database. This 
approach is suitable for CSW HTTP GET requests. However, the con-
straints are encoded in a single named input as a CQL string (see Nebert 
et al. 2007), or an XML Filter (Vretanos, 2004). This characteristic is 
incompatible with the query model of the Deep Web crawlers. Re-
searchers working for search engines, such as Google (see Madhavan et 
al. 2008), discourage the alternative operational model that consists in 
the development of ad-hoc connectors as non-sustainable in production 
environments. 
 

• RPC approach to access metadata. Metadata repositories are behind a 
proprietary RPC from the point of view of other communities. CSW 
does not define a simple Web API to query and retrieve metadata. Some 
communities that potentially can use CSW are accustomed to simple 
APIs and common formats. For example, many geo mashups and related 
data services (see Turner, 2006) use Web APIs to access and share data 
built following the REST architectural style (Fielding, 2000) and the vi-
sion of Berners-Lee et al. (2001) about the Semantic Web. These APIs 
are characterized by the identification of resources by opaque URIs, se-
mantic descriptions of resources, stateless and cacheable communica-
tion, and uniform interface based on the verbs of the HTTP protocol in 
opposition to the RPC style. 

 
• Queries limited to same record properties. The field based query 

model of the CS specification does not define the support for associa-
tions in the CQL or Filter syntax. CSW application profiles may de-
scribe the support of associations. For example, the ISO application pro-
file (Voges et al. 2007) supports the linkage between services and data 
instances. However, the linkage is based in the equality of literal values 
of properties such as MD_Identifier.code, and the profile does 
not extend the CQL and the XML Filter syntax. Hence, association que-
ries require being decomposed in parts. For example, in a metadata re-
pository where metadata records about data and services instances are 
linked, a query that returns the services that serves data created by a 
producer requires (1) to query initially about the data created by this 
producer, (2) to retrieve their identifiers, and then, (3) to query about 
servers that serve data with these identifiers. 
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4 Mapping SDI metadata to RDF 

The annotation of geographic resources is based on the concept of meta-
data. Metadata are information and documentation that enable data to be 
understood, shared and exploited effectively by all users over time. As 
mentioned in Nebert (2004), the geographic metadata help geographic in-
formation users to find the data they need and determine how to use. 

One of the main goals of the creation of geographic metadata is the re-
use of organization’s data by publishing its existence through catalogue 
metadata records that conveys information about how to access and use the 
data (FGDC, 2000). In the context of European SDI, the information is 
conveyed as ISO 19115 / ISO 19119 metadata records represented in 
XML. However, RDF is the lingua franca for the metadata interchange in 
the Semantic Web. The publication of SDI metadata in the Semantic Web 
requires a mapping from the metadata schema to the RDF data model.  

4.1 The RDF data model 

RDF is a metamodel for expressing metadata about resources. A resource 
may be an abstract concept, a real world concept or a digital asset such as 
an entire Web site. The RDF provides a simple model to describe relation-
ships between resources in terms of properties associated with a name and 
a set of values. The RDF conceptual model is a graph-based model with 
directed labelled arcs. The nodes of the graph are resources, named or 
blank, and values, also known as literals. Each named node has an associ-
ated URI that uniquely identifies the node. The rules of the arcs, known as 
triples, are:  
• The subject, that is, the origin of the arc, is a resource. 
• The property or predicate, that is, the label of the arc, is a named re-

source. 
• The object, that is, the target of the arc, is a resource or a literal 

There are two kinds of literals: plain and typed. A plain literal is a char-
acter string that optionally has a tag that documents the language of the 
character string. A typed literal is a pair composed by a value encoded as a 
character string, and the data type, which defines both the semantics of the 
value and the syntax of the encoding. For the declaration and the interpre-
tation of these properties, the RDF Schema (RDFS) provides a language to 
define and restrict the interpretation of the RDF vocabularies 
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Table 1. CWA 14857: Crosswalk ISO 19115 Core Metadata for Geographic Data-
sets – Dublin Core; the prefix dct: maps to the http://purl.org/dc/terms/ name-
space; the entities Agent, Location, MediaType, LinguisticSystem and 
RightsStatement of RDF property range are DCMI terms classes 

DC 
property 

ISO 19115:2003 
property mapping 

RDF  
property 

RDF  
property range 

Contributor MD_Metadata.identificationInfo. 
MD_DataIdentification.credit 

dct:contributor Agent 

Coverage  MD_Metadata.identificationInfo. 
MD_DataIdentification.extent. 
EX_Extent.geographicElement. 
EX_GeographicBoundingBox 

dct:spatial Location 
 

Creator MD_Metadata.identificationInfo.  
MD_DataIdentification.citation. 
CI_Citation.CitedResponsibleParty. 
CI_ResponsibleParty.  
OrganisationName[role="originator"] 

dct:creator Agent 

Date MD_Metadata.identificationInfo. 
MD_DataIdentification.citation.  
CI_Citation.date.CI_Date 

dct:modified Typed literal (date) 

Description MD_Metadata.identificationInfo. 
MD_DataIdentification.abstract 

dct:abstract Plain literal 

Format MD_Metadata.distributionInfo. 
MD_Distribution.distributionFormat. 
MD_Format.name 

dct:format MediaType 

Identifier MD_Metadata. MD_Distribution.   
MD_DigitalTransferOption.onLine   
CI_OnlineResource.linkage.URL 

dct:identifier Plain literal 

Language MD_Metadata.identificationInfo. 
MD_DataIdentification.language 

dct:language LinguisticSystem 
 

Publisher MD_Metadata.identificationInfo. 
MD_DataIdentification.citation. 
CI_Citation.CitedResponsibleParty.  
CI_ResponsibleParty.  
OrganisationName. [role="publisher"] 

dct:publisher Agent 

Relation - dct:relation Resource  
Rights - dct:rights RightsStatement 
Source MD_Metadata.dataQualityInfo. 

DQ_DataQuality.lineage. LI_Lineage. 
source. LI_Source.description 

dct:source Resource 

Subject MD_Metadata.identificationInfo. 
MD_DataIdentification.topicCategory.  

dct:subject Resource 

Title MD_Metadata.identificationInfo.  
MD_DataIdentification.citation. 
CI_Citation.title 

dct:title Plain literal 

Type MD_Metadata.hierarchyLevel rdf:type Class 
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4.2 Expressing geographic metadata in RDF: the Dublin Core 
crosswalk approach 

There are several geographic metadata crosswalks to the Dublin Core vo-
cabulary. Table 1 describes the crosswalk of the geographic metadata ISO 
19115 to the Dublin Core vocabulary defined in CWA 14857 (Zarazaga-
Soria et al., 2003). We propose the use of well-known Dublin Core cross-
walks to implement uniforms mappings from geographic metadata sche-
mas to the RDF data model. This approach consists of three steps: 
• Apply a metadata crosswalk from the original metadata schema to the 

Dublin Core vocabulary. 
• Add additional metadata such as provenance of the record, original in-

formation model or crosswalk identification. 
• Apply the profile for expressing as RDF the metadata terms.  

The output of the crosswalk can be augmented by adding additional 
metadata descriptions that log the crosswalk and the provenance of the 
metadata. Then, this metadata description is transformed to the RDF data 
model by applying a profile for expressing the metadata terms as RDF. 
Table 1 also includes an example of a profile. This table includes for each 
Dublin Core term its mapping to a RDF properties and its range. The RDF 
Dublin Core profiles are different from the XML Dublin Core profiles. 
The DCMI abstract model (DCAM) has a reference model formalized in 
terms of the semantics of the RDF abstract model since 2005 (Powell et 
al., 2007). One of the changes is that properties may have a formal range. 
In the RDF data model, this range can be literal, for example the property 
title, or a resource, for example the property creator. With this approach, 
when the object of a property refers to an entity, it can be properly identi-
fied and described.  

5 The CSW2LD toolkit 

Our approach to solve the drawbacks of CSW is the CSW2LD toolkit. The 
ideas behind the design of the CSW2LD toolkit are presented below. 

5.1 Conceptual model for re-publishing metadata 

The conceptual model can be decomposed as follows: 
 
• CSW interface model. A metadata repository contains metadata about 

resources. Client applications use CSW requests to query metadata re-
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positories. The CSW requests may generate metadata snapshots that are 
subsets of metadata at the time of the request. The CSW request deter-
mines the amount of information (user defined, brief, summary or full 
records) and the information schema of the metadata snapshot. The 
CSW response contains the realization of the metadata snapshot in a 
supported media format. XML is the only media format that all CSW 
implementations must support. 
 

• Harvest model. The harvest produces a set of metadata snapshots real-
ized in XML representations. The harvest process asks for metadata re-
cords whose information model can crosswalk to Dublin Core. The CS 
specification defines a common group of metadata elements expressed 
using the Dublin Core vocabulary. CSW defines a default mapping of 
the common group of metadata elements to XML that all CSW imple-
mentations must support. The harvest process queries for the common 
representation if no crosswalk is applicable to the information model of 
the catalogue.  

 
• Semantic publication model. The harvested representation of the 

metadata snapshot is mapped to the RDF data model and published fol-
lowing the Linked Data principles. The base of the mapping is the 
DCMI recommendation for expressing Dublin Core using RDF (Nilsson 
et al., 2008). The result is a semantic description about a resource that is 
a version of the metadata snapshot that describes the same resource. 
This semantic description is published according to the best practices to 
publish Linked Data on the Web (Bizer et al., 2007). The model as-
sumes that a dereferenceable URI, the semantic URI, can identify the 
resource that the semantic description describes. This semantic URI is 
owned by the responsible of the semantic publication and redirects to an 
URI where user agents can get a RDF representation of the semantic de-
scription. The semantic description, in turn, has the semantic URI as 
subject in its assertions. If the mapping process discovers links between 
the resources, it may replace the original RDF mapping by these seman-
tic URIs. For example, the description of a service may include a brief 
description of the data. Then, this brief description can be replaced with 
the URI that identifies the semantic description of the data. The seman-
tic description may contain a link that encodes a CSW HTTP GET re-
quest equals to the CSW request done in the harvest. Semantic browsers 
and search engines, such as Tabulator (Berners-Lee et al. 2006) and 
Sindice (Tummarello et al., 2007) respectively, can browse and index 
the semantic descriptions, and use the links to navigate to other re-
sources or to retrieve transparently the original metadata description.  
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• Non-semantic publication model. Given the semantic descriptions de-
scribed in the previous point, the model assumes that an URI identifies 
the human-readable representation in HTLM format. The semantic URI 
of a resource may be resolved to this URI if the agent requests a human-
readable representation of its semantic description. This representation 
uses the HTLM element <link> to provide information to navigate al-
ternative representations. At least, it includes a link that points to the 
semantic URI and a link that encodes the CSW HTTP GET request. 
Web browsers and search engines can browse and index respectively 
these representations. In addition, they can use the links to navigate to 
the semantic representations and to retrieve transparently the original 
metadata description. 

5.2 Algorithm for harvesting and publishing a CSW server 

Figure 2 summarizes the process in the context of SDIs where the informa-
tion model of many catalogues is ISO 19115 / ISO 19119. The steps of the 
harvesting process are: 
• Analyze the capabilities of the CSW service to discover the information 

models served and the levels of amount of information. 
• Fetch identifiers of new and updated records with the CSW GetRe-
cords operation. 

• Retrieve new and updated records using the GetRecordById opera-
tion; request ISO 19115 / ISO 19119 information models if they are 
available. 

• Crosswalk to the Dublin Core vocabulary if the requested information 
model is not the common information model. 

• Map the set of Dublin Core metadata terms to the RDF data model. 
• Generate or update the human readable and machine-readable represen-

tations from the RDF graphs. 
The GetRecords operation does a search and returns piggybacked 

metadata. The harvest process uses the GetRecords operation to deter-
mine the number of metadata records to retrieve, and to obtain piggy-
backed unique identifiers for retrieve metadata records. Optionally, along 
with the identifier, the harvester process can ask for the creation or update 
date of the record within the catalogue. The identifiers, and, if available, 
the creation or update date, are compared with the previous harvest of the 
same repository to detect new and updated records to retrieve. Deleted re-
cords may be kept for archiving reasons. 
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Fig. 2. Overview of the republish process of CSW served catalogues in terms of 
metadata representations 

The current implementation implements a crosswalk described in No-
gueras-Iso et al. (2004). The available formats for the machine readable 
and human readable representations are RDF/XML, N3, TURTLE and 
XHTML with RDF annotations (RDFa) for the former, and HTML and 
XHTML for the later. 

The harvest process configures an Apache HTTP server for publishing 
the representations following the conventions of Linked Data (Berrueta et 
al, 2008). The configuration enables the server to publish machine-
processable and human-readable representations. Figure 3 shows the core 
logic of the redirection and content negotiation implemented in the con-
figuration. If the URI matches the web folder, the server returns a 303 
See other response that locates an HTML that informs the user agent 
about the metadata records exposed in the folder. If the URI matches with 
a resource contained in the web folder, the server identifies the resource 
and returns with a 303 See other the location of the representation 
that matches the kind of representation requested. The harvest process also 
creates the index document. It contains hyperlinks to the URIs of the rep-
resentations of the semantic descriptions with a summary of the informa-
tion such as title and keywords. If the catalogue is large, the harvest proc-
ess creates multiple index documents linked each other simulating 
pagination and modifies the redirection logic. 
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Fig. 3. Redirection and content negotiation algorithm 

5.3 Enabling transparent access to the metadata repository 

One on the goals of the CSW2LD toolkit is to provide transparent access 
to CSW served repositories. Transparent access and provenance metadata 
are related concepts in the CSW2LD toolkit. Each semantic description in-
cludes a simple provenance description as a triple with an 
rdfs:seeAlso predicate whose subject is the semantic URI and the ob-
ject is a CSW HTTP GET request. The information content of the semantic 
description may include additional information about the metadata snap-
shot, for example, the retrieval date. 

Figure 4 shows how semantic aware user agents can access transpar-
ently to the metadata repository. The user agent can discover the semantic 
URL of a resource in a semantic search engine. Then, it can retrieve its 
semantic description. After processing the content, the user agent can re-
quire additional information. The semantics of RDF says that this might be 
found traversing the rdfs:seeAlso property. As the target is a com-
plete CSW HTTP GET request, the user agent can retrieve a XML repre-
sentation of the original metadata. 
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Fig. 4. A semantic user agent can access to the content of the metadata repository 
without previous knowledge of CSW 

6 Conclusions 

This paper presents the CSW2LD toolkit: a software component that re-
publishes according to the Linked Data metadata from repositories acces-
sible through CSW. Applied to SDI metadata catalogues, the CSW2LD 
toolkit exposes the description of SDI assets as dereferenceable Web re-
sources, and allows search engines to index them. On the other hand, the 
published RDF description of metadata records and resources is not stan-
dard, and can be semantically inaccurate. The main reasons lie on the lack 
of standards mappings from geographic metadata schemas to the RDF 
model, and the heterogeneity of communities targeted by CSW. 

Future versions of the CSW2LD toolkit should include additional tech-
nical features, such as additional crosswalks, and functional features, such 
as the generation of links between the metadata and existing thesauri and 
ontologies, augment the meta-metadata available about the provenance and 
quality of the exposed information, and describing the exposed data as ag-
gregations. 
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Abstract. The Semantic Web is an attempt to add meaningful annotations 
to Web resources, services and content that requires developing reference 
ontologies, which help to understand these annotations. The venue of the 
Web of Data makes the geographic information, which has become an im-
portant part of the current Web, widely usable. 
This paper demonstrates how the Geospatial Web might take advantage 
from the Semantic Web. The show case is a services catalog dedicated to 
support the visualization applications based on on-the-fly data integration. 
The presented infrastructure for improving the catalog functionality ap-
plies an administrative geography, i.e. an ontology of political organiza-
tion of the territory, published as Linked Data. The principal advantage of 
this approach is reflected by enhancing the functionality of the user appli-
cation. 

1 Introduction 

From the very beginning, the growth of the Web has been uncontrolled and 
rapid, implying as a result the creation of disorganized content loosely 
connected. Soon, it was obvious that information searching and organizing 
techniques based on lexical analysis of the content were not satisfactory. A 
new approach has been needed to transform the Web from a document re-
pository into an information resource which would improve reflection of 
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human reasoning in sharing and processing information of Web resources 
by automated tools, such as search engines. 

The machine-understandable Web resulted in the Semantic Web is 
based on the ideas of (1) semantic description of every resource available 
on Web and (2) knowledge representation for reasoning on the relation 
among concepts. Thus, the Semantic Web involves the idea of an ontology 
– “a formal, explicit specification of a shared conceptualisation” (Gruber, 
1993). The semantics that capture the cognitive content of Web resources 
might be presented in different ways. The easiest way is to add simple 
metadata, e.g., specially designed tags in XML-based format. The seman-
tics might be also represented as data models via other Web resources that 
provide conceptual structures, for example RDF (Klyne & Carroll, 2004). 
The most complex but also the most rich in meaning are ontology-based 
semantics expressed in the form of RDF+RDFS (Brickley and Guha, 2004) 
or OWL (McGuinness & Harmelen, 2004). 

The combination of RDF documents and the HTTP protocol has gained 
recently considerable interest in the Semantic Web community, as it allows 
publishing structured data on the Web as Linked Data (Heath, 2009). This 
best practice from the Semantic Web offers logic references to any related 
resources. The potential of the created Web of Data consists of the identifi-
cation of a concept via dereferenceable URI that permits retrieving the de-
scription of the concept from Web as the RDF document. This document 
may contain references to other documents about the same concept (i.e. 
identifies its instances) or states the logic relation with other concepts ref-
erenced via their URIs. In this simple manner it is possible to create a web 
of interlaced concepts. 

Nowadays, geographic information has become an important part of the 
Web. The services, such as geocoding or map services, offered out-of-
charge by commercial providers (e.g. Google, Yahoo) or open communi-
ties, such as OpenStreetMap (Haklay &Weber, 2008), have become essen-
tial elements of many Web applications. Historically, it has been difficult 
to integrate digital spatial data from different geoprocessing sources and 
integrate it to non-spatial information systems (McKee, 2004). The most 
important standardization bodies that deal with digital spatial data are (1) 
ISO/TC 2111, which works on standardization in the field of digital geo-
graphic information; and (2) Open Geospatial Consortium (OGC)2, a vol-
untary consensus standards organization for interoperability issues of geo-
spatial and location based services. Also, there are many important 
initiatives from official institutions which aim to improve geographic in-
                                                      
1 http://www.isotc211.org/ 
2 http://www.opengeospatial.org/ 
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formation organization and accessibility via Spatial Data Infrastructures 
(SDI), e.g. Infrastructure for Spatial Information in the European Commu-
nity (INSPIRE) established by the European Union directive (Inspire, 
2007). The common Implementation Rules (IRs), adopted as Commission 
Decisions or Regulations, ensure that the spatial data infrastructures of the 
Member States are compatible and usable in a Community. The IRs are 
adopted in a number of specific areas (Metadata, Data Specifications, Ne-
towrk Services, Data and Service Sharing, Monitoring and Reporting). The 
OGC services has been indicated as possible implementations of the 
INSPIRE compliant services, i.e., view services (OGC Web Map Service, 
WMS), download services (OGC Web Feature Service, WFS), invoke spa-
tial service services (OGC Web Processing Service, WPS), transformation 
services (Application Profile of OGC WPS) and discovery services (OGC 
Web Catalogue Service, CSW). Following the Service Oriented Architec-
ture approach the discovery service is the linking point responsible for the 
reusability of resources offered in SDI. 

Geographic information has to be accompanied with a knowledge back-
bone to be appropriately handled due to its peculiarities (Egenhofer, 2002). 
Therefore, the proper semantic description of geographic information 
seems to be the first step in the improvement of its usage. The core of 
standards communities’ efforts (e.g. ISO, OGC) focuses on metadata to 
describe services and their content, data models and spatial data itself. Re-
cently, an OGC discussion paper has been published which proposes a 
methodology for referencing plain-text annotations to a backbone ontology 
(Maue, et.al., 2009). These additional annotations might be added on three 
levels, (1) resource meta-data (e.g., an OWS Capabilities Document), (2) 
data model (e.g. a GML Application Schema), and (3) data entities (e.g., a 
GML file). The formal specifications of concepts from the reference on-
tologies can be used then for tasks such as semantics-based information re-
trieval during workflow definition process. 

As the contents of Spatial Data Infrastructures are concealed for com-
mon Web users, the Web community has created proper solutions applying 
successfully linking approaches, such as geographic Web platforms (e.g., 
semantic geocoding service of GeoNames3) and for publishing geo-data 
(e.g., LinkedGeoData4). On the other hand, the Linked Data has been ap-
plied successfully in spatial solutions (e.g., DBpedia Mobile (Becker & 
Bizer, 2008)). Both technologies, OGC services and Linked Data, might 
complement each other. There are many advantages of applying the best 
practices from the Semantic Web, such as Linked Data, in SDI. For exam-
                                                      
3 http://sws.geonames.org/ 
4 http://linkedgeodata.org/About 
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ple, a created ontology of geographic features might link instances of the 
same geographic feature across different sources. This framework would 
provide an integrated view of geographic features rich in logic and spatial 
information. The richness of geographic feature description, direct or pro-
vided by linked sources, might be helpful in dealing with conflation for da-
tabase integration, the well known problem from the database field (Dol-
bear & Hart, 2008). Additionally, such unified ontology might be used for 
defining and publishing complementary logic relations among geographic 
features (e.g., to represent different territorial organization) instead of cre-
ating new instances of OGC services. As for the Semantic Web commu-
nity, the publication of geographic ontologies by official providers (i.e., a 
public administration organ) according to Linked Data principles might be 
a valuable source of references, for example the Administrative Geography 
of Great Britain (Goodwin, 2009). 

One of the main advantages of applying the linking-based approaches to 
reference geographic features is the maintenance of the abstraction from 
their spatial representations. Usually, geographic features are characterized 
by blurriness of their footprints. Topological elements of physical world 
usually lack well defined conceptual boundaries and, consequently, this in-
fluences theirs spatial definition (e.g., rivers, chains of mountains). What is 
more, the computational representation of a geographic feature footprint is 
limited due to the resolution limits. Any geographic feature may be repre-
sented via different spatial objects which depend on the system applica-
tion, the data model, and the applied technological solution. For example, a 
point is the best choice as a location reference while a polygon is for land-
scape visualization. Therefore the spatial object should be interpreted as 
one of the possible representations of an individual. Figure 1 presents the 
global view of spatial reference definition.  



Applying Semantic Linkage in the Geospatial Web      205 

 
Fig. 1. Modelling the spatial representation of a geo-concept 

The objective of this paper is to present how a SDI might take advan-
tage of best practices from the Semantic Web. An administrative geogra-
phy (AG), i.e. an ontology of political organization of the territory, pub-
lished as Linked Data will be introduced as a relevant element of a SDI, 
since it permits (1) reasoning on logic relations among administrative 
units, and (2) accessing their footprints. In the use case, presented as an 
example later on, we will show how such ontology can improve function-
ality of the services catalog deployed within the Spatial Data Infrastructure 
of Spain (Nogueras-Iso, et.al., 2009) by applying geographic reasoning. 
One of the principal characteristics of a service deployed in a SDI is its 
geographic extent provided by the publisher as part of metadata descrip-
tion (i.e., getCapabilities response). According to the INSPIRE Metadata 
Implementating Rules (Craglia, 2009), the geographic location is defined 
as minimum bounding box (MMB). The descriptive metadata are used by 
the discovery service to answer the user requests and among the requesta-
ble parameters, there is the geographic location of the offered spatial data. 
Since services from SDI are provided by public administrations, frequently 
their geographic extent corresponds with the administrative area of the 
provider. The usage of MMB introduces false positive in the catalog re-
sponse as the administrative areas are not rectangular. A catalog provided 
with knowledge about the hierarchy of administrative units and accurate 
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spatial objects of each administrative area might increase considerably the 
precision and recall of the requests, which is especially important for ap-
plications based on on-the-fly data integration. 

The rest of this paper is organized as follows. After this introduction, 
second section presents the state of art in linking geographic features in the 
Semantic Web community (starting from Linked Data approaches to deal 
with geographic information, and ending with examples of semantic geo-
graphic platforms existing on the current Web) and the Geospatial Web. 
The next section describes the infrastructure for the improvement of ser-
vices catalog and the prototype application. Finally, some conclusions are 
drawn and future work is outlined. 

2 State of art 

The geographic feature is managed differently in the Semantic Web and 
the Geospatial Web. The first community treats geographic features as the 
additional contextual information, which might link to some other con-
cepts. For the Geospatial Web, the concept of geographic feature is the 
core element of a geographic platform. However, the Geospatial Web has 
focused on the interoperability issues maintaining the boundaries among 
the concepts from different geographic sources. 

2.1 Linking geographic features in the Semantic Web 

Nowadays, deploying the data gathered in relational data bases as Linked 
Data on the Web is possible using integrated technological solutions such 
as OpenLink Virtuoso (Erling & Mikhailov, 2007) or D2R Server (Bizer & 
Seaborne, 2004). These approaches are based on mapping data base mod-
els onto a reference ontology and may provide a Semantic Web Browser 
and a SPARQL client. It is also possible to join RDF data from different 
endpoints providing a transparent on-the-fly view to the end user (Langeg-
ger, et al., 2008). The most important initiative related to creating and pub-
lishing interlinked contents on the Web is the Linked Open Data project. In 
May 2009, the amount of Linked Data datasets consist of over 4.7 billion 
RDF triples interlinked by around 142 million RDF links (Bizer, et al., 
2009). The RDF links are navigable using Semantic Web browsers, and 
Semantic Web Search Engines can apply sophisticated queries over 
crawled data. The expressive semantic queries might be executed via 
SPARQL access points as well.  
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Since on-line contents involve geographic information, geographic fea-
tures have become the part of Linked Data datasets, such as DBPedia, 
where geographic information has been extracted from Wikipedia (Auer, 
et al., 2008). Another example is the LinkedGeoData (Auer, et al., 2009b), 
which aims at adding geo-semantic meaning to the Web. It offers a Linked 
Geo Data Knowledge Base with RDF descriptions of more than 350 mil-
lion spatial features from the OpenStreetMap database linked to DBPedia. 

An example of applying Linked Data principles in location based solu-
tion is the DBpedia Mobile (Becker & Bizer, 2008), a location-aware cli-
ent for the Semantic Web for mobile devices. The current user location is 
used to extract corresponding datasets from the underneath DBpedia data-
base which are interlinked with various other location-related datasets. 

An interesting proposal is Triplify (Auer, et al., 2009) which supports a 
kind of circular spatial requests. This system uses directly DB Views 
model as base for creating the RDF documents and URLs of published 
datasets, which facilitate the development. The underneath data base is re-
sponsible for processing spatial and semantic queries which are encoded 
explicitly in the request URL. The spatial query permits to retrieve the 
geographic features located in a circular region defined via a point and ra-
dius added to the request URL. The proposal enables limited spatial query 
(just a circular region) notwithstanding the Semantic Web techniques can 
not take advantage of this facility. 

The idea of linking geographic features to create interlinked web influ-
enced the appearance of geographic Web platforms, such as Yahoo! Geo-
Planet5 and GeoNames6. Both of them belong to a new branch of geocod-
ers, the semantic geocoders, which return URIs to identify uniquely the 
named places instead of standardized textual description and location ref-
erence (e.g., a point). Although, they use the idea of linking, they are not 
following the pure Linked Data approach. GeoPlanet uses unique identifi-
ers (URIs) to identify the named place which permits to retrieve its seman-
tic description, however, the platform uses simple xml file instead of RDF. 
Additionally, the important spatial relations (e.g., “child”, “neighbour”, 
“siblings”) are encapsulated into the URI definitions. GeoNames is almost 
Linked Data based. It also uses unique identifiers of concepts to identify 
the named places. The RDF description of features contains spatial rela-
tions defined in the published OWL reference ontology. However, Geo-
Names distinguishes the concept from the descriptive document. The fea-
ture (i.e. concept) is identified via an URI but the geonames server uses 

                                                      
5 http://developer.yahoo.com/geo/ 
6 http://www.geonames.org/ 
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303 redirection to display its location on map. The RDF description is 
available by adding the “/about.rdf” at the end of the feature URI. 

The spatial requests supported by the presented solutions of current Se-
mantic Geo Web are based on a branch of predefined spatio-logic relations 
(e.g., near-by, belongs-to, child, siblings). Since it is impossible to express 
all spatial relations among geographic features via definition of logic rela-
tions, the Semantic Web needs to use spatial representation of features. 
Currently, the spatial objects usually used in the Semantic Web are limited 
to points or MMB. The complex spatial requests that mix spatial objects 
and spatial relations defined in a reach ontology still remain the open issue. 

2.2 Linking in the Geospatial Web 

The requirement of unique identifiers for geographic features, geoidentifi-
ers, in the geospatial community has been present from its beginning. Any 
Geospatial Web framework which publish information about geographic 
features uses unique identifiers (within this framework at least) and might 
be seen as a source of geoidentifiers. Therefore, any gazetteer (Hill, 2006) 
or OGC Web Feature Service from a SDI might be such a source of ge-
oidentifiers. Currently, there are several instances of WFS services in the 
SDI of Spain, which frequently contain instances of the same geographic 
feature. The services model the geographic feature in different manner and 
use different identifier usually derived keys from relational databases, 
therefore, there exist problem of individual identification among different 
contents and consequently common problems of data integration. 

One of the earlier proposals from the OGC community to apply com-
mon geographic identifiers for linking purposes is a framework based on 
Geolinked Data Access Service and Geolinking Service. This approach is 
dedicated to publish geographically linked information (e.g., statistical 
data) separately from spatial representation (spatial objects). Since this 
proposal is based on merging datasets from different sources by using a 
linkage field found in the sources, it fixes geographic data to only one spa-
tial representation source and geoidentifiers are used only as syntactic link. 
In practice, it can be seen as technological facilitation for data publishers. 

A proposal for providing the integrated view across distributed services 
is the EuroGeoNames project (Jakobsson, & Zaccheddu, 2009), a proto-
type of an integrated gazetteer for Europe from the INSPIRE directive. 
Apart from defining the data model to be followed by all community 
members, it provides rules for identifier definition. The named place iden-
tifier has to be composed of (1) its name, (2) two-letter ISO 3166 code 
(e.g., ES, NL) and (3) a code generated according to the BASE36-system 
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(e.g. “2YC67000B”). However, these identifiers still remain unique only in 
this distributed gazetteer. 

Interlinking the corresponding instances of the same feature across dif-
ferent providers might be interesting for the Geospatial Web. It might be 
the way of adding logic relations among features and avoid the necessity 
of providing a new separate platform. The next section shows the applica-
tion of an administrative geography of Spain published as Linked Data for 
the improvement of a SDI services catalog. 

3  OGC services catalog application 

The services catalog is one of the elements of a SDI. Since it is responsible 
for service discovery, its functionality determines the reusability of the of-
fered services in the SDI and might be improved by applying best practices 
from the Semantic Web. This paper proposes a framework, where the ad-
ministrative geography published as Linked Data is one of the core ele-
ments. A services catalog dedicated to support the visualization applica-
tions based on on-the-fly data integration is presented as a use case. The 
principal advantage of this approach is reflected by the improvement of the 
functionality of the end application. 

3.1 Coverage issue 

In INSPIRE, service discovery requests allow restricting the geographic 
extent of searched datasets and services to a required MMB. Frequently, 
the geographic extent of published data and service corresponds with the 
coverage of an individual from a geographic ontology (e.g., Europe from a 
geographic region ontology, Europe Union from a political organization 
ontology). Therefore, using MMB to describe available resources usually 
introduces false positives in the collection of results. For example, in the 
SDI of Spain the coverage of published service frequently corresponds 
with an administrative unit area of provider (e.g., council of Zaragoza). 
The administrative boundaries are far away from being rectangular and 
their MMBs overlaps significantly. The figure 2 shows the issue of over-
lapping MMBs of administrative areas. The shadowed rectangle represents 
the required MMB from the service discovery request. In this scenario the 
application would return services which geographic extend MMB corre-
sponds with BBOX1, BBOX2 or BBOX3 when in reality it should provide 
only those services whose MMB corresponds with BBOX3. 
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Fig. 2. Overlapping MMBs of administrative areas issue (Spain case) 

The functionality of the catalog might be improved by operating on 
more precise spatial objects. A more promising approach could be applica-
tion of the identifiers from an administrative geography which not only 
provides footprints but also permits reasoning on logic relations among 
concepts. 

3.2 Administrative geography of Spain 

Currently, there is no administrative geography published as Linked Data 
for Spain. Within the Spanish SDI there are various OGC WFS services 
which publish information about administrative unit entities. These ser-
vices are provided by central and local authorities. Some of them offer 
administrative boundaries with different resolution (e.g., the Infraestruc-
tura de datos Espaciales de España-WFS service, IDEE-WFS7) separately 
for each level of administrative division, and others such as the gazetteers 
focused on gathering named places (e.g., IDEE-WFS-Nomenclator-NGC8), 
contain administrative units among published features. However, neither 
of these models permits to express the full administrative model that exists 

                                                      
7http://www.idee.es/IDEE-WFS/ogcwebservice? 
8http://www.idee.es/IDEE-WFS-Nomenclator-NGC/services? 
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in Spain. The existing domain ontologies for modelling political organiza-
tions of the territory are usually based on the 'part-of' relation (parental re-
lation). Such model is not enough flexible to scale the complexity of the 
territorial organization of countries, which apart from main division units 
(e.g., municipality, province and autonomous community in Spain) has to 
involve the units of different status (e.g., autonomous cities of Ceuta and 
Melilla, or associations of administrative units in Spain). Therefore, it is 
required usually a dedicated administrative ontology (e.g., Ordnance Sur-
vey) to model the political organization of territory of a country. In the 
case of Spain the Administrative Unit Ontology has been proposed as the 
domain ontology (Lopez-Pellicer, et.al., 2008). Apart from “part-of” and 
“has-part” relations, the “is-member-of” and “has-member” relations were 
defined to distinguish the association of the administrative units whose 
spatial representation might overlay the boundaries of direct parental units. 
An example of such association might be “comarca” of Aragon Autono-
mous Community which groups municipalities. Each municipality might 
lay in boundaries of only one province, however, one comarca might ag-
gregate municipalities from different provinces. 

The D2R Server has been used to publish the administrative geography 
of Spain, and to generate a data dump. The national Gazetteer, IDEE-WFS-
Nomenclator-NGC, has been used as the reference source to extract the 
part of administrative geography. Although this model does consider logi-
cal relations among features (e.g., “parent-child”), the location of features 
in the administrative structure is defined indirectly by their names offered 
via LocationEntity element, whose structure contains concepts from the 
territorial organisations of Spain (e.g., autonomous community, province, 
municipality or island). Since the published data are not complete (e.g., 
there is no assignation of comarca names to municipalities), the INE on-
line catalog (Instituto Nacional de Estadística, the National Statistics Insti-
tute of Spain) was used to complement the data. Then, the result data has 
been linked to their corresponding instances from different WFS services 
via the skos:relatedMatch relation. This approach produced the adminis-
trative geography of Spain published as Linked Data (see figure 3), and 
one of its advantages might be the maintenance of the references to differ-
ent instances across the SDI of Spain. 
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Fig. 3. An example of the RDF description that represents the Zaragoza munici-
pality 

The section 3.3 describes an architecture and implementation of a ser-
vices catalog component which applies the administrative geography of 
Spain during the service selection process.  

3.3 Architecture and Implementation 

The usage of geographic feature identifiers requires the annotation of reg-
istered resources in a catalog with corresponding geoidentifiers. Creation 
of metadata of registered services is one of the characteristics of the ser-
vices catalog deployed in the SDI of Spain (Nogueras-Iso, et.al., 2009). Its 
architecture has been extended with the Knowledge Content (KC) that is 
responsible for the service search process (see Nogueras-Iso, et.al., 2009 
for the description of the services catalog architecture). Figure 4 presents 
the main elements of the KC component. The KC has access to two RDF 
dataset sources: the Administrative Geography (AG), i.e. the administra-
tive geography of Spain, and Service Description Register (SDR) which 
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contains RDF serialization of the registered service description. The refer-
ence ontologies, i.e. Administrative Geography Ontology (agont) and the 
Service Description Ontology (svont), are applied during the reasoning 
process. The concepts from the administrative geography (1) are linked to 
the entities from the reference WFS service, the source of boundary spatial 
definitions, and (2) the URI of the administrative units are used in the ser-
vice description as indication of the geographic extent (dc:coverage prop-
erty). Figure 5 represents an example of the link between the administra-
tive geography and the service description. 

 
Fig. 4. Administrative geography as support for services catalog 

During the registration of a new service, the catalog uses the getCapa-
bilities response to create proper description of the service. One of the 
elements is the service geographic extent expressed via MMB. The meta-
data model of the description has been extended with the geoidentifier 
metadata to contain an URI from the administrative geography of Spain. 
This element is not an ISO19119 element; therefore, it is neither visible to 
users nor published by the OGC CSW. The geoidentifier value is obtained 
from the analysis of the service MMB offered by provider. This MMB is 
used to request the KC that identifies the most extended administrative unit 
within the MMB (i.e., the prime administrative unit). Validation of the re-
sult consists in checking if the service provides any data from the disjoint 
area of the MMB and the prime administrative unit coverage (a set of re-
trieval tests). If it is impossible to identify the prime administrative unit 
(e.g. in the case of the hydrography service of the Ebro river basin, some 
data lies on France as well) or the validation fails, the URI of the Non con-
cept (i.e., the disjoint concept with administrativeUnit) is returned. The 
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service registration ends by deploying the registered service description in 
the RDF container. 

 

 
Fig. 5. Relations between the service description and the administrative geography 

The searching process for services with a MMB restriction exploits the 
semantic links between the semantic description of services and the fea-
tures from the AG. The simplified example of a request (only the spatial 
part) consumed by KC is shown in figure 6. The request pattern uses as the 
input the searched MMB ($BBOX) expressed as literal (e.g., “1.16311, 
41.0937, 1.7132, 41.6686”). The first part extracts those services which 
spatial reference of coverage (dc:coverage) refers to administrativeUnits 
which boundaries are in an interaction with the searched MMB (within it 
or intersects it). The administrativeUnit boundary is defined via the bond-
1000 property containing reference to the correspondent WFS entity, 
which is converted automatically into the spatial object by applying the 
profile instructions. The second part of the request extracts those services 
which geoidentifier is defined as Non and the collection is filtered simi-
larly as in the previous version of services catalog, i.e. comparing the ser-
vice MMB and the requested one. 
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Fig. 6. SPARQL request pattern for service selection via a MMB ($BBOX is the 
MMB literal, eg., “-1.1724,41.4527,-0.6478,41.9324”) 

The KC component has required implementation of the spatial func-
tions, such as intersect, or within, known form spatial data bases. There-
fore, the Jena framework9 has been chosen to deploy RDF datasets as its 
proprietary extension to SPARQL RDF query language (Jena ARQ10) per-
mits to implement such additional functionality.  

3.4 The use case 

The catalogs that use precise spatial representation instead of MMB ap-
proximation might offer better functionality for the applications based on 
on-the-fly data integration. An example might be an application which al-
lows displaying geographic information from different OGC services 
found in the services catalog (see figure 7). For improving the user experi-
ence, the list of selectable layers should depend on current displayed area. 

                                                      
9 http://openjena.org/ 
10 http://jena.sourceforge.net/ARQ/ 
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Fig. 7. The services catalog as the support component for application based on on-
the-fly data integration. 

The prototype of the improved services catalog has been used as the 
core component of Web application11 which displays spatial data provided 
from different OGC services. The main disadvantage of this proposal is the 
response time of the WFS service. To solve this problem we have created a 
local repository of spatial objects retrieved previously from reference ser-
vice. The cache techniques have also improved the catalog response time 
and the behaviour of the end application. 

4 Results and future works 

This paper shows the current approaches in referencing and identification 
of geographic features in the Semantic Web and the Geospatial Web. Ap-
plying best practices from the Semantic Web might be useful for the Geo-
spatial Web. An administrative geography published in accordance with 
Linked Data principles might be useful for data integration as it permits 
referencing the geographic concept to the corresponding instances from 
other sources. Such ontology might be used as source of geoidentifiers in 

                                                      
11 http://www.idee.es/IDEE-ServicesSearch/ServicesSearch.html 



Applying Semantic Linkage in the Geospatial Web      217 

geospatial solutions and its main advantage lies in using more precise spa-
tial representation and spatial reasoning on semantic level. 

Additionally, the usage of geoidentifiers along with minimum bounding 
boxes to represent the service geographic extents might improve the recall 
of OGC services catalog. For instance, we have demonstrated that this im-
provement has enabled the development of web-based applications that fa-
cilitate on-the-fly data integration.  

The principal advantage of using Linked Data technology in geospatial 
solutions is the possibility of explicit identification of features and abstrac-
tion of their spatial definition from footprint and computational representa-
tion. The different spatial representation might be accessible via linked in-
stances and chosen according to the application requirements.  

One of the future tasks will be applying the administrative geography of 
Spain as guideline to map instances of the same geo-concept individuals 
between two different gazetteers for merging purpose. Next, there will be 
investigated an adaptable framework to support complex spatial requests 
applying different spatial representations of features. 
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Abstract. This paper presents a machine learning method for resolving 
place references in text, i.e. linking character strings in documents to loca-
tions on the surface of the Earth. This is a fundamental task in the area of 
Geographic Information Retrieval, supporting access through geography to 
large document collections. The proposed method is an instance of stacked 
learning, in which a first learner based on a Hidden Markov Model is used 
to annotate place references, and then a second learner implementing a re-
gression through a Support Vector Machine is used to rank the possible 
disabiguations for the references that were initially annotated. The pro-
posed method was evaluated through gold-standard document collections 
in three different languages, having place references annotated by humans. 
Results show that the proposed method compares favorably against com-
mercial state-of-the-art systems such as the Metacarta geo-tagger and Ya-
hoo! Placemaker. 

1 Introduction 

Recently, Geographical Information Retrieval (GIR) has captured the at-
tention of many researchers that work in fields related to text mining and 
data retrieval. The general motivation is that geographical information is 
pervasive over textual documents, since most of them contain references to 
place names over the text. However, a fundamental task that needs to be 
addressed in GIR relates to resolving these place references, i.e. linking the 
character strings in the documents that correspond to place references to 
their true locations on the surface of the Earth. Place reference resolution 
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presents non-trivial problems due to the inherent ambiguity of natural lan-
guage (e.g., place names often have other non geographic meanings, dif-
ferent places are often referred to by the same name, and the same places 
are often referred to by different names). 

Over the last few years, the place reference resolution problem has been 
addressed by many different researchers. The problem is generally divided 
into two separate sub-tasks, namely (i) place reference identification, and 
(ii) place reference disambiguation by matching the identified references 
against a gazetteer, i.e. a database associating place names to the corres-
ponding geospatial footprints. The first sub-task is deeply related to the 
Named Entity Recognition problem, which has been thoroughly studied in 
the natural language processing (NLP) community (Sang and Meulder, 
2003). The second sub-task has deserved less attention, although previous 
studies have, for instance, attempted heuristics inspired in the techniques 
proposed for the NLP problem of word sense disambiguation (Leidner, 
2007; Buscaldi and Rosso, 2008). The majority of the current approaches 
are based on rule-based methods and hand-tuned heuristics, which are not 
particularly robust or generalizable. A particularly interesting challenge re-
lates to the application of data-driven methods in the place reference reso-
lution task, using principled approaches for combining the different 
sources of evidence that are available from training data. 

This paper proposes a machine learning method for resolving place ref-
erences in text. The proposed method is an instance of stacked learning 
(Wolpert, 1992), in which a first learner based on a Hidden Markov Model 
(HMM) is used to tag place references, and then a second learner imple-
menting a regression through a Support Vector Machine (SVM) is used to 
rank the possible disambiguations for the place references that were initial-
ly tagged. In terms of the implementation, the first learner is based on the 
HMM tagger available in the LingPipe package (Carpenter, 2007), which 
uses character language models for each state in the HMM, together with a 
maximum likelihood n-gram transition model. The second learner is based 
on the implementation of SVM regression available in the Weka machine 
learning toolkit (Witten and Frank, 2000). The proposed method was eva-
luated through gold-standard document collections in three different lan-
guages (i.e., English, Spanish and Portuguese), having place references 
annotated by humans. The results show that the proposed method com-
pares favorably against commercial state-of-the-art systems like the Meta-
carta geo-tagger and Yahoo! Placemaker. 

The rest of this paper is organized as follows: Section 2 presents related 
work, covering both named entity recognition and place reference resolu-
tion. Section 3 presents the proposed machine learning method, detailing 
the individual learners that were used for place reference identification and 
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for place reference resolution. Section 4 presents the experimental valida-
tion of the proposed method. Finally, Section 5 presents our conclusions 
and points directions for future work. 

2 Related Work 

Place reference resolution can be divided into two separate sub-tasks, 
namely place reference identification and place reference disambiguation. 
Place reference identification concerns delimiting, in a document, the cha-
racter strings that refer to places. This is a particular instance of the more 
general problem of Named Entity Recognition, which has been extensively 
studied in the Natural Language Processing (NLP) community. Place ref-
erence disambiguation refers to associating the recognized references into 
the corresponding entries in a gazetteer. The sub-task has been addressed 
by the Geographic Information Retrieval (GIR) community. This section 
surveys relevant previous works. 

2.1 Named entity recognition 

The named entity recognition (NER) task, as proposed in the NLP com-
munity, refers to locating and classifying atomic elements in text into pre-
defined categories such as the names of persons, organizations, locations, 
expressions of times, quantities, monetary values, percentages, etc. Current 
state-of-the-art systems can achieve near-human performance, effectively 
handling the annotation of ambiguous cases (e.g. the same proper name 
can refer to distinct real world entities) and achieving F1 scores around the 
mark of 90% (Sang and Meulder, 2003). 

Initial approaches, which are nonetheless still commonly used, were 
based on manually constructed finite state patterns and/or dictionary lists 
of entity names. Despite being robust and capable of achieving state-of-
the-art performances, these initial methods lack the ability of coping with 
the problems of robustness and portability. Domain experts are needed to 
build the patterns and each new source of text requires significant tweak-
ing of patterns and/or dictionaries to maintain optimal results. 

The current trend in NER is to use machine-learning approaches, relying 
on features extracted from training data that reflect properties of (i) indi-
vidual named entities (e.g., capitalization, entity type and frequency) and 
(ii) general statistical measures either at the document scale or at the cor-
pus scale. Machine learning approaches are more attractive in that they are 
trainable and adaptable, at the same time maintaining a state-of-the-art per-
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formance. Several different classification methods have been successfully 
applied on this task (Sang and Meulder, 2003). For instance Mayfield et al. 
(2003) applied Support Vector Machines (SVM) to classify each individu-
al name entity. Chieu and Ng (2003) and Bender et al. (2003) applied 
Maximum Entropy (ME) approaches, using local features occurring near 
individual tokens and global features from the whole document. Zhou and 
Su experimented with Hidden Markov Models (HMMs), also using a large 
variety of features (Zhou and Su, 2002). Conditional Random Fields 
(CRFs), a generalization of ME and HMMs, were explored by McCallum 
and Li (2003). Florian et al. (2003) combined Maximum Entropy and Hid-
den Markov Models (HMM) under different conditions. Recent works 
have shown that CRFs have advantages over traditional HMMs in the face 
of many features, although CRFs need fairly extensive feature engineering 
to outperform a good HMM baseline (Carpenter, 2007). The method re-
ported in this paper is based on the HMM tagger implementation from 
LingPipe, a suite of Java libraries for text mining. Section 3.1 details the 
HMM method used for place reference identification. 

2.2 Place reference identification and disambiguation 

For most Geographic Information Retrieval (GIR) applications, the han-
dling of place references requires recognizing the mentions to places given 
over text (i.e., delimiting their occurrences), as well as disambiguating 
these occurrences into the corresponding locations on the surface of the 
Earth (i.e., assigning geospatial footprints to the place references). Having 
the geospatial footprints is, for instance, crucial for supporting geospatial 
analysis and map-based visualization. While NER approaches can be made 
to rely entirely on features internal to the documents, place reference dis-
ambiguation requires always external knowledge in the form of a dictio-
nary (i.e., a gazetteer) for translating place names into geospatial foot-
prints. Geonames1 is an example of a modern wide-coverage gazetteer, 
describing over 6.5 million unique places from all around the world and 
having been used in many GIR experiments (Wick and Becker, 2007). 

Similarly to the general case of named entity recognition, the main chal-
lenges in resolving place references are related to ambiguity in natural lan-
guage. Amitay et al. characterized ambiguity problems according to two 
types, namely geo/non-geo and geo/geo (Amitay et al., 2004). Geo/non-
geo ambiguity refers to the case of place names having other, non geo-
graphic meanings (e.g., Reading in England). Some of the most common 

                                                      
1 http://www.geonames.org  
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words are for instance also place names (e.g., Turkey). On the other hand, 
geo/geo ambiguity arises when two distinct places have the same name. 
For instance almost every major city in Europe has a sister city of the same 
name in the New World. The geo/non-geo ambiguity is addressed when 
identifying mentions to places, while the geo/geo ambiguity is latter ad-
dressed while disambiguating the recognized place references. 

Several different approaches for place reference identification and dis-
ambiguation have been described in the past. In the context of his PhD the-
sis, Leidner (2007) surveyed a variety of approaches for handling place 
references on textual documents. He concluded that most methods usually 
rely on gazetteer matching for performing the identification, together with 
natural language processing heuristics such as default senses (i.e., disam-
biguation should be made to the most important referent, estimated with 
basis on population counts) or geographic heuristics such as the spatial mi-
nimality (i.e., disambiguation should minimize the bounding polygon that 
contains all candidate referents) for performing the disambiguation. Leidn-
er (2004) also concluded that a major requirement for achieving significant 
progress in the area is the availability of standard test collections. These 
would allow not only the comparative evaluation of different approaches, 
but also the exploration of data-driven methods. The experiments reported 
in this paper are based on three such collections, developed by extending 
the annotations made in the context of previous NER experiments. 

Despite the technology being very recent, with the GIR area still at its 
infancy, commercial services offering place reference resolution functio-
nalities are starting to appear. Metacarta is an example of a commercial 
company that sells state-of-the-art GIR technology. The company also 
provides a freely-available Web service that can be used to recognize and 
disambiguate place references over text. An early version of the Metacarta 
geo-tagger2 has been described by Rauch et al. (2003). The Yahoo! Place-
maker3 Web service also provides a functionality for geo-tagging text. 
Both these commercial services were used in experiments where we com-
pared their results against those obtained with the proposed machine learn-
ing approach for the recognition and disambiguation of place references. 

3 Proposed approach 

The proposed method for resolving place references is an instance of 
stacked learning, a machine learning paradigm that suggests constructing a 
                                                      
2 http://ondemand.metacarta.com/?method=GeoTagger 
3 http://developer.yahoo.com/geo/placemaker 
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combined model from several simpler learners (Wolpert, 1992). The basic 
concept behind stacking is to train two or more learners sequentially, with 
each successive learner incorporating the results of the previous ones in 
some fashion. Figure 1 provides an illustration of the processing pipeline 
used in our work. 

 

 
Fig. 1. Proposed approach for resolving place references 

In the approach proposed here, a first level learner corresponds to a 
Hidden Markov Model (HMM) tagger for identifying place references in 
text, based on the implementation available on the LingPipe4 package. The 
second learner takes as input the place references identified in the first lev-
el, and uses a Support Vector Machine (SVM) regression to rank a set of 
possible disambiguations (obtained by querying the geonames gazetteer) 
and then select the best candidate. The rest of this section details the learn-
ing approaches used in both levels. 

3.1 Place reference identification 

LingPipe's machine learning approach for named entity recognition em-
ploys first-order HMMs, where the hidden states correspond to the tags to 
be assigned. The general approach is described by Carpenter (2007) and 
here we present a brief overview. 

The recognition process starts with a tokenization scheme that determi-
nistically breaks an input text into a sequence of tokens. Recognizing place 
references in a given text is transformed into the problem of tagging each 
token as belonging to a place reference or not. When modeling the prob-
lem through HMMs, the joint probability of observing a token sequence    
                                                      
4 http://alias-i.com/lingpipe 
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δ1, …, δn associated with a tag sequence tag1, …, tagn is defined by the for-
mula p(δ1, ..., δn, tag1, ..., tagn ) = p(tag1, ..., tagn) · p(δ1 , . . . , δn|tag1 , . . . , tagn ). 
In a first-order HMM, for a given sequence we have that the probability 
p(tag1, …, tagn) = pstart(tag1) · ∏i>1p(tagi|tagi-1) · pend(tagn). 

 
In general, applying HMMs to the recognition task involves two main 

problems, namely learning and decoding. Learning refers to generating the 
most probable HMM model from a sequence of observed tokens, known to 
represent a set of hidden tags, i.e., learning from a tagged corpus. A HMM 
model is defined as the triple (A,B,π), where π is a vector with the initial 
state (i.e., tag) probabilities, A is the matrix containing the transition prob-
abilities of moving from a state to a new state, and B is the matrix contain-
ing the emission probabilities associated with having a state generating a 
given token. In LingPipe, the forward-backward algorithm is used to com-
pute both the A and B matrices. 

The second problem, decoding, refers to finding the most probable se-
quence of tags given some observations, i.e., determining the probability 
p(tag1, …, tagn|δ1, …, δn). The default choice for solving this problem, and 
also the one used here, is to apply the Viterbi dynamic programming algo-
rithm (Viterbi, 1967). Lingpipe also provides more advanced decoders. 

In typical HMMs, emissions are estimated as multinomials, with some 
smoothing technique for handling previously unseen tokens. LingPipe's 
use of HMMs is unusual, in that it estimates the emission probabilities us-
ing bounded character n-gram language models, one for each tag. Tradi-
tionally, when an unseen word occurs, an HMM model outputs a default 
probability, therefore increasing the number of assignment errors. By 
working with n-grams at the character level, the probabilistic models used 
in LingPipe have the advantage of considering sub-words, which are more 
general and robust features in this task. LingPipe also interpolates all or-
ders of maximum likelihood estimates using Witten-Bell smoothing (Man-
ing and Schutze, 1999). In this work, we use the default values for the 
maximum order of n-grams and for the interpolation parameter for the lan-
guage models, namely the value of 8.0 for both parameters. 

The tagging problem addressed in this paper is modeled through an en-
coding that is sensitive to position (i.e., the BMEWO+ encoding), consi-
dering that tokens (i.e., n-grams) can either belong to a place reference, to 
a named entity that is not a place, or to neither of the previous cases. Ling-
Pipe’s BMEWO+ encoding distinguishes begin-of-entity (B) tokens, mid-
entity tokens (M), end-of-entity (E) tokens, single-token entities (W) and 
non-entity tokens (O). The non-entity tokens are subdivided into non-
entity tokens with the previous token being an entity (BB_O), non-entity 
tokens with the following token being an entity (EE_O), non-entity tokens 
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with the previous and following tokens being an entity (WW_O), and non-
entity tokens with the previous and following tokens not being an entity 
(MM_O). The tag transition constraints (e.g., B must be followed by M or 
E, etc.) encode a kind of long-distance information about preceding or fol-
lowing words, for instance, appropriately modeling the fact that strong lo-
cation-preceding words trigger a location. The HMM model is used to an-
notate n-gram sequences according to the above tags (i.e., BMEWO+ tags 
for both locations and non-locations), from which the system then gene-
rates the final results for place reference identification. 

3.2 Place reference disambiguation 

Our approach for place reference disambiguation involves (i) generating 
disambiguation candidates by querying the geonames gazetteer, (ii) scor-
ing possible candidates using SVM regression, and (iii) selecting the high-
est scoring candidate. The scoring criteria used in the second step are 
based on estimating the distance between the true geospatial footprints and 
the geospatial footprints of the candidates. 

The token sequences identified as place references by the first level 
HMM learner are used to query the geonames gazetteer. The top ten geo-
graphic concepts returned for the query are considered as candidates. For 
each pair <place-reference, candidate>, the following set of features is 
computed: 
• The Levenshtein distance between the place reference, as recognized in 

the text, and the most similar place name associated with the candidate. 
Geonames describes multiple alternative names for each geographic 
concept and, more exactly, this feature corresponds to the minimum 
Levenshtein distance computed from the set of alternative names.  

• The population count for the candidate geographic concept, as described 
in the geonames gazetteer.  

• The number of alternative names described in the geonames gazetteer 
for the candidate geographic concept.  

• The geospatial distance between the candidate geographic concept and 
the closest (in terms of metric distance) candidate geographic concept 
corresponding to a place reference recognized in the same document.  

• The area of the convex hull computed with the centroid coordinates of 
the candidate concept and the centroid coordinates of all candidates 
corresponding to a place reference recognized in the same document.  

• The area of the concave hull computed with the centroid coordinates of 
the candidate concept and the centroid coordinates of all candidates 
corresponding to a place reference recognized in the same document.  
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For training and evaluating the regression model, we compute the geos-
patial distance between each candidate and the true geospatial footprint, as 
described in the golden collection. The regression model attempts to esti-
mate this distance, with basis on the considered features. More formally, 
let X be the training set consisting of m instance pairs xi = {fi,1, …, fi,n, 
di} where fi,j is the j-th input feature of a given example i and di is the cor-
responding geospatial distance. The regression goal is to estimate a func-
tion reg(x) with basis on the training set X that takes as input a set of in-
stance pairs x'i = fi,1, …, fi,n, is as close as possible to the target values di for 
every x'i, and at the same time is as flat as possible for good generalization. 

Support Vector Machines (SVMs) are a set of machine learning ap-
proaches used for classification and regression, developed in the mid 90's 
by Vapnik and his co-workers at AT&T Bell Labs (Vapnik, 1995). In the 
case of SVM regression, the basic idea is to map the features into a high-
dimensional feature space via a kernel function (which may be linear or 
not), and then do a linear regression in this new space. Many different al-
gorithms have been proposed for training SVM regression models. The 
Weka machine learning toolkit, which we used in this work, implements 
the approach proposed by Shevade et al. (1999), which in turn is an im-
provement over Smola and Scholkopf's sequential minimal optimization 
(SMO) algorithm for training a support vector regression (Smola and 
Scholkopf, 1998). Here we used Weka's implementation with a Radial Ba-
sis Function (RBF) kernel. 

The final step of the proposed approach involves selecting the candidate 
with the least estimated distance as the result for the disambiguation. Al-
though this was not considered in the experiments reported in this paper, 
some applications can benefit from keeping the several possible disambig-
uations together with the estimated distance as a disambiguation score. In 
the experiments reported here, we only tested disambiguation using the top 
scoring candidate. 

4 Experimental validation 

In this section, we describe the details of our empirical evaluation. This in-
cludes the details of our experimental design (i.e., the datasets and the 
evaluation metrics that were considered), as well as results for the experi-
ments that evaluated the effectiveness of the methods under study. 
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4.1 Gold-standard collections and evaluation metrics 

Our validation methodology is based on the standard NER evaluation se-
tup, which involves partitioning a collection of labeled data into training 
and test segments. Models are developed with the training data, and after-
wards evaluated against the test data. Given our two-stage approach, we 
take separate measures for the identification and disambiguation sub-tasks. 

In terms of evaluation metrics, we measured results with the commonly 
used F1 rate, which is equal to the geometric average between precision 
and recall. Precision is the percentage of correct place references identi-
fied/disambiguated by the system. Recall is the percentage of place refer-
ences present in the test collection that are identified/disambiguated by the 
system. A place reference is correctly identified only of it is an exact 
match with the corresponding reference in the test collection. Correct dis-
ambiguation corresponds to the case where the assigned geospatial foot-
print respected at least one of the following conditions: 
 

1. The angular distance between the geospatial coordinates for the 
candidade and the true location is less than 1 degree.  

2. The candidate has a name that exactly matches the place reference in 
the text, and is at an angular distance from the true location of less 
than 5 degrees.  

 
Since different gazetteers (e.g., Geonames and Yahoo! Placemaker) use 

different names and geospatial footprints for the same geographic concept, 
we cannot hope to have a disambiguation scheme that exactly matches the 
coordinates in the gold-standard collection. Instead of an exact match, we 
use the thresholds above, setting them to the values of 1 and 5 through em-
pirical observation over a subset of the identified place references. 

Notice that correct disambiguation only occurs when a correct recogni-
tion has first taken place, since it does not make sense to disambiguate tex-
tual expressions that are not even place references. 

In terms of the labeled data, we started with the datasets made available 
in the context of the two NER evaluation experiments made at the Confe-
rence on Computational Natural Language Learning (CoNLL) (Sang and 
Meulder, 2003), as well as from the contest for named entity recognizers in 
Portuguese (HAREM) (Mota and Santos, 2008). These original datasets 
represent three different languages (i.e., Spanish, English and Portuguese) 
and contained general named entity annotations, identifying persons, or-
ganizations, locations, etc.  

The source of the data was journalistic texts in the case of CoNLL and 
documents from multiple sources (e.g., newswire texts, Web pages or 
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emails) in the case of HAREM. We kept the original annotations referring 
to locations, extending them with associations to geospatial coordinates 
and identifiers in the gazetteer of the Yahoo! GeoPlanet platform. Other 
classes of named entities were generalized into a single non-location class. 
The places annotated in the text served as queries to the Yahoo! gazetteer, 
from which we retrieved the corresponding geospatial footprints. We latter 
manually validated and corrected these automated annotations with the 
help of fellow researchers from our group. Table 1 presents a statistical 
characterization for the labeled datasets that were used in our experiments, 
also showing the state-of-the-art results that have been reported for the task 
of identifying place references in these collections. 

For both editions of the CoNLL NER evaluation, the organizers pro-
vided three data files for each language (Spanish in the 2002 edition and 
English in 2003): a training file, a file for testing systems during the devel-
opment stage (i.e., the Test 2 row in Table 1) and a file for final tests (i.e., 
the Test 1 row in Table 1). The HAREM evaluation campaign had three 
editions and we used the gold-standard collection from the first HAREM 
as training data, the gold-standard collection from mini-HAREM as the 
first test set (i.e., the Test 1 row in Table 1), and the gold-standard collec-
tion from the second HAREM as the second test set (i.e., the Test 2 row in 
Table 1). 

Table 1. The labeled datasets used in the validation experiments 

 Words Paragraphs Locations Non-Loc. F1 Score 

Te
st

 1
 CoNLL-02 (Esp.) 47.937 1.916 978 3.346 0.795 

CoNLL-03 (Eng.) 46.759 3.245 1.835 4.099 0.961 
HAREM (Por.) 5.729 320 73 413 0.647 

Te
st

 2
 CoNLL-02 (Esp.) 47.076 1.517 1.095 2.454 0.825 

CoNLL-03 (Eng.) 42.677 3.445 1.649 3.965 0.912 
HAREM (Por.) 2.385 116 43 157 0.599 

Tr
ai

n 

CoNLL-02 (Esp.) 241.435 8.323 4.911 13.811 - 
CoNLL-03 (Eng.) 186.373 14.023 7.115 16.299 - 
HAREM (Por.) 7.952 606 113 316 0.709 

4.2 Obtained results 

We compared the proposed stacked learning approach against two state-of-
the-art commercial geo-tagging systems, namely Yahoo! Placemaker and 
Metacarta geo-tagger. We also compared the proposed approach against 
two simpler baselines in terms of the disambiguation sub-task, which re-
spectively corresponded to (i) using a default sense heuristic in which the 
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disambiguation is made to the most important referent as estimated with 
basis on population counts, and (ii) using a spatial minimality heuristic in 
which disambiguation is made by minimizing the distance between the re-
ferent and all possible referents to references in the same sentence. 

We used the training datasets for separately training recognition and 
disambiguation models for each of the three languages. We then evaluated 
the trained models, as well as the commercial geo-tagging systems, using 
the two separate test collections for each language. Table 2 presents the 
obtained results, separating the two collections for each language. 

Table 2. The obtained results when comparing different approaches 

  Place Reference Recognition Place Reference Disambiguation 
  Precision Recall F1 Precision Recall F1 

Es
p.

 T
1 

HMM+SVMReg 
0.505 0.783 0.614 

0.398 0.617 0.484 
HMM+Population 0.400 0.610 0.481 
HMM+Distance 0.360 0.560 0.436 
Yahoo! Placemaker 0.477 0.076 0.131 0.477 0.076 0.131 
Metacarta GeoTag 0.453 0.814 0.582 0.216 0.388 0.278 

        

Es
p.

 T
2 

HMM+SVMReg 
0.662 0.769 0.712 

0.472 0.549 0.508 
HMM+Population 0.470 0.540 0.503 
HMM+Distance 0.430 0.500 0.461 
Yahoo! Placemaker 0.657 0.061 0.111 0.627 0.058 0.106 
Metacarta GeoTag 0.577 0.751 0.277 0.302 0.393 0.342 

        

En
g.

 T
1 

HMM+SVMReg 
0.837 0.815 0.826 

0.684 0.666 0.675 
HMM+Population 0.680 0.660 0.670 
HMM+Distance 0.590 0.580 0.584 
Yahoo! Placemaker 0.546 0.638 0.588 0.540 0.631 0.581 
Metacarta GeoTag 0.651 0.891 0.752 0.396 0.542 0.457 

        

En
g.

 T
2 

HMM+SVMReg 
0.733 0.777 0.755 

0.627 0.665 0.645 
HMM+Population 0.620 0.660 0.638 
HMM+Distance 0.540 0.570 0.557 
Yahoo! Placemaker 0.523 0.658 0.582 0.508 0.640 0.566 
Metacarta GeoTag 0.547 0.868 0.671 0.307 0.488 0.377 

        

Po
r. 

T1
 HMM+SVMReg 

0.267 0.219 0.241 
0.150 0.123 0.135 

HMM+Population 0.250 0.210 0.226 
HMM+Distance 0.230 0.190 0.211 
Yahoo! Placemaker 0.250 0.014 0.027 0.250 0.014 0.027 
Metacarta GeoTag 0.242 0.589 0.343 0.174 0.425 0.247 

        

Po
r. 

T2
 HMM+SVMReg 

0.500 0.419 0.456 
0.389 0.326 0.354 

HMM+Population 0.440 0.370 0.405 
HMM+Distance 0.390 0.330 0.354 
Yahoo! Placemaker 0.438 0.062 0.109 0.438 0.062 0.109 
Metacarta GeoTag 0.380 0.628 0.458 0.168 0.292 0.213 

 
The best results were achieved for the English language (an average 

score of 0.791/0.660 for the two test collections, in terms of the F1 metric 
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in recognition/disambiguation), while for Portuguese we could only 
achieve the modest result of 0.349/0.245 in terms of F1. It should nonethe-
less be noticed that the dataset used for training the Portuguese models was 
much smaller, making it difficult to draw conclusions from the Portuguese 
experiments. In terms of the recognition performance, the obtained results 
are comparable against those obtained in the previous NER evaluation 
campaigns, although somewhat inferior - see Table 1. However, the main 
focus of this paper is on place reference resolution, which was not ad-
dressed in previous NER evaluations. 

Leidner (2007) evaluated different heuristics for place reference resolu-
tion, using a gazetteer specifically developed for his experiments and a 
subset of the CoNLL-03 English collection with hand-made disambigua-
tions to geospatial coordinates. The best-performing heuristic (i.e., spatial 
minimality) achieved an F1 score of 0.365, although his results are not di-
rectly comparable to ours. 

A manual inspection on the produced annotations revealed that some of 
the frequent errors in the produced annotations corresponded to problems 
such as those exemplified in the list bellow: 
 
• The context in which the references are given is often difficult to 

interpret. For instance, in the test collections, names like Barcelona 
were often given as names of football clubs instead of locations.  

• Metacarta often interprets complete sentences like 10Km south of 
Lisbon, instead of just recognizing the name of the city as it is annotated 
in the test collections. The geospatial coordinates returned by Metacarta 
are also adapted accordingly.  

• Placemaker often interprets expressions like Lisbon, Portugal as a single 
place reference to a capital city, instead of two separate geographic 
references as they are annotated in the test collections.  

• The geonames service often fails in returning the correct 
disambiguation, in the top ten results, for places corresponding to 
abbreviations in the text (e.g., U.S. for the United States of America) or 
for points of interest (e.g., names for monuments or football stadiums) 
anotated as locations in the test collections.  

• In the case of places corresponding to large geographical areas, the 
geospatial coordinates returned by the different services (i.e., geonames, 
Metacarta and PlaceMaker) often show considerable variation, among 
themselves and against the coordinates available in the test collections. 
 
Notice that some of the above issues relate to problems in the evaluation 

methodology, and not in the systems themselves. 
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Despite the above problems, it is our belief that the achieved results are 
good enough to be used in subsequent processing stages of GIR applica-
tions (e.g., assigning documents to geographic scopes or retrieving docu-
ments geographically). Our currently ongoing work is pursuing this path, 
aiming at measuring the effect of the place reference resolution perfor-
mance in other GIR tasks such as geographic scope assignment (Anastácio 
et al., 2009) or document retrieval (Martins and Calado, 2010). 

5 Conclusions and future work 

This paper presented a machine learning method for resolving place refer-
ences in text. The proposed method is an instance of stacked learning 
(Wolpert, 1992), in which a first learner based on a Hidden Markov Model 
(HMM) is used to tag place references, and then a second learner imple-
menting a regression through a Support Vector Machine (SVM) is used to 
rank the possible disambiguations for the place references that were initial-
ly tagged. Experiments with labeled datasets in three different languages 
attested for the adequacy of the proposed approach, showing that it outper-
forms two commercial state-of-the-art systems, namely Yahoo! Placemak-
er and the Metacarta geo-tagger. 

Despite the interesting results, there are also many challenges for future 
work. For instance LingPipe's HMM method uses a relatively simple set of 
features (Carpenter, 2007). It would be interesting to explore richer feature 
sets or even more complex probabilistic models (e.g., Conditional Random 
Fields) for the identification sub-task. Similarly, in the disambiguation 
sub-task, one can also consider other sources of evidence as disambigua-
tion features (e.g. semantic similarity in a taxonomy of places). Resolving 
temporal references over text also has important applications and equally 
challenging problems (Ahn et al., 2007). In the future, we plan to study in-
tegrated machine learning methods for resolving spatio-temporal refer-
ences in text. Finally, we also plan to address the usage of spatio-temporal 
reference disambiguation in the context of spatial data infrastructures, for 
instance following the ideas of Ladra et al. (2008) related to exploring the 
recent OGC Web Processing Service (WPS) specification for deploying 
toponym resolution services. 
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of a specific semantic tool to develop the type of dynamics visual analysis 
we focus on. The remainder of this paper is dedicated to the methodology 
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based on a real city tour so as to identify the best rotation’s direction from 
the visual perception point of view. 
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1 Introduction 

The Ambioflux’s interdisciplinary project deals with the urban ambiences 
in the context of the city re-qualification. The aim of this project is to focus 
on both environmental and eco-systemic aspects of the study but also on 
its psychological and anthropological characteristics. 
In the context of this research project, the objective of the current task is to 
evaluate, so as to characterize, the impact of visual ambiences (visua-
lscape) onto an urban pedestrian pathway using and extending the spatial 
semantic layer called GDMS (Generic Datasource Management System).  
(Zacharias, 2001) wrote: the sensory experience of the environment may 
dominate the information field and hold sway over many of our actions. 
We personally adhere to (Piombini, 2006)’s simple hypothesis: visualscape 
plays an important role in the pedestrian’s perception of the surrounding 
urban environment. Thus, the optimization of the visualscape’s assessment 
is a good solution to enhance walking practices. 

After a brief overview of the visibility analysis context, we justify the 
need of a specific semantic tool to develop the type of dynamics visual 
analysis we focus on. The remainder of this paper is dedicated to the me-
thodology of the mobile pedestrian pathway’s visual fingerprint characte-
rization using the spatial formalism already described. At last, we present a 
use case based on a real city tour so as to identify the best rotation’s direc-
tion from the visual perception point of view. 

2 Overview of visibility analysis 

In (Gibson, 1979), an ecological theory of visual perception, based on op-
tic flow patterns, has been defined. In this theory, real movement plays a 
vital part in the perception process. The three key ideas of it are: optic ar-
ray, textured gradients, and affordance. The optic array corresponds to the 
set of all visual information (about the layout of objects in space) reaching 
the eye. It is a set of nested solid angles corresponding to surface elements 
in the environment. The textured gradient provides information about the 
characteristics (distance, speed, etc.) of the perceived environment. This 
mechanism requires almost a small signal processing by the cognitive sys-
tem. At last, the affordance implies that a particular meaning is enclosed in 
each visual information: the potential use of an object is directly perceiva-
ble (e.g. a chair 'affords' sitting). 
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In the 1970s, two main approaches emerge in the visibility analysis con-
text: the concept of viewshed in terrain and landscape analysis and the 
concept of isovist in architecture and urban space. 

The viewshed analysis is a traditional way of analyzing a visibility field. 
It is defined as the part of terrain visible from a viewpoint, and is basically 
applied to the landscape with terrain and topographic differentiation 
(Lynch, 1976). As noticed in (Yang, 2007), viewshed analysis in GIS is 
rarely applied to urban settings because the operation is based on raster da-
ta or TIN (triangular irregular network) data structure, which have prob-
lems of accuracy in representing complex geometry of urban form.  

(Benedikt, 1979) defines an isovist as “the set of all points visible from 
a given vantage point in space and with respect to an environment”. This 
concept has been previously introduced in (Tandy, 1967). As mentioned in 
one of (Benedikt, 1979) footnotes, “readers familiar with Gibson's work 
will see the affinity of isovists with [ambient] optic arrays”. The isovist is 
simply this optic array, with the wavelength and intensity information 
omitted (Benedikt and Burnham, 1985). To sum up, an isovist is usually a 
2D bounded polygon which is a useful tool to define the open space con-
cept. From a morphological point of view, open spaces are usually defined 
as the empty space, the void, between the surrounding buildings. However, 
although these open spaces are not material components of the physical 
world, they can be conceived as part and parcel of our urban heritage (Tel-
ler, 2003). (Batty, 2001) puts the emphasis on the fundamental motivations 
of conducting visibility analysis research. He noticed that the key ques-
tions “how far can we see”, “how much can we see”, and “how much 
space is enclosed” are relevant to develop good urban design. 

The Gibsonian panoramic visual world can be seen as a set of temporal 
series of excitations (sort of visual snapshots) one might experience mov-
ing about inside the urban fabric. The pedestrian faces urban morphology 
in the context of its natural movements. As written in (Yang, 2007), human 
perception is influenced and to a certain extent can be manipulated by re-
configuring physical urban morphology, under particular ambients con-
straints (Woloszyn, 2002). 

Several different spatial analysis methods have been defined to study the 
plenum conception (Couclelis, 1992) of urban space: isovist fields (Bene-
dikt, 1979; Batty, 2001), space syntax (Hillier and Hanson, 1984), visibili-
ty graphs (Turner et al., 2001), agent-based approach (Batty and Jiang, 
1999), convex partitions (Peponis et al., 1997), sky opening maps (Teller, 
2003; Sarradin et al., 2007) and ambianscape formalization (Woloszyn et 
al., 2000). Some of them – agent-based and visibility ones - are based on a 
regular grid medium on which all subsequent analysis is developed, that's 
the reason why we have dismissed them. Some other assumes that urban 
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open spaces can be uniquely partitioned into convex sets that meet some 
criteria of minimality in number. The scientific community is divided over 
this issue, that's why we did not focus on convex partitions. At last, ac-
cording to (Yang, 2007), the Teller's sky opening indicator, which requires 
double projections of its spherical surface for its visual indicator, makes 
the original 3D spherical surface distorted and deformed, and easily induc-
es incorrect calculation. 

For all these reasons, we have decided to focus on the well-known 2D 
isovist fields (vector based approach) method. Indeed, (Hillier and Hanson, 
1984) noticed “human space is in fact full of strategies [...] to reduce the 
three-dimensional structures to the two dimensions in which human beings 
move and order space”. Essentially, isovists describe local geometrical 
properties of spaces with respect to individual observation points and 
weight all the possible view directions equally. An isovist is a 2D horizon-
tal slice of pedestrian's surrounding space. 

For the specific analysis of motion trajectories, (Meilinger, 2009) 
processes view-specific partial isovists. Partial isovists consider only a re-
stricted part of the theoretically available visual field (for example, 90° in-
stead of 360°). They correspond better to the restrictions of the human vis-
ual apparatus. To reproduce the dynamic qualities of the Gibsonian visual 
world that takes into account not only the bifocal vision but also the rela-
tively free movement of the head and shoulders (Teller, 2003), one may 
consider the partial isovist angle as an input parameter of the parametric 
model so as to produce range of results. 

3 Why do we need to merge a GIS&T1 semantic tool and 
visibility analysis? 

What seems obvious with all previous models is the lack of wide scale si-
mulations on motion approach. Indeed, the mathematical combination of a 
set of isovists results in a multitude of heterogeneous geometric shapes that 
needs to be analyzed. It seems important to address it regarding the most 
appropriate scientific tool. Thus we have decided to focus on one of the 
Association of American Geographers (AAG) reference studies. The Geo-
graphic Information Science and Technology Body of Knowledge2 (BoK) 
is a community-developed inventory of the knowledge and skills that de-
fine the GIS&T field. In order to achieve the analysis of the visibility all 

                                                      
1 GIS&T: Geographic Information Science and Technology. 
2 http://aag.org/bok/ (valid on Jan. 6th 2010). 
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along a pedestrian pathway, we have clearly identified several involved 
sub-domains of this BoK such as the following: 
• in term of analytical methods: 

- query operations and query languages (spatial queries), 
- geometric measures (distances and lengths, areas, etc.), 
- basic analytical operations (buffers), 
- basic analytical methods (spatial interaction), 

• in term of cartography and visualization (data considerations, principles 
of map design), 

• in term of design aspects 
- analysis design (coupling scientific model with GIS), 
- application design (workflow analysis and design), 

• in term of conceptual foundations (fields in space and time, metrical 
relationship), 

• in term of data modeling (classic vector data model), 
• in term of geocomputation (simulation modeling). 

 
This observation has already been implicitly made even if it does not 

seem to have yet been translated into such an inventory. So, GIS-based vi-
sibility analyses are nowadays quite a common approach. Indeed, an urban 
pedestrian pathway and a visualscape are both data that include a spatial 
component. What is required here is some tool able to process these spatial 
data using: on one hand the table-oriented programming paradigm (for its 
table-friendly syntax, its fundamental and consistent collection operations, 
and its easiness of understanding) and, on the other hand, batch processing 
with parametric ability and procedural extension. We pretend that the use 
of a spatial SQL with semantics ability is essential to perform such an ob-
jective. That is the reason why we need to take benefits from the GDMS 
specific layer, aside the features of robustness, scalability, and easy to use 
main characteristics. 

GDMS (Generic Datasource Management System) is related with a sim-
ilar layer, called GDBMS (Anguix and Carrion, 2005), used in the gvSIG 
project to manage the alphanumeric data access. The main limitation of the 
original GDBMS layer is that it can only be used for alphanumeric purpos-
es. The GDMS contribution is a general refactoring that mainly adds spa-
tial functionalities and a more powerful SQL processor. It has been defined 
and implemented in the context of the OrbisGIS project, and extended in 
its recent GearScape customization (with a sort of procedural ability). The 
relevance of this layer for spatial processing has already been exhibited by 
(Leduc et al., 2009a, 2009b). 
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The main objectives of GDMS are to provide to the user not only a sim-
ple and powerful API but also a spatial SQL derived language. Moreover, 
as an intermediate layer between the user and the information source, 
GDMS intends to reduce the coupling between the processes and the speci-
ficities of each underlying format. As a consequence, former work may 
easily be reused in a much larger set of scenarios. The learning curve is 
consequently even simpler. 

With GDMS, the idea is to move all problems of interoperability across 
data repositories, but also about the SQL semantics by developing a highly 
flexible, portable and standards compliant tool to build SQL queries. 
GDMS provides a SQL processor that lets the execution of the common 
Data Manipulation Language statements against any source mapped by a 
driver. To avoid introducing a new grammar, GDMS fully preserves the 
SQL-92 grammar and adds to this standard geometric concepts and spatial 
functions as in OGC simple features SQL specification. As an analogy to 
spatial SQL for R-DBMS, GDMS provides an extended SQL query lan-
guage on heterogeneous data types. 

It is the main purpose of GDMS to improve data creation and sharing. 
As in a Spatial Data Infrastructure (SDI) the consumption of data is as im-
portant as the production and sharing of data, the SQL processor in GDMS 
allows data feedback as if they were new data sources (materialized 
views). This means that the result of the SQL queries can easily be inte-
grated into the SDI as a new data source. Those data will be ready to be 
used by further SQL statements as any other existing data source.  

GDMS allows an extension to the semantics of the SQL language in 
terms of functions and custom queries. The functions and custom queries 
are artifacts that contain the implementation of some operations on the data 
and can be reused just by referencing their name into a SQL statement. In 
this way, some user can implement a buffer operation and other can reuse 
it just by calling ST_Buffer() in a SQL query: 

SELECT ST_Buffer(the_geom, 20) FROM mydata; 

4 Methodology 

4.1 Prerequisites 

We want our model to rely on “classical” data of vector type so as to let it 
be easily and widely repeatable. That is why, in the following use case, we 
present a simulation that is only based on both a polygonal buildings layer 
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and a linear pathway layer. Though, it is obvious that it could be enriched 
with several other layers such as urban vegetation or street furniture. In the 
same manner than the buildings layer, they would be treated as visual 
masks (the simpler is probably to union all the mask layers in a preprocess-
ing phase). 

What needs to be remembered here is that a pedestrian walk in the urban 
fabric is fundamentally a time-line process. To simplify the model, we 
have decided to adopt a discrete time approach of the perception mechan-
ism: a slice-time has to be set so as to sequence each pathway. The mean 
speed of the pedestrian is stable, at each time tick, he reaches a new fol-
lowing position. The continuous linear pathway is thus transformed into a 
set of ordered punctual equidistant positions. In each of these positions, an 
isovist is computed and the corresponding polygon is then added to the 
global isovists field. 

As written in the visibility analysis overview section, for the specific 
analysis of motion trajectories, (Meilinger, 2009) processes view-specific 
partial isovists. To reproduce the dynamic qualities of the Gibsonian visual 
world, we have decided to consider the partial isovist angle as an input pa-
rameter of our parametric model so as to produce range of results. To illu-
strate the topic in the following use case, five distinct aperture angles are 
mentioned: 30°, 60°, 90°, 140° and 200°. Even if none of them are clearly 
identified in both the visual perception theory and the cognitive psycholo-
gy science, we may admit that a visual object is less avoidable and much 
stronger in term of continual awareness, if it is located in front of us (small 
aperture angle) than far left- or right-sided. 

We are aware that such preconditions are extremely simplistic and thus 
unadapted to model the visual perception of a pedestrian immersed in a 
composite visualscape. The aim here is to simplify so as to be able to si-
mulate. In the conclusion we will suggest several possible enhancements. 

As mentioned in the visibility analysis overview, we clearly need a 
model able to produce a directional visibility analysis that take also into 
account visual dynamics all along the pathway (motion approach). 

4.2 Sequence of spatial processing 

The simplified sequence diagram presented in Fig. 1, sums up the main 
phases of the visual dynamics analysis method we have developed. The 
global process is composed of the following different phases and sub phas-
es: 
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1. sample the continuous pathway in both directions so as to obtain a set 
of equidistant punctual positions and, for each of them, the 
corresponding local speed vector, 

2. perform the isovists field computation. This step is achieved using a 
dedicate development that makes a strong use of the GDMS efficient 
spatial index implementation. It is a vector based process much more 
accurate than a raster one; 

3. loop on the aperture angle values (parametric study) and, for each of 
them: 

- evaluate the visual cones in each punctual position (according to the 
speed vector direction) and calculate the intersection with the 
corresponding isovist so as to produce a partial isovist, 

- compute the weighted coverage of the resulting partial isovists field. 
The aim is here to produce, using a dedicated polygonal coverage al-
gorithm, a partition of the input (partial) isovists fields. That is, a 
division of it into non-overlapping and non-empty subsets that cover 
all of it. These parts are collectively exhaustive and mutually 
exclusive. 
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Fig. 1. Simplified sequence diagram of the spatial processes involved in the visual 
analysis. The aim is here first to produce a set of partial isovists fields and then to 
produce a weighted coverage of the global visible area 

4.3 Post-processing 

The objectives of the processing phases presented above are to produce 
both a set of partial isovists fields (for different values of aperture angles) 
and a set of weighted coverage of all the corresponding global visible 
areas. The weighted coverage process is illustrated in Fig. 2. It consists in 
a partition of the geometry union of all input polygons. In this output parti-
tion, each item is “weighted” with a counter equals to the number of input 
polygons that contain it. Producing such a weighted coverage map is use-
ful to analyze the urban areas that are promoted from a temporal point of 
view (that is, all those the pedestrian is able to look upon for a long time) 
and all those that are neglected (almost outside his field of vision). 
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Another post-process consists in producing indicators to characterize 
each isovists field. So, we need to identify a few sets of relevant visual in-
dicators. The already defined ones often correspond to “complete” isovists 
fields (Benedikt, 1979; Batty, 2001). We must keep in mind the fact that 
we deal with partial isovists fields (fundamentally asymmetric). The trans-
lation into formal descriptors is not a so easy task because the meaning and 
relevance of descriptors are difficult to estimate a priori. In the following 
use case, we will comment two simple scalar indicators. The first one is 
the polygonal area of each isovist, and the second corresponds to the num-
ber of edges of each isovist. 

Focus on the weighted coverage algorithm 

 We want to thank M. Davis, primary designer and developer of the JTS 
Topology Suite3 library, for his decisive help in designing it. As written 
before, it consists in a partition of the geometry union of all input polygons 
where each output polygon is “weighted” with a counter equals to the 
number of input polygons that contain it. This memory and CPU consum-
ing process is divided into the 4 following phases: 

  
1. extract the linework (boundaries) of the input polygonal partial 

isovists, 
2. node the linework. The JTS UnaryUnionOp is a convenient way to do 

this (Union on a set of LineStrings has the effect of noding them); 
3. pass the noded linework into JTS Polygonizer and polygonize it, 
4. for each resultant polygon, determine an interior point and then find 

the source polygons which contain this point so as to weight it (using 
spatial index and PreparedGeometry speed the process up). 

 
 

                                                      
3 http://tsusiatsoftware.net/jts/main.html (valid on Jan. 6th 2010). 
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Fig. 2. Illustration of the weighted coverage process on a set of three overlapping 
polygons. The result is a partition of the geometry union of all input polygons. In 
this output partition, each item is “weighted” with a counter equals to the number 
of input polygons that contain it 

5 Use case 

In order to exhibit the relevance of our model and its potentialities, we 
have decided to apply it to a pedestrian pathway called “parcours confort” 
proposed4 by the Nantes Métropole Tourist Office (NMTO). Nantes is a 
west-coast located city in France. This tour, accessible to all (even for 
people in a wheelchair), proposes to those who have some time to spend 
wandering in Nantes a discovery of the historical city centre from mediev-
al to 19th century morphologies (see Figures 3 and 4). This 1590 meters 
long tour starts from the tramway central station Commerce and run 
through: 

- the medieval district called quartier du Bouffay, 
- the Cours des 50 otages main street, named in memory of the fifty 

hostages who were executed during the Second World War. This 
boulevard has been redesigned in 1990 by the Italian architect Italo 
Rota; 

- the Place Royale, which embeds a 19th century fountain representing 
the city of Nantes with the Loire River sitting on her feet, 

- the Passage Pommeray, the only multilevel covered street in Europe, 
containing a staircase bordered by statues. 

                                                      
4 This tour is available on-line on the website: http://www.nantes-tourisme.com/ 

(valid on Jan. 6th 2010). 
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Our goal is to compare, in term of the visual perception of a pedestrian, 
the former NMTO tour in both clockwise (CW) and counter-clockwise 
(CCW) directions. 

5.1 Comparison of the global visual coverage rate of both 
directions on the NMTO tour 

We assume that this 1590 meters long tour has been divided into 983 punc-
tual equidistant positions or time steps. The distance between each of these 
positions is equal to 1.6 meter (time-slice between two successive “snap-
shots” is approximately equals to 1.5 second for a walking speed of about 
4 km/h). In each position, several isovists have been computed according 
to the variation of the aperture angle. 

Fig. 3 presents a weighted coverage of each partial isovists field (they 
both share the same aperture angle equals to 60°). The left one corresponds 
to the counter-clockwise oriented pathway, while the right one corresponds 
to the clockwise oriented pathway. One may notice that the visual aspect 
of those both maps are rather different: visual-walk is a one-way process. 

 

 
Fig. 3. Comparison of two partial isovists fields (with an aperture angle equals to 
60° in both cases) of the same NMTO tour in the historical city centre (black line). 
On the left hand side, pathway is counter-clockwise (CCW) oriented while, on the 
right hand side, it is clockwise (CW) oriented. Shapes underlined correspond to 
some specific locations that will be developed later in this use case 

The three different shades of grey presented in the Fig. 3 correspond to 
an interval classification: 

- the light grey corresponds to an interval from 0% to 1%, 
- the medium grey corresponds to an interval from 1% to 5%, 
- and the dark grey corresponds to an interval from 5% to 22%. 



A Spatial Semantics to Analyze the Dynamics of the Pedestrian Mobility      249 

These percent values correspond, for a given polygonal area, to the time it 
has been seen (with an aperture angle equals to 60°) by a given pedestrian 
all along the 983 punctual positions. 

In the Fig. 4, we identify the indices of the punctual positions so as to be 
able to analyze the results we present in both the Fig. 5 and the Fig. 6. 

 

Fig. 4. Screenshot of both buildings and pedestrian pathway layers. As may be no-
ticed, the continuous pathway is sampled into 983 punctual positions so as to let 
us perform the isovists fields computations 

The Fig. 5 and Fig. 6 illustrate the ability of our tool to produce sort of 
signatures of the partial isovists field (with an aperture angle always equals 
to 60°) according to the evolution of a given scalar indicator all along each 
pathway. Aim is here to compare, for a given pedestrian punctual position, 
the area of the partial isovist (in both directions) and its number of edges 
(in both directions also). 
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Fig. 5. This line chart represents the evolutions of the area indicator all along each 
pathway (CCW one is represented by the dark grey line and CW one is 
represented by the light grey line) 

 
Fig. 6. This line chart represents the evolutions of the number of edges indicator 
all along each pathway (CCW one is represented by the dark grey line and CW 
one is represented by the light grey line) 

One may notice that around position #425 (Sainte Croix church), the 
CCW number of edges (in dark grey) is 3 times greater than the corres-
ponding CW number of edges (in light grey). As a consequence, the pede-
strian isovist is quite fuzzy in the CCW direction. 

Concerning the punctual position around #720 the visual area of the CW 
oriented pathway (in light grey) is two times greater than the visual area of 
the CCW oriented pathway (in dark grey). Indeed, Saint Nicolas church is 
only visible, at this position, from the CW oriented tour! 
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5.2 Zoom in some specific areas so as to show different 
comparison methods 

In this section, we will compare different methods to analyze the perceived 
environment. Each of them will be applied to a specific urban object in an 
adapted context. 

Visible surfaces ratio of an urban square: the example of the Place 
Royale 

The surface ratio is the visible surface in the studied tour over the total sur-
face of the Place Royale square (see Fig. 7). In this figure, the light grey 
polygons correspond to partial isovists of aperture angle equals to 30°. The 
medium grey polygons (that contain also the light grey one) correspond to 
partial isovists of aperture angle equals to 60° and, at last, the dark grey 
polygons correspond to partial isovists of aperture angle equals to 90°. One 
may notice than this square and especially its nice central fountain is best 
seen with the CW tour. 

 

 
Fig. 7. Amount of visible areas for each pathway. The CW tour (on the right) cov-
ers obviously much more the square than the CCW one (on the left). In those both 
screenshots, light grey polygons correspond to a partial isovist field of 30°, me-
dium grey ones to 60° partial isovists fields and dark grey ones to 90° partial isov-
ists fields 

As an illustration, we have computed coverage ratios for each of the 
aperture angles: 

- for the CW tour: 64.7% is visible with an isovist of 30°, 88.7% with 
an isovist of 60°, and 93.7% with an isovist 90°; 

- for CCW tour: 36.6% is visible with an isovist of 30°, 52.4% with an 
isovist of 60°, and 67.7% with an isovist 90°. 
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Visibility of a specific valuable urban object: the example of the Saint 
Nicolas church 

In the Fig. 8, we demonstrate that the front of Saint Nicolas church is only 
seen during 2 time steps (from positions #727 to #728) over 983 with an 
aperture angle greater of equal than 200°. Those both isovists give the pe-
destrian the possibility to see only 6.89% of the total façade of this church. 
 

 
Fig. 8. Isovist for positions #727 (on the left) and #728 (on the right) for the CCW 
tour 

Comparing Fig.8 and Fig. 9, it is obvious that Saint Nicolas church is 
best seen (2.5 more length) and for a longer time (12 times more) in the 
CW tour. 

 

 
Fig. 9. Partial isovists fields (aperture angles from 30° - light grey polygon, to 90° 
- dark grey polygon) from position #230 to position #253 in the CW oriented tour 
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Visibility of a specific valuable urban front: the example of the Sainte 
Croix church 

In the specific case of Sainte Croix church, in the CCW oriented tour (on 
the left) the pedestrian is once again badly positioned to see the front of the 
monument (see Fig. 10). 

 

 
Fig. 10. The CCW oriented tour (on the left) gives the pedestrian the possibility to 
see at most 50% of the front of this nice building. On the contrary, with the same 
aperture angle, in the CW oriented tour, the front of Sainte Croix church is much 
more seen. Moreover, in the CW tour, the incidence angle is far better (40° ac-
cording to the normal to the façade). In those both screenshots, the color code cor-
responds to some different notions. Indeed, the light grey polygon is the first isov-
ist of the pedestrian walk that contains part of the façade (positions #417 in the 
CCW tour and #518 in the CW one). The same way, the medium grey polygon is 
the last isovist that contains part of the façade (positions #432 in the CCW tour 
and #550 in the CW one). By contrast, the dark grey polygons are partial isovists 
fields from position #417 to #432 in the CCW tour and from position #518 to 
#550 in the CW one 

Visibility and distance: the example of the place de Sarajevo square 

In this last example, it is once again obvious that the front of the old stock 
exchange is much more visible in the CW oriented tour than in the CCW 
one (see Fig. 11). 

In conclusion of the use case, these results clearly show that some of the 
most important buildings are not well seen in the CCW tour and that the 
CW tour allows a better discovery of the city. A good feedback of the per-
son in charge of the tourist tours, encourage us to apply this method to ana-
lyze some other city tours presented on the Nantes Métropole Tourist Of-
fice website. 
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Fig. 11. In the CCW oriented tour (on the left), even with an aperture angle equals 
to 140°, less than half of the front of this building is visible. In the CW oriented 
tour (on the right), a partial isovist with an aperture angle equals to 60° is enough 
to see it fully. Moreover, it is fully visible with a distance less than 90 meters (and 
a comfortable incident angle). The color code of this figure is once again specific: 
light grey polygons correspond to 30° partial isovists fields, medium grey poly-
gons correspond to 60° partial isovists fields and dark grey ones to 140° partial 
isovists fields 

6 Conclusion and outlook 

The use case that has been presented in this paper is relative to Nantes his-
torical center. It is however obvious that the methodology we described is 
transposable to any other pedestrian pathway in an urban fabric and, more 
generally but with some limits, to any journey through a built environment 
independently from the means of transportation. As an example, in a pub-
lic transportation such as a bus, a trolley bus or a tramway, passenger's par-
tial isovist main direction is often perpendicular to the motion one. What 
differs the most is probably the distance between two consecutive snap-
shots; indeed it depends on the displacement's speed. 

Another practical application case is relative to the visual impact of a 
new structure, such as a building, on its surrounding open space. What 
kind of visual masks does it involves? Does it hide significantly some in-
teresting view? It is also probably a useful tool in the decision making 
process for the positioning of urban road signs, etc. 

Concerning the decision we took to couple GIS&T and visibility analy-
sis, this study is another proof of the relevance of the GDMS layer in term 
of spatial knowledge enhancement. Much more than a syntax with spatial 
abilities, this layer provides an extensible engine and a set of tools that let 
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us combine the physical features perceived so as to infer the pedestrian 
feeling and therefore behavior. Empowered with efficient semantics ability 
one may admit that a new GIS dedicated to the characterization of a visual-
walk in the urban fabric has thus been developed. 

Regarding next steps of our study, we aim to focus on some specific and 
relevant indicators (such as jaggedness, radial variance and radial skew, 
convex deficiency… (Stamps, 2005)) so as to characterize partial isovists 
fields. The visualscape indicators we plan to implement have mainly to in-
tegrate the psychophysical dimension of the perception process (Wolos-
zyn, 2002). At last, we have decided to focus on a 2.5D implementation of 
this model (coupling it with the ones presented in (Morello and Rati, 2009) 
and (Yang et al., 2007)) so as to take surrounding buildings, with their ele-
vation component, into account for enhanced mask effects computation. 
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Abstract. In recent years many Spatial Data Infrastructures (SDI) have 
been built or are under construction in several European countries and 
geographical data have been collected in many different ways, sometimes 
following traditional approaches (like, remote sensing techniques of pho-
togrammetry and topography) or more “up to date” methods (like, GPS or 
others). However, regardless of the used methods, the geometries resulting 
from the surveying process describe the geographic object according to the 
considered accuracy level; therefore, in some cases such geometries, usual-
ly modeled as surfaces, are collapsed to set of curves and/or points. 

In this paper we propose a methodology which aims to handle this col-
lapsed behavior of surfaces by preserving the conceptual schema of the da-
tabase, which means that we preserve the geometric types (i.e., the surface 
type) of the spatial attributes even if their values can collapse. Moreover, 
we extend the semantics of integrity constraints included in the conceptual 
model in order to handle during data validation the collapsed surfaces as 
much as possible as real surfaces. 

1 Introduction 

The conceptual schema of a spatial database is an abstract model of real 
world entities, called geographic objects, and their relationships. In partic-
ular, a conceptual schema defines the objects of interest and how they are 
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represented by means of attributes. In more detail, a geographic object is 
characterized by one or more spatial attributes, besides the several themat-
ic ones. A conceptual schema is composed of some classes, each of which 
collects objects with the same characteristics. Therefore in the following, a 
geographic object can also be referred to as a class instance or feature. 

Geographic objects can be captured using different kind of instruments 
and technologies, each one characterized by a particular level of accuracy 
and a threshold of acquisition, i.e. a measure under which the used instru-
ments are not able to define the shape of the objects. It follows that in cer-
tain cases, the spatial component of a geographic object actually acquired 
can be of a geometric type which is different from the one declared at con-
ceptual level or may not be captured at all (Mustière and Devogele 2008).  

The term collapsed surface is used in this paper for denoting a geo-
graphic object whose spatial extent is defined at conceptual level of sur-
face type, but due to the chosen acquisition threshold is captured as a curve 
or point feature. The collapse of a surface can be categorized into two 
types: complete collapse and partial collapse (Su et al. 1998). The com-
plete collapse regards the transformation of a surface into a curve, when it 
is a long but thin feature, or else into a point, when it is smaller than the 
given threshold. On the other hand, a partial collapse occurs when a part 
or some parts of the surface are collapsed, while the others are acquired as 
surfaces. 

The amount of geographic objects in a class whose spatial extent is col-
lapsed, or the number of collapsed parts in case of a partial collapse, varies 
depending on the threshold chosen for the data acquisition process. There-
fore, the collapse of a surface is a phenomenon which mainly dependents 
on the acquisition process and is independent from the conceptual design 
of the reality. Given these considerations, this paper treats the problem of 
collapsed surfaces in a transparent and automatic manner with respect to 
the conceptual schema. In particular, no ‘ad hoc’ spatial attributes are add-
ed to the classes, in order to represent geometries. Each class maintains the 
spatial attribute originally defined at conceptual level and the possible col-
lapsed geometries are treated into the implementation level. This choice 
increases the interoperability in an open and distributed environment, such 
as in a Spatial Data Infrastructure (SDI), where the various involved or-
ganizations share the same conceptual schema, but can acquire the geo-
graphic objects of interest using different techniques and threshold acquisi-
tion parameters. 
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Fig. 1. Architecture of the methodology presented in (Belussi et al. 2009) for the 
validation of spatial integrity constraints defined at conceptual level 

This paper proposes a methodology for automatically treating collapsed 
surfaces at implementation level, without changing the conceptual specifi-
cation of a spatial database to handle the collapsed geometries; in particu-
lar as regards to the validation of spatial integrity constraints. For treating 
the validation problem we consider the architecture depicted in Fig. 1, 
which has been originally proposed by Belussi et al. in (Belussi et al. 
2009). In more detail, given a dataset encoded into one allowable format, it 
is automatically loaded into a geo-relational internal representation, on the 
basis of the conceptual specification. Then spatial constraints defined at 
conceptual level are checked on this representation via some SQL queries 
that return the set of violating objects. Our work extends this methodology 
abstracting from the use of the GeoUML language and adopting the pro-
posed architecture for treating collapsed surfaces. In this context our ap-
proach requires that the implementation level must be able to automatical-
ly treat the geometries representing collapsed surfaces as normal surfaces, 
in particular as regards to the constraint validation activity performed by 
the Tester module. 
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The remainder of this paper is organized as follows: Section 2 presents 
some previous results about the treatment of collapsed surfaces and valida-
tion of spatial integrity constraints. Section 3 analyzes how the surface ex-
tent of a geographic object can be collapsed and which kinds of collapse 
transformations are possible for the geometric types defined by the Simple 
Feature Model (OGC 2006). Section 4 treats the validation of topological 
and part-whole constraints in presence of collapsed surfaces. Finally, Sec-
tion 5 summarizes the results of this paper and discusses future work. 

2 Related Work 

Su et al. in (Su et al. 1998) discuss in detail the problem of collapsing geo-
graphic objects and they introduce the concept of complete and partial col-
lapse for a surface object. Their work is concentrated on the definition of 
some techniques and algorithms for automatically collapse surface in the 
raster format, in order to obtain a multi-scale database. 

In (Kang et al. 2004) the authors treat the problem of verifying the topo-
logical consistency between two datasets that represent the same area at 
different scales, in particular where the small-scale dataset is derived from 
the larger-scale one by a generalization method. More specifically, the au-
thors focus on the situation in which a 2-dimensional object is collapsed 
into a 1-dimensional one. They consider the 9 Intersection Model (9IM)  
(Egenhofer et al 1991) and define some strategies to convert the 8 possible 
topological relations between two polygons (called P-P relations) into the 
19 possible topological relations between a polygon and a curve (called P-
L relations). These strategies are based on the comparison between the 
possible 9IM matrices for the P-P relations and the P-L relations, and the 
definition of a measure of distance between them. The primary goal of the 
authors is to define some rules for guiding the collapse operation in order 
to preserve the topological relations that are valid in the source database. 
On the contrary, this paper analyzes the problem of validating spatial inte-
grity constraints (not only topological but also part-whole ones) when a 
collapse operation has already been performed in the acquisition process. 

In (Belussi et al. 2009) the authors discuss the importance of automati-
cally validate spatial integrity constraints defined at conceptual level. They 
propose a methodology for automatically load a dataset, given in any de-
sired format, into a common internal geo-relational representation on the 
basis of the conceptual schema. Given that representation, a set of SQL 
queries are automatically generated on the basis of the spatial constraints 
defined into the conceptual schema and some predefined SQL templates. 
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Those queries are executed on the internal representation in order to dis-
cover the violating objects. 

3 Possible Surface Collapse Transformations 

This section analyzes the possible collapse transformations that can be ap-
plied to a geometric object of surface type, with reference to the geometric 
types defined in the Simple Feature Model Standard (OGC 2006). Let us 
notice that our treatment refers to geometric objects in the 2D space. 

The possible surface types defined in the Standard are: Surface and 
MultiSurface. A Surface is a 2-dimensional geometric object consisting of 
a single “patch” that is associated with one exterior boundary and zero or 
more interior boundaries. The boundary of a surface is the set of closed 
curves corresponding to its exterior and interior boundaries. A MultiSur-
face is a 2-dimensional geometry collection whose elements are surfaces, 
moreover it undergoes to the following constraints: (1) all elements in the 
collection use the same coordinate reference system and (2) the geometric 
interiors of any two surfaces in the collection do not intersect in the full 
coordinate system. The boundaries of any two surfaces in the collection 
may intersect, at most, at a finite number of points. 

The Standard defines two types for linear objects: Curve and Multi-
Curve. A Curve is a 1-dimensional geometric object usually stored as a se-
quence of points. The boundary of a curve is given by its two endpoints. A 
MultiCurve is a 1-dimensional geometry collection whose elements are 
curves. The boundary of a MultiCurve is obtained by applying the mod 2 
union rule: a point is in the boundary of a MultiCurve if it is in the bounda-
ries of an odd number of elements of the MultiCurve. In particular, this 
paper considers only MultiCurve without self overlapping, namely the 
curves in a MultiCurve can overlap only at a finite number of points. 

Finally, there are two types of point objects: Point and MultiPoint. A 
Point is a 0-dimensional geometric object and represents a single location 
in the coordinate space. The boundary of a point is the empty set. A Multi-
Point is a 0-dimensional geometry collection whose elements are points. 
The boundary of a MultiPoint is the empty set. 

This paper deals with the most general case of collapse: the partial one, 
where some parts of the surface are collapsed into curves or points, while 
the others are represented as surfaces. Therefore, the collapse of a surface 
g produces a MultiSurface, denoted as surface, a MultiCurve, denoted as 
curve and a MultiPoint, denoted as point. In particular, the surface compo-
nent represents the non-collapsed parts, while the curve and the point are 
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composed of the parts that have been collapsed into curves and points re-
spectively. Some admitted collapse situations are depicted in Fig.2. In 
more detail, the components generated during a collapse operation have to 
satisfy some properties, as formalized in the following.  

 

 
Fig. 2. Some examples of allowable collapses. In situation (a) there are some 
roads that converge into a roundabout, while the width of the main road is above 
the chosen threshold, the width of the secondary roads is smaller than the thre-
shold and they are collapsed into curves. Situation (b) presents a set of buildings 
in which some components have a width smaller than the threshold and therefore 
are acquired as curves, moreover a building is too small and is represented as a 
point. Finally, in situation (c) there is a unique road whose width changes along 
the path, where this width is smaller than the threshold the corresponding road 
portion is collapsed into a curve 

Property 1 (Collapse of a Surface)  
The collapse of a Surface g has to satisfy the following conditions: 
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1. The components cannot be all null at the same time: 
g.point is not null or g.curve is not null or g.surface is not null 

2. The geometries of the g.surface and g.curve components have to be 
weakly connected, that is they have to be connected and the connec-
tion is satisfied even if it happens on the boundary. 

3. Between the g.surface and g.curve components have to exist a touch 
relation, that is these two components have not to overlap themselves: 

g.surface touches g.curve 
 
In Fig. 3 some cases of collapsed surface that violate the above constraints 
are presented. In particular, in (a) only the constraint 2) is violated, while 
in (b) only the constraint 3 is. 
 

 
Fig. 3. Some examples of not admitted collapses 

Property 2 (Collapse of a MultiSurface)  
A MultiSurface g can partially degenerate to a set of points, i.e. some of its 
components can degenerate to points while others can degenerate to curves 
or not degenerate. Moreover, the connection between the components is 
not required. The only condition that a collapsed MultiSurface g has to 
avoid is the overlapping among the components: 

- Between the g.surface, g.curve and g.point components of a collapsed 
MultiSurface g have to exists the following relations: 

g.surface (touches or disjoint) g.curve 
g.surface disjoint g.point 
g.curve disjoint g.point 

 
The notion of boundary and interior for a collapsed surface is given be-

low. These definitions highlight the fact that the collapse operation has 
produced an overlap between the boundary and the interior of a collapsed 
surface g, due to the loose of accuracy. In particular, the geometries of the 
curve and point components are included both in the interior and boundary 
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of g. Moreover, the boundary and interior of a collapsed surface g is a 
geometry collection. 

 
Definition 1 (Boundary of a collapsed surface)  
Given a Surface (or MultiSurface) g whose extent is collapsed into a Mul-
tiSurface surface, a MultiCurve curve and a MultiPoint point components. 
The boundary of g is composed of the surface boundary and the curve and 
point geometries: 

g.boundary = g.surface.boundary ∪ g.curve ∪ g.point 

 
Definition 2 (Interior of a collapsed surface) 
Given a Surface (or MultiSurface) g whose extent is collapsed into a Mul-
tiSurface surface, a MultiCurve curve and a MultiPoint point components. 
The interior of g is composed of the surface interior and the curve and 
point geometries: 

g.interior = g.surface.interior ∪ g.curve ∪ g.point 

We do not introduce other properties of a collapsed surface, for example 
we do not define metric properties (like the area or perimeter of a col-
lapsed surface), since in this paper we focus on topological and part-whole 
constraints validation. 

4 Validation of Spatial Integrity Constraints in Presence 
of Collapsed Surfaces. 

The validation of spatial integrity constraints defined at conceptual level is 
an important activity, both for checking the quality of a given dataset and 
for monitoring the consistency of information stored in a spatial database. 
The presence of collapsed surfaces makes more difficult the validation ac-
tivity, because constraints defined on surface objects have to be valid even 
if the geometry actually stored is of another type. Therefore, the defined 
constraints have to be relaxed, reflecting the loose of accuracy occurred 
during the acquisition process. 

The set of spatial integrity constraints considered in this paper can be 
classified into two categories: topological and part-whole constraints, as 
proposed also in (Price et al. 2001) and (Belussi et al. 2009). In particular, 
a topological constraint requires that a certain topological relation exists 
among some given objects, while a part-whole constraint requires that the 
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extent of a certain object is composed of the extents of some other given 
objects. 

Section 4.1 formally defines the set of topological relations considered 
in this paper and analyzes how these relations have to be relaxed in pres-
ence of collapsed surfaces. Section 4.2 deals with part-whole constraints 
by formally defining their meaning and discussing the possible relaxations. 

4.1 Topological Integrity Constraints 

The topological relationships analyzed in this paper are those defined in 
(Clementini et al. 1993) and also reported in (OGC 2006), that is: Equals, 
Disjoint, Touches, Within, Overlaps, Crosses, Intersects and Contains.  

The formal meaning of the considered topological relations is given in 
Table 1, where f denotes the global extends of the object f (interior plus 
boundary) in the common point set representation, f° denotes the interior 
of the object f, while dim(f) denotes the dimension of the object f: 0 for 
points, 1 for curves and 2 for polygons. Finally, ∪ (∩) is the common un-
ion (intersection) operator defined on the point set representation of f and 
g. 

The rewriting rules presented in the following section extends the defi-
nition of these relations to collapsed surfaces. In particular, they consider 
the relations presented in Table 1 and apply them to the relaxed notion of 
boundary and interior of a collapsed surface. However, two cases have to 
be distinguished: the case in which only one of the involved objects is col-
lapsed, treated in the first subsection, and the case in which both involved 
objects are collapsed, treated in second subsection. In both cases, the re-
writing process has to deal with the situation in which some of the compo-
nents of a collapsed surface g do not exist (i.e. are null). A missing com-
ponent has not to influence the evaluation of the topological relation, 
unless it appears in a condition like “g.component=null”. In particular, any 
atomic condition c that involves a missing component is replaced with 
false. Finally, if the missing component appears into a union or intersec-
tion operation, then it is replaced with an empty set. We also need to intro-
duce a specialization of the Crosses(Overlaps) relation, called  
Crossesthrough(Overlapsthrough) that can be applied only to two curves c1 and 
c2, where we require that at least one intersection point between c1 and c2 is 
a pass through point and not a pure tangency point. Formally, this is ob-
tained by considering the sign of the cross products calculated between the 
two pairs of vectors that describe how the curves (first vectors pair) meet 
and how they leave each other (second vectors pair). 
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Rewriting of Topological Relation with One Collapsed Object 

Given the topological relations presented above, this section analyzes how 
a relation between two objects f and g has to be rewritten when g is a col-
lapsed surface, while f can be an object of any geometric type. A subscript 
S, C or P is added to f in order to specify its geometric type: surface, curve 
or point respectively. If more than one subscript is added to f, then it can 
be of any of these types. Moreover, a c subscript is added to the relation 
name r, in order to highlight that it is the relaxed form of the relation r. 

Table 1. Formal meaning of topological relations presented in (OGC 2006)  

Topological relation Semantics Abbreviation 

f Disjoint g f ∩ g = Ø DJ 

f Touches g (f° ∩ g° = Ø) ∧  
  (f ∩ g ≠ Ø) 

TC 

f Within g (f° ∩ g° ≠ Ø) ∧ 
  (f ∩ g = f) ∧ 
  (f ∩ g ≠ g) 

IN 

f Contains g g Within f CT 

f Overlap g (f° ∩ g° ≠ Ø) ∧ 
  (f ∩ g ≠ f) ∧  
  (f ∩ g ≠ g) ∧ 
  dim(f° ∩ g°) =  
    max(dim(f),dim(g))

OV 

f Crosses g (f° ∩ g° ≠ Ø) ∧ 
  (f ∩ g ≠ f) ∧  
  (f ∩ g ≠ g) ∧ 
  dim(f° ∩ g°) < 
    max(dim(f),dim(g)) 

CR 

f Intersects g not f Disjoint g INT 

f Equals g f = g EQ 
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Disjoint 
The disjoint relation requires that the intersection between two objects f 

and g is the empty set. Therefore, a collapsed surface g is disjoint from an 
object f, if each of its components has an empty intersection with f, regard-
less the type of f. 
fSCP DJC g ⇔  
(fSCP DJ g.surface or g.surface=null) and  
(fSCP DJ g.curve or g.curve=null) and 
(fSCP DJ g.point or g.point=null) 

Touch 
The touch relation requires that two object f and g intersect but not on 

their interiors. Therefore, if f is a curve or a point, it touches g only if f 
touches the surface component of g or it is disjoint from g.surface and in-
tersects one of the other components. We also exclude the case in which f 
passes through g.curve. 
fC TCC g ⇔  
not(fC CRthrough|OVthrough g.curve) and 
(fC TC g.surface or 
 ((fC DJ g.surface or g.surface=null) and 
  (fC INT g.curve or fC INT g.point))) 

fP TCC g ⇔  
fP TC g.surface or 
((fP DJ g.surface or g.surface=null) and 
 (fP INT g.curve or fP INT g.point)) 

On the other hand, if f is a surface, it touches g only if it touches one or 
more components of g and is disjoint from the others. 
fS TCC g ⇔  
(fS TC g.surface and  
(fS TC|DJ g.curve or g.curve=null) and 
(fS TC|DJ g.point or g.point=null)) or 

((fS DJ g.surface or g.surface=null) and  
(fS TC g.curve or fS TC g.point)) 

Within 
Three cases can be distinguished, depending on the type of f. If f is a 

surface, then it has to be contained into g.surface. 
fS INC g ⇔ 
not(g.surface=null) AND fS IN g.surface 
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If f is a curve then it can be contained into the surface or curve compo-
nent of g, or into the union of them. 
fC INC g ⇔  
(not(g.surface=null) and  
 ((fC∩g.surface)∪(fC∩g.curve)) EQ fC and 
  not(fC IN|EQ g.surface.boundary) or 
(g.surface=null and not(g.curve=null) and  
 fC IN|EQ g.curve 

Finally, if f is a point then it can be contained into one of the compo-
nents of g, or into the union of them if f is a point aggregate. 
fP INC g ⇔  
(not(g.surface=null) and not(g.curve=null) and 
 ((fP∩g.surface)∪(fP∩g.curve)∪(fP∩g.point)) EQ fP 
 and not(fP IN g.surface.boundary)) or 
(g.surface=null and g.curve=null and  
 fP IN|EQ g.point) 

Contains 
A surface f contains a collapsed surface g, if each component of g 

(g.surface, g.curve and g.point) is contained in f. The conditions on 
fS.boundary are necessary to exclude some cases that already satisfy the 
touch relation. If f is a curve or a point then g cannot be contained in f 
since g is a surface, thus the relation is false. 
fS CTC g ⇔  
(g.curve=null or fS∩g.curve EQ g.curve) and 
(g.point=null or fS∩g.point EQ g.point) and 
(fS CT g.surface or  
 (g.surface=null and  
  ((g.curve≠null and not(g.curve IN|EQ fS.boundary)) 
   or 
   (g.point≠null and not(g.point IN fS.boundary))))) 

fCP CTC g ⇔ false 

Overlap 
The overlap relation requires that the interior of the two objects f and g 

intersect and that the dimension of the intersection is equals to the maxi-
mum dimension between the involved objects. Therefore, f can be only a 
surface and have to overlap at least one component of g, otherwise it can 
contain one or two components of g but it has to be disjoint or contain only 
partially at least one of the others. 
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fS OVC g ⇔  
fS OV g.surface or  
(fS CT g.surface and  
 (not(fS∩g.curve EQ g.curve) and g.curve≠null) or 
  not(fS∩g.point EQ g.point) and g.point≠null)) or 
(fS DJ|TC g.surface and  
 (g.curve IN|OV fS or g.point IN|OV fS)) or 
(g.surface=null and  
 (g.curve OV fS or g.point OV fS or 
   (g.curve DJ|TC fS and g.point IN fS) or 
   (g.point DJ|TC fS and g.curve IN fS))) 

fCP OVC g ⇔ false 

Crosses 
The cross relation is defined only between curves (or points) and surfac-

es and it is equivalent to overlap with the only difference that the dimen-
sion of the intersection has to be smaller than the maximum dimension of 
the involved objects. Therefore, it can be relaxed as follows. 
fC CRC g ⇔  

(((fC∩g.surface)∪(fC∩g.curve)) IN fC or  
 fC INT g.point) and  
(fC TC g.surface ⇒ (fC INT g.curve or  
                    fC INT g.point)) 

fP CRC g ⇔  

(((fP∩g.surface)∪(fP∩g.curve)∪(fP∩g.point)) IN fP) 
 and 
(fP TC g.surface ⇒ (fP INT g.curve or  
                    fP INT g.point)) 

fS CRC g ⇔ false 

Intersects 
By definition two objects intersect if they are not disjoint, it follows that 

this relation is satisfied only if the negated of the disjoint condition is satis-
fied. 
 
Equals 

An equal condition can be satisfied only if g is compared with another 
surface object, thus if f is not a surface equal is false. 
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fS EQC g ⇔ g.curve is null and g.point is null and  
fS EQ g.surface 

fCP EQC g ⇔ false 

Rewriting of Topological Relation with Both Collapsed Objects 

Let us now consider the case in which both f and g are collapsed surfaces. 
In this case, first f is transformed into its collapsed components: f.surface, 
f.curve and f.point, then the definition of the relation is given using the 
above defined relaxed topological relation rc evaluated between the com-
ponents of f and g. A cc subscript is added to the relation name r, in order 
to highlight that it is the relaxed form of r, when both f and g are collapsed 
surfaces. 

 
Disjoint 

In presence of a disjoint relation, each component of the collapsed sur-
face f has to be disjoint from the components of g. Therefore, the disjoint 
relation DJC is checked between each component of f and g. 
f DJCC g ⇔  

(f.surface=null or f.surface DJC g) and 
(f.curve=null or f.curve DJC g) and  
(f.point=null or f.point DJC g) 

Touches 
A collapsed surface f touches a collapsed surface g if at least one of f 

components touches g with respect to the relation TCC. 
f TCCC g ⇔ 
(f.surface TCC g and  
 (f.curve=null or f.curve TCC|DJC g) and  
 (f.point=null or f.point TCC|DJC g)) or 
((f.surface=null or f.surface DJC g) and  
 (f.curve TCC g or f.point TCC g)) 

Within 
The within relation is satisfied if each components of f is contained into 

the collapsed surface g, with respect to the relation INC. 
f INCC g ⇔ 

(f.surface=null or f.surface INC g) and  
(f.curve=null or f.curve INC g) and  
(f.point=null or f.point INC g) 
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Contains 
A collapsed surface f contains a collapsed surface g if g is within f, 

therefore it is enough to swap f with g and apply the INCC relation. 
f CTCC g ⇔ g INCC f 

Overlap 
Two collapsed surfaces f and g are in overlap if at least one component 

of f overlaps (or crosses) g with respect to the OVC relation defined above 
or vice versa. 
f OVCC g ⇔  
f.surface OVC g or f.curve CRC g or f.point CRC g or 
g.surface OVC f or g.curve CRC f or g.point CRC f 

Crosses 
Since the crosses relation is defined only between curves (or points) and 

surfaces it is always false when evaluated on a pair of collapsed surfaces. 
f CRCC g ⇔ false 

Intersects 
By definition two objects intersect if they are not disjoint, therefore this 

relation is valid only if the negated of the disjoint condition is valid. 
f INTCC g ⇔ not(f DJCC g) 

Equals 
Two collapsed surfaces are equal if each of their corresponding compo-

nents coincides or are both null. 
f EQCC g ⇔  
((f.surface=null and g.surface=null) or 

f.surface EQ g.surface) and 
((f.curve=null and g.curve=null) or 

f.curve EQ g.curve) and  
((f.point=null and g.point=null) or  

f.point EQ g.point) 

Validation of Topological Integrity Constraints 

A topological integrity constraint between two geographic objects a and b 
specifies the topological relation that must exist between a and b. More 
specifically, a topological constraint is defined by two aspects: the desired 
topological relation and the logical structure of the constraint. For exam-
ple, an existential topological constraint requires that for each instance a of 
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the constrained class A, there exists an instance b of the constraining class 
B such that between the spatial attribute g of a and the spatial attribute f of 
b a particular topological relation r (or disjunction of topological relations) 
is satisfied. 
 ∀ a ∈ A . ∃ b ∈ B . check(g, f, r)  

The function check(g,f,r) returns true if between g and f the topological re-
lation (or disjunction of topological relations) r is valid, false otherwise.  

By replacing the existential quantifier with the universal one, a universal 
topological constraint is obtained, which requires that the topological rela-
tion r (or disjunction of topological relations) exists between the spatial 
attribute g of the constrained object and the spatial attribute f of all the in-
stances of the constraining class B. 

∀ a ∈ A . ∀b ∈ B . check(g, f, r) 

Given a topological integrity constraint between f and g and the rewrit-
ing rules defined above, the relaxed version of the constraint which con-
siders the presence of collapsed surfaces has to take care of the four possi-
ble cases: 

1. Neither g nor f have been collapsed. 
2. Only g has been collapsed. 
3. Only f has been collapsed. 
4. Both g and f have been collapsed. 
 

Example 1 

Let us consider the situation depicted in Fig. 4, containing some roads 
and buildings. Suppose now to represents at conceptual level the roads ob-
jects with a class Road characterized by a MultiSurface spatial attribute, 
and the buildings with a class Building containing a MultiSurface spatial 
attribute. Then a universal topological constraint is defined between the 
Road and the Building class, for imposing that each instance of Road is 
disjoint from each instance of the Building class: 

∀ a ∈ Road . ∀b ∈ Building . check (g, f, DJ) 



Managing Collapsed Surfaces in Spatial Constraints Validation      275 

 
Fig. 4. A situation composed of a main road with some branches and a set of 
buildings placed on the main road sides. Figure (b) is a representation of figure (a) 
obtained using a different threshold, such that some roads or building elements are 
collapsed into points or curves. The collapsed elements are the ones highlighted 
with a dashed circle around it 

However since both classes may have some collapsed instances, the spa-
tial integrity constraint has to be rewritten in the following manner: 
∀ a ∈ Road . ∀b ∈ Building .  
(g.curve=null and g.point=null and  
 f.curve=null and f.point=null and 
 check(g.surface, f.surface, DJ))  

Neither g nor f  
have been col-
lapsed 

OR  
((g.curve≠null or g.point≠null) and  
 f.curve=null and f.point=null and 
 check(g, f.surface, DJc))  

Only g has been  
collapsed. 

OR  
(g.curve=null and g.point=null and  
 (f.curve≠null or f.point≠null) and 
 check(g.surface, f, DJc)) 

Only f has been  
collapsed. 

OR  
((g.curve≠null or g.point≠null) and  
 (f.curve≠null or f.point≠null) and 
 check(f, g, DJcc)) 

Both g and f  
have been col-
lapsed 

 
Let us notice that when a geometry is not collapsed, then only the cor-

responding surface component is not null, in all the other cases a partial or 
complete collapse occurred. The term DJ stands for the classical disjoint 
relation between two surfaces, while the terms DJc and DJcc denotes the 
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relaxed form of the disjoint topological relation in presence of one or two 
collapsed surfaces respectively. 

4.2 Part-Whole Integrity Constraints 

The part-whole integrity constraints allow one to specify that two classes 
are in a spatial composition relationship. The part-whole constraints consi-
dered here are the one defined in (Belussi et al. 2006), that is: composition, 
membership and partition. All these constraints require that given a spatial 
attribute f of an instance of the composite class B, there exist some in-
stances of the component class A whose spatial attributes g together com-
pose f. 

More specifically, the composition constraint requires that for each in-
stance of the constrained class B, its spatial attribute f must be equal to the 
union of the spatial attribute g of one or more instances of the constraining 
class A. The membership constraint is similar to an IN topological con-
straint between the spatial attribute g of the constrained class A and the 
spatial attribute f of the constraining class B, but a disjunction or touch re-
lation among the components of the same whole is also required. Finally, 
the partition relation combines the strong composition constraint with the 
membership one, since it requires that the union of the spatial attribute g of 
the A instances is equal to the spatial attribute f of the B instance and that 
the spatial attribute g of the A instances that compose the same f do not 
overlap. 

The presence of collapsed surfaces into a part-whole constraint can be 
treated in different way, depending on how many components have been 
collapsed and if the whole object is also collapsed or not, four cases can be 
distinguished: 

1. All components have been collapsed and the whole has been col-
lapsed: the constraint can be checked on the collapsed geometries, 
without any particular extension. 

2. All components have been collapsed but the whole has not been col-
lapsed: the composition constraint cannot be satisfied; the validator 
tool can return a warning message or not consider the constraint at all. 
The validator is able to distinguish this case from the one in which 
there is no component for the whole. 

3. Only some components have been collapsed and the whole has not 
been collapsed: the constraint can be checked considering only the 
non-collapsed components. In particular, the constraint is valid only if 
the non-collapsed components spread out to fill the extent originally 
occupied by the collapsed components. 
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4. Only some components have been collapsed and also the whole has 
been collapsed: this situation is equivalent to the second case. 

Example 2 

Let us consider the area roads which are composed of some vehicular 
areas and sidewalks. In some cases the width of the sidewalks is smaller 
than the chosen acquisition threshold, therefore they are not acquired at all 
or they are acquired as curves, while the extent of the vehicular areas is 
spread out to occupy all the extent of the area road, as illustrated in Fig. 5. 
This example corresponds to the case 3 presented above and the constraint 
can be checked considering only the non-collapsed components. 

 

 
Fig. 5. An area road composed of a vehicular area, represented by the light grey 
surfaces, with a sidewalk on each side, represented in dark grey. When the width 
of the sidewalk is smaller than the chosen acquisition threshold, it is captured as a 
curve and the vehicular area spread out to occupy the extent originally occupied 
by the collapsed sidewalk 

5 Conclusion and Future Work 

This paper proposes a methodology for automatically treating collapsed 
surfaces into the implementation level, without modifying the conceptual 
specification of a spatial database. The designer has not to worry about 
what and when geographic objects can be collapsed, the underlying archi-
tecture is able to automatically treat collapsed surfaces as normal surfaces, 
in particular as regards the validation of spatial integrity constraints. In 
particular, we analyze how topological and part-whole constraints have to 
be rewritten in presence of collapsed surfaces. Moreover, the presented va-
lidation tool is able to recognize when a surface has been collapsed and to 
apply a relaxed form of the constraint, when it is necessary. 
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As future work we are studying the integration of the proposed approach 
for managing collapsed surfaces in a multi accuracy spatial database. The 
aim is to build a system which is able to integrate spatial data coming from 
different sources with different accuracy levels and with or without col-
lapsed geometries. 
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Abstract. For an autonomous agent, performing a task in a spatio-temporal 
environment often requires interaction with other agents. Such interaction can 
be initiated by ad-hoc collaborative planning and decision-making, which then 
leads to physical support on site. On-site collaboration is important for a va-
riety of operations, such as search-and-rescue or pick-up-and-delivery. Tasks 
are performed through sequences of actions, and agents perceive possibilities 
for these actions in terms of affordances from the environment. Agent colla-
boration therefore requires the communication of affordances between agents 
with different capabilities. This paper introduces a spatio-temporal model for 
the decentralized decision-making of autonomous agents regarding on-site 
collaboration. Based on Janelle’s time-geographic perspective on communica-
tion modes, we demonstrate that different task situations lead to different spa-
tio-temporal constraints on communication, involving both physical presence 
and telepresence. The application of such constraints leads to an optimized 
message distribution strategy and therefore efficient affordance communica-
tion with regard to maximizing support in performing a given task. 

1 Introduction 

Performing a task in a spatio-temporal environment often involves collabora-
tion between various agents. Examples include rescue teams in emergency re-
sponse, intelligent robots supporting humans in elderly care, or ride-sharing 
with clients seeking hosts for transportation. In order to identify potential hel-
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pers, agents need to communicate their tasks and needs to others. Such com-
munication and subsequent decision-making involves at least three different 
perspectives: The spatio-temporal view includes issues such as the distribu-
tion of helping agents in space, the urgency of solving a task, and the task lo-
cation. The social point-of-view deals with the willingness of other agents to 
cooperate, and also involves institutional and legal constraints regarding agent 
cooperation. The technical level tackles issues related to the communication 
infrastructure. Within the framework of peer-to-peer communication, these 
perspectives can be viewed as different network levels. Previous research in 
the area of agent collaboration has focused on the social and technical levels. 
In this paper we propose a spatio-temporal model towards collaborative deci-
sion-making, which integrates all three network levels. We hypothesize that 
the integration of spatio-temporal constraints within a model of agent collabo-
ration makes an optimized message distribution possible and therefore results 
in efficient communication leading to optimal support in performing a task. 

The presented model is based on the communication of affordances be-
tween agents in a network of peers. The use of affordances allows us to con-
sider action possibilities, which can be formally represented in a functional 
framework. The model accounts for the fact that different task situations—
with respect to urgency, risk, and location—result in different time-
geographic communication constraints. Negotiation between client agents and 
potential helping agents is represented within a request-offer-choice process, 
which includes affordance-based similarity measurement that takes agent ca-
pabilities into account. 

Section 2 presents related work in the area of agent planning, peer-to-peer 
communication, and agent collaboration. Section 3 introduces the individual 
components and theories, on which the model is founded. In Section 4, we 
develop the collaborative agent process model, detailing the negotiation 
process. Section 5 applies this process model to a hypothetical emergency 
scenario. Section 6 discusses the application. The final section presents con-
clusions and directions for future research. 

2 Related work 

2.1 Agent planning 

According to the heterogeneity of the involved fields there is no common 
agreement about a definition of the term agent [1]. An agent can be anything, 
such as a robot that perceives its environment through sensors and acts upon it 
through effectors [2]. More specifically, agents are considered computer sys-
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tems that are situated in some environment and can act autonomously [3]. 
Multi-agent systems (MAS) depict systems as a combination of multiple auto-
nomous and independent agents and are therefore well suited to simulate col-
laboration of different actors.  

Agents can be represented as functions that map percepts to actions. Ab-
stract models of agents distinguish between purely reactive agents, agents 
with subsystems for perception and action, and agents with state. These ab-
stract models can be implemented in different ways, depending on how the 
decision-making of the agent is realized. Here, we consider utility-based 
agents [2], which have valuation functions that allow them to compare be-
tween different action sequences to achieve a goal. Such functions map world 
states to real numbers, which describe associated degrees of happiness. 

Agent-based modeling and simulation has gained much popularity in the 
field of Geographic Information Science due to the disaggregate nature of 
agents and their ability to move across different spatial scales and representa-
tions [4]. Application scenarios include the modeling of urban phenomena [5], 
pedestrian movement [6], and shared-ride trip planning [7]. 

Planning is the development of a strategy for solving a task. For an agent, a 
plan is an action sequence, where each action to be performed depends on 
some pre-conditions. Every action causes effects or post-conditions that affect 
or trigger subsequent actions in the chain. The plan terminates when the goal 
is reached. A planner in Artificial Intelligence takes three input variables: a 
representation of the initial state of the world, a representation of the intended 
outcome (goal), and a set of possible actions to be performed to reach the 
goal. Formally, a plan is a triple <O, I, AC(p, q)> [8] where O is the intended 
outcome, I the initial state of the world, and AC a set of actions—each defined 
via pre- and post-conditions p, q. After executing actions the state of the 
world is changed, which impacts the future plan, therefore planning is a non-
linear process. One of the main challenges within dynamic environments is 
that one can neither assume complete knowledge nor the availability of ob-
jects and other agents supporting certain actions. 

2.2 Peer-to-peer communication 

Peer-to-peer (P2P) communication is ad-hoc communication between distri-
buted agents, without involvement of a dedicated server providing communi-
cation services to its clients, or any other hierarchic communication infra-
structure. It enables mobile agents to collaborate in an ad-hoc manner 
provided that they agree on a communication protocol. In a P2P communica-
tion network each node is of equal importance. Nodes can take the role of a 
communication client, receiving services from other nodes, but they are also 
service providers for the other nodes. P2P communication networks are tran-
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sient in nature, with nodes entering and leaving the network freely and fre-
quently. 

A special class of P2P communication is characterized by mobile nodes. 
For this class the communication is realized wirelessly by radio, which is 
short-range, due to the typically limited on-board energy resources. This 
means connectivity in mobile networks depends on the physical distance of 
nodes, which is constantly changing. Communication over larger distances re-
lies on message forwarding and routing [9, 10]. 

2.3 Agent collaboration 

In a MAS, autonomous agents may cooperate with others to achieve their 
goals. How to achieve meaningful coordination is a difficult issue and re-
quires interdisciplinary work within the recently established field of computa-
tional cognitive social science [11]. Agent collaboration is based on cognitive 
architectures, representing and explaining cognitive processes of individual 
agents during the performance of tasks. The most prominent architectures are 
ACT-R [12] and Soar [13]. The CLARION cognitive architecture [14] ex-
tends cognitive modeling to social simulation. It accounts for agents’ socially 
oriented goals and bases agent cooperation on the fact that social interaction 
between agents is made possible through their understanding of each other’s 
motivations. 

Previous research has focused on technical aspects of P2P collaboration 
[15] and hierarchical multi-agent models integrating knowledge-based com-
munication, such as for the RoboCupRescue1 simulation [16]. Luo and Bölöni 
[17] presented a game-theoretic model for the canonical problem of spatio-
temporal collaboration with the goal of optimizing individual benefits. A typi-
cal application of intelligent agent collaboration is elderly care. For example, 
the PEIS (Physically Embedded Intelligent Systems) ecology is a network of 
heterogeneous smart devices that ranges from simple gadgets, such as refrige-
rators with sensors, to sophisticated mobile robots or even humans [18]. These 
intelligent entities communicate and collaborate with each other by providing 
information, and combining physical and virtual functionalities to perform 
complex tasks, such as supporting human inhabitants in their flats. Shared-
ride trip planning is an urban transportation application of ad-hoc agent colla-
boration: client agents representing customers, e.g., pedestrians, seek trans-
portation by host agents representing vehicles, e.g., public transportation ve-
hicles, in an ad-hoc manner [7, 19]. The goal of collaboration is to bring 
clients to their destinations, for some host benefits. In typical scenarios mul-
tiple clients compete for free capacity and multiple hosts compete for clients. 

                                                      
1 http://www.robocup.org/ 
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Recently, it was demonstrated how decentralized time geography can be ap-
plied to ad-hoc collaborative agent planning [20]. Agents performed a spatio-
temporal analysis based on local knowledge in a distributed environment, the-
reby evaluating whether they can independently contribute to physical support 
at a specific site by a specified time. Experiments in a multi-agent simulation 
framework investigated the impact of different combinations of agent density 
and communication radius, as well as behavioral strategies on task perfor-
mance. 

This paper takes previous work a step further by explicitly considering the 
interaction of mobile agents in terms of a combination of spatio-temporal, so-
cial, and communication network levels. The goal is to develop a general and 
comprehensive model of spatio-temporal decision-making for ad-hoc agent 
collaboration. We specifically investigate the cooperation process, which in-
cludes communication of affordances between agents. Such communication 
enables clients and service providers to form better decisions by taking the in-
dividual capabilities of agents into account. The model also provides a way to 
determine the influence of task dimensions and spatio-temporal constraints on 
the efficiency of communication. 

3 Spatio-temporal framework of collaborative decision-
making 

This section specifies different task dimensions, whose values lead to spatio-
temporal constraints for communication. We start by introducing affordances, 
which are communicated by the collaborating agents, and a recently proposed 
similarity measure for them. Time geography serves as the basis for modeling 
the spatio-temporal decision-making process. 

3.1 Affordance representation and similarity 

The theory of affordances [21] is based on the tenet that agent and environ-
ment form an inseparable pair. Affordances have to be described relative to 
the agent. For example, a chair’s affordance ‘to sit’ results from a bundle of 
attributes, such as ‘flat and hard surface’ and ‘height’, many of which are rela-
tive to the size of an individual agent. Norman [22] recasts affordances as the 
results from the mental interpretation of things, based on people’s past know-
ledge and experiences, which are applied to the perception of these things. 

In order to supplement Gibson’s theory of perception with elements of 
cognition, situational aspects, and social constraints, Raubal [23] presented an 
extended theory of affordances suggesting that affordances belong to three 
different realms: physical, social-institutional, and mental. This distinction 
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was formally specified in a functional model [24]. The agent is represented 
through its physical structure, spatial and cognitive capabilities, and a goal. 
Physical affordances (Paff) for the agent result from invariant compounds—
unique combinations of physical, chemical, and geometrical properties—and 
the physical structure of the agent. Social-institutional affordances (SIaff) are 
created through the imposition of social and institutional constraints on physi-
cal affordances. Mental affordances (Maff) arise for the agent when perceiv-
ing a set of Paffs and SIaffs in an environment at a specific location and time. 
Affordances offer possibilities for action as well as possibilities for the agent 
to reason about them and decide whether to utilize them or not, i.e., mental af-
fordances. 

We specify an affordance A as a triple <O, E, {AC}> [25]. The outcome O 
is the change of world state after executing the actions AC with respect to ma-
nipulated entities of type E. Each action is represented by physical (ph) and 
social-institutional (si) constraints or pre-conditions, AC therefore being de-
fined as a set of actions {ac1(ph1,si1),..., acn(phn,sin)}. Constraints are tied to a 
certain action with respect to an entity, while the outcome is equal for all ac-
tions defined for the affordance A. An affordance can be utilized through sev-
eral actions, e.g., the move-ability affordance of a desk may include the ac-
tions carry and push. 

When communicating affordances between agents and evaluating whether 
an offered affordance is good enough compared to the requested affordance to 
help in solving a task, it is necessary to determine their similarity. Here, we 
apply a similarity measure for affordances [26], which uses the action and 
outcome specification from <O, E, {AC}>. Affordances are more similar the 
more similar their descriptors are. The overall similarity SimA between affor-
dances As and At is defined as the weighted sum for the individual similarities 
computed for actions (simAC) and outcomes (simO) (Equation 1). The former 
depend on the similarity values computed for their physical and social-
institutional constraints. 

SimA(As,At) = wac* 1/nS simAC + wo*simO; where  Sw =1     (1) 

3.2 Task dimensions 

Agents can perform tasks by utilizing various affordances. For example, to 
change a light bulb, an agent can move a chair below the light, step onto it, 
and change the bulb [27]. When planning how to solve a task, the agent must 
take several aspects into account. For the purpose of modeling spatio-
temporal collaborative decision-making, we consider the following task di-
mensions: collaboration, urgency, risk, and location. Table 1 describes and 
explains the possible values for each of them. 



A Spatio-Temporal Model Towards Ad-Hoc Collaborative Decision-Making      285 

Table 1. Task dimensions with possible values and explanations. 

Task dimension Value Explanation 
Collaboration 0 Agent can solve task alone. 

1 Another agent needed to either solve task or 
support requesting agent in (sub)task. 

n More than 1 agent needed to solve task. 
Urgency immediate Immediate help required, values depend on con-

text, e.g., within 10 min. 
flexible Help required within reasonable time frame. 

Risk high Describes the inverse probability that the 
agent(s) will solve the task. medium 

low 
Location (x, y) Coordinate pair; default location for the task is 

the current location of the requesting agent. 

3.3 Spatio-temporal communication constraints 

Agents and resources are available at a limited number of locations for a li-
mited amount of time. Time geography defines the space-time mechanics of 
locational presence by considering different constraints [28]. The original 
time geography framework recognized the possibility of telepresence using 
electronic communication, although it received much less attention than phys-
ical presence. Time geography’s focus on time as a resource enabling activity 
participation has received explicit interest by researchers lately [29, 30]. It fits 
naturally to views of time as the major scarce resource in information econo-
mies and accelerated modern lifestyles [31]. 

Janelle [32] classified communication modes from a time-geographic pers-
pective. Table 2 summarizes classes based on their spatial and temporal con-
straints. Spatial constraints are either physical presence or telepresence, while 
temporal constraints are either synchronous or asynchronous. Synchronous 
presence (SP) is the communication mode of face-to-face (F2F) interaction. 
F2F requires coincidence in both time and space. Synchronous telepresence 
(ST) requires only coincidence in time. Asynchronous presence (AP) requires 
coincidence in space but not in time. Asynchronous telepresence (AT) does 
not require coincidence in space and time. 
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Table 2. Spatio-temporal communication constraints, based on [32] 

 Spatial  
Temporal Physical presence Telepresence 

Synchronous SP 
Face to face 

ST 
Telephone, instant messaging, 

radio, teleconferencing 
Asynchronous AP 

Refrigerator notes, hospital 
charts 

AT 
Email, fax, printed media, web 

pages 
 
The spatio-temporal communication constraints for agent collaboration de-

pend directly on some of the task dimension values. Constraints exist if colla-
boration ≥ 1 and they vary for different urgency values. If urgency = imme-
diate, then only SP and ST of other agents lead to potential help in solving a 
task, because if help comes after some time threshold, the utility for the re-
questing agent is zero. Take, for example, an emergency scenario where 
someone who cannot get out of a car that fell into a river, needs to be rescued. 
There is only a small critical time interval for survival. If urgency = flexible, 
then AP and AT may also be viable, depending on how much time the request-
ing agent has for solving the task. AP may lead to a higher risk because it is 
assumed that some other agent will come by the requesting agent’s location 
within a certain time interval and react to a posted message. In general, flexi-
ble task urgencies result in more choices and less constrained communication. 

4 Collaborative agent process model 

This section develops a high-level framework for ad-hoc negotiation of on-
site collaboration between agents. We allow for autonomous agents that fol-
low their individual goals, and only if they cannot reach them on their own, 
they ask peers for help. 

4.1 Communication for collaboration 

Agents use P2P communication to negotiate with each other for collaborative 
action. One defining parameter for the design of a negotiation procedure is the 
radio range, which is an issue in all P2P communication and depends on the 
protocol / platform. To expand the search range for help beyond the imme-
diate radio range, message forwarding strategies can be applied, e.g., within a 
specified search range pre-calculated by spatio-temporal relevance constraints 
[7]. We assume here that agents have sufficient energy for movement and 
physical work on board, and may even utilize internal mechanisms for battery 
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recharge. This allows them to broadcast anytime—in contrast to sensor net-
works, which are rigidly limited by their energy resources and communicate 
only in synchronized time windows. 

Negotiations within a search range require stable communication links in a 
potentially fragile communication network over the time of the negotiation 
process. This requirement makes the problem substantially different from 
simple message dissemination problems [9]. Robust negotiation strategies re-
quire negotiating over short distances and by immediate response. Also, in 
case a message gets lost, agents must be able to continue their work based on 
their current information. Negotiations can take different forms. One way is a 
client agent sending a request, interested agents responding with offers, and 
the client selecting and booking an offer. Another way is providers advertising 
their services, clients registering, selecting, and booking when needed. Only 
the prior form allows for synchronous communication, which facilitates ro-
bust negotiations. 

Figure 1 illustrates the negotiation process. The client initiating the com-
munication reaches four other agents within its radio range (dark gray). Since 
these agents are located within the search range (light gray), they re-broadcast 
the request once. Other agents receiving the request will also re-broadcast 
once if they are located within the search range. Some agents beyond the 
search range may have received the request, but since they are outside this 
range they ignore it. For example, for Agent 8 being within radio range of 
Agent 5 but outside the search range means that it receives the client’s request, 
but does not re-broadcast. Therefore, Agent 9, although within radio range of 
Agent 8, will not receive the request. In contrast, Agent 7 is within the search 
range but outside the radio range of any broadcasting agent and therefore does 
not receive the request. The request messages traveling through the communi-
cation network keep track of their broadcasting agents. This way, the message 
remembers the shortest route back to the client. 

Agent 1 is sufficiently close to be in synchronous co-presence (black circle) 
with the client and can start collaboration without delay. Agents 2, 3, and 4 
are in synchronous telepresence: they are able to communicate directly, but 
have to approach first before an interaction can take place. Agents that can on-
ly be reached by the client through mediating agents are in asynchronous tele-
presence, since communication can be delayed by the requirement to re-
broadcast sent messages. In situations with radio range ≥ search range asyn-
chronous telepresent agents do not exist. 
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Fig. 1. A client agent (triangle) requesting help via short-range radio and the emerg-
ing communication network 

4.2 The negotiation process 

This section models the individual steps of the negotiation process. We as-
sume that agents can communicate ad-hoc and make decisions based on utility 
functions. Accordingly, the focus is on communication and exploitation of 
spatio-temporal constraints and affordances. 

4.2.1 Client’s request 

A client initializes a negotiation process as soon as it is confronted with a task 
beyond its capabilities (collaboration > 0). The task focalizes the client’s per-
ceived affordances and enables it to create a plan. The client may discover the 
need for help by learning about the physical and social parameters of the task, 
or the individual actions involved in the plan. The parameters may be released 
from the object to be manipulated, or experienced by trial-and-error. At this 
time the client cannot judge whether a single or multiple collaborative agents 
are needed to solve the task because it does not know the capabilities of near-
by agents. However, the client is able to specify the urgency of performing the 
task. By setting an upper time limit the client implicitly defines a search range 
for helping agents. With these parameters a request can be formulated, con-
sisting of: 
• Message type: ‘request’ (tells other agents how to treat this message); 
• task location: client location by default; 
• search range: a time frame; 
• task: a set of <O, E, {AC}>. In this set of affordances the specific subtask 

the client needs help for has the highest weight. It is parameterized by the 
difference of learned properties of the subtask and the client’s own capa-
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bilities. If the client has experienced the properties by trial-and-error, the 
parameterization takes the form of an inequality, denoting that the value is 
beyond its own capabilities; 

• list of broadcasting agents: agent IDs, initialized by the client’s ID. 
The request is broadcasted by the client and re-broadcasted by other agents 

if they are within the search range. Every forwarding agent appends its ID to 
the list of broadcasting agents. 

4.2.2 Service provider’s offer 

Recipients of the request take the requested affordances and their parameters 
into account, as well as their own capabilities, duties (urgency of their own 
current tasks), and utility functions. An agent can formulate two types of of-
fers: (a) contributing to the specific affordances requested by the client, or (b) 
suggesting different actions to solve the task. For case (a), the simplest situa-
tion occurs if the agent can offer to utilize a requested affordance on its own. 
However, if the request contains a parameter specification in the form of an 
inequality or a value exceeding its capabilities, the agent can only offer help 
within the limits of these capabilities. If the agent cannot utilize the requested 
affordance, but a similar one, it can still offer this similar affordance. For case 
(b), the agent can apply the affordance similarity measure (Section 3.1) to its 
own stored affordances and come up with a suggestion. The agent’s offer con-
sists of: 
• Message type: ‘offer’; 
• travel time distance to client; 
• offered parameterized affordance in terms of actions; 
• similarity value between offered and requested affordance: may be used by 

client to estimate the risk with booking this agent; 
• list of agents leading back to client: reverted list of broadcasting agents; 
• list of broadcasting agents: agent IDs, initialized by offering agent’s ID. 

Re-broadcasting of offers by other agents is conditional to their ID appear-
ing in the list of agents leading back to the client, and their ID not appearing 
on the list of broadcasting agents (to avoid multiple broadcasting). This strat-
egy assumes that the communication links available for the request are still in-
tact for the offers. While this is realistic in general, in individual cases an offer 
may not reach the client due to a recently broken link. 

4.2.3 Client’s choice and booking 

The client will compare the travel time distance specified in the offers with its 
task urgency, determine the similarity between offered and requested affor-
dances, and the amount of support offered. With its own utility function the 



290      Martin Raubal, Stephan Winter 

client is able to rank all incoming offers. The following cases can be distin-
guished: 
1. No offer arrived. The client can enlarge the search radius or change its plan. 
2. At least one offer is made matching the highest ranked affordance in the 

request. The client can choose either the nearest offering agent (high task 
urgency) or the agent with the largest capacity for this affordance (risk re-
duction). 

3. Offers rank other affordances higher than the requested affordance. The 
client can choose the offer with the most similar affordance, assuming 
compatibility in agent capabilities. Alternatively, it can choose the offer 
with the highest weight for one affordance, assuming that the weight re-
flects the offering agent’s confidence in being helpful. Accepting other than 
the requested affordance may require revising the plan. 
Once the client has made a decision, it will formulate a booking message, 

which consists of: 
• Message type: ‘booking’; 
• booked affordance; 
• list of agents leading forward to the offering agent: reverted list of the cho-

sen offer’s broadcasting agents; 
• list of broadcasting agents: agent IDs, initialized by client’s ID. 

Re-broadcasting of requests by other agents is conditional to their ID ap-
pearing in the list of agents in the chain forward to the offering agent and their 
ID not appearing in the list of broadcasting agents. Booked agents will travel 
to the client’s location and help. 

5 Application scenario 

This section applies the model to a hypothetical emergency scenario involving 
a car that got hit by a tree (Figure 2). The client Agent C (car driver) tried to 
move the tree without success and is therefore requesting immediate help 
from other agents2 in the communication network. We consider four addition-
al agents (Figure 3): Agents H1 and H2 are within radio range of Agent C; 
Agent H3 is within the search range; and Agent H4 is outside the search range. 

                                                      
2 Our model is generic and deals with abstract agents. Here, we focus on the de-

scription of the collaboration process between software agents, whether the actors 
represent humans or not. 
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Fig. 2. A car driver finding his vehicle blocked by an obstacle contacts other agents to 
help remove the obstacle 

The client’s request consists of the following parameters (Section 4.2.1): 
[request; (34.42, -119.70); 15min; 
<O: hasPos (e, Pos(y)) & y≠x; E: tree; 
AC: carry (ph: hasPos (e, Pos(x)) & WeightKg (e, >30) & 
LengthM (e, >2))>; 
(C)] 

It contains the task location in the form of latitude/longitude coordinates and 
specifies a search range of 15 minutes. The move-ability affordance is 
represented through an outcome O (entity e must have a different position y 
compared to current location x), an entity type E, and one action specified by 
physical aspects ph. Due to its physical capabilities, Agent C can only carry 
trees with a maximum weight of 30kg and a maximum length of 2m. The re-
quested action (as part of the affordance) therefore exceeds these limits. After 
the outcome O, C initializes the list of broadcasting agents being the first 
sender. 

 
Fig. 3. Client Agent C with four potential service providers in the communication 
network 

All four additional agents receive the client’s request. H1 and H2 are in syn-
chronous telepresence, and receive the request directly. H3 and H4 are in asyn-
chronous telepresence (reached through mediating Agents H2 and H3). H2 is 
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occupied with its own task and therefore decides not to make an offer. The 
other three agents calculate the shortest path [33] to the task location. Only 
agents that can reach the task location within the specified time will make an 
offer. This results in H4 not making an offer. Thus, only H1 and H3 are making 
an offer to the client. Table 3 compares these offers. 

Table 3: Offers from Agents H1 and H3 back to the client 

Offer from Agent H1 Offer from Agent H3 
8min; 
AC: carry (ph:  
hasPos (e, Pos(x)) & 
WeightKg (e, ≤40) & 
LengthM (e, <1)); 
0.84; 
(H1, C); 
(H1); 

13min; 
AC: lift (ph:  
hasPos (e, Pos(x)) & 
WeightKg (e, ≤800) & 
LengthM (e, [1,15])); 
1.00; 
(H3, H2, C); 
(H3); 

 
The computed travel times from the locations of H1 and H3 to the task loca-

tion are 8 and 13 minutes. With respect to the parameterized affordance, two 
different actions—carry and lift—are offered. O and E are equal to the 
client’s request (sim = 1) and therefore omitted in the table. The individual 
components of each action are used to calculate overall affordance similarity 
according to the measure introduced in Section 3.1. Because the client’s re-
quest specifies minimum agent capabilities for carrying trees in terms of 
weight and length, every offer equal to or exceeding this limit results in a si-
milarity value of 1, e.g., WeightKg (e, >30) and WeightKg (e, 
≤40), and 0 otherwise. Final values are calculated according to Equation 1 
with both weights set to 0.53. 

The offer broadcasted by H1 is received by C directly, and no other agent 
receiving the message takes an action. In contrast, C is not in the radio range 
of H3, but H3 specified that H2 should forward its offer. Agent C then eva-
luates the incoming offers according to a utility function taking various para-
meters, such as task urgency and risk, into account. In our example, the client 
puts a higher weight on agent capacity for solving the task and establishes the 
ranking (H3, H1). A booking message is therefore sent to H3. 

                                                      
3 For H1, simAC results from the similarities of hasPos, WeightKg, and 

LengthM, i.e., (1+1+0)/3 = 0.67. Equation 1 then evaluates to SimA = 
0.5*0.67+0.5*1 = 0.84. 
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6 Discussion 

Compared to an uninformed or brute-force approach such as flooding (every 
sensor receiving a message broadcasts this message again), the application 
shows that integrating spatio-temporal constraints within a model of agent 
collaboration in a P2P network leads to an optimized message distribution 
among agents and therefore to more efficient support in performing a task. 
During brute-force search messages are re-broadcasted to every other node 
within the communication range and this process is repeated consistently. In 
our case, the optimization of message distribution results from the constrained 
search range based on time-sensitive tasks. Messages are only sent to potential 
collaborators, resulting in a reduction of overall network traffic and saving 
bandwidth. Agents (H4 in the application scenario), whose travel time to the 
task location exceeds a given limit, do not make offers and therefore further 
reduce the number of messages. Efficient task support results from knowing in 
advance the helping agents’ capabilities. In addition to similarity values be-
tween requested and offered affordances, and the client’s utility-based deci-
sion-making, this is a major step towards spatio-temporal efficiency in agent 
collaboration. 

The client found through trial-and-error that its physical capabilities were 
insufficient for moving the tree. As a result, some of the affordance parame-
ters could only be specified in terms of lower limits, e.g., LengthM (e, 
>2). By specifying exact capability values, such as LengthM (e, 4.50) 
an interval rather than a Boolean scale could be used to calculate more precise 
similarity values, e.g., 4.49 is more similar to 4.50 than 4.35. It is important to 
note though that the final similarity values are not interpreted on an individual 
basis, but establish an order from most to least similar. In our scenario, social-
institutional (si) constraints were only implicitly covered—Agent H2 did not 
want to make an offer—and did not enter the similarity function. As shown in 
[26], the similarity function for actions simAC can easily be extended to 
represent these aspects, such as lower willingness to help during nighttime 
versus daytime. 

Similar to this application, ad-hoc shared-ride services realize the general 
model of decision-making demonstrated here. The decision model as pre-
sented in [7] also relies on a negotiation process of client requests, host offers, 
and clients’ selection and booking. In light of the present general decentra-
lized decision model, their application-specific negotiation can be interpreted 
as being based on affordances. Clients in the shared-ride scenario formulate 
their request by specifying their current and desired locations. They perceive 
the affordance of moving vehicles with free transportation capacity, and ac-
cordingly, specify in their request the task ‘move me to a specific location’. 
Hosts can interpret this task directly by their capabilities to offer rides, de-
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pending on their free seats and directions. The other aspects of the general 
model of decision-making are also present: Urgency is known, a search radius 
is specified by the client, and the clients’ utility function consists of an optim-
al path algorithm for their own trip. Therefore, protocols and algorithms in 
shared-ride services can be expressed by the presented model. 

7 Conclusions and future work 

In this paper we have specified a high-level framework for ad-hoc communi-
cation between agents that negotiate for collaboration to perform a task. The 
underlying model accounts for spatio-temporal constraints, leading to efficient 
communication and task support. The agents’ decision-making is based on af-
fordances, to be able to adapt to any context and task. The framework was 
demonstrated through an application, which gave insight into how the affor-
dance specification enables clients and service providers to form their deci-
sions. 

The presented work suggests several directions for future research: 
• The process model needs to be implemented and tested in different real-

world application scenarios. Decentralized ride-sharing provides one possi-
ble scenario, but there are many others, such as emergency response and 
various interactions between humans and robots, e.g., in elderly care. 
Agent-based simulations will provide insights into complexity issues and 
real-world applicability of spatio-temporal communication constraints. 

• The demonstrated application includes only a small number of agents, 
which leads to the question of scalability. We expect that our approach will 
scale due to its distributed architecture, local processing, and local evalua-
tions of relevance. Future simulations will address this question. 

• The similarity measure for affordances needs to be refined and extended. 
Strategies for combining offers from different service providers (collabora-
tion > 1) must be developed, leading to the classic problem of combinatori-
al optimization, i.e., determining the set of agents with the largest total 
attribute value. This becomes even more complex when affordances and 
their parts cannot simply be added up, e.g., carry + lift. Determining the 
similarity between affordances specified through different actions will re-
quire the use of action / affordance ontologies. 

• There are several ways of specifying a client’s utility function. Depending 
on the context, such function may focus on temporal aspects, risk estima-
tions, and social and institutional issues. In addition, economic models will 
be needed to balance the costs of the service providers with benefits. 
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Abstract. People may have problems in finding their way to destinations 
in large buildings. This raises a need of designing and constructing indoor 
navigation systems. However, none of the available indoor navigation 
models can automatically calculate shortest paths according to the geome-
tric structure of indoor space. The reasons are that those models which use 
geometric information produce circuitous routes and that those models 
which do not consider geometric information only provide very coarse 
routes. This paper proposes a model to construct a way finding indoor 
network that is based on the geometry of the indoor space and that sup-
ports length-dependent optimal routing. 

1 Introduction 

An important requirement of navigation systems is the ability to find op-
timal routes for users. Optimal routes can be the least time-consuming 
routes, the shortest routes, or routes according to user requirements. In 
outdoor space, they are often calculated on the basis of a road network. 
However, constructing a network that can support shortest path search in 
indoor space is more challenging. Although there are some comparable 
concepts in indoor space and outdoor space like corridors and roads, in in-
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door space, there are also concepts like rooms and lobbies for which we do 
not find counterparts in outdoor space. For example, inside a room, there 
are many implicit paths from one location to another. This makes it diffi-
cult to construct path networks for indoor space. 

Several efforts have been made in finding routes in indoor space. How-
ever, the existing approaches all suffer from at least one of the following 
problems. First, some models do not take the geometry of indoor space in-
to account so that they can only provide very coarse routes composed of a 
sequence of object identifiers without detailed directions. As a conse-
quence, these models are not able to determine the length between differ-
ent locations without manual input. Second, some models ignore the archi-
tectural constraints like doors in their models so that the generated routes 
are not precise enough for practical use. Third, although some models can 
provide precise routes with detailed information about directions, these 
routes are not necessarily optimal. 

The goal of this paper is to propose a model that can support length-
dependent optimal routing based on the geometry of indoor structures. In 
our model, a network is composed of a set of path segments, and a shortest 
route represents a finite sequence of path segments that is obtained by ap-
plying a shortest path algorithm on the network. The detailed routing in-
formation, such as turns and the length of the route, can be obtained from 
the path segments. 

The rest of the paper is organized as follows. Section 2 discusses related 
work and summarizes the available models for indoor navigation systems. 
Section 3 discusses the way we explore possible path segments that might 
be involved in finding optimal routes. In Section 4, we build an indoor 
network and discuss its benefits to navigation. Finally, Section 5 draws 
some conclusions and depicts future work. 

2 Related Work 

Several models have been proposed to support human-oriented indoor na-
vigation. Purely symbolic models [1, 8, 10, 11] are based on a labeling sys-
tem without considering the geometry of the indoor space. Thus, routes 
generated by these models are very coarse. Later, the geometry of the in-
door space is added to the models in order to determine more detailed 
routes. 

In [7], a time-dependent optimal routing model is proposed for emer-
gency evacuation. The path network is built on the basis of the location of 
sensors, and the optimal routes are determined after considering environ-
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mental information on the positions of evacuees. Although this model can 
provide a time-dependent optimal route for a quick evacuation, the route it 
provides is highly dependent on the location of sensors and not on the arc-
hitectural structure itself. Thus a poorly settled sensor network may lead to 
improper results. 

There are a couple of models that try to convert the architectural struc-
ture into path networks. The node-link model proposed in [12] and the 
model in [13] both build path networks based on the reachability of differ-
ent cells. However, they lack the consideration of constraints, such as 
doors, windows and walls, in indoor space. Thus, these models cannot lead 
users to the exact entry of the target cell, and the cost of each link must be 
provided manually in advance. In addition, these two models can generate 
circuitous paths from start nodes to end nodes. As shown in Figure 1a, the 
walls represented by the bolded lines prevent a direct reachability between 
the rooms. The route generated by [12, 13] is a circuitous one composed of 
the center points of cell. This problem can be alleviated by the CoINS 
model proposed in [5, 6], which simplify final paths by eliminating some 
unnecessary nodes from the path and recalculating the segments between 
two nodes. For example, Figure 1b is the approved path for the situation in 
Figure 1a. However, the CoINS model still suffers from the problem of a 
lacking consideration of accessibility constraints. 

In [3, 14], a route graph model is proposed to build abstract routes ac-
cording to exits, walls and some other constraints in indoor environments. 
However, they do not discuss how to build the route graph for an entire in-
door space. In addition, they assume route segments have directions. How-
ever, in indoor space, there is no specified direction for places since people 
can walk in any direction. 

 
 

Fig. 1.  A circuitous path generated by the node-link model (a), and path simplifi-
cation by the CoINS model (b) 
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Fig. 2. The solid line in (a) indicates the route calculation in [2], and (b) is an ex-
ample of the region partitioning in [4] 

The model in [2] also takes architectural constraints into account when 
building the path network. As shown in Figure 2a, the model employs 
some representative points to represent rooms, corridors and some other 
objects. Then the calculation of the path is processed among these repre-
sentative nodes as well as some architectural constraints like doors. In [4], 
the model is extended by decomposing concave-shaped objects to make 
sure that users can see the next hop indicated in each instruction during the 
navigation. However, the routes generated by this model are not the short-
est ones. For example, compared to the dashed line in Figure 2a, the gen-
erated route indicated by the solid line is not the optimal one. A similar 
problem exists in the partitioning of concave regions. Figure 2b shows a 
concave-shaped cell. In this model, point a is the intermediate point in the 
path from d3 to d4. In fact, the optimal way from d3 to d4 is from d3 to c, 
and then to d4. 

3 Determining the Components of an Indoor Network 

In indoor space, rooms, corridors and lobbies, are considered as the basic 
units; we call them cells. However, if we want to provide detailed routing 
information, it is insufficient to only consider the sequence of the visited 
cells. In fact, we can notice that there are some implicit routes in indoor 
space which are commonly used by people. For example, in Figure 2a, if 
you are in the corridor and you want to go to room105, then you may go 
straight towards door4. The straight line to door4 is an implicit path as 
well as the shortest path to room105. In this section, we will explore the 
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shortest path segments in different kinds of cells according to their geome-
tric shapes and architectural constraints, which can support shortest path 
routing. 

3.1 Cells 

There are a number of different kinds of architectural cells in indoor space. 
Some of them have similar shapes but may serve different purposes, and 
some of them are totally different in shapes but may play the same role 
during the routing. For example, rooms with multiple doors can be a part 
of a passage to a certain destination, while rooms with only one door can-
not. Thus, in this subsection, we will explore diverse kinds of cells and 
classify them into different categories according to their geometric and 
architectural features from the routing perspective. 

Simple Cell 

A simple cell is a cell that is closed by walls and can be accessed by only 
one access point. An access point is an architectural constraint controlling 
the accessibility of the cell. For example, a door is a typical access point in 
indoor space. Since a simple cell has only one access point, it cannot func-
tion as a passage. Thus, it can only play the role of a start object or a target 
object. Figure 3a shows an example of a simple cell. The solid boundary 
represents walls, and the black dot represents an access point. 

Complex Cell 

A complex cell is a cell that is closed by walls and can be accessed by mul-
tiple access points. A complex room can be considered as either a start ob-
ject, a target object, or an object that contains paths as passages to destina-
tions. Figure 3b shows an example of a complex cell. Multiple dots 
represent multiple access points. 

 

 
Fig. 3. Simple cell (a), complex cell(b), open cell(c),  and connecter(d) 
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Open Cell 

An open cell is a cell for which at least part of its boundary is not closed 
by explicit walls or other constraints. For example, concourses in airports, 
as well as halls and lobbies in buildings, are typical open cells. There are 
various open boundaries with different widths in different open cells. Even 
in one cell, multiple open boundaries of different sizes may exist. The va-
riable widths make it difficult to determine the access points in the open 
boundary. Figure 3c shows an example of an open cell. The dashed line 
represents the open part of the boundary and the solid line indicates the 
wall.  

Connecter 

A connecter is an object that connects different floors in a building. A 
connecter can be a stair, an elevator, or other objects that can be used to 
reach different floors. The location where a connecter and a floor meet is 
an access point in this connecter. Figure 3d shows an example of a connec-
ter. The five dots mean that this connecter connects five floors. 

3.2 Path Segments 

A route is a concatenation of path segments from a start location to a target 
location. In indoor space, there are no explicit path segments. However, 
there are implicit path segments that people often take. For example, 
people like to go straight to a destination in case they can reach it directly. 
In the following, we will explore the shortest paths between any pair of 
access points in different cells. 

A simple cell has only one access point; thus, it cannot be used as a pas-
sage. We only need to consider the possible path segments in complex 
cells, open cells and connecters.  

 
 

 
Fig. 4. Path segment in a cell with two access points(a), path segments in a cell 
with multiple access points(b), and path segments in a connecter(c) 
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Fig. 5.  Two access points in a concave region (like b and c) cannot reach each 
other on a straight path segment(a) which leads to a partitioning of straight lines to 
obtain shortest path segments between two access points(b) 

 
For a complex cell, the approach to determine implicit path segments is 

based on the shapes of cells and the locations of access points. The sim-
plest case is a cell with only two access points that can be reached through 
a straight line. Then the shortest path from one access point to the other is 
the straight line between them (see Figure 4a). If a cell has more than two 
access points, and all of them can be directly reached from each other, we 
obtain multiple implicit path segments in the cell. The shortest path seg-
ments in this cell are all straight lines connecting any two access points. 
For example, in Figure 4b, we find six implicit shortest path segments in a 
cell with four access points. 

The above two cases are under the assumption that each pair of access 
points can be reached through a straight line from each other. This assump-
tion holds if the shape of the cell is a convex region. However, in cells 
with concave shapes, two access points may not be directly reachable from 
each other. In Figure 5a, the dashed lines show some cases where a straight 
line connecting two access points is blocked by the boundary.  

 

 
Fig. 6. Examples of intersections with boundaries 
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From Computational geometry [9], we know that if the interior of a line 
connecting two boundary points of a polygon intersects the boundary, then 
this polygon must be a concave polygon. That is, there is at least one ver-
tex whose interior angle is a reflex angle (degree >180º) on one part of the 
boundary between the two access points. We call this kind of vertex con-
cave vertex and the part of the boundary that contains concave vertices 
concave boundary. For example, in Figure 6a, x is the concave vertex and 
the boundary between a and b containing x is the concave boundary. It is 
possible to have multiple concave vertices on the concave boundary. As 
shown in Figure 6b, both x and y are concave vertices. Our approach to ob-
tain the shortest path in this kind of situation is to select one of the concave 
vertices on the concave boundary as an intermediate point, and partition 
the straight line into two segments. The partitioning process continues until 
all the generated segments do not intersect the boundary. For example, in 
Figure 5a, the straight segment connecting the access points a and e en-
counters the boundary. This segment is then partitioned into segments (a, 
v15), (v15, v14) and (v14, e) by the vertices v14 and v15 between them. Ob-
viously, we can learn that a - v15 - v14 - e is the shortest path between a and 
e (shown in Figure 5b).  

An open cell is different from a complex cell in the aspect of the open 
part of the boundary. In contrast to doors, it is difficult to determine the 
access points on the open boundary. Our approach to obtain the path seg-
ments in open cells works as follows:  

Step 1: Combine all the open cells sharing open boundaries until the 
combined cell is a complex cell closed by walls.  

 
 

 

Fig. 7. The path segments in open cells 
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Step 2: Apply the same strategy of finding path segments in comple 
cells to this combined cell to obtain the path segments between 
the access points on the outer boundary.  

Step 3: For all the open boundaries, select the center position of each 
open boundary as its access point. Then construct path seg-
ments between these new access points and all other existing 
access points. 

There are two roles for a cell with multiple access points: a passage or a 
start/target object. The purpose of the combination in the first two steps is 
to construct all the shortest path segments when the cells functioned as 
passages. As shown in Figure 7a, ac is the shortest path when a user wants 
to go through these open cells. When an open cell is the target object in a 
query, the best position to lead users is the center of the open boundary. 
Thus, in Step 3, the center point of each open boundary is selected as an 
access point. As an example in Figure 7b, d and e are two access points of 
the region A and B respectively. When a user standing in the bottom of the 
combined cell wants to go to region B, the best way for her is the segment 
be.  

There are only two directions in a connecter: up and down. Once a user 
knows the number of his current floor and the destination floor, he imme-
diately knows the direction to the destination floor. Thus, we ignore the 
shape of connecters and assume that every two floors are straightly reach-
able. Then, path segments in a connecter are segments connecting each 
pair of access points (see Figure 4c). 

3.3 Accessibility 

An important issue of the way finding process is the aspect of accessibility 
of architectural cells in the indoor space. For example, while an employee 
in a building may have access to certain office rooms, these rooms are 
probably inaccessible for a customer. Another example is a construction 
site that prevents people from walking through a corridor and forces them 
to bypass it. In our model we control the accessibility of cells by assigning 
accessibility attributes to both access points and path segments. 

The accessibility in an access point is controlled by a time stamp indi-
cating when this access point is accessible. Taking an example from Figure 
8a, assume the accessibility of the door “D3” is “8:00-17:00”. Then only 
during this period of time, users can enter room103 or use the path (d3, d4). 
The reason why we also assign accessibility to each path segment is that 
the accessibility of the interior of a path segment may not be controlled by 
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its two end points. For example, a path segment may not be accessible be-
cause of the construction site while its two end points are accessible. This 
means that an accessibility attribute only for access points or only for path 
segments would be insufficient. The relationship between the accessibility 
of access points and the accessibility of path segments is stated in the fol-
lowing observations. 

Observation 1: If an access point is inaccessible, all its emanating path 
segments are inaccessible, and vice versa. 

Observation 2: If an access point is accessible, there is at least one ema-
nating path segment that is accessible, and vice versa. 

Observation 3: If two end points of a path segment are accessible, the 
path segment can be inaccessible. 

Observation 1 and Observation 2 are obvious. If an access point is inac-
cessible, then it does not make sense that any of its incident path segments 
is accessible since the access point can never be reached. An accessible 
access point must have at least one path segment that leads to it. Observa-
tion 3 indicates that a path segment can be blocked although its two end 
points are accessible due to other paths traversing them. 

4 Constructing and Navigating the Direct Path Graph 

Navigation is a process that successfully leads users from a source to a 
destination where they want to go. Usually, it should be able to find the 
optimal paths to destinations, which could be the shortest paths with re-
spect to time, the shortest path with respect to distance, the path without 
paying fees, or any other paths according to users' requirements. The op-
timal route with respect to distance can be obtained by applying the short-
est path algorithm on a path network that reflects the global path informa-
tion of the entire indoor space. In this section, we will discuss how to build 
the path network according to the set of path segments we selected from 
each cell, and how to obtain the shortest routes from the path network. 

4.1 Constructing the Direct Path Graph 

The most efficient method to calculate paths is applying the shortest path 
algorithm to graphs. Therefore, we design a graph, named direct path 
graph (DPG), to support the shortest path algorithm. 
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Fig.8. An example of navigation. Architectural map and the availabilities of 
doors(a) and its corresponding DPG(b) 

Definition 1: A direct path graph G := (V, E) is a graph which reflects 
all possible path constructions in a given indoor space scenario. V is a set 
of access points and intermediate points, and E is a set of path segments 
stored in the representations of the different cells in the indoor space. 

In Section 3, we discussed how to determine the shortest path segments 
in different cells for routing. Obviously, the combination of these path 
segments from all cells constructs a path network which can support the 
shortest path search. A DPG is such a path network that is composed of 
access points, intermediate points, and path segments from different cells 
in this space. The reason why we call it direct path graph is because every 
edge in the graph represents a straight passage that is fully inside its cor-
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responding cell. Figure 8b shows the corresponding DPG for the indoor 
space in Figure 8a. 

There are several nice properties inherited from the path segments. First, 
a DPG represents the whole structure of path segments for the indoor 
space scenario. Therefore, a path from the current location to a target loca-
tion can be obtained by applying the shortest path algorithm to a DPG. 
Second, edges in a DPG represent path segments in the indoor space, 
which are straight lines between access points. Therefore, every edge 
represents the shortest path between any two connected nodes. Third, any 
two locations between two connected nodes in the graph are visible from 
each other in the indoor space and can reach each other without encounter-
ing an obstacle like a wall. Fourth, the length of each edge in a DPG is the 
value of the attribute length stored with each path segment. It is calculated 
by using the Euclidean distance 2 2

1 2 1 2( ) ( )x x y y− + −  where 1 1( , )x y
and 2 2( , )x y  are the coordinates of the two access, or intermediate points. 

4.2 Navigating the Direct Path Graph 

Usually, users are interested in finding a path to a certain cell, such as to a 
store in a mall. For example, in Figure 8, they might ask “How can I get to 
room103?”, where room103 is a cell. However, in a DPG, the nodes are 
the access points and intermediate points in the indoor space. There is no 
explicit cell information represented in this graph. Thus, a DPG cannot be 
directly used for answering navigation queries. In this subsection, we will 
show how we can nevertheless leverage a DPG to find the desired paths. 

Originally, a DPG contains all access points and path segments for a 
certain indoor space. Since the current location and the target cell for a us-
er might not be identical to any of the nodes in the DPG, our first step is to 
determine the starting node and the target node in a DPG. In Section 3, we 
have mentioned that the entire indoor space is composed of several non-
overlapping cells, each of which contains its access points, intermediate 
points as well as path segments. Thus, from the current cell where the user 
is, we can determine all access points and intermediate points involved in 
this cell. In our model we choose the nearest access point or intermediate 
point to represent the user's current location and set it as the starting node 
for the shortest path algorithm. For example, Figure 8a is a typical indoor 
architectural map with the accessibility time for all doors. Its correspond-
ing DPG is shown in Figure 8b, and the nodes and edges inside each 
dashed line cycle belong to one cell in the indoor space. Assuming your 
current location is the place marked by a triangle in Figure 8a, d9 will be 
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the starting point since you are in room106 and d9 is your nearest access 
point in room106. The starting nodes are not necessarily the access points 
on the boundary of the source cell. They can also be intermediate points in 
the source cell. As shown in Figure 9, the intermediate points in this cell 
are v3, v6, v9, v14, and v15. If your current location is the place marked by the 
triangle, then the starting point chosen will be v6. 

Choosing the starting node does not mean that users need to go to this 
starting node at the beginning. It is only used to represent the user's current 
location and determine the first access point that users need to go to. If the 
first path segment obtained from the shortest path algorithm is inside the 
cell where the user is, then users can directly go to the second point other 
than the starting point. For our example in Figure 8a, assuming that a user 
wants to go to room105 from his current location marked by the triangle in 
room106, and we learn that the shortest path from d9 to room105 is “d9 - d8 
- d6”. Then the start node is d9, and the first access point the user need to 
take is d8, since the path segment (d9, d8) is inside room106. If the user 
want to go to room101, and we learn that the shortest path to room101 is 
“d9 – d7 – d2”, then the first access point the user needs to take is d9 because 
the first path segment (d9, d7) is not inside room106. 

The way we determine the target node is different from the decision of 
the start node. Usually, if we want to know the way to a target place, we 
just need to find the way to any of its access points (e.g., doors and some 
openings) on its boundary. Thus, all the access points on the boundary of 
the target cell are our potential target nodes. For example, in Figure 8b, if 
our target cell is room103, then d3, d4 and d5 are the potential target nodes. 
Because the shortest path algorithm will return the shortest paths from the 
starting node to any other node in a graph, we run this algorithm for all po-
tential target nodes and determine that node (access point) as target node 
with the shortest distance from the source node. 
 

 
Fig. 9. An example that the starting node is an intermediate point 
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During the shortest path algorithm, we need to check the accessibility of 
path segments because some of the edges might not be accessible. For ex-
ample, in Figure 8, assume the accessibility of all path segments is con-
trolled by its two end points, and the current time is 15:00. Then the seg-
ment (d7, d9) will not be taken into account now since the value of 
accessibility of d7 is 8:00-13:00. 

In some models, each cell is represented by one node only, as shown in 
Figure 2a. This prevents them from providing shortest paths. As said be-
fore, in Figure 2a, the path from door2 to room106 these models will pro-
vide is shown by the solid line. This is a circuitous path, and the problem is 
serious when room105 is very large. Our model overcomes this problem 
by viewing each cell in general and by recording all possible path seg-
ments in it. Thus, our model can provide a more proper path from door2 to 
room106, as shown by the dashed line in Figure 2a. 

5 Conclusions and Future Work 

In this paper, we have proposed a model which supports length-dependent 
optimal routing for indoor navigation systems. We have explored how to 
select implicit path segments in cells with different shapes and access 
points. Then based on these path segments, a direct path graph is built to 
reflect the path network in indoor space. By using this graph, our model is 
able to provide the shortest path from the current location to the target lo-
cation. 

In the future, we plan to explore the hierarchical structure in the direct 
path graph. By considering hierarchical structures of indoor space, we can 
group some nodes and edges according to their relations with other nodes. 
Therefore the total nodes and edges can be reduced, and the efficiency of 
the path calculation can be improved. In addition, we will study how to 
generate nice descriptions for different routes, which should be clear and 
easy to follow. 
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Abstract. Georeferenced information is becoming more important in to-
day’s society leading to different techniques for georeferencing resources. 
Most of these techniques present some problems by the internal modifica-
tion of the file and/or because of these are designed for very specific use 
cases, so supported formats are very limited. However, in this paper we 
present a new approach for a global solution to georeference and share any 
kind of Multipurpose Internet Mail Extensions (MIME) type resources. 
The proposed solution is based on the use of the Keyhole Markup Lan-
guage (KML) and a new extension called MIMEXT for the annotation and 
georeference of these MIME type resources. The KML file containing the 
description for the resource and its geolocation is encapsulated within a 
KMZ file with the own resource and any other related resources such as li-
censes or thumbnails. This technique could facilitate to distribute, visualize 
and georeference a wide range of resource types not conveniently ex-
ploited yet in the GIS context. 

1 Introduction 

The geolocation of any kind of resource is acquiring a fundamental role in 
a wide range of applications. Examples of this trend are geotagged pic-
tures: users are increasingly georeferencing their photos to position them 
geographically in virtual globes or map visualization services. One of the 
best-known examples in this context is the tandem formed by the virtual 
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globe Google Earth1 and the mapping service Google Maps2 with the pub-
lishing and sharing pictures community Panoramio3. For instance, this en-
ables sharing and searching of georeferenced images among users. 

However geotagged images represent only one type of resources avail-
able in the collaborative environment empowered by social networks and 
Web 2.0 services. Essentially, users are demanding the possibility of geo-
referencing and sharing other types of resources, such as text files, videos, 
web pages or blog entries, through collaborative geospatial applications 
like virtual globes.  

Given this context, the aims of this paper are two-fold. First we propose 
a solution to allow us to position geographically any kind of resource 
whatever its nature. This would break the trend of current tools that offer 
specific solutions addressed to the use case that are trying to tackle. Sec-
ond, we provide a general way to easy share in one single file the data, its 
metadata and other related resources. For instance, this approach would 
enrich traditional data found in the Spatial Data Infrastructure (SDI) nodes 
(Nebert 2004) by incorporating new types of data from other domains not 
previously considered (i.e. spreadsheet documents, video or 3D models), 
however it can be applied in a wide range of scenarios.  

The rest of this paper is structured as follows. In the following section 
we will see what options we currently have to incorporate metadata to re-
sources. In section 3 the Keyhole Markup Language (KML) is presented as 
a basic element in our solution. Section 4 describes MIMEXT, the KML 
extension developed for annotating and georeferencing MIME type re-
sources and in section 5 we mention how we achieve the encapsulation ca-
pability for exchanging georeferenced resources. Section 6 shows a proof-
of-concept tool. Finally, conclusions and future work come in section 7. 

2 Overview on Georeferencing Techniques 

Georeferencing multimedia resources can be accomplished through the use 
of formats that natively support location information, such as JPEG2000 
(Taubman and Marcellin 2002) (Schelkens et al. 2009) image format or 
MPEG4 video format family. However, most applications cannot rely on 
the use of these formats, so they treat and store separately the resource 
they work with and its corresponding metadata or location information or 
                                                      

1 http://earth.google.com/ 
2 http://maps.google.com/ 
3 http://www.panoramio.com/ 
4 http://www.mpeg.org/ 
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simply they do not consider this valuable information. The main reason for 
this behaviour is that, currently, many of the most used formats are long-
standing and cannot include any georeferencing information, since they 
were not designed with this need in mind. Given the large amount of data 
already existent in these formats and their extensive use, we cannot ignore 
them in our solution. 

On this basis, we will consider two families of solutions. On the one 
hand, the internal modification of the resource oriented solutions aimed to 
add the necessary information inside the own resource. On the other hand, 
the solutions aimed to encapsulate both the resource and its metadata as a 
unit, either at physical or logical level. In this section we will show some 
examples of both kinds of solutions and analyze their advantages and dis-
advantages. 

2.1 Techniques for internal annotation 

The internal modification of a file for adding metadata and georeferencing 
information is an extremely format-dependent approach. Basically, most of 
these approaches are based on the addition of certain metadata in some 
header fields. These fields inside file headers are usually considered as un-
used allowing other information to be placed there. 

Adobe XMP (Extensible Metadata Platform) (Adobe 2007) is a label-
ling technique to incorporate metadata into the resource itself in terms of 
new labels attached as header fields. One limitation is that it can only be 
applied to certain formats (TIFF5, JPEG6, PNG7, GIF8 and PDF9) so it does 
not meet the needs of users who require other formats (i.e. audio or video). 
Furthermore, the added annotations are placed in different parts of the file 
depending on the target format, either including new labels or reusing ex-
isting ones designed for other purposes. This lack of consistency after-
wards hampers the processing of metadata information in an automatic 
way. Although this technique does not damage the file in principle (Adobe 
2007), we consider that modified (annotated) resources can become un-
suitable for some applications. 

A similar approach is the use of International Press Telecommunications 
Council (IPTC) (Löffler et al. 2007) tags. This format allows the insertion 
of metadata in some file types adding specific tags to the header of the file. 
                                                      

5 http://partners.adobe.com/public/developer/tiff/index.html 
6 http://www.jpeg.org/ 
7 http://www.libpng.org/pub/png/ 
8 http://www.w3.org/Graphics/GIF/spec-gif89a.txt 
9 http://www.adobe.com/devnet/pdf/pdf_reference.html 
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The IPTC tags method represents an old meta-information format that is 
slowly being passed out in favour of XMP. An effort to collaborate be-
tween both produced the “IPTC Core Schema for XMP” allowing the 
merge of both approaches to embed metadata. 

EXIF10 (Exchangeable Image File Format) (JEITA 2002) is another in-
teresting solution based on internal annotations that aims at incorporating 
labels in image files, especially those using JPEG compression. Again, the 
problem lies in the limited number of formats supported and the possible 
damage caused to the file. 

2.2 Techniques for external annotation 

Most techniques for external annotation are based on georeferencing re-
sources from external files. Examples are SMIL11 (Synchronized Multime-
dia Integration Language) (Bulterman and Rutledge 2008), and the genera-
tion of “.world” files12 that accompany the corresponding resource. With 
this kind of techniques, the resource remains intact, but loses the notion of 
unity that integrates data and metadata, making it hard to manage and 
share. 

New formats are emerging to solve these problems. They encapsulate 
some of the external files with metadata, the data and other resources into 
one single file. This is the case of MEF format (Metadata Exchange For-
mat) (Nottingham and Sayre 2008) or KMZ13, a format broadly used in 
geobrowsers and web mapping services that we will explain in more detail 
later. 

MEF was specifically created for the data and metadata exchange 
among different platforms and especially between GeoNetwork14 nodes. 
MEF is focused on facilitating tasks such as the storage, transference and 
migration of spatial data, metadata, thumbnails, basic privileges and other 
related information. Its internal structure is composed of a metadata.xml 
file containing the metadata of the resources and an info.xml file with a 
specific format for GeoNetwork that gives extra information about re-
sources and their metadata. They also contain the public and private fold-
ers to store resources depending on the privilege access intended for their 
content. The MEF files allow the transportation of files with geospatial in-
formation such as shapefiles (ESRI, 1998) or maps, encapsulated in one 
                                                      

10 http://www.exif.org/ 
11 http://www.w3.org/TR/REC-smil/ 
12 http://en.wikipedia.org/wiki/World_file 
13 http://code.google.com/intl/en/apis/kml/documentation/kmlreference.html 
14 http://geonetwork-opensource.org 
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single file along with their own metadata. This encapsulated-oriented ap-
proach facilitates the exchange, distribution and reuse of resources. 

Otherwise, the Web 2.0 promoted solutions oriented to georeference 
some resources via web. This is the case of some popular social networks 
like Panoramio or Flickr15 used to share and possibly georeference pictures 
or Wikiloc16 used with GPS tracks. These mashups usually store user’s re-
sources and annotate their geolocation inside their databases. The metadata 
included by this kind of solutions is very limited and furthermore they are 
oriented to their specific use case and format, so they are not applicable as 
a general solution. 

2.3 Discussion 

Table 1 compares the two georeferencing strategies described in this sec-
tion: techniques for internal annotation and techniques for external annota-
tion or encapsulation. 

Table 1. Comparison of georeferencing strategies 

 Internal Modification Tech-
niques 

Encapsulation Techniques 

Advantages Total integration of data and 
metadata in one single file 

Integrates data, metadata and 
other resources into one unit.  
Metadata of unlimited size.  
Valid for any format.  
Original files remain intact.  
Compression capability. 

Disadvantages Can damage the file.  
Limited number of supported 
formats.  
Amount of information that 
we can add is limited.  
You cannot add other re-
sources. 
Some formats are “closed”. 

Need to be expanded (divide and 
extract the different components). 
Metadata is not embedded in the 
resource itself. 

 
As shown in the summary table, the main advantage of the solutions 

aimed at internal modification of the resource is the total integration of 
data and metadata in the same file. Thus, it greatly facilitates the transport, 
management and dissemination of the dataset along with its metadata. 

                                                      
15 http://www.flickr.com 
16 http://www.wikiloc.com 
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However, this family of techniques has several drawbacks, arising mostly 
from the manipulation of the original format to add more information. The 
most obvious disadvantage is that the manipulation of the original may 
break them becoming unusable to other applications. In addition, we have 
to bear in mind that this family of techniques incorporates additional meta-
data in different places depending on the original format of the file, being 
really low the number of formats that support this kind of techniques. Fur-
thermore, the amount of information we can add is limited in size because, 
in most cases, the information is incorporated into segments or labels with 
a bounded capacity. A notable drawback is the inability to add other re-
sources such as licenses or thumbnails. Another disadvantage of internal 
change is that we depend on if the format is known and open to change, 
and if there are available drivers that provide us the read/write ability to 
change the metadata. In short, it does not exist the same freedom of ma-
nipulation for all formats. 

The encapsulation-oriented techniques allow the integration of data and 
its metadata in one unit and, moreover, include other related resources 
without any limitation. Another advantage of this kind of techniques is that 
there are no restrictions concerning the size of the metadata or data; we can 
even make use of compression techniques. Encapsulation-oriented tech-
niques are valid for any current and upcoming format furthermore do not 
alter the original files avoiding its associated kind of errors and problems. 
The main drawback of this family of techniques is that the resources are 
not directly available. It is required a pre-process to expand and extract the 
resources to operate with the files. Moreover, the data and metadata, yet 
encapsulated within a file are separated, making harder their management 
and synchronization. 

In our opinion the use of one single unit to store data and metadata 
could facilitate their transportation and exchange. Furthermore, a generic 
solution is desirable to incorporate metadata information of current re-
sources and be also flexible enough to accommodate new data formats.  In 
the following sections we will explain in detail our approach based on the 
encapsulation-oriented solution using and extending the KML language. 

3 Keyhole Markup Language  

In this section, we describe briefly the relevant aspects of the KML lan-
guage (OGC 2008), in which our solution relies on. Following we also 
analyze different ways for including metadata in KML to demonstrate that 
it is a suitable format for containing metadata descriptions. 
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3.1 Keyhole Markup Language for resources annotation 

Virtual globes or geobrowsers are gaining momentum as platform for geo-
spatial data visualization by professional and occasional users (Yamagishi 
et al. in press). In fact these specialized browsers force improvements in 
various aspects such as the 3D visualization or the approach of the geospa-
tial world to the non-specialized public showing that the Geoweb (Scharl 
2007) is becoming a reality. Most of them support KML, de-facto XML-
based language for representing geographic information.  

Recently adopted as OGC standard, KML has been broadly used to en-
code resources publicly available on the Web. Probably its popularity 
stems from its simplicity, inherent visualization and annotation capabilities 
(Wood et al. 2007), and the support offered by the most used geospatial 
tools and services (i.e. web mapping services, geotagging services).  

KML can succeed as solution for georeferencing resources adding their 
metadata annotation and visualization details. Moreover this format can be 
processed by a large number of applications supporting it. However there 
exist other aspects to be considered that comprises conceptual and techni-
cal problems. Although KML offers a quite rich set of visualization op-
tions either in 2D and 3D environments, it seems important to consider the 
visualization of those kinds of resources not yet considered by the stan-
dard. KML offers a set of primitive geometries such as Point, Polygon or 
even COLLADA17 models directly inherited from the OGC GML standard 
(OGC 2007). Beside these primitives it is possible to add different re-
sources embedded in HTML code within the element Description. This is 
the case of images or Adobe Flash18 video, usually georeferenced using a 
Placemark element with a simple geometry like Point. This geometry 
makes sense in most of the cases but others could be more suitable for 
concrete scenes (i.e. audio track describing a route represented by a lineal 
geometry, a polygon representing a terrain parcel with an associated PDF 
document with cadastral information, etc.). Unfortunately KML does not 
offer solutions for referencing resources of different types to those that can 
be embedded within the Description element. 

3.2 Including Metadata in KML 

In order to integrate new kinds of resources in SDI nodes using our pro-
posed solution it is necessary to incorporate metadata inside the file de-

                                                      
17 http://collada.org 
18 http://www.adobe.com/devnet/swf 
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scribing the resources, in our case a KML file. To do so we propose two 
approximations using different KML elements. The first approach makes 
use of the KML standard element ExtendedData to include metadata in 
XML format. The second brings some concepts and techniques used in the 
Semantic Web (Berners-Lee et al. 2001) to embed metadata into the KML 
Description element. 

3.2.1 The ExtendedData element for metadata containment 

The ExtendedData KML element allows the insertion of XML content 
within a KML file. There exist three different methods to do so varying in 
the KML elements used within the ExtendedData element.  

The first one consists on adding pairs of type name/value to any element 
derived from the KML element Feature. This method does not require the 
definition of any schema or data type. Derived Feature elements are for in-
stance Placemark, NetworkLink or Folder.  

The second method allows the definition of an arbitrary XML schema 
inside the KML code. This definition or pseudo-schema must be composed 
of simple elements without any type of nesting. Again any element derived 
from the Feature element can benefit of this method.  

The last one allows the user to add metadata using a valid schema exter-
nally defined and referenced or imported using its URL. After referencing 
a given schema and assigning an arbitrary namespace to it, all the elements 
defined on it can be used inside a KML file. This last method offers a long 
list of advantages including the reuse of already existing schemas. These 
schemas can be as much complex as required including also the use of 
nested elements and complex types. One useful application of this method 
is the metadata addition to features in KML importing already existing and 
broadly used schemas such as ISO19115 (ISO 2003).  

3.2.2 The Description element for Semantic annotation 

The purpose of the Description element is to add some textual description 
to any of the elements derived from the element Feature within a KML 
file. This element commonly contains the information in plain text without 
any given structure however KML also allows the insertion of XHTML 
code via CDATA tags.  

The use of XHTML offers several possibilities concerning the addition 
of metadata mostly based on the inclusion of microformats (Suda, 2006) 
and RDFa19. Both have the goal of encoding semantic information into 

                                                      
19 http://www.w3.org/TR/xhtml-rdfa-primer/ 
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XHTML documents so that the same content can be processed by humans 
and automatic agents. Microformats exploit specific XHTML attributes to 
put in place metadata to indicate the meaning of data. Currently it is possi-
ble to find a variety of defined structures for representing events, social re-
lationships, or addresses and locations among others. On the other hand, 
RDFa format assigns XHTML elements (i.e. div, p or span) with RDF 
classes using the meta and link elements to express structured metadata 
within XHTML pages. Then it is possible the creation of RDF classes in-
stances inside XHTML.  

Embedding the metadata inside the Description element within a KML 
file presents several advantages. First the metadata would present not just a 
structured format facilitating its automatic processing but also a human 
readable format thanks to the use of XHTML. Another asset is that the 
content present in the Description element in KML files is specially used 
for content indexing by some search engines such as Google. This means 
that the content is analyzed when performing searches on some of the 
mapping services offered by these search engines. Unfortunately the 
search engines do not yet recognize the structure given by the use of RDFa 
or microformats in KML as it starts to happen in HTML.  

3.3 Missing functionality in KML 

KML offers a suitable format for annotation and visualization of informa-
tion with geographic component. Some methods to add metadata have 
been presented as well demonstrating that this format could be success-
fully used inside an SDI.  

Despite all these advantages, KML still miss some important aspects for 
its use as format to georeference resources. Probably the most important is 
the lack of methods to annotate or refer to these resources. Currently it is 
just possible to use some resources embedded inside the Description ele-
ment for a given Feature. However the type and use of these resources is 
usually limited to elements such as videos or photos. Furthermore this 
method of embedding the resource inside KML elements that are not 
originally designed for such a task is clearly not the best solution.  

To go through these and other types of limitations the KML standard de-
fines a set of rules to extend the language adding more functionality. In 
section 4 we explain how, following these rules, we have created a new 
KML extension by which references to any type of MIME type resource 
can be performed. This extension allows georeferencing any type of re-
source using KML.  
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4 The MIMEXT KML extension 

We are trying to georeference a wide range of kinds of resources that can-
not be effectively annotated within a KML file for their processing. A 
similar situation took place with the HTML and the web browsers. In that 
case it was required to install different plug-ins or applications to visualize 
some media types directly in the web browser.  

All this complications in HTML try to be avoided with the release of the 
HTML 5 specification20 that includes new tags (video, audio, canvas, etc.). 
These new tags simplify the content creator’s task shifting most of the 
work to web browsers since they should be able to reproduce the content 
according to these tags. Maybe it is too early to obtain measures about the 
success in the use of these tags however it is true that this approach intends 
to facilitate, among other things, the content creation in the web.  

Considering the similarities between the Web and the Geoweb and be-
tween HTML and KML as their de-facto languages, a similar approach 
could extend KML to facilitate the integration of new kinds of resources as 
it already happened with the HTML in the last years.  

4.1 Extending the KML standard 

KML functionality can be increased by the use of extensions, adding new 
elements to those defined by the OGC standard. In our case, extending 
KML would allow its use for georeferencing and representing resources of 
any MIME type (Borenstein and Freed 1993) (Freed and Borenstein 
1996a) (Freed and Borenstein 1996b) on those applications capable of 
handling such a format and the following proposed extension.  

The standard OGC KML schema proposes several mechanisms to ex-
tend or restrict the format for specific purposes in what is known as Appli-
cation Profiles. All these profiles must follow a list of requisites, which 
make reference to the use of appropriate namespaces, the correctness of 
the new schema and the reuse of the existing KML schema. Other re-
quirements deal with dependencies related with the inheritance and exten-
sion of new or already existing elements.  

Basically KML presents two methods for its extension: extension by in-
heritance and extension by composition. The former defines a method for 
adding new schemas derived by core abstract base types. The latter method 
is based on the substitution of already existing elements and presents two 
options based on simple and complex elements.  

                                                      
20 http://www.w3.org/TR/html5 



 A KML Extension for Georeferencing and Easy Share MIME Resources      325 

As we proposed in section 3.1 the georeferenced resources should be 
able to become associated to any geometrical element that can be repre-
sented in KML. Following this premise, a hypothetical language extension 
could effectively associate these geometries with resources of MIME types 
that are not currently supported by the KML standard. All these geometry 
features derive from the KML element Geometry. As a first approach, our 
solution consists of associating any resource with any Geometry derived 
element. 

Besides the reference to the resource content, the proposed extension 
could also offer information about its file type. This information could be-
come useful, not just for the end user but also for applications capable of 
offering a direct visualization of these resources. This visualization could 
be performed over a virtual globe or opening the resource with the corre-
sponding application associated to the file type or extension in a similar 
way as it is done in most of the current operating systems. This resource 
type description should follow a specification or standard such as the one 
used to define the MIME types. An extensive list of MIME types is de-
fined, each one specifying their file type, subtype and extension. This has 
been taken as base for our approach in order to give information about the 
resource in a way as standardized as possible. 

4.2 MIMEXT structure 

Taking into account the above requirements a first version of a model ex-
tending the KML specification to annotate MIME type resources in virtual 
globes has been developed. We name this new extension as MIMEXT 
whose purpose is the annotation in KML of all those resources with a reg-
istered MIME type. It will allow the georeferencing of the resource, the 
addition of metadata and at the same time its representation and use when-
ever KML and this new extension are recognized. 

Figure 1 shows all the elements used to build up this new extension, 
their type and the hierarchy of elements. Three new simple types have 
been created: MimeTypeEnumType, MimeSubTypeEnumType and Mime-
FileExtensionEnumType. These new element types serve to specify the 
MIME type, subtype and file extension for each resource defining string 
enumerations with the corresponding values for each category. Mi-
meTypeEnumType contains a collection of 7 elements with the values ap-
plication, audio, image, message, text, video and x-world. MimeSub-
TypeEnumType contains a list with more than a hundred elements with the 
subtypes defined for each one of the MimeTypeEnumType categories. 
Some values found in this enumeration are pdf, msword, x-latex or mpeg. 
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Finally the MimeFileExtensionEnumType lists all the file extensions corre-
sponding to the previously defined MIME types and subtypes. 

 

 
Fig. 1. MIMEXT extension structure 

MIME simple types are used to define the simple elements MimeType, 
MimeSubType and MimeFileExtension that will hold the information about 
the type, subtype and file extension for a given resource using the corre-
sponding value. These three simple elements are used to define the com-
plex type MimeInfoType that serves for grouping, as a sequence of the 
above simple types, all the information concerning the resource. This 
complex type serves to define the complex element MimeInfo that at the 
same time is used to define the complex type ResourceType. This complex 
type defines the basic element for the extension, the complex element Re-
source. 
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others defined in the complex type ResourceType compose the Resource 
element: 

 
• AbstractGeometryGroup: The use of this abstract element allows the as-

sociation between elements, in our case the element Resource, and any 
of the geometry types defined in KML (Point, LineString, LinearRing, 
Polygon, Multigeometry or Model). Besides georeferencing a resource 
by its coordinates as a point, complex geometries could add additional 
geometric information associated with it (i.e. land extension referenced 
in a PDF document and represented by a Polygon, a race’s length which 
video is georeferenced by using a linear geometry) 

• Link: This KML element permits specify the location and some handling 
information for a given resource. The location of the resource is usually 
given by its Unified Resource Location (URL)21. Parameters of Link are 
usually used when loading content such as the output of a Web Mapping 
Service (WMS) (OGC 2006) request, specifying different parameters 
such as the refreshment period. Although the Link element allows the 
referencing of both remote and local resources, the latter are the ones 
considered in our approach. The benefits of the MIMEXT extension 
could be easily appreciated where both the resource and its georefer-
enced information coexist together.  

• MimeInfo: It facilitates the type description of the resource by the use of 
information about its MIME type, subtype and also the extension of the 
file representing it. This information intends to be processed and used 
by applications such as virtual globes to visualize or work conveniently 
with the resources.  

 
To clarify the structure of our extension Figure 3 shows the necessary 

code for annotating and georeferencing a simple image. 
At this point we have proposed solutions to incorporate georeferencing 

information and other metadata into resources. However a solution for in-
tegrating both the resource and its associated information is still missing. 
In the following we describe how to encapsulate MIMEXT files. 

 

                                                      
21 http://www.w3.org/Addressing/URL/url-spec.txt 
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Fig. 3. MIMEXT extension example 

5 KMZ Encapsulation 

One of the requirements of our approach has been the encapsulation of the 
resource, its metadata including georeferencing information and other re-
lated resources. The use of KML facilitates this task introducing the use of 
KMZ files. Basically a KMZ is a compressed (zipped) file containing a 
KML file and a folder with resources referenced in this KML. These re-
sources use to be graphics such as icons, images or photos.  

Thanks to its simple structure most of the applications that work with 
KML also work with KMZ making of this a perfect solution for transport-
ing and sharing geographic information. In this sense KMZ represents a 
simple but powerful solution for the encapsulation into one single file of 
any type of resource along with its geospatial location and other descrip-
tive information expressed in KML as shown in Figure 4. This approach 
offers the same benefits listed for KML plus a simple way of combining 
both the resource and its associated information. 
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7 Conclusions 

The provision of data and metadata in one single file has a number of ad-
vantages. One of these is to facilitate and to improve the management and 
sharing of resources. Current techniques aimed at internal modification of 
the resource represent many complications especially that can cause dam-
age to the file, leaving it unusable for some applications. Furthermore, the 
creation of a georeferencing model based on the metadata addition at in-
ternal level would require the individual examination of each and every 
one of the data types and formats to georeference. These techniques in-
volve a considerable workload that does not guarantee the development of 
an effective model for both existing and future formats. However, this is 
not the case with techniques aimed at encapsulate the original file with 
their metadata and related resources into a new file. This allows to geo-
reference any resource since this method is independent of format avoiding 
at the same time possible damage to the file. 

The solution proposed in this paper presents a method for georeferenc-
ing any kind of MIME type file, integrating in one single file the data, 
metadata and any other related resources. This implies that future applica-
tions can use at their discretion the geospatial metadata of the resource or 
simply the resource itself without its metadata. 

The KML extension MIMEXT represents a valid extension of the OGC 
standard KML version 2.2 and a first step towards integrating data types 
and resources that are not totally exploited in GIS environments. This ex-
tension creates a new element that allows easily annotating information 
about any MIME type resource, including its associated geometry, meta-
data and geolocation. Thus MIMEXT can be still used in those areas where 
the KML format is used. In addition, we exploit the use of KMZ files to 
encapsulate as a unit geographical information in KML format together 
with the resources that they reference.  

In order to experience and to observe more clearly the benefits of this 
approach, as shown in Section 6, we developed a simple application. It is a 
virtual globe application capable to interpret the KML format and the 
MIMEXT extension and operate on any kind of resources. 

Our future plans include the extension of the application to support 
more types of resources, in order to validate its benefits. If accomplished, 
the next step would be to promote its use for georeferencing and share 
MIME type resources. 
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1 Introduction 

The general situation on geospatial information is one of fragmented data 
sets and sources, gaps in availability, lack of harmonization between data 
sets at different geographical scales and duplication of information collec-
tion (Masser 2005; Vandenbroucke et al. 2007). The Infrastructure for 
Spatial Information in Europe (INSPIRE) is established as a means for ad-
dressing these issues in respect to environmental data within the European 
Union (INSPIRE 2004). Existing spatial data infrastructures (Nebert 2004) 
should support INSPIRE by following its recommendations to share geo-
spatial data between various users. To achieve, national data models (also 
called schemas) have to be mapped to INSPIRE Data Specifications 
(INSPIRE 2009) and data sets have to be translated accordingly. Support-
ing tools are topic to current practices (Curtis and Müller 2006; SafeSoft-
ware 2008; Madsen 2009) and research (Donaubauer et al. 2006; Lehto 
2007; Beckman et al. 2009).  

Management of mapping rules and execution of these rules has been 
identified as central requirements for data translation (Schade 2009). Our 
research concentrates on these two critical issues. We aim at an extensible 
framework for managing rules, as well as an extensible and loosely cou-
pled translation execution service. We propose a framework running on the 
level of download services and consider two possible implementations. 
While INSPIRE motivates our work and serves multiple use cases, detailed 
elaborations on INSPIRE-required types of translation operators are out of 
scope. We also do not address elaborated translation tests, as for example 
presented in (Östman et al. 2009). 

In the next section we present required background. The third section 
deals with the rule language and component design followed by two alter-
nate options for implementing translation with web service technology 
(fourth section). The fifth section describes the implementation of the 
component architecture. The final section includes the summary and an 
outline for future work. For illustrations, we use data models for transport 
networks. We focus on road networks and particularly on forest roads. We 
work on the German NavLog data model (NavLog 2005) and its mapping 
to INSPIRE road networks (INSPIRE 2009b). 

2 Background and Preparatory Work 

Data translation requires the definition of mapping rules of source data 
model(s) to a desired target schema and execution of these rules on source 
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data set(s). Input data may have to be collected from heterogeneous 
sources. In this section, we introduce a running example, give a brief in-
troduction to the general topic of (geospatial) data translation, and define 
the relation to INSPIRE. We also visit existing solution for data transla-
tion, and analyze their capabilities. 

2.1  Schema Mapping Example 

We selected NavLog (NavLog 2005), a data model from the forestry do-
main, as relatively small test case. NavLog was developed as an operator 
model for the capturing, maintaining, and distributing of forest road data in 
Germany. It consists of two layers; one contains lines of forest road net-
work, the other points of other road features such as bridges and curves. 
Within this example we focus on linear data. As the NavLog data model is 
initially specified in German language, we provide English translations of 
required attribute definitions below (Figure 1). 

 

 
Fig. 1. Description of NavLog line attributes 

INSPIRE in aims at using maintained local data sets for serving geospa-
tial data with European coverage (EC 2007). In the medium term INSPIRE 
targets data provision for 34 different themes, ranging from address data 
through transport networks to species distribution (INSPIRE 2004). The 
themes are separated into three annexes, where currently only the themes 
of annex one have been fully specified. All INSPIRE Data Specifications 
for the first annex make use of the Geography Markup Language (GML) 
in its current version, 3.2.1 (OGC 2007). The third version of data specifi-

NavLog Attribute Description
GEOMETRY Center line of the road.
NAME Name of the road.
LANEWIDTH Restricted width of the roadway in meters

(physical road width on the ground for trucks to pass).
CLEARWIDTH width restricted by a 

clearance gauge in meters (visible width for driving).
CLEARHEIGHT height restricted by a 

clearance gauge in meters (visible height for driving).
WAYCLASS Classification of the road according to capabilities for 

wood removal (support for trucks with or without steering 
function).

CONCR Pavement (road paved or not).
GRADIENT Maximum slope of the road in percent.
BLOCK Blockage (road blocked/closed).
COMMENT Free text message.
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cations has just been released (INSPIRE 2009b). We identified elements 
related to NavLog as parts of the INSPIRE Data Specification for Trans-
port Networks. The relevant attributes are listed in Figure 2. 

 

 
Fig. 2. Description of INSPIRE road link attributes 

Schema mapping can provide instructions on translating NavLog data 
sets according to INSPIRE Data Specifications, so that the attributes of 
Nav-Log refer to appropriate attributes of INSPIRE. Elaborated matches 
are given in form of a mapping table (Figure 3). Mappings, which require 
further elaborations, are indicated by dashed lines. 

 

 
Fig. 3. Identified schema mapping from NavLog to INSPIRE 

2.2  Translation Operators and Procedures 

The example above contains simple one-to-one mappings only. In general, 
more complex (one-to-many and many-to-many) mappings may occur. 

INSPIRE Attribute Description
centerlineGeomerty Centre line of the road.
RoadName Name of the road.
RoadWidth Road width value.
FormOfWay Classification of the road based on its physical attributes.

FunctionalRoadClass Classification of the road based on its importance to the
connectivity of the transport network.

RoadSurfaceCategory State of the surface of the road (paved or unpaved).

INSPIRE Attribute
centerlineGeomerty
RoadName
RoadWidth
FormOfWay

FunctionalRoadClass

RoadSurfaceCategory

NavLog Attribute
GEOMETRY
NAME
LANEWIDTH

CLEARWIDTH

CLEARHEIGHT

WAYCLASS

CONCR
GRADIENT
BLOCK
COMMENT
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Some data models, for instance, separate X and Y coordinates of point ge-
ometries. In the INSPIRE context, such have to be mapped to a point ge-
ometry in a two-to-one mapping. 

Additionally, translation operators may be required in order to translate 
a source data set to a desired target. For example, if the source data model 
only provides a geometry attribute, but the target requests length informa-
tion, a spatial calculation has to be applied. Categorizations of the large 
amount of translation operators have been provided previously (Lehto 
2007; Schade 2010). Most common categorizations distinguish between 
complexities. Following Schade (2010), renaming is the most simple cate-
gory while filtering, reclassification, value conversion, augmentation, 
merging/splitting, and morphing have increasing complexity. 

Once the source and target schema have been analyzed and mapping 
rules are available, source data sets have to be retrieved, the rules have to 
be executed on them, and the newly created data set has to be delivered. 
Many conceptual approaches have been proposed. Especially, one has 
been defined on high-level (Lehto and Sarjakoski 2004). The authors sug-
gest a five-level view, separating the provision of source data, data integra-
tion capabilities, processing, portal functionality, and the application layer. 

2.3  Translation as an INSPIRE Service 

A Draft Implementing Rule for INSPIRE Transformation Services  has 
been released recently (INSPIRE 2009c). The document suggests three ar-
chitectures for transformation services and identifies possible transforma-
tion types, which may be supported in the context of INSPIRE. Those can 
be seen as concretizations of the first three layers of Lehto’s and Sarja-
koski’s suggestion. At this moment, coordinate and data model (or sche-
ma) transformations are foreseen. Detailed guidance is provided only for 
the former (INSPIRE 2009d), while work on the latter is ongoing. In 
INSPIRE terms, schema transformation is the main topic of our work. 

INSPIRE basically distinguishes between three types of architectures for 
transformation services (INSPIRE 2009c). The transformation workflow 
may be driven by the: 
• Application/Client: In this case the client has to contact a service for da-

ta and subsequently one for transforming the retrieved data set. 
• Transformation Service: The client requests a transformation from a 

service, which itself requests the source data set and returns the data set 
complying to the target schema.  
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• Download Service: The client sends a data request to an INSPIRE 
Download Service, which internally contacts another service for trans-
formation. 

 
In our work, we provide basic components, which could potentially be 

used in many of these settings. Opposed to other work, which considers 
the use of decoupled transformation services (Lehto 2007), we focus on 
download services as the primary contact point. 

The type of download service (INSPIRE 2009e) can be used for further 
structuring. Using a Direct Access Download Service requires translation 
of the data request (including possible filters), while this is not the case for 
Pre-Defined Data Set Download Services. We illustrate the application of 
our components in two scenarios. The first can be seen as a realization of a 
Download Service-driven architecture for direct access, while the second 
goes beyond the current suggestions of INSPIRE. In addition, we concen-
trate on the access to and exchange of mapping rules, which is not explic-
itly mentioned in the INSPIRE documents. 

2.4  Analysis of Mapping Tools and Languages 

Several tools already implement geospatial data translation. We revisit an 
earlier analysis of ours (Beckmann et al. 2009) and summarize their char-
acteristics in respect to the following criteria (Table 1): 
• Support of GML as output format: Does the tool allow for producing 

GML data sets? 
• Service front-end: Does the tool offer its functionality as a web service 

interface, preferably via a standard interface for download services, such 
as an OGC Web Feature Service (WFS) (OGC 2005)? 

• Graphical User Interface (GUI) for rule generation: Does the tool offer 
a GUI for creating even sets of complex mapping rules? 

• Support for mapping rules: Which types of operators can be defined and 
executed? What are the possibilities for extension with external 
translation operators? Does the tool support re-use of rules?  

• Type of software: Is the product is commercial or open-source? 
• Comment: Including any other specific information about the tool. 
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Table 1. Comparison of existing schema mapping tools 

  FME GoPublisher 
Spatial Data 
Integrator GeoXSLT 

GML sup-
port 

in-built in-built in-built Possible, but 
must be user 
defined 

Service WFS WFS not included not included 

GUI sophisticated, 
graph-based 

table-based sophisticated, 
graph-based 

not included 

Rule 
support 

more then 600 
operators in-
built, user may 
add self-
defined opera-
tors 

simple filters 
in-built, user-
defined rules 
can be added 
using XSLT or 
Java code 

many opera-
tors in-built, 
user may add 
self-defined 
operators (us-
ing Java) 

standard 
XSLT opera-
tions with 
extensions to 
include spa-
tial 
processing 
from the 
GeoTools li-
brary 

Software commercial commercial open source open source 

Comment use of the GUI 
has steep 
learning curve 

table-based 
GUI has quite 
steep learning 
curve, hard to 
include own 
operators 

already not 
performing 
well with 
small data 
sets 

generation of 
XSLT code 
inconvenient 
in general 

 
Feature Manipulation Engine (FME) (Safe Software 2008), GoPublisher 

(Snowflake Software 2008), Spatial Data Integrator (Camp to Camp 2008), 
and GeoXSLT (Klausen 2006), listed above, make use of proprietary for-
mats for storing mapping rules. In order to achieve re-use and exchange, 
we envision an independent rule language. The Web Ontology Language 
(OWL) (Bechhofer et al. 2004), Ontology Mapping Language (OML) 
(Scharffe and de Bruijn 2005), and extensible Ontology Mapping Lan-
guage (XeOML) (Pazienza et al. 2004) are considered as candidates. We 
came to the following findings: 
• OWL: a popular language to describe ontologies, but it lacks the com-

pleted capabilities for representing mappings. 
• OML: a language for describing mapping rules between ontologies. It is 

not based on XML format. Related Application Programming Interfaces 
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(APIs) have to implement an individual compiler for parsing the 
language. 

• XeOML: an extension of OML and based on XML format. 
Unfortunately, the mapping execution tool can not provide a fine 
grained access capability. Moreover, we find the four basic elements 
specified by it are not all necessary for the mapping issues we 
encountered so far. 
 
According to this brief analysis, we conclude that there are a variety of 

translation tools and a bunch of potential language available. However, we 
envision a more open and independent solution that can support any users 
to integrate it into their own applications. The fact that the existing solu-
tion can not be seamlessly assembled into service architectures and the 
need in extensibility motivated us to propose an alternative. In the next 
section, we will introduce our solution from a comprehensive designing 
view. Our goal is constructing a completely loosely-coupled structure that 
does not depend on specific products. 

3 Rule Language and Supporting Components 

In this section, we concentrate on design of the rule language and of man-
agement components. Rule management provides a feasible and conven-
ient tool to freely define the structure of mapping rules, which is referred 
to in subsequent translation processing. Inside this component, we itera-
tively implement support for the proposed rule language. 

3.1 Rule Language 

We reviewed existing solutions and conclude that most of them lack exten-
sibility either in programming level, or in rule structure (section 2.3). For 
supplying a basic capability of mapping description, we analyzed XeOML 
and reserve two critical elements of rules (Class and Attribute). Both are 
respectively corresponding to the XML element node and attribute node. 
We develop the rule language along these lines. A segment of mapping 
rule for translating NavLog into INSPIRE is shown in Listing 1. It de-
scribes three basic mapping possibilities: changing attribute name, chang-
ing element name and adding a new element. We make use of XPath, 
which is used to navigate through elements and attributes in an XML doc-
ument, for navigating between nodes. 
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01<?xml version="1.0" encoding="UTF-8"?> 

02 <MappingRule id="1" version="1.0"> 

03   <SimpleMapping type="AttributeMapping" id="1"> 

04     <Source> 

05       <AttributeElement name="NAME" parentElement="//topp:HE_F_WAY"/> 

06     </Source> 

07     <Target> 

08  <AttributeElement name="RoadName" parentElement="//topp:HE_F_WAY"/> 

09     </Target> 

10     <Operation expression="AttributeNameChange"/> 

11   </SimpleMapping> 

12   <SimpleMapping type="ClassMapping" id="2"> 

13      <Source> 

14   <ClassElement name="LANEWIDTH" id="//featureMember/topp:HE_F_WAY/ "/> 

15      </Source> 

16      <Target> 

17        <ClassElement name="RoadWidth id="//featureMember/topp:HE_F_WAY/ "/> 

18      </Target> 

19      <Operation expression="ClassNameChange"/> 

20   </SimpleMapping> 

21   <SimpleMapping type="ClassMapping" id="3"> 

22      <Source/> 

23      <Target> 

24        <ClassElement name="FormOfWay" id="//topp:HE_F_WAY"/>   

25      </Target> 

26      <Operation expression="ClassCreateForFormOfWay"/> 

27   </SimpleMapping> 

28 </MappingRule> 

Listing 1. Segment of a mapping rule 

The element MappingRule (line 02) is the root element and two required 
attributes should be specified: version and id. Now version is marked as 
’1.0‘ mostly, and every rule should a unique identifier that is used to iden-
tify the rule file later. Each SimpleMapping (lines 03-11) records all neces-
sary information for one translation processing, which, except for a re-
quired attribute type, holds three essential children elements: Source (lines 
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04-06), Target (line 07-09), as well as Operation (lines 10-11). The first 
two are used for specifying the resource nodes and target nodes. They de-
scribe the elements needed to translate and how the result looks like. The 
Operation element assigns an appropriate operator for translation execu-
tion. According to the type of the translation operator clarified in Simple-
Mapping, sets of elements are defined in Source and Target. 

The proposed language also supports one-to-one, one-to-many, and 
many-to-many mappings by using customized operation classes. Taking 
the SimpleElement identified as ’1‘ as an example (lines 03-11), it is a 
kind of translation for attribute node. An operation named ’Attribu-
teNameChange‘ implies that we will convert the attribute’s name defined 
as ’NAME‘ in Source into ’RoadName‘ in Target. ’parentElement‘ is used 
to navigate these attributes through XPath syntax. A many-to-many exam-
ple can be found in SimpleElement with ’id=3‘. In the example, we add an 
element to the target data set, which does not exist in source. Accordingly, 
the Source element is kept empty (line 22). Depending on the algorithm 
implementing the translation operator, a new attribute named ’FormOf-
Way‘ will appear in the translated data set. It can be considered as a spe-
cial case of many-to-many mapping. In our case, we handle processing of 
the complex mapping over to concreted operation classes, rather than 
completely depend on the rule definition. It guarantees that our solution 
can easily handle with complex mapping situation. 

3.2  Rule Managing Components 

In order to support the previously introduced language for mapping rules, 
we suggest an extensible rule management, which comprises two building 
blocks; Rule Analyzer and Rule Generator. These components guarantee 
extendable rule structure, and that rules in form of XML documents can be 
converted into programming objects and vice versa. Users can benefit from 
this bi-direction rule generation in two aspects:  

1. The rules stored into files can be re-used. Generating programming 
objects in real time from rule files guarantees that this component can 
sufficiently loosely coupled with translation executing component. 
Any possible component or system, which applies the rule to execute 
the concreted translation, only need to retrieve the rule files and are 
able to obtain related rule programming objects for executing. We 
become able to reduce the amount of consuming internet resources, 
because the only element which needs to be transported amongst 
distinct translation platforms is a rule file. Furthermore, the 
components become platform-independent. 
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2. The rule structure itself can be extensible and modified freely without 
making any changes in components. Due to applying reflection 
(Bates and Sierra 2005), the processing of rule generation is 
completely automatic. For instance, if the user needs to extend the 
rule structure, they only add a simple JavaBeans (SUN 2009) as a 
standard means for presenting objects, which will represent rule’s 
element and register the new element in the rule structure 
configuration file. This registration includes a set of descriptions 
including how the rule file looks like. 

 
The interplay of the rule management components is shown in Figure 4. 

In the beginning of starting up this component, Rule Analyzer prepares the 
necessary Rule Objects for the Rule Generator. After that, Rule Generator 
can communicate with users (programmers or terminal client) in two poss-
ible phases; generating rules either in file, or in programming instances.  
 

Fig. 4. Interplay of rule management components 

Rule Analyzer guarantees the extensibility in rule structure. Every time, 
while starting this service, the analyzer will first automatically analyze the 
supported rule structure, which is described in form of a configuration file. 

According to the description in the rule structure property file, the Rule 
Analyzer will choose a corresponding implementing class file from the re-
pository of rule elements and loads them into system as run-time instances 
(Figure 5). These classes are implemented as JavaBeans, which includ-ing 
a set of configurations and related ’set‘ and ’get‘ operations. Extending the 
supported structure only requires provision of the according Java-Beans. 

Rule Generator provides means to communicate with another compo-
nents or users in the system. Communication happens in two modes. A 
translation service needs run-time instances of mapping rules. Hence, it 
should be able to obtain mapping rules through operations implemented in 
Rule Generator. The Rule Generator loads a file tat contains a set of map-
ping rules, and then chooses rule elements instances offered by Rule Ana-
lyzer. On this basis it can finally generate that rule instance. 
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Fig. 5. Structure of Rule Analyzer 

In order to guarantee the mapping rule can be re-used in future transla-
tion, the Rule Generator should also support to store rules on persistent 
media. We call the related storage Rule Repository in the following. We 
equip the Rule Generator with functionality to store rule instance as XML 
files. This capability allows for ’bi-directions‘ communication, because 
Rule Genera-tor can convert rule file into rule programming instance, and 
vice versa. The core functions of the Rule Generator are shown in Figure 
6. 
 

Fig. 6. Functions of Rule Generator 
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4 Design of Translation Architecture 

Having rule support available, we now provide a method for executing 
translation of geospatial data. For this purpose, we modify and extend a 
Web Service-based solution that we developed previously (Beckman et al. 
2009).  We analyze two architectural options; both could be applied for 
implementing the 5-layered approach as proposed by Lehto and Sarjakoski 
(2004) (see also section 2.2). In respect to the first option, we emphasize a 
classification of participants. We distinguish between common and ad-
vanced users, and give the latter more freedom in rule customization. The 
second option, which we name translation encoding, is based on the idea 
that schema mapping is considered as an accessory function of download 
services. It implies that users can trigger the translation function while in-
voking a WFS. 

4.1 Translation – Option One 

The architecture representing the first option is given in Figure 7. In re-
spect to the INSPIRE Implementing Rules (section 2.2), this corresponds 
to a realization of a Direct Access Download Service. Consequently, this 
central component redirects the mapping rule and the data set to a Transla-
tion Component in order to obtaining target data sets. 

In the following we define the workflow of translation. We, realize the 
download service as a separated component (Central Controller Compo-
nent). A possible application for converting NavLog data to INSPIRE data 
could be made up with six steps (indicated by the numbers in Figure 7):  

(1) A user directly sends the request for NavLog data to Central Con-
troller Component. He or she should specify a desired output, for 
example INSPIRE transport network, as part of the request. 

(2) Central Controller Component accesses the source data (NavLog in 
this case) from a WFS. 

(3) Central Controller Component retrieves a suited set of rules from 
Rule Repository. 

(4) Central Controller Component requests the execution of the rules 
on the data set from the translation component, which provides ex-
ecution environment for the rule language as defined above (sec-
tion 3.1). 

(5) After execution, the desired data set is passed to the control com-
ponent. 
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(4) The extension will choose an appropriate translation service, ac-
cording to the rule format, and executes the translation. 

(5) The WFS redirects the resulting data set to the requester. 
 
Some obvious changes occur in this architecture. First, it simplifies the 

WFS part in option one, now which WFS service will be retrieved data is 
not an issue any more, instead, we make the translation function as an op-
tional processing for every WFS requests. Second, we reduced the com-
plexity of the rule management component by decoupling functions for 
system extensibility. We change our strategy to make the system use dif-
ferent translation tools automatically, according to uses’ requirements. Ac-
cordingly, searching mapping rules and the manner to invoke them become 
crucial facets.  

With this solution, the manner of data consumption does not change. 
Users still only need to communicate with WFS to retrieve encoded data in 
for-mat of GML. Data Provides publish the spatial data through WFS 
without knowing any details about translation. Schema mapping is inte-
grated with WFS as an optional function. Whether to execute practical 
translation de-pends on whether the user triggers this function while re-
questing data. Once it is activated, it will search for feasible mapping rules 
and corre-spondingly pick up appropriate translation service for execution 
according to the requirement specified by user in WFS requests. The pro-
cedures of data translation are entirely opaque to terminal users. 

Another advantage is that the system can make a set of different transla-
tion products cooperate in translation processing. A third is the flexible in-
tegra-tion with established concepts from spatial data infrastructure (Ne-
bert 2004). A fourth remarkable advantage is that the Central Controller 
Com-ponent is not necessary. The occasion of translation is completely 
under control within every time the users request WFS. This solution guar-
antees applicability of the structures mentioned in section 4.1, while it also 
pro-vides the possibility of integrating previously available translation 
tools, such as FME, GoPublisher, Spatial Data Integrator, and GeoXSLT. 

5 Component Implementation with Example 

According to the research above, we implement an example including the 
rule management components (Rule Analyzer and Rule Generator) and the 
translation component using Java (Bates and Sierra 2005). These compo-
nents can cooperate with the two optional settings discussed above. We al-
so applied these components for implementing the first option of data 
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translation (section 4.1). The implementation of the second solution (sec-
tion 4.2) is topic to ongoing work. The concreted implementation will not 
be presented in this paper. We expect a first prototype by next month (Feb-
ruary 2010). 

5.1 Components for Rule Management 

A set of classes corresponding to rule elements is created as simple Java-
Beans. All element class should extend SimpleMappingElementWrapper 
class. It handles the general processing of bi-directional mapping by im-
plementing the adapter-pattern (Gamma et al. 1998). 

A configuration file (named ’rules-config‘) holds the information about 
how to organize the rule elements. RuleXMLFileMapper is responsible for 
mapping processing and offering services.  The main interfaces of the ser-
vice are list in Table 2 (the overloaded methods are not listed). 

Table 2. Function list of Rule Component 

Function Description 
getCapabilities Return a set of available operations 

for rule definition. 
createXMLFile Generate the rule in file. 
loadSimpleRule-FromXML Mapping rule into object from file. 

5.2 Translation Component Framework 

In this part, we implement a framework for execution of mapping rules on 
source data sets. The distinct translation algorithms are capsulated into a 
set of Java classes with a suffix ’Action‘ and registered in ’action-config‘ 
file. The SchemaTranslator will determine which actions will be used to 
execute translation and then invoke them in run-time based on Java reflect 
technique. 

The actions can be classified into two categories: common action and 
spatial action, which respectively refer to ordinary textual translation and 
spatial calculation. SpatialAction and CommonActionAdapter are the par-
ents for spatial operation and common translation. SpatialAction firstly ex-
tract the elements from input GML file and creates related Java Topology 
Suite (JTS) Objects (VividSolutions 2009). JTS is a Java API that imple-
ments a core set of geospatial data operations using an explicit precision 
model and robust geometric algorithms. Spatial actions only need to hand 
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3. Designed a translation execution service, which is implemented into a 
flexible framework. Users are able to use a set of standard actions to 
define rule and execute translation processing through invoking 
encapsulated functions, or they can customize their actions based on 
standard programming interfaces and later they can be seamlessly 
interacted with our framework. 

 
Executable software was implemented and a scenario that translates 

from NavLog data to INSPIRE data is presented. Specifying the mapping 
rules based on XeOML. We are in the second iteration of the rule language 
and supporting tools. Currently, we implement a solution that addresses 
the complex mappings. It has the capability for spatial functions 
processing by integrating JTS. It is adapted in practical applications where 
we translate further data models into INSPIRE Data Specifications. 

Comparing to other existing products, our solution guarantees the exten-
sibility in definition of mapping rule structure and translation operation. 
Users can flexibly customize rule structure and translation operation 
through extending standard interface. An individual workflow definition 
component provides the possibility of integration between our service and 
others. The developed components offer a good design spectrum for a 
loosely coupled schema translation implementation. Nevertheless, we have 
not yet achieved any cooperation with third-party schema translation tools. 

We consider two options for using the components for geospatial data 
translation. The first is fully implemented. It realizes one of the architec-
tures for transformation as suggested by INSPIRE. Work on the second 
setting is close to a first release. Defining a specification for schema map-
ping encoding, which can standardize the manner of invoking schema 
translation function in order to integrate with OGC Services goes beyond 
the architectures proposed by INSPIRE. Our future research will focus on 
definition this specification, and then implement it as an extension of exist-
ing WFS products. The issues of interoperation amongst different schema 
translation tools will also be addressed with the defining standard imple-
mentation specification. As we only implemented mapping language sup-
port as far as required in respect to the illustrating example, the iterative 
development is still ongoing. We are far from completion, but strongly be-
lieve that we are on the right track. 
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Abstract. Aerial images represent a fundamental type of geodata with a 
broad range of applications in GIS and geovisualization. The perception 
and cognitive processing of aerial images by the human, however, still is 
faced with the specific limitations of photorealistic depictions such as low 
contrast areas, unsharp object borders as well as visual noise. 

In this paper we present a novel technique to automatically abstract 
aerial images that enhances visual clarity and generalizes the contents of 
aerial images to improve their perception and recognition. The technique 
applies non-photorealistic image processing by smoothing local image re-
gions with low contrast and emphasizing edges in image regions with high 
contrast. To handle the abstraction of large images, we introduce an image 
tiling procedure that is optimized for post-processing images on GPUs and 
avoids visible artifacts across junctions. This is technically achieved by fil-
tering additional connection tiles that overlap the main tiles of the input 
image. The technique also allows the generation of different levels of ab-
straction for aerial images by computing a mipmap pyramid, where each of 
the mipmap levels is filtered with adapted abstraction parameters. These 
mipmaps can then be used to perform level-of-detail rendering of ab-
stracted aerial images. 

Finally, the paper contributes a study to aerial image abstraction by ana-
lyzing the results of the abstraction process on distinctive visible elements 
in common aerial image types. In particular, we have identified a high ab-
straction potential in landscape images and a higher benefit from edge en-
hancement in urban environments. 

M. Painho et al., (eds.), Geospatial Thinking, Lecture Notes in Geoinformation and Cartography, 
DOI 10.1007/978-3-642-12326-9_19, © Springer-Verlag Berlin Heidelberg 2010 



360      Amir Semmo, Jan Eric Kyprianidis, Jürgen Döllner 

1 Introduction 

Since its first advent in 1858, when the French photographer and balloonist 
Gaspard-Félix Tournachon captured aerial images over Paris, aerial photo-
graphy has evolved to a fundamental tool for geodata capturing, 
processing, and visualization.  

With today's usage of aerial photography in photorealistic visualization, 
aerial images have become a viable medium in applications such as in car-
tography, photogrammetry, construction, planning, and marketing. They 
are also used as popular source of geoinformation in  today’s geographic 
information systems (GIS) and by the general public, in particular since 
the wide spread application of aerial photography in Internet mapping ser-
vices such as GoogleEarth or Microsoft Bing Maps.  
Furthermore, the technical advances in the field of oblique imagery (Pic-
tometry, 2009) have opened new avenues for efficient 3D geoinformation 
acquisition.  

Simultaneously, with today's technical advances in remote sensing for 
aerial photographs (e.g., aerial images with a resolution of 10 cm per pixel 
Blom Pictometry, 2009), aerial images have been established as a funda-
mental data source in 3D geovisualization for constructing realistic, de-
tailed models of reality.  

1.1 Non-Photorealistic Spatial Communication 

Aerial images show the richness of visual details and the natural appear-
ance of our environment. Insofar, they serve as important geodata source 
for photorealistic visualization. Non-photorealistic visualization, however, 
can be a better choice for spatial perception, analysis, understanding and 
knowledge discovery (Meng, 2002; Nienhaus, 2006) in many areas of ap-
plication. Those computer-generated presentations basically build on the 
intention for communicating highly complex contents by emphasizing sub-
tle attributes and features and omitting extraneous information. A typical 
approach is the imitation of classical depiction techniques in terms of illu-
strative and aesthetically pleasant visualizations. For example there has 
been extensive research on visualizing images using computer-generated 
watercolor effects (Curtis et al., 1997), pencil or pen and ink drawings 
(Gooch and Gooch, 2001). 



Automated Image-Based Abstraction of Aerial Images      361 

 
 

Fig. 1. Examples of abstracted aerial images created using our framework 
 
Another classical area of research is the stylization and abstraction of 

photographs using edge-preserving smoothing and enhancement filters 
(e.g., Kyprianidis and Döllner, 2008; Kyprianidis et al., 2009; Win-
nemöller et al., 2006) for depicting bold edges and large regions of con-
stant color. Research in visual perception argues that non-photorealistic 
rendering should take into consideration the specific nature and type of ob-
jects displayed, since “meaningful abstraction clearly affected viewers in a 
way that supports an interpretation of enhanced understanding” (Santella, 
2005). Additional evaluations proof that non-photorealistic visualization 
has the ability to direct a viewers gaze and focus the interest on particular 
areas. These are not just applicable to art, but also to wider problems of 
graphical illustration and visualization (Santella and DeCarlo, 2004), e.g. 
3D geovirtual environments. Earlier research on non-photorealistic render-
ing of 3D geovirtual environments involves the non-photorealistic render-
ing of expressive representations of 3D city models (e.g., Baumann et al., 
2005; Döllner et al., 2005; Döllner, 2007; Glander and Döllner, 2009) and 
how users can leverage from these expressive depictions in graphics de-
sign, primary valuable in application areas like city and landscape planning 
or tourist information systems 

1.2 Abstracted Aerial Images for Non-Photorealistic 3D 
Geovirtual Environments 

Research in the fields of non-photorealistic rendering primarily focuses on 
rendering of 3D models such as terrain models and 3D building models 
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Fig. 2. Illustrative visualization of a 3D city model with stylized edges, facade tex-
tures and regular shadows as described by Döllner et al. (2005) 
 
(see Figure 2), but has not developed specific solutions for a proper stylis-
tic representation of the terrain with projected aerial images. 
In this work we present a technique for automatically abstracting aerial 
images in a non-photorealistic way (see Figure 1); the results supply a 
concise presentation of the terrain in non-photorealistic renderings of 3D 
geovirtual environments. 

Additionally, common image abstraction techniques focus on image fil-
tering that can be processed as a whole by the graphics processing unit 
(GPU). Our framework, in contrast, contributes an approach to filter mas-
sive image data on the GPU in order to allow for post-processing of very 
large aerial images in a seamless way. Technically we make use of image 
tiling, which we arrange as main and connection tiles for preventing visi-
ble artifacts at junctions. With this procedure we facilitate pre-processing 
of stylistic image representations such that rendering is feasible on low-
cost computing devices or devices with limited computing power, e.g., 
smart phones or PDAs. To show the potential of abstraction, we analyze 
the results on distinct common elements that regularly occur in aerial im-
ages, e.g., vegetation, buildings, and transportation objects. Our analysis 
focuses on the abstraction potential in detailed structures and the benefits 
of edge enhancement that occurs in image discontinuities. 

For filtering, we use as initial position primarily those aerial photo-
graphs that correspond to two classes: Oblique photos and orthophotos. 
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Oblique photos are images that are captured at an angle of about 40 de-
grees from four principle directions. Orthophotos are most valuable to car-
tography and city planning and are the primary source for GIS to create 
maps because of their nature, i.e., having a uniform scale and providing 
undistorted geometry. 

2 Related Work 

The presented image filtering technique is based on work by Kyprianidis 
and Döllner (2008), who describe automatic non-photorealistic image 
processing for creating stylistic illustrations from color images. The tech-
nique extends the approach of Winnemöller et al. (2006) to use iterated bi-
lateral filtering for abstraction and difference-of-Gaussians (DoG) for edge 
extraction by adapting these filters to the local orientation of the input im-
age. A detailed survey on bilateral filtering can be found in (Paris et al., 
2007). The Difference-of-Gaussians (DoG) filter is an approximation of 
the Laplacian-of-Gaussian (Marr and Hildreth, 1980). 

A standard approach for dealing with the rendering of large textures is 
texture tiling. Tanner et al. (1998) introduce the technique of texture clip-
maps, a mechanism that virtualizes mipmap textures and is able to manage 
high-resolution terrain textures by clipping the mipmaps into regions that 
are updated according to the viewer's movements. A more general ap-
proach is introduced by Döllner et al. (2000), who present a texture hie-
rarchy based on a multiresolution model that incorporates for each texture 
layer an image pyramid and texture tree. They utilize multi-pass rendering 
and multi-texturing to get real-time performance and texture layer combi-
nations. 

3 System Overview 

From a technical perspective, there are two crucial aspects for implement-
ing post-processing techniques for aerial images: First the massiveness of 
the data and second limited hardware resources for processing these data. 
For example, if the city of London (2.90 km²) would be captured at a reso-
lution of 10cm per pixel (24-bit), we would have to deal with an uncom-
pressed dataset of about 20GB. And as the image post-processing is usual-
ly carried-out by the GPU in order to take advantage from parallel  
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Fig. 3. Overview of our abstraction pipeline. Raw image data (e.g. GeoTIFFs) is 
loaded and pre-processed by image resizing and tiling. A filtering is conducted on 
each of the tiles, which are cropped and written back into memory. Finally, the fil-
tered mipmaps are stored onto disk, from where they can be requested for render-
ing onto different devices 
 
processing, the GPU itself (respectively the texture memory) turns out to 
be the main bottleneck. Typically GPUs of today's generation can address 
and process images with 8,192 x 8,192 pixels at the same time. 

In our approach, the technique is designed in such a way that these GPU 
limitations can be by-passed by means of image tiling. Figure 3 illustrates 
the abstraction pipeline, which we also use for the analysis given in Sec-
tion 4. The system starts to incrementally load a given aerial image into 
main memory. Next, the image is tiled in evenly sized main parts such that 
the GPU can process them as a whole (see Section 3.1). Each of these tiles 
(or the whole image) are resized down to 1 x 1 pixels, capturing the halve 
side length images of the upper levels. Those layers correspond to the 
mipmaps of a usual mipmapping procedure (Williams, 1983), with the dif-
ference that we are able to achieve a level of abstraction as each layer will 
be filtered apart from the other layers (see Section 3.2). After this, the im-
ages tiles are loaded into texture memory and filtered by the abstraction 
stages as described by Kyprianidis and Döllner (2008). For the abstraction 
process we use off-screen buffers using GLSL shaders with OpenGL. Ad-
ditional (connecting) tiles that overlap the main tiles are taken into ac-
count. This is done to avoid visible artifacts at the junctions of the main 
tiles during the rendering process (see Section 3.1). This includes the crop-
ping of each of the tiles in the third pass of the pipeline (Figure 3). 

The storage of the filtered mipmaps can be handled differently. We 
compress the filtered mipmaps by the S3 Texture Compression algorithm 
(S3 Corporation) and store them as DDS (Direct Draw Surface) file such  
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Fig. 4. Overview of an image pyramid consisting of a base image (level 0) and a 
series of successively smaller sub-images, each at half the resolution of the pre-
vious image 

 
that the images/tiles can be rapidly loaded into texture memory and ren-
dered (see Section 3.3). An alternative method could base the storage on a 
streaming procedure that makes use of the TIFF file standard, which sup-
ports storage of mipmaps. 

The abstraction pipeline can be handled by a system that provides the 
abstracted images pre-tiled and filtered on each of the mipmap levels. 
Computing devices that do not have the power to compute these images in 
an adequate time span, or do not provide the required hardware, can re-
quest these images and render them directly on-screen. 

3.1 Image Resizing & Tiling 

After loading, the system scales down the aerial image on each mipmap 
level and tiles those layers in smaller parts. Most web services providing 
aerial images already have them split in evenly sized tiles; mapping servic-
es for example prefer a tile dimension of 256 or 512 pixels. In our ap-
proach, we do not assume to have a pre-tiled image and partition the scaled 
mipmaps in tiles with a size of 1,024 x 1,024 or (if possible) 2,048 x 2,048 
pixels. Image tiling and resizing are processes that are not performed in a 
distinctive order, but usually images are tiled first and resized afterwards. 
In any case, this results in an image pyramid that looks like the one in Fig-
ure 4.  

The plain abstraction of image tiles by filtering in local image domains, 
however, will cause visible artifacts at the junctions as soon as the scene is 
being reconstructed and rendered (Figure 5). By taking additional tiles into  
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Fig. 5. A visible junction between two tiles in case a plain filtering is conducted. 
Edges are apparently interrupted and colors abruptly change 

 
account that overlap the junctions, we are able to deal with this problem. 
Conceptually, each one of these connection tiles overlap two adjacent main  
tiles in each direction by a cut-off value that is adapted to the domain 
range of the bilateral filter, which is defined by its standard deviation dσ . 
For calculating the lowest cut-off, we will also need to consider the num-
ber of iterations of the bilateral filter an : 

⎡ ⎤ ad n⋅⋅σ2  

The connection tiles can occur in each main direction of the area as well as 
in the center of 4 adjacent main tiles, where we take an additional smaller 
squared tile into account. The dimensions of these tiles can be seen in Fig-
ure 6. 

3.2 Image Abstraction 

For image abstraction, we load each of the tiles into texture memory and 
run the following post-processing stages on input and temporary generated 
data. For further details on each of the stages and optimizations we refer to 
Kyprianidis and Döllner (2008): 
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Fig. 6. Overview of the cropping of main tiles and connection tiles for encounter-
ing the problem of visible artifacts at junctions. )( yx TT ×  denotes the size of im-
age tiles 

 
1. Local Orientation Estimation: The estimation of the local orienta-

tion of an image allows us to obtain information about the dominant 
orientation of a region. This information is used for optimizing the bi-
lateral and difference-of-Gaussians filter. It is mathematically re-
trieved from the structure tensor and its eigenvectors, which encode 
information about a region's structure. 

2. Bilateral Filter: We use the bilateral filter as the main construct for 
our image abstraction. It replaces the pixel's value by a weighted av-
erage of its neighbors in both, space and intensity, and has the charac-
teristic to smooth an image while preserving edges. 

3. Edge Detection: A flow-guided anisotropic difference-of-Gaussians 
kernel, whose shape is defined by the local orientation, is used for 
edge detection. As first pass, we apply a one-dimensional DoG filter 
in gradient direction followed by a second pass that applies smooth-
ing along the flow curves of the vector field induced by the smoothed 
structure tensor. 

4. Color Quantization: As last step, we quantize the color range of the 
abstracted image by using the smoothed step function from (Win-
nemöller et al., 2006). The final output of this stage is then combined 
with the product of the edge detection. 
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Fig. 7. Level of abstraction by means of trilinear filtering. The viewpoint distance 
decreases linearly from left to right. The greater the viewpoint distance, the fewer 
details are depicted at the roof of the building and the tree 

 
The whole process is conducted on each of the mipmaps of a tile. With 

this procedure we are able to establish a level of abstraction by using the 
trilinear texture mapping capabilities of the GPU. A result can be seen in 
Figure 7, where subtle details like roof tiles are completely filtered out 
from 25% of the original image size, outlines shadows are increasingly 
coarsened and complex objects shapes like bushes or treetops are com-
bined to simpler structures. This is due to the nature of the bilateral filter, 
having much less pixels of a distinct structure in a resized image left for 
weighting the color values into the local neighborhood. 

3.3 Image Compression & Storage 

For image compression and storage we make use of the nVidia Texture 
Tools library (see NVIDIA Texture Tools 2) for storing the filtered mip-
maps as DDS (Direct Draw Surface) files and stitching them to a single 
DDS file. The DDS scheme is an optimized data format for storing mip-
maps and DXT compressed textures. This allows us to render the image 
tiles quickly with moderate memory consumption. 

4 Analysis of Abstracted Aerial Images 

To show the feasibility of automated aerial image abstraction, we analyze 
the results of our approach by distinguishing between the visible objects in 
aerial images. This is done because the process of abstraction and edge en-
hancement scales differently among the distinct visible objects, whose cha-
racteristic illustration mainly depict similar structures across different im-
ages. 
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Fig. 8. The four categories of discontinuities that can occur in aerial images and 
affect the edge detection 

 
On the one hand, this analysis focuses on the abstraction potential in 

fine granular structures for filtering extraneous information. On the other 
hand, our analysis identifies benefits from edge enhancements that are de-
rived from four different discontinuities that regularly occur in aerial im-
ages: Discontinuities in depth, surface orientation, illumination and reflec-
tance. Those discontinuities primarily highlight well-defined boundaries of 
objects and allow, due to contrast differences, a detection of edges and en-
hancement for a non-photorealistic representation (see Figure 8). 

Our analysis is based on the thematic model of the CityGML (OpenGIS 
City Geography Markup Language) specification and the categorization of 
Döllner et al. (2005). For an overview, we refer to Figure 9 and Figure 10. 

4.1 Relief & Terrain Objects 

Relief and terrain represent the essential element of aerial images, espe-
cially in landscapes photographs. We count everything as plain terrain that 
reveals the rock of the earth and does not feature unnatural structures, e.g., 
sand, split, or gravel. Dependent on the granularity of the terrain, the ab-
straction may unfold a high potential for filtering extraneous information. 
For example, sandy soils can mainly be depicted as single-colored planes, 
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especially when no edge detection is conducted and the color quantization 
is limited to few colors. On the other hand, structures with a high granular-
ity like mountainous areas benefit from their three-dimensional structure as 
light spots get caught and accordingly strengthen the color differences of 
the terrain's surface. 

Additionally, lighting plays the main role for highlighting variations in 
the slope of the surface and correspondingly supports the process of edge 
enhancement for depicting the characteristic shapes like trenches and 
crests. This process can be traced back on discontinuities in the surface 
orientation, for example when different rock faces meet or at the boundary 
of snow lines in mountainous areas. 

4.2 Vegetation Objects 

Vegetation objects always have been a challenge for modeling in 3D geo-
virtual environments due to their complex structure and fuzziness (see 
Foody, 1996; Muhar, 1999). Basically we distinguish between the range 
and 3-dimensional structure (physiognomy) of plants, e.g., trees and bush-
es as rangy plants and grass as open and plane vegetation. With this cate-
gorization we achieve considerable variations in the depiction of abstrac-
tion. Lawn for example can induce the highest potential of abstraction just 
as in the case of fine granular terrain structures. On the other hand, treetops 
are structures that can highly leverage from the level of abstraction con-
cept. In this case, the edge enhancement turns out to be the main depiction 
technique, since sub-branches of the tree and their foliage are mainly de-
picted as partial clouds that primarily differ from their surrounding by their 
difference in height - an effect that is reinforced by the actual direction of 
lighting. As the viewing distance increases, the differences in the struc-
tures decrease and sub-leafages more and more merge. 

4.3 Water Surface Objects 

Water surfaces can be described as boundaries that occur between water 
and air. We count water surfaces as the third element with high abstraction 
potential, because generally they can be depicted as single-color planes 
without any edge enhancement. Nevertheless, due to high specular charac-
teristics of water surfaces, they tend to feature areas with high reflectivity, 
whose abrupt color differences to the normal surface color might influence 
an edge enhancement process. 
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Fig. 9. Common object types that occur in aerial images. Top: Relief and terrain. 
Middle: Vegetation objects. Bottom: Water surfaces 
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Fig. 10. Common object types that occur in aerial images. Top: City furniture. 
Middle: Building and sites. Bottom: Transportation and population objects 
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4.4 Building & Site Objects 

The major illustrated elements of a building are the roofs, facades and in-
stallations, whose richness of detail highly depends on the viewing dis-
tance and lighting condition. Regarding the roofs, usually each one of the 
sides is depicted by its own major color tone. The edge enhancement high-
lights the roof-edges and illustrates a suggestion of the roof tiles due to 
discontinuities in the surface orientation. In any case the exterior shell and 
distinctive shape of the roof is reflected due to its difference in elevation 
from the surrounding (depth discontinuities, see Figure 8). Regarding the 
facades we usually have the same effect as for the roof: Plastering or fine 
granular textures are depicted as single colored areas and objects like win-
dows are enhanced as squares. 

4.5 Transportation Objects 

Transportation objects refer to all objects that are dedicated for the move-
ment, traffic and transport, e.g., roads, rails or pavements. Usually roads 
and pavements can be abstracted with wide filtering kernels and a high 
color quantization process. The difficulty occurs when those objects are 
roughly structured, for example just like in the case of cobbled streets. 
Here the abstraction needs to operate on smaller local areas and the edge 
enhancement ideally takes a higher abstracted buffered image as input in 
order to operate more abrasive but with the characteristic to not enhance 
noise that occur on the surface, especially in the case of rapid changes that 
occur in the surface orientation (Figure 8). 

4.6 City Furniture Objects 

City furniture denotes an inhomogeneous group of objects that are statical-
ly placed with special function related to traffic, transportation, decoration, 
or advertisement. Examples are street lights, traffic signs and lights, 
benches, garbage cans and billboards for advertisement. Due to their archi-
tectural structure, they similarly behave like the abstraction of buildings 
and sites. 

4.7 Population Objects 

We count for example cars or people as population objects. These ele-
ments are usually the least important details in aerial images that should be 
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kept in an abstraction process. Unfortunately due to its size, objects like 
cars will be obtrusively linked with the surrounding. Recent work studied 
the recognition of those objects (Leberl et al., 2007; Ram et al., 2001). Re-
sults in this area might facilitate a pre-processing that is able to remove 
those objects in certain conditions. 

5 Performance 

We used the following default values for the filtering process, whose con-
figuration is feasible for pleasant results of any type of aerial image. The 
flow field of the local orientation estimation is smoothed by a standard 
deviation of 2.0 in order to remove discontinuities. For the bilateral filter 
the first iteration is used for edge extraction and the fourth iteration as in-
put for the color quantization. The size of the kernel has a standard devia-
tion of 3.0, whereas the amount of smoothing the bilateral filter applies at 
edges is 4.25%. For the edge detection we conducted one iteration. To bal-
ance bandwidth and sensitivity of the difference-of-Gaussians filter, stan-
dard deviations 1.0 and 1.6 are used, as recommended by Marr and Hil-
dreth (1980). We used a standard deviation of 3.0 for the smoothing filter 
applied along the streamlines. Our color quantization outputs at most 8 dis-
tinct colors for a local region. We additionally conducted a usual Gaus-
sian-smoothing on the final output with a kernel size of 3x3 pixels. Figure 
11 depicts an output that is based on these values. 

The percentage of connection tiles in relation to the input size of an im-
age can be calculated as follows. Let yx II ×  be the dimension of the input 

image and let yx TT ×  be the dimension of main tiles. Then the number of 
main tiles in x- and y-direction are given by 

1−=
x

x
Tx T

In    and   1−=
y

y
Ty T

I
n  . 

The total size in pixels for the connection tiles is: 
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The number of these connection tiles increase nonlinear with the dimen-
sion of the input image yx II × . Nevertheless, in case of a tiling size of 
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2,048 x 2,048 pixels and cut-off of 24=co  pixels, the percentage levels 
off at a limit of approximately 18.9%. GPUs that would be able to post-
process image tiles of 8,192 x 8,192 pixels would end up with an off-cut of 
4.7% (2.3% with 12=co ). 

An empirical analysis of the run-time emphasizes the decreased over-
head if larger main tiles are conducted. As filtering settings we used the 
default configurations described previously on a test system with a Core2 
Duo E8400 3.0GHz and a nVidia GeForce 9600 GT. Images with a size of 
8,192 x 8,192 pixels took in mean 21.1 seconds to process for a tiling of 
1,024 x 1,024 pixels (16.5s with 12=co ), whereas the same image took 
17.8 seconds to process for image tiles of 2,048 x 2,048 pixels (15.4s with 

12=co ). 

6 Conclusions & Future Work 

In this paper, we have presented an approach for automated, image-based 
abstraction that can handle massive, tiled aerial photography and that takes 
advantage of a GPU for efficiently performing image filtering.  
We have shown that the abstraction of aerial images result in visually plea-
sant depictions. By analyzing seven different object types and identifying 
the impact of a filtering configuration on each of the elements' structure, 
we have shown how different content types of aerial photography can be 
graphically abstracted. In addition, we have shown how a concept of levels 
of abstraction can be established. Overall, our work contributes to the fea-
sibility of non-photorealistic, automated aerial image abstraction as a pre-
processing stage, required by applications such as for mobile devices with 
a low computing power and limited display size. 

Primary application areas include non-photorealistic representations of 
3D city models, which can take advantage from proper terrain stylization. 
As future work, we would like to explore the acceptance of abstracted 
aerial images as orientation guidance in mapping services like Google 
Maps or Microsoft Bing Maps, especially in areas that are little-known to a 
user. A second topic could deal with the quality of abstraction by conduct-
ing a dynamic filtering, which could be based on the actual mapped con-
tent. We could do so by distinguishing between primarily landscape or 
aerial images, or tie it to the wide topic of automatic object recognition 
(e.g. Mayer, 1999; Zhao et al., 2008; Idbraim et al., 2008) for combining it 
with our object categorization from Section 4. In this context it would also 
be worthwhile to investigate other abstraction filters that preserve edges, 
e.g., the anisotropic Kuwahara filter by Kyprianidis et al. (2009). 
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Fig. 11. An example created by our abstraction framework. Image tiles: 
1,024 x 1,024 pixels 
 
 
 
Figure 8 (bottom-right) original photo by Clearly Ambiguous -  http://www.flickr.com/photos/clearlyambiguous 
Figure 9 (top-left) original photo by mistress_f - http://www.flickr.com/photos/mistressf 
Figure 9 (second from top-left) original photo by <<graham>> - http://www.flickr.com/photos/schnappi 
Figure 10 (top-left) original photo by Daquella manera - http://www.flickr.com/photos/daquellamanera 
Figure 11 (top-left) original photo by IRRI Images - http://www.flickr.com/photos/ricephotos 
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Abstract. Collaborative geovisualization provides effective means to 
communicate spatial information among a group of users. Annotations as 
one key element of collaborative geovisualization systems enable compre-
hension of collaboration processes and support time-shifted communica-
tion. By annotations we refer to user-generated information such as re-
marks, comments, findings and any other information related to the 3D 
environment. They have to be efficiently modeled, stored and visualized 
while precisely retaining their spatial reference and creation context. Exist-
ing models for annotations generally do not fully support spatial references 
and, therefore, do not fully take advantage of the spatial relationships asso-
ciated with annotations. This paper presents a GML-based data model for 
geospatial annotations that explicitly incorporates spatial references and al-
lows different types of annotations to be stored together with their context 
of creation. With this approach annotations can be represented as first-
class spatial features. Consequently, annotations can be seamlessly inte-
grated into their 3D environment and the author's original intention and 
message can be better expressed and understood. An OGC Web Feature 
Service is used as standardized interface for storage and retrieval of anno-
tations, which assures data interoperability with existing geodata infra-
structures. We have identified three types of annotation subjects, namely 
geographic features, geometry, and scene views, represented by their cor-
responding 2D/3D geometry. The model also defines a point-based ap-
proximation for complex geometry, such that annotations can also be used 
by client application with limited abilities regarding display size, band-
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width or geometry handling. Furthermore we extended our model by anno-
tations that can contain 3D geometry besides textual information. In this 
way the expressiveness of annotations can be further enhanced for com-
municating spatial relationships such as distances or arrangements of geo-
graphic features. 

1 Introduction 

Collaborative geovisualization provides effective means to communicate 
spatial information among a group of users for sharing knowledge and in-
formation. This kind of communication occurs in a variety of applications 
such as public participation in planning projects, city management (i.e., 
complaint management), security monitoring or disaster management. To 
enable a comprehensible, potentially time-shifted communication of spa-
tial information a user should be able to create, store, display and analyze 
geospatial annotations as pieces of information that are connected to 
geospatial objects, structures or regions. These annotations can represent, 
e.g., opinions, remarks, hints, explanations, or questions regarding a spatial 
subject. Contents and spatial references of annotations should be as flexi-
ble as possible to allow users to precisely, directly, and efficiently express 
their thoughts. Beside textual and multimedia contents, we propose free-
hand sketches as expressive type of annotation for visually communicating 
fuzzy, sketchy or vague information. Using sketches, for example, feature 
arrangements or change proposals in planning scenarios can be effectively 
communicated. 

To provide a common understanding of geospatial annotations, a model 
is required that is general enough to serve as basis for data integration into 
heterogeneous service-based software systems and applications. Especially 
the definition of a model for an annotation's spatial reference is important 
to prevent loss of information concerning the annotation's spatial subject. 
Such spatial references are typically specified explicitly using tools pro-
vided by an annotation authoring system to avoid non-georeferenced, pure-
ly textual descriptions of spatial subjects that may lead to ambiguities. The 
comprehension of such descriptions depends on a user's context like skills 
or current tasks (Cai et al., 2003). Explicit specification using georefe-
renced geometry obviates the use of specialized language to draw a read-
er’s attention to an annotation's spatial subject (Hopfer and MacEachren, 
2007). 

Our annotation model is designed for 3D geovirtual environments (3D 
GeoVE) such as 3D virtual city and landscape models. In this paper we as-
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sume in the following an urban area as the scope of a collaboration. Simple 
2D geometries are not fully sufficient for describing an annotation's sub-
ject geometry due to the nature of features in such areas. For example, un-
derground structures or indoor references for certain parts of a building 
cannot be expressed unambiguously using 2D geometry as spatial refer-
ence. Our annotation definition and implementation uses 3D georeferenced 
geometries for spatial reference specification. The unambiguously speci-
fied spatial reference geometry is particularly important to enable auto-
mated analysis of larger amounts of annotations using spatial parameters. 
Using our annotation model, for example, to gather and afterwards manage 
and visualize annotations in a public participation scenario, such analysis 
can help to improve the process of evaluation and processing of issues ex-
pressed by annotations. 

Besides supporting a clear and flexible specification of an annotation's 
spatial reference, our model supports capturing the creation context of an 
annotation. The collaboration context includes metadata such as creation 
time and author information but also the author's 3D view on model data 
visualization. This view bears information that helps a later reader to com-
prehend the meaning of an annotation. 

The purpose and applicability of geospatial annotations is widespread. 
They may be used, for example, to collect information concerning urban 
planning scenarios for public participation purposes or for persisting 
agreements on problem solving during remote or local meetings using a 
virtual 3D city model. Such annotations can afterwards help to review 
findings and therefore help to recall key aspects of a collaborative work 
process (Shrinivasan and van Wijk, 2009). Annotation data created during 
collaboration processes must be widely usable in heterogeneous software 
environments. When using the same open and standardized data encoding 
and service interface that is used for geodata itself, annotation functionality 
can be embedded into a variety of applications that are already capable of 
dealing with such data. 

In this paper we introduce an object oriented model of geospatial anno-
tations in connection with its implementation using the Geography Markup 
Language (GML) (Portele, 2007) as data exchange format between a 
transactional Web Feature Service (WFS-T (Vretanos, 2005)) and clients 
creating and visualizing annotation data in 3D geovirtual environments. 
For this purpose an annotation's spatial references are modeled as distinct 
objects describing 3D geometries. By doing so, those reference objects can 
be shared throughout annotation objects to explicitly share spatial refer-
ences. 

The rest of this paper is organized as follows: Section 2 provides a short 
overview of related work. Section 3 introduces our model of geospatial 
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annotations. The design and implementation of the collaborative annota-
tion system is presented in Section 4. A short discussion including the li-
mitations of our approach is given in Section 5. Section 6 summarizes the 
paper and proposes some additional research directions to take. 

2 Related Work 

Schill et al. (2008) introduce in the context of the Virtual Environment 
Planning System project (VEPs) a model of geospatial comments for pub-
lic participation in urban planning projects, using GML for data encoding 
and an OGC Web Feature Service for storage and retrieval. Text is used as 
annotation contents, and object URLs for each annotation can be stored to 
reference multimedia objects. An annotation's spatial reference is modeled 
as point, which is interpreted differently depending on the type of the an-
notation. An identifier of a parent annotation can be set to create annota-
tion chains as discussions. The approach is limited regarding the definition 
of multiple objects, for example feature groups, or more complex geome-
tries as spatial reference for annotations. 

An interactive geocollaboration framework supporting geographic anno-
tations is introduced by Mittlböck et al. (2006), which combines data from 
heterogeneous sources for presentation and analysis. A user is able to vote 
and to comment on geospatial subjects visualized by maps. Annotations 
are georeferenced using 2D coordinates. As real-time visualization com-
ponent Google Earth1 is used. Unlike our implementation, a separate ser-
vice combines data from different sources (for example WFS and WMS) 
for generating output of annotation data in KML (Wilson, 2008) format. 

Several researchers worked on supporting geo collaboration using maps. 
Yu and Cai (2009) propose GeoAnnotator as a service-oriented system for 
map based public participation. They outline requirements of such a sys-
tem to provide necessary features for annotation of geospatial objects as 
well as for encouraging people to provide their opinions. A many-to-many 
relation between annotations and spatial references is considered to be im-
portant to support, e.g., comparison arguments as annotated information. 
Further they outline the need for multi-modal multimedia annotations to 
support sharing geographical information more easily. Rinner (2001, 2005) 
introduced Argumentation Maps to support discussions on planning activi-
ties by connecting discussion contributions to geographic features or geo-
metries. This object-based model is used to store discussion information in 

                                                      
1 http://earth.google.com 
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databases. In contrast to Argumentation Maps, our model aims at a more 
general approach for annotation of geographic areas and features, which 
can be used in many application domains.  

Hopfer and MacEachren (2007) investigate the use of geospatial annota-
tion for collaboration using map-based displays, analyzing how annota-
tions facilitate decision making in groups. They recommend to avoid in-
troducing knowledge that is already known to each participant (shared 
knowledge) into decision making processes and outline the importance of 
flexible annotation systems (query, analysis and access possibilities). 

Text and sketch annotations in 3D virtual environments for architectural 
design are presented by Jung et al. (2002). They outline the demand for 
non text annotations in an earlier user study Jung et al. (2002a). 

Tohidi et al. (2006) report on the usage of user created sketches during 
user interface design processes. They state the advantage of providing a 
user with communication means to propose own ideas or proposals beside, 
e.g., textual comments or questionnaires. Sketches are also used frequently 
for describing intentions in the field of human-computer-interaction, e.g., 
for navigation (Igarashi, et al., 1998, Hagedorn and Döllner, 2009) or 3D 
modeling (Karpenko and Hughes, 2006). We are using a sketch-based ap-
proach for communicating visual information to provide equally expres-
sive communication tools, which allow more useful annotations, i.e., to 
express alternate approaches or change requests. 

Heer et al. (2009) deal with asynchronous (time shifted) collaboration 
on data visualization using annotations. They provide tools for diagram 
annotation. Additionally they conducted a user study to analyze the usage 
of these tools. Drawing sketches on top of the visualization is seen as ex-
pressive means especially for pointing: It turned out that 88.6 % of all 
sketch annotations involved pointing. In contrast to our drawing approach 
more tools are provided for drawing complex shapes like arrows or boxes, 
while our client implementation does exclusively support free-hand 
sketching. 

Isenberg et al. (2009) conducted a user study on usability of a collabora-
tively retrofitted information visualization system. They introduced colla-
borative interaction and did changes concerning the data representation to 
enable collocated collaborative work. One improvement requested by sev-
eral participating groups was to integrate explicit ways to ensure that deci-
sions would not get lost in the collaboration process, which is also motiva-
tion for annotation in collaborative processes in 3D GeoVEs. 
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3 Modeling Geospatial Annotations 

This section presents a model for geospatial annotations that concentrates 
on precise, creation context aware storage of information concerning a spa-
tial subject. Annotations are used as means to make knowledge or informa-
tion persistent and are intended for later access and analysis. We distin-
guish three types of annotations by their contents: textual information, 
multimedia contents (e.g., images, videos, or audio records), and additional 
geometry visually communicating a concept or proposal. 

3.1 Spatial References 

Spatial references define the location and extent of an annotation's subject 
in 3D space. To ease sharing of those between annotation objects, we 
model spatial references as separate first-class features, which does also al-
low us to define groups of spatial references to be the subject of an annota-
tion. By marking an annotation's spatial subject area using our model of 
spatial reference, specialized language to communicate the spatial refer-
ence in annotation contents can be obviated (Hopfer and MacEachren, 
2007). 

Our model for spatial references is partitioned into two parts (Fig. 1): 
SpatialReference and  specialized reference types. The Spatia-
lReference class defines basic parameters, which every reference type 
must have. A point as location indicator facilitates using an annotation's 
spatial references for clients that have very limited capabilities concerning 
computational power, display size, bandwidth or geometry handling. This 
especially eases the implementation of web-based clients for annotation 
exploration and creation, without having to implement the full support for 
GML geometry needed for precise and complete handling of complex ref-
erence geometry. The modelId attribute identifies the model data set in 
the database. This data set describes parameters of the city model that is 
used to create the SpatialReference object. The information about 
the used model can be retrieved from the WFS if information about the 
overall spatial extend or additional information like access parameters for 
model data are required. 
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Fig. 1. Reference types as UML class diagram. Every geographic reference is a 
unique feature which can be referred 

We define the following three types of spatial reference objects (Fig. 1): 

• Geometry: This is the most explicit type of spatial reference. It contains 
geometry (e.g., point, polygon or box) defined in real-world coordinates. 
It is encoded using the GML 3 geometry model, which supports 3D 
geometries. The point geometry defining the approximate location is set 
depending on the type of geometry the references holds. If the geometry 
is a point, it is set as position property equally. For lines or line strings 
the center of the line, defined by the client creating the reference, is used 
as position marker. For areas or volumes the center of the bounding box 
is used to provide the value of the position property. 

• Scene Views: A scene view is the second type of an annotation's spatial 
subject. A large amount of information is included in a user's current 
view of the scene through many perceptional impressions like the cur-
rent line-of-sight or visible parts of certain structures are view depen-
dent. A ViewReference instance is specified by three point proper-
ties: look-from position, look-to position and up-position. The up-
position determines in conjunction with the look-from position camera's 
up direction. The look-from position also defines the position property 
of this type of spatial preference. 

• Geographic Features: In contrast to references containing explicitly 
defined complex geometries, a reference to a model object is connected 
to a geographic feature (e.g., building, square, or street). This provides 
possibilities to use topological, hierarchical and other relations defined 
by the city model for computation like positioning calculation for anno-
tation visualization elements or further analysis of larger numbers of an-
notations. Large amounts of annotations can occur, e.g., in public partic-
ipation scenarios or planning activities. The indirection of those 
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references allows us to follow changes in the feature geometry provid-
ing the possibility to, for example, annotate features that do not have a 
fixed location. A FeatureReference, therefore, defines a link to a 
feature data set included in a city model. The identifier string in 
connection with the modelId identifier must enable a client to retrieve 
the complex geometry from the data source defined in the model de-
scription. An example for such an identifier is a URI used as gml:id 
attribute value in a GML-based city model. At least the client creating 
this type of spatial reference must be capable of getting feature data 
from the model to calculate the position property. Other clients can use 
the precomputed position property instead. By default the position prop-
erty is set to be the center of the referenced feature's bounding box. 

•  

 
Fig. 2. UML class diagram for geospatial annotations. Metadata like geospatial 
annotation subjects or the author of an annotation is defined at the base class. The 
Annotation class adds the possibility to define annotation chains for discussions 

3.2 Annotation Contents 

An annotation’s content defines the information associated to the spatial 
reference. To provide the users with a wide range of possibilities to ex-
press their opinions, remarks, or proposals we define three types of annota-
tions according to their type of contents (Fig. 2): 
• Text: A user can state opinions or other information by giving textual 

descriptions. Because of the well defined spatial references, users may 
refer to those objects easily. Although being quite expressive, text is not 
the optimal means for communicating information that refers to spatial 
relations. 
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• References to Multimedia Contents: This annotation type enables a 
user to connect multimedia contents to a spatial reference. The contents 
themselves are not stored together with the annotation data but are refe-
renced using an URL. To support clients to handle the playback or dis-
play of the linked contents, information about the type of the referenced 
media is stored (see contentType property). Through using this quite 
flexible form of annotation contents, a wide range of media (e.g., audio 
recordings, videos, or images) can be associated with spatial references. 

• Geometry: The third type of annotation contents is either 2D or 3D 
geometry that is used to annotate the city model by using direction indi-
cators (i.e., arrows), measurement indicators, sketches, or extensions to 
existing object geometries like, e.g., lines as proposal for routes (Strobl, 
2007) (Fig. 3). Those geometries are means to communicate spatial in-
formation like object arrangement, object size or design ideas. The 
communication of such visual forms of information through non visual 
(verbal, textual) means involves a loss of information due to the neces-
sary mental translation effort (Yao, et al., 2005). To help to avoid such a 
translation loss, we allow the creation of free-hand sketches as special 
case of geometry annotation. A sketch is an intuitive and efficient way 
for communicating information or concepts (Stefik, et al., 1987). The 
user is free to express its own concepts or proposals. Due to the creative 
freedom a resulting sketch serves as a basis for later analysis and inter-
pretation (Tohidi, et al., 2006), which may help to improve planning. 

 

 
Fig.3. An example of view-plane sketches for communicating proposals, ideas, or 
spatial relations. The sketches are connected to one viewpoint, but the camera 
orientation can be changed while the sketch’s position is maintained 
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3.3 Expressing Uncertainty for Spatial References 

If there is no precisely definable subject geometry for an issue, further 
means for expressing spatial vagueness are needed. Imprecisely known 
subject geometry can be necessary, e.g., when assumptions or guesses 
concerning spatial issues shall be made. Our concept of an annotation's un-
certainty extent provides means for specifying further spatial attributes 
than the spatial reference as annotation subject only. Annotation's contents 
may refer to this geometry to express an alternative concerning a spatial 
extent. An extent geometry can be defined in two ways: 
• Indirectly by using an offset given in meters which enlarges the spatial 

reference geometry 
• Directly through defining a separate explicit extent geometry 

 
By taking the geometry specified by the annotation extent into account 

for search and analysis, the scope of a search request can be broadened to 
include annotations that are possibly related to the geometry defined as 
search parameter. 

3.4 Annotation Metadata 

Basic annotation attributes describe metadata concerning the annotation's 
contents. They can help to comprehend the author's original intention and 
message when annotations are explored. The following 6 items are stored 
alongside with every annotation for that purpose: 
• Scene View Specification: The parameters describing an author's cur-

rent scene view are stored together with annotation data providing the 
reader with information about the creation context. When the annotation 
was created using an interactive 3D client, we assume the author chose a 
viewpoint in such a way that objects that are important for understand-
ing the spatial situation are visible and properly aligned concerning the 
message that is intended to be communicated. 

• Annotation Function: As shown in Fig. 2 each annotation can have a 
function assigned that describes what the author has intended to express. 
The categorization, which is possible through this function attribute, can 
be used for annotation visualization and analysis. E.g., where and how 
many complaints or proposals have been given as annotations to identify 
problematic areas. By now, the annotations functions have been defined 
exemplarily for the use case of public participation in urban planning or 
city management scenarios. They may have to be adapted or extended to 
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serve for other application areas. The function is also a good criterion 
for grouping of annotations especially for visualization purposes. 

• Session: Annotations can be grouped by sessions that describe the occa-
sion for annotation creation, i.e., a team meeting or a planning project. 
An annotation’s session does also describe the geographical extent of 
the overall area of interest using a bounding box. A model description 
associated with a session holds information about the model that is used 
for annotation authoring. A session provides a short description of the 
overall topic (e.g., project name or activity description). By assigning a 
session id to an annotation, they are assigned to a session dataset. 

• Tags: Keywords (Tags) can be assigned by a user to briefly describe 
what an annotation is about. Through using tags for annotation descrip-
tion groups are created, each containing annotations that hold the same 
tag. A user is free to assign arbitrary unstructured keywords to his anno-
tations. The keywords may define a broad range of annotation attributes 
like, e.g., contents or intended function. The meta-information provided 
by such a keyword set per annotation can be used for searching or filter-
ing of annotation objects (Xu et al., 2006). 

• Author: An annotation holds information (e.g., id, name, color) about 
its author to enable to tracing of annotations created by a certain user or 
a group of users which matches given parameters.  

• Discussion: Parent-child (followupAnnotations) relations intro-
duced by the Annotation class definition in Fig. 2 allow to create tree 
structures of annotations. Those structures can be used to model discus-
sion threads. The spatial reference of a parent annotation is implicitly 
inherited by child annotations, which do not have to have a Spatial-
Reference object assigned. This also provides the possibility to de-
fine further SpatialReference objects to broaden the spatial scope 
of a follow-up annotation. Since we can model discussion threads using 
our geospatial annotation model it can be applied for issue-based infor-
mation systems (Kunz and Rittel, 1970) for applications like map-based 
argumentations (Rinner, 2005). 

4 Implementation 

This section provides an overview of our prototypic implementation of a 
system that supports authoring, storage and visualization geospatial anno-
tations using 3D GeoVEs. 
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4.1 System Architecture 

Our system architecture consists of three major parts (Fig. 4): A geo-
enabled database management system, a WFS implementation, and client 
applications. The data back end is provided by a PostGIS2 spatially 
enabled PostgreSQL database which is encapsulated using a transactional 
WFS-implementation. This supports usage of the annotation data by a va-
riety of client applications through offering an open, standardized interface 
for data retrieval, insertion and update. OGC Filter (Vretanos 2005), as 
query language for WFS requests, allows to define queries using spatial 
and non spatial predicates for restricting search requests in a standardized 
way. 
 

 
Fig. 4. Architectural overview of the annotation system. The client is responsible 
for user interaction, visualization and conversion to the respective GML-based da-
ta encoding while the WFS provides the interface for data storage using the Post-
GIS database. Through the standard WFS interface and its variable output format 
different types of clients are possible 

Several types of clients may be used together with our data back end. 
We have implemented a C++ application that can create and visualize an-
notations for virtual 3D city models. It uses GML for encoding of annota-
tion data. For annotation exploration, a KML enabled client like Google 
Earth can be used to visualize annotations by using the KML encoded out-
put generated by the WFS implementation through transforming the GML 
encoded output to KML using XSL transformations. 

The city model must be shared throughout all clients creating annota-
tions to be able to create and resolve FeatureReferences, e.g., 
through distributing the model data file throughout all client instances. 

                                                      
2 http://postgis.refractions.net 
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Another possibility for data distribution is a service-based access to a Ci-
tyGML (Gröger, et al., 2008) encoded model also using a WFS. 

4.2 Data Storage 

Data retrieval, creation and update is encapsulated by a transactional WFS. 
Due to our requirements regarding support for 3D geometries and transac-
tional service functionality (insert, update and delete features), we use a 
service implementation that supports the WFS specification version 1.1., 
which defines GML version 3.1.1 as mandatory data exchange format and 
allows encoding of 3D geometries. Since annotation data creation and up-
date of data properties are inevitable functionalities for our purposes, a 
WFS implementation is used which supports the Transaction operation, 
defined by the WFS specification to be optional. 

We selected the WFS implementation of the deegree project3 version 2.2 
to be used with a PostGIS spatially enabled database. The WFS is confi-
gured using a GML application schema that defines XML elements and 
XML Schema types according to our model presented in section 3. In the 
schema definition we made extensive use of complex typed child elements 
to implement our annotation model. Each complex typed element is 
mapped onto a database table in our relational database model. Inheritance 
relations (e.g., the one between SpatialReference and Geometry-
Reference depicted in Fig. 1) are defined in both, the XML schema de-
finition using the type extension mechanism and the relational database 
model using the table inheritance feature of PostgreSQL. All XML schema 
types that extend other types are mapped to an own database table that in-
herits from the table of the extension's base type. This eases a consistent 
handling of child types regarding id generation, feature update, or deletion 
behavior down to database level. 

Data Export as KML 

A system for annotations should enable the largest possible public to use it 
(Strobl, 2007). Virtual globe tools like Google Earth, Microsoft's Bing 
Maps 3D4 or NASA World Wind5 are very popular and many web users 
are familiar with using such virtual globes. All those applications men-
tioned support KML as input or output format. We defined a XSL trans-

                                                      
3 http://www.deegree.org 
4 http://www.bing.com/maps 
5 http://worldwind.nasa.gov 
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formation that is used as output Filter for our WFS instance to enable an-
notation exploration via afore mentioned KML enabled clients (Fig. 4). It 
translates annotation data encoded in GML according to our application 
schema into KML placemarks. Therefore the position property held by 
SpatialReference instances provides a placemark's location. Equally 
the definition of an input transformation from KML to our GML dialect 
would be possible to allow creation of annotation features using KML-
encoded input data. 

4.3 Interactive 3D Client 

For annotation authoring and visualization we have implemented a C++ 
client application that uses the GML-encoded data provided by the WFS. It 
provides a user interface for exploring of a 3D city model. Users are 
enabled to define spatial references visually by selecting features or defin-
ing reference geometries. Annotation metadata is captured implicitly on 
annotation creation. 

Annotations are visualized using 3D display elements, which are em-
bedded into the scene and additionally through icons on a mini map. Anno-
tations are grouped by their spatial references to limit the amount of 3D 
annotation items being displayed. Different interaction and visualization 
strategies have to be applied depending on annotation types. Sketches con-
cerning scene views can be created as GeometryAnnotation using the 
mouse or a tangible display. To view such sketches the user takes the au-
thor’s camera position and sketch geometry is displayed front of the user's 
viewpoint. This creates the impression of the sketch being projected into 
the scene (see Fig. 3). 

The process for annotation creation has to assure data integrity, which 
also includes avoidance of double entries, especially for SpatialRefe-
rence instances, where possible. Partly this is ensured by the deegree 
WFS implementation by checking input data for validity according to the 
application schema. It does also check for doublets using predefined equal-
ity criteria for feature types. Unfortunately, the check for duplicates does 
not take complex typed child properties and geometry properties into ac-
count. So this has to be implemented in the client application. We avoided 
this missing feature by creating the SpatialReference features inde-
pendently before creating the annotations objects. 
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5 Discussion 

Currently the client annotation-system is implemented to prove the appli-
cability of our annotation model. No larger user tests have been done right 
now. In the following we will discuss the current client/server-system and 
model. 

Screen overlay sketches are currently defined using a set of curves given 
in 3D real world coordinates which have been calculated depending on 
near clipping plane of the client's current camera projection settings. For it, 
screen coordinates of each point of the sketch are unprojected to 3D coor-
dinates situated on the camera's view plane. By saving those coordinates in 
that way, we enable a camera look around while maintaining the alignment 
of the sketch in connection to the city model scene (see Fig. 3). While this 
is sufficient for a fixed viewpoint in connection with sketches, it is not 
possible to display sketches that are associated with objects or certain areas 
independently from viewpoints. Sin et al. (2006, 2006a) provide possibili-
ties to use object surfaces as sketch canvas. They adjust the sketch display 
depending on the orientation and viewpoint dependence of the information 
contained in such sketches. 

Our representation of overlay sketches and camera viewpoints defined 
for annotation features are based on GML geometries. From a semantic 
point of view the geographical bounding box of those features should be 
the bounding box of their spatial reference. Unfortunately this is not possi-
ble at the moment because the WFS takes every geometry property of a 
feature into account for bounding box calculations. This falsifies the 
bounding box of such features. The bounding box definition is also a prob-
lem for view references and other types of annotations because of the defi-
nition of a camera position using three georeferenced points. Those points 
are also contributing to the bounding box calculation of the deegree WFS. 

The client introduced in this paper provides basic functionality to ex-
plore a city model, to select (also multiple) spatial references and to visual-
ize annotations in 3D scenes. The methods for alignment and display of 
such metadata elements are not subject of this paper. But there are some 
restrictions concerning the usage of our annotation model’s expressive-
ness. For example the ability to define a GeometryReferences is li-
mited for simplicity to points, boxes, and 2D polygons. Also the client is 
not yet able to create or visualize annotation chains (discussions).At the 
moment KML output is restricted to a placemark for each annotation 
which are localized using the position property of the SpatialRefe-
rence type. Also GeometryAnnotation objects are not covered by 
the XSL transformation by now. Complex reference geometries could be 
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translated into KML geometries using more sophisticated transformations. 
Those would have to include additional functionalities implemented in Ja-
va classes providing for example coordinate transformations or other com-
putations. This would also enable geometry processing for Geome-
tryAnnotations and enable sketch display in KML enabled 3D clients 
through KML-encoded complex geometries. 

The types of annotation content are defined exemplarily. All metainfor-
mation that is needed for annotation handling are defined independently 
from the type of the information contained in an annotation. This way the 
model can be extended towards, e.g., composite types of annotation con-
tents. For each new type of annotation content client applications have to 
be adapted to enable authoring and visualization of those new content 
types. 

6 Conclusions and Future Work 

In this paper we have shown a model for geospatial annotations that pays 
special attention on modeling the data structures for referencing geospatial 
objects or geometries using GML-features. A transactional WFS provides 
a standardized interface for data access and storage, which allows embed-
ding annotation functionality into a variety of GML compatible applica-
tions. Metadata supports comprehension of annotation meanings especially 
with regard to 3D GeoVEs. We further propose an annotation type con-
taining geometry as intuitive communication tool. We have outlined the 
possible value of sketches for communication of proposals or ideas. 

Concerning geospatial annotations some further work may be applying 
geospatial ontologies for defining a more precise and semantically valua-
ble georeferencing. The additional information provided by such an ontol-
ogy may be used for a more subject specific visualization (arrangement, 
appearance) when interactive 3D client applications are used. Further, ad-
ditional annotation types with regard to their contents could be defined. 
For example a type for representing questionnaires for guided data acquisi-
tion by users could be evaluated in connection with virtual tours through 
the area of interest. 

We do not use a definition of what equality of spatial references mean, 
except for equal-valued object attributes. Defining variable criteria con-
cerning the degree of containment of a reference’s geometry in other refer-
ence geometries could help to visualize and analyze larger amounts of an-
notations. 
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A web based approach for interactive creation and visualization of anno-
tations would lower barriers that are posed through installation require-
ments and dependencies of the current client system. Therefore other OGC 
web services may be used to provide map-based (Web Map Service - 
WMS (de la Beaujardiere, 2006)) or 3D visualization and interaction. For 
the three dimensional case, a Web Perspective View Service (WPVS) could 
be used to generate images of a virtual city model. Using such images for 
presentation, very thin client applications are possible without losing the 
possibility to give an impression of the author's context when creating the 
annotation (Hagedorn, et al., 2009). When additional interactivity is intro-
duced using image data delivered by a WPVS, users would be able to de-
fine all necessary attributes for annotation creation using a web browser. 
Such a technique could enable the usage of annotation with precise geos-
patial references for a far broader audience and therefore enable using our 
annotation model in connection with a virtual 3D city or landscape model 
for large scale public participation applications. 

An important next step is the acquisition of a larger amount of user-
generated data to find requirements for annotation analysis; user tests 
should show how users can handle annotation tools and which kind of in-
formation they want to store as annotation.  
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Abstract. Cloud Computing is one of the latest hypes in the mainstream IT 
world. In this context, Spatial Data Infrastructures (SDIs) have not been con-
sidered yet. This paper reviews this novel technology and identifies the para-
digm behind it with regard to SDIs. Concepts of SDIs are analyzed in respect 
to common gaps which can be solved by Cloud Computing technologies. A 
real world use case will be presented, which benefits largely from Cloud 
Computing as a proof-of-concept demonstration. This use case shows that 
SDI components can be integrated into the cloud as value-added services. 
Thereby SDI components are shifted from a Software as a Service cloud layer 
to the Platform as a Service cloud layer, which can be regarded as a future di-
rection for SDIs to enable geospatial cloud interoperability. 

1 Introduction 

Cloud Computing is one of the latest trends in the mainstream IT world 
(Gartner 2009a). A cloud metaphor is used to represent large networking and 
computational infrastructures. From a provider perspective, the key aspect of 
the cloud is the ability to dynamically scale and provide computational and 
storage capacities over the internet. From a client perspective, the key aspect 
of a cloud is the ability to access the cloud facilities on-demand in a cost effi-
cient way without managing the underlying infrastructure and dealing with the 
related investments and maintenance costs. 
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In this regard, Spatial Data Infrastructures (SDIs) undergo a transition from 
providing geodata towards providing web-based geoinformation (GI) (Kiehle 
2007, Schaeffer et al. 2009). To provide this web-based geoinformation, mas-
sive processing tasks are required in a cost efficient way to maintain sustaina-
bility. In the past, the processing of geodata has been performed mostly on 
desktop machines and mainframes. Due to this requirement for massive 
processing capabilities, Cloud Computing is a promising approach. Addition-
ally, this novel technology is beneficial to sufficiently scale these processing 
tasks on the organization's infrastructure or within an SDI. The problem of 
scaling can be demonstrated for the example in disaster management scena-
rios, which requires a large-scale computational infrastructure for extensive 
computations only for a short period of time. Another aspect related to scaling 
is the coupling of SDIs with the mass market domain such as the integration 
of volunteered geoinformation (i.e. collected via mobile phones) in SDIs. In 
this case many users create and share their geodata on-demand concurrently, 
which is seen as a beneficial application for SDIs to enrich existing databases 
in real-time. The risk management scenario as well as the volunteered geoin-
formation do not follow a fixed schedule (such as for instance the periodically 
update of data in an agency) and therefore require new approaches to techni-
cally meet the requirements and to limit the infrastructure costs. Therefore, 
Cloud Computing is a technical and economic opportunity for SDIs to support 
future geospatial applications. Moreover, it is also an approach for novel 
business to create, operate and utilize SDIs. All these aspects motivate to in-
vestigate the potentials of Cloud Computing for SDIs. 

Thus, this paper presents a cloud-enabled SDI addressing some of the cur-
rent obstacles of SDI development. Section 2 reviews the related concepts of 
Cloud Computing and SDIs. The cloud-enabled SDI is described in Section 3. 
The application of the risk management use case is presented in Section 4. In 
addition, Section 5 validates the scalability promise of the cloud computing 
paradigm with regard to the presented use case. Finally, Section 6 gives an 
outlook and concludes the findings. 

2 Review of Relevant Concepts  

This section provides a review of relevant concepts in the context of Cloud 
Computing and SDIs. 

2.1 Cloud Computing 

Cloud Computing is one of the latest trends in the mainstream IT world 
(Gartner 2008) (Gartner 2009a). Several IT companies such as Amazon, 
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Google, Microsoft and Salesforce have already built up significant effort in 
this direction (see Section 2.3.1). The term Cloud Computing describes an ap-
proach in which the storage and computational facilities are no longer located 
on single computers, but distributed over remote resources facilities operated 
by third party providers (Foster 2008).  

Cloud Computing overlaps with some concepts of Distributed Computing 
and Grid Computing (Hartig, 2008). Both, grid and cloud environments pro-
vide a network infrastructure for scaling applications by sufficient storage and 
computational capabilities.  However, Grid Computing is applied by the sci-
entific community for large-scale computations (e.g. a global climate change 
model or the aerodynamic design of engine components). Whereas Cloud 
Computing enables small and medium-sized companies to deploy their web-
based applications in an instant scaleable fashion without the need to invest in 
large computational infrastructures for storing large amounts of data and/or 
performing complex processes (Myerson 2008). As a consequence, national 
and international grid infrastructures (for example the Worldwide LHC Com-
puting Grid1) are typically funded by the government and operated by interna-
tional joint research projects, whereas cloud infrastructures are operated by 
large-sized enterprises under economic aspects, such as Amazon or Google, 
enabling smaller companies to use their infrastructure (e.g. WeoGeo). 

In essence, Cloud Computing is not a completely new concept, it moreover 
col-lects a family of well known and established methods and technologies 
under the umbrella of the term Cloud Computing. These well known methods 
and technologies are for example Software as a Service (SaaS) as a model for 
software deployment and virtualization as an efficient hosting platform (Sun 
Microsystems Inc. 2009). Besides, it describes a paradigm of outsourcing ap-
plications and specific tasks to a scalable infrastructure and therefore conse-
quently enabling new business models with less up-front investments. 

The following sub-sections describe the paradigm of Cloud Computing 
grouped by its characteristics and anatomy. 

2.1.1 Characteristics 

The key characteristics of Cloud Computing are the ability to scale and pro-
vide computational power and storage dynamically in a cost efficient and se-
cure way over the web (ANSI 2009). Besides, a client application is able to 
use these resources without having to manage the underlying complexity of 
the technology. These characteristics lead to the following benefits: 
 
• Efficiency 

From a provider perspective, Cloud Computing enables IT companies to 

                                                           
1 http://lcg.web.cern.ch/LCG/ 
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increase utilization rates of their existing hardware significantly. Existing 
infrastructures such as large data centers are now able to utilize their hard-
ware infrastructures more efficiently by dynamically distribute their appli-
cations and processes to free available resources in an on-demand fashion. 
From a client perspective, the client's infrastructure can be utilized to the 
maximum and whenever more resources are needed, additional resources 
could be provided by the cloud. 
 

• Outtasking 
By outtasking software and data to computational facilities operated by 
third parties, clients do not need to operate their own large-scale computa-
tional infrastructure anymore. Therefore, enterprises of any size - from 
Web 2.0 start-up companies to global enterprises - can decrease their costs 
for initial infrastructure and maintenance significantly. Thereby, fixed costs 
can be transformed into variable costs and create a business advantage. 
This allows companies to rather focus on their business model than to 
maintain and invest in the infrastructure (software licenses & hardware). 
 

• Scalability 
Cloud Computing resources (i.e. storage or computational power) are allo-
cated in real-time and cloud resources scale the deployed applications 
automatically on-demand (for example in case of high amounts of re-
quests). This allows cloud users to handle peak loads very efficiently with-
out managing their own infrastructures. For example, load-balancing or de-
veloping highly available solutions for their software do not need to be 
regarded by the cloud users because such solutions are incorporated in the 
cloud implicitly. By deploying applications and data in the cloud, clients 
are automatically able to scale up their computational capacities (for exam-
ple from a few to hundreds of servers) in an instant and on-demand fashion.  
   

• On-demand 
Allocating cloud resources on a real-time and on-demand basis helps enter-
prises to utilize large IT resources instantly and efficiently (see the aspect 
of efficiency). In contrast to classical long term outsourcing contracts, on-
demand usage with pay-per-use revenue models enable cloud users to re-
structure existing business processes or even to realize the novel business 
models with little investment (Gartner 2009b). The total cost of ownership 
(including initial investment in hardware, software licenses, energy, fail-
safety and technical engineers) of self-hosted data centers is in contrast to a 
Cloud Computing approach which minimizes start-up costs and helps en-
terprises to put new promising business models into the market.  
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An additional characteristic of Cloud Computing is the support of Service 
Level Agreements (SLA) defining different service quality guarantees (for 
example hotline support, web service mean up time or a specific numbers of 
accessible CPUs) and contractual penalty clauses. Such contracts are of gen-
eral importance for cost-performance ratio transparency in SOA governance 
and therefore an essential characteristic for potential future geospatial busi-
ness models with defined value propositions. 

There are still a number of open issues for Cloud Computing. One open is-
sue is the existing barriers of adopting Cloud Computing aspects in existing 
IT infrastructures, which is exemplified in the so-called "Open Cloud Mani-
festo"2. Especially the absence of cloud interoperability due to vendor specific 
cloud APIs can be seen as one major obstacle. These specific APIs bind the 
applications of the cloud users to specific cloud vendors and therefore com-
plicate the migration of applications between different cloud vendors (i.e. 
vendor lock-in). Standards are needed and will be addressed by the Open 
Cloud Consortium. 

Besides data backup and recovery responsibilities the outsourcing of confi-
dential data from data owners to third party infrastructures is problematic in 
the context of security. Using public clouds as a deployment platform for ap-
plications and services is in most cases not suitable. Private cloud (clouds on 
private networks) maintained within an entity can help to solve this problem. 
The identified issues regarding outsourcing of data and reliability of infra-
structures are not only specific to cloud infrastructures, but must be addressed 
for all kinds of distributed architectures.  

2.1.2 Cloud Anatomy 

The Cloud Computing paradigm replaces the classical multi-tier architecture 
model of web services and creates a new set of layers (Sun Microsystems Inc. 
2009, ANSI 2009) as depicted in Figure 1. Software as a Service (SaaS) and 
data Storage as a Service (dSaaS) are the top layers and feature processing 
and storage facilities through web services. Platform as a Service (PaaS) is 
the middle layer and encapsulates complete development and runtime envi-
ronments (for example operating systems, databases or web service applica-
tion frameworks). Infrastructure as a Service (IaaS) is the bottom layer and 
delivers basic computational infrastructures as standardized services over the 
network. The bottom layer is then based on actual hardware provided to real-
ize a cloud infrastructure. 

 
 

                                                           
2 http://www.opencloudmanifesto.org/ 
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Fig. 1. A short overview about a typical set of Cloud Computing layers 

2.2 Spatial Data Infrastructures 

Spatial Data Infrastructures (SDIs) are technical, organizational and legal 
frameworks for geoinformation resources (McLaughlin and Groot 2000). 
SDIs can be designed differently. For instance, Bernard and Streit (Bernard & 
Streit 2002) especially focus on the service aspect of SDIs by specifying that 
an SDI enables the cooperatively use of distributed governmentally or pri-
vately held geodata and GI-Service across administrative and system borders. 
Whereas, McLaughlin and Groot (2000) emphasize the organizational aspect 
of “[…] delivering spatially resources, from the local level to the global level, 
in an interoperable way for a variety of uses.” 

The building blocks of an SDI are the geodata, its technical network, meta-
data, Web Services and standards (BKG 2002). Specific Web Services pro-
vide the geodata and corresponding metadata the Web. To realize communi-
cation sufficiently, the services have to be interoperable through standardized 
interfaces. Onstrud (Onstrud 2007) adds clearinghouses, partnerships, educa-
tion and communication to this definition. Clearinghouses are used to uni-
formly search distributed geodata and actually obtain the geodata. Partner-
ships reduce redundancy and costs. Education and communication enables 
different entities to communicate knowledge and thereby learn from each 
other. 
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Several initiatives are currently in the process of establishing SDIs on mul-
tiple levels. From a top-down point of view, on a global level there is i.e. 
DigitalEarth  and on the European level INSPIRE (European Council 2007). 
Many countries have started to establish their own national SDI, for instance 
the USA (USGS 2005), Canada (Geoconnection 2004), Germany (GDI-DE 
2007), Portugal (Juliao 2009) and Denmark (Jarmbaek et al., 2009).  

To actually build SDIs, standards and best practices are required. The Open 
Geospatial Consortium (OGC) is dedicated to standardize SDI services to en-
able interoperable communication.  

Overall, the main advantages of an SDI for the participating organizations 
and society are (Bernard et al. 2005):  

• Cost effective data production  
• Avoidance of duplications  
• Efficient data exchange and use over administrative and enterprise bor-

ders  
• Improvement of decision making on the basis of available high value 

data. 
 
Based on the presented concepts, Section 3.1 will describe current obstacles 

in developing SDIs, which can be addressed by integrating the cloud para-
digm. 

3 Cloud-enabled SDIs  

This section provides the design of a cloud-enabled SDI by applying the con-
cepts introduced in Section 2. At first, Section 3.1 analyses obstacles of SDIs. 
The findings of this analysis are additional input to design a cloud-enabled 
SDI (Section 3.2).  

3.1 Obstacles in SDI Development  

SDIs have shown a great potential for enabling the market value of geoinfor-
mation as for instance presented in (Micus 2004). However, current SDI de-
velopment faces different challenges as for example volunteered geoinforma-
tion and data harmonization (Craglia 2009). On this basis, the following 
obstacles can be identified in SDI developments with regards to cloud com-
puting: 

• Upfront costs barriers  
• Mass market requirements  
• Legally binding performance allowances  
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SDI literature mentions also other obstacles such as organizational aspects 
(Ollen 2003) which are not considered here due to less relevance to the cloud 
context. 

Volunteered geoinformation is beneficial for SDIs to enhance the availabil-
ity of real-time data, but appropriate concepts to integrate such geoinforma-
tion are not yet available (Craglia 2009). In particular, volunteered geoinfor-
mation collected by ordinary users, who in some cases can provide up-to-date 
data, play an important role especially in risk management scenarios (e.g. geo-
tagged pictures of flooding taken by mobile phones). These geospatial mass 
market applications, as the name implies, typically yield many concurrent re-
quests which have to be processed. As Scholten et al. show (Scholten et al. 
2006) scalability is a problem for SDI services. To meet these requirements of 
mass market applications for immediate response (i.e. below 5 seconds), scal-
able solutions are necessary. 

Another challenge is the integration of real value-added information, pro-
vided by web-based processing. As already mentioned, SDIs are currently in a 
transition of the focus from data (provider-oriented) to information (user-
oriented) (Kiehle 2006, Schaeffer et al. 2009). To generate this information, 
thorough processing facilities have to be integrated into SDIs. This integration 
requires large investments in computational and storage resources to handle 
the intrinsic complexity and huge volumes of geodata (e.g. LIDAR or real-
time sensor data) as well as multiple and concurrent requests by mass market 
applications. Apart from the investments in large-scale computation infra-
structure for processing, other investments related to SDI development such 
as software license costs are typically have to be considered. These invest-
ments can be seen as a major obstacle towards the full implementation of 
SDIs. For instance, to build up the Swedish SDI, more than 150M $ by an an-
nual maintenance cost of 30M $ are reported by (Wigberg 2002). The Italian 
SDI has already cost over 400M €. Even though most of the money has been 
spent on data collection, it becomes clear that operating SDIs at a technical 
level is cost intensive. This shows also the investment of 80M € for infrastruc-
ture services for the Italian SDI over a 2 year period (Cappadozzi 2008).    

Additionally, SDI initiatives with legal bindings such as INSPIRE (legally 
binding since 2007) explicitly require guaranteed response times for specific 
queries (INSPIRE, 2007) (INSPIRE, 2008). For example, the current re-
quirement for processing is a throughput of 1 MB/second and a response time 
of the service below 1 second. Search queries need to be answered within 3 
seconds and services must be able to handle up to 30 of these queries at the 
same time. Image downloads should have a maximum response time of 5 sec-
onds. To meet the specified performance boundaries in peak times, scalable 
solutions have to be found which are not yet implemented in SDIs from a 
technical point of view.  
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3.2 Design of a Cloud-enabled SDI 

This section presents a concept of a cloud-enabled SDI, which integrates the 
Cloud Computing paradigm with the SDI concept. 

In general, there are two options for realizing the integration of Cloud 
Computing and SDIs: 

 
• Option 1: Adopting Cloud Computing principles and standards to SDIs. 
• Option 2: Migrating SDI services on top of a Cloud Computing infra-

structure. 
 
Following option 1, SDIs are limited to themselves by creating separate 

standards and markets and could not benefit from mainstream-IT develop-
ments in the future. The authors of this paper favour option 2 which is more 
beneficial for the GI-domain as it is more open to the mainstream IT world 
and thereby broadens the opportunities of the GI-domain. Therefore option 2 
would in contrast to option 1 allow the combination of SDI and Cloud Com-
puting benefits, while benefiting from new developments in the mainstream 
IT world at the sae time. 

 
Mapping between SDI and Cloud Computing Components 
From an architectural perspective, the integration of SDIs into Cloud Comput-
ing infrastructures is shown in Figure 2. In detail, data services (such as WFS) 
can be considered from a customer perspective as Software as a Service 
(SaaS), because they offer certain functionality, such as spatio-temporal query 
for datasets. From a data owner perspective, dSaaS is utilized, because the 
cloud can store the data served via standardized interfaces over a network. A 
typical case is a company for remote sensing, storing the large stream of data 
coming from their satellites and providing these images via data provision 
services to customers, without dealing with extending memory capacity in 
their IT infrastructure. SaaS as well as dSaaS rely on PaaS for e.g. the operat-
ing system, databases or web service containers, while IaaS describes the 
hardware level as shown in Section 2.1.2.  

Processing instead of data storage aims at deriving information from data, 
can be seen as a typical SaaS application since customers can use the offered 
functionality, such as interpolating data on their side. The computation re-
sources are provided via PaaS and IaaS. The same applies for portrayal ser-
vices such as a WMS or discovery services e.g. Catalog Services (CSW).  
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Fig. 2. SDI-Cloud Mapping. 

The presented concept addresses the identified obstacles in SDI develop-
ment (Section 3.1) as explained in detail in the following.  

 
Upfront costs barriers 
From a georesource (data/processes) provider perspective, the classic Publish-
Find-Bind pattern of SOAs/SDIs (Figure 3) can be applied to the cloud-
enabled SDI (Figure 4). According to this classic pattern the georesource pro-
viders host their services offering georesources on their own infrastructure 
and publish these services to a registry. This allows clients to find the geore-
sources and bind (invoke) them. In other words, the georesources are accessed 
via services based on standardized interfaces over a network. This results in 
high upfront investments for the georesource owner to cover also peak loads 
or risk failing of the infrastructure. 

Cloud Computing and in particular the aspect of outtasking can be utilized 
to overcome this high up-front investment for building and maintaining a 
large in-house IT infrastructure. By delegating computational and storage in-
tensive tasks to third party providers in a cloud and using these tasks via ser-
vices with standardized interfaces over a network, SDI services can be used in 
a cloud as shown in Figure 4. 
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Fig. 3. Classic Publish-Find-Bind SDI pattern 

The classic Publish-Find-Bind pattern still applies here, but the georesource 
provider uses the cloud to host their georesources. Therefore, there is a dis-
tinction in this concept between the roles of the georesource provider and geo-
resources host. While the provider still publishes georesources which the cus-
tomer can discover, the found georesources are bound from the cloud. 
Therefore, a business relationship has still to be established between the cus-
tomer and the georesource provider. The revenue model for the georesource 
provider can be arranged in a flexible way. For instance, on-demand or flat-
rate access models may be adequate as they are also the dominated revenue 
model in public cloud environments such as Google Apps Engine or Amazon 
Elastic Compute Cloud (Amazon EC23). 

Besides, by using standardized service interfaces, cloud infrastructures 
hosted by different providers can be used interchangeably from a cloud ser-
vice consumer perspective. In other words, a client application does not need 
to be aware of whether a service is hosted in a cloud or not and which cloud 
provider is used. However, different cloud providers still have different inter-
nal requirements and capabilities which make it more complicated for the 
georesource provider to switch clouds for setting up a service in different 
clouds. 

 

                                                           
3 For a complete cost schema, see http://aws.amazon.com/ec2 
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Fig. 4. Publish-Find-Bind in Cloud SDI 

Mass market requirements 
As identified in Section 3.1, current SDI concepts lack scalability, which is 

especially crucial for integrating mass-market applications into SDIs. SDIs 
can benefit from the ability of cloud infrastructures to handle large amount of 
requests, processes or data. By migrating services into the cloud, the geore-
sources provided by these services are immediately available in a scalable 
fashion for on-demand use. Figure 5 shows, how the cloud expands from light 
blue over light violet to blue with the increasing number of user induced re-
quests.    

Conceptually, the scalability is automatically available through the cloud 
without touching the services itself. This implies that existing services can be 
deployed in a cloud environment without any adjustments to the service im-
plementations. 

When deploying SDI components on a cloud infrastructure, they can bene-
fit from the cloud's scalability instantly, but still remain interoperable. Re-
garding the service interface, there is no difference between a cloud-enabled 
SDI service and a non-cloud enabled SDI service. In fact they can be used in-
terchangeably and/or sequentially (in a composed workflow of traditional and 
cloud-enabled SDI components). 
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Fig. 5. Scaleable SDIs 

Legally binding performance requirements 
Existing SDIs which implement a legal framework such as INSPIRE have 

to meet specific Quality of Service (QoS) parameters as described in Section 
3.1. This applies also for private companies providing SDI services which 
typically have to provide specific QoS levels. Especially the scalability aspect 
of clouds can help here to process even a large amount of requests in a given 
time frame. This aspect can be combined with the argument of up-front in-
vestments as described before. For instance, for start-up companies the legally 
binding performance requirements can be a limiting factor to realize innova-
tive ideas if large infrastructure have to be acquired a priory to comply to the 
performance requirements. The Cloud Computing paradigm can be used to 
solve this obstacle, because it offers a low-cost way of delegating the per-
formance requirements to a specialized third party georesource host (cloud 
provider).  

For SDIs, this means, that the services of georesources have to be deployed 
in the cloud as shown in Figure 4. 

These theoretic considerations concerning cloud-enabled SDIs will now be 
evaluated against the background of a real world use case with a special focus 
on the scalability of cloud-enabled SDI services over existing SDI services. 

4 Application of the Use Case for a Cloud-enabled SDI 

The scenario is settled in the context of a public risk management use case, in 
which in-situ-sensor data has to be analyzed for assessing a fictive fire threat 
in Tasmania. A similar scenario and involved services have been extensively 
presented in Foerster & Schaeffer (2007) for the area of north-west Spain. 
This section pushes the scenario idea one step further and leverages cloud 
enables services to create a highly scaleable solution in Tasmania. 
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The Amazon Web Services (AWS) together with an OGC Web Processing 
Service implementation hosting a buffer and intersection process is used in 
this scenario.  

The Amazon Web Services product is a collection of services that are of-
fering Infrastructure as a Service (IaaS), Datastorage as a Service (dSaaS) and 
some aspects of Platform as a Service (PaaS). The Amazon EC2 provides a 
web service interface to manage virtual machines (IaaS) that are used to host 
customer specific applications and can be scaled on-demand to handle peak 
load. The Amazon Simple Storage Service (Amazon S3) provides a web ser-
vices interface that can be used to store and retrieve large amounts of data 
(dSaaS). 

To deploy a WPS in Amazon EC2 and thereby to add the SaaS layer, an 
Amazon Machine Image (AMI) has to be configured. The AMI serves as a 
template for all instances that have to be setup by the Amazon cloud. There-
fore, a WPS has to be installed on the virtual machine following the AMI 
template on top of a chosen machine setup (IaaS), operating system and serv-
let container (PaaS). In addition, the whole setup has to be configured to 
match certain scalability goals (expressed as rules). For this use case, the fol-
lowing rules were applied: 
• 1 instance should be running at all times 
• a maximum of 12 instances can be created 
• if the CPU workload is below 20% in a 30 second interval, the number of 

instances should be decreased by 1 
• if the CPU workload is above 50% in a 30 second interval, the number of 

instances should be increased by 1. 
 
Once, the AMI is configured, deployed and started, the WPS is accessible 

via a single URL like any other non cloud-enabled WPS. For instance a stan-
dard web client such as OpenLayers or directly as a web service can be used 
to consume the service. In the given scenario, an expert would discover the 
URL (find) add the service to the OpenLayers client (bind) and buffer the giv-
en wild fire polygons. The resulting layer is then intersected by the given 
Tasmania road data. 
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Fig. 6. Result (in red) of cloud enabled WPS intersecting buffered wild fires (violet) 
and road data (yellow) in Tasmania. 

Overall, this allows the user to assess which parts of the road infrastructure 
are at risk by a fire (see Figure 6, read layer). With an increasing number of 
requests, the number of WPS instances in the cloud should increase as shown 
in Figure 5 to meet the scalability goals (i.e. constant response times) (see 
Section 5 for detailed results). In such risk management situations, in which 
multiple users with concurrent requests are expected and peak loads on the in-
frastructure are common, the information about the latest wild fires will still 
be processed and provided to the user based on real-time processing. The fol-
lowing section examines a stress test simulating such peak loads on the infra-
structure and thereby demonstrates the scalability of cloud-enabled SDIs. 

5 Stress Test  

To demonstrate the scalability of cloud-enabed SDIs, we used a stress test to 
simulate an increasingly high demand of simultaneous requests (i.e. peak 
loads). A constant response time by the WPS deployed in the cloud was ex-
pected in contrast to a linear rising response time by a non cloud setting. The 
WPS was stress tested with the simple buffer algorithm, deployed in the 
Amazon Web Service framework as well as on a local and non cloud-enabled 
Tomcat installation. The geodata for that process was also delivered via a web 
service (deployed at the cloud(s) in the first case and deployed on the local 
and non cloud-enabled machine in the second case). 
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5.1 Methodology 

A cumulative approach was used, starting with 1 and up to 200 requests that 
were sent nearly simultaneously in a short period of time to the deployed ser-
vices. The elapsed time from sending the request to receiving the response on 
its own, as well as for the cumulative sum of the requests/response times was 
measured. In order to compare the local setting with the remote cloud settings, 
the results are normalized by only regarding the response time relatively to the 
maximum/minimum interval of all requests to the specific machine. 

5.2 Results 

Figure 7 shows the normalized response time of the online (Amazon Web 
Services) as well as of the local deployed WPS over the number of simultane-
ously sent requests. Normalization was reached by means of using the interval 
(min, max) as baseline. The response time of the remote WPS (monotonically 
increasing line) stays nearly constant up to 200 simultaneous requests whereas 
the local WPS response time (constant line) grows linearly. For the cloud ap-
proach, only one large peak at the beginning can be observed at the beginning 
and some smaller peaks during the rest of the execution. 

 

 
Fig. 7. WPS local vs. WPS in the cloud stress test results 

5.3 Evaluation 

The performance evaluation shows to some degree that a WPS deployed in 
the Amazon Web Service scales at high request rates as expected: The re-
sponse time for many simultaneous requests stays nearly constant in contrast 
to the non-cloud deployment. 
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The peak in the beginning of the cloud curve (Figure 7) for the measured 
response times could be explained by means of managing the (virtual) server 
instances in the backend. Additionally, the number of instances is increased 
only by 1 in a 30 second interval, which means, that for the starting period not 
enough instances are available. We assume that the smaller peaks for the re-
mote WPS are also related to minor background management tasks, such as 
setting up new instances. 

6 Conclusion  

This paper presents an approach for integrating SDIs and Cloud Computing 
technologies to set up a cloud-enabled SDI. A cloud-enabled SDI is identified 
as beneficial to address the major obstacles of SDI development (Section 2). 
Different roles in this cloud-enabled SDI are distinguished (Section 3). When 
integrating Cloud Computing and SDIs the existing publish-find-bind pattern 
for service interaction can be reused. Therefore, we see a paradigm shift from 
technological to economical aspects in contrast to a complete paradigm 
change, because the technical principles stay the same while economical as-
pects (upfront costs, maintenance, cost-effective production, etc, see section 
1) motivate the technological shift. 

It also became clear, that the way forward is to bring SDI components into 
cloud environments instead of adopting mainstream IT techniques such as 
Cloud Computing for SDIs. This will broaden the business opportunities for 
SDIs based on the high potential of cloud technologies. Therefore, we can 
foresee that the components, once deployed in an SDI, could be part of a 
cloud infrastructure service (belonging to PaaS) as there are already for in-
stance databases or authentication APIs provided in a cloud, for georesources 
(geoprocessing/geodata). 

As discussed, cloud interoperability from a client perspective is given for 
the geospatial domain because of the well established standards. From a pro-
vider perspective, the coupling with each cloud infrastructure is vendor-
specific. Therefore, the advance of the SDIs regarding standardization can 
lead to easy cloud interoperability also for the provider in respect to geore-
sources. Once the standardized SDI services are deployed in a cloud, they can 
be used by other cloud applications interchangeably. This implies that when a 
georesource dependent application is migrated from one cloud provider to an-
other, the connection to underlying georesources providing services does not 
need to be changed due to its standardized access. 

Another conclusion we can draw is, that Cloud Computing has the potential 
to create new business models for SDIs. These business models have to be 
distinguished from client and provider perspective. From a client perspective, 
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the low up-front investment barrier by using cloud environments for SDI ser-
vices allows companies to start new business models, which may have not 
been possible before due to high legally binding requirements. Besides, the 
outtasking of non-core task of a business process can lead to a modification of 
exiting business processes, which allows the overall business model to be 
more flexible to customer needs. This can lead on the provider perspective to 
specialized SaaS providers which can offer value-added services on-demand 
in a scalable fashion as for instance shown in the use case. These new SDI 
business opportunities have to be studied further in the future. Especially, the 
increasing distribution of smartphones seems to be a promising market, be-
cause applications on smartphones typically address the mass market but also 
lack large processing, storage and battery capacities, which makes it necessary 
to handle the data in a remote server environment such as the cloud. 

The use case and further tests on the scalability part showed that cloud 
computing keeps its promises in terms of scalability. It could be clearly seen, 
that the response time stays constant in contrast to a linear increasing response 
time for a non-cloud approach. 

As already discussed in Section 2.1, privacy can be a concern for sensitive 
data when they are given away to third party public cloud providers. The same 
problem applies to SDIs and the georesources provided via services in par-
ticular, because georesource could e.g. cover sensitive areas such as govern-
ment buildings or are costly to create. However, certified cloud providers in 
analogy to certified tax accountants can be one applicable solution to over-
come privacy concerns. 
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