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Preface

During the past few decades, advanced methods and computational techniques have
been developed for a better description and understanding of the dynamic behaviour
of structural systems. Taking advantage of the most recent developments in com-
puters and their technology, the scientific field of computational mechanics has
steadily emerged as a discipline initiating revolutionary changes to the theoretical
treatment of computers as well as to the engineering practice through innovative
design methodologies. These dramatic changes had a profound impact on all fields
of structural dynamics such as earthquake engineering, offshore engineering, bridge
aerodynamics, vibro-acoustics, soil–structure and fluid–structure interaction,
wind-induced vibrations, man-made motions, multi-body dynamics, structural
control, etc. The purpose of this volume is to bring together the scientific com-
munities of computational mechanics and structural dynamics with a focus on
earthquake engineering. The volume will facilitate the exchange of ideas in topics
of mutual interest and can serve as a platform for establishing links between
research groups with complementary activities.

The basic idea of this book is to include all the aforementioned research topics
into a volume taking advantage of the connecting link between them, which is
computational methods and tools. In this direction, the book consists of 15 chapters
in total, dealing with the topic of computational methods in Earthquake
Engineering. The first of this book chapter addresses the problem of the numerical
modelling of buried pipelines subjected to faulting. The advantages and disad-
vantages of available numerical approaches are highlighted. The impact of fault
type on the pipeline mechanical behaviour is investigated, while numerical con-
siderations, such as the geometrical nonlinearity, the ovalization and the internal
pressure are evaluated using a simple, well-established and reliable numerical
approach. The second chapter presents a recently proposed new method, which
allows the explicit determination of the parameters of the pulse contained in
pulse-like records. The Mavroeidis and Papageorgiou wavelet is used for the
mathematical representation of the pulse but the proposed methodology can be
easily modified to cover other types of wavelets as well.
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The third chapter deals with the finite element analysis of the sloshing phe-
nomenon occurring in liquid storage tanks under external excitations. The gov-
erning equations for the fluid and structure and their solution methodologies are
clarified and current nonlinear FE modelling strategies for interactions between
liquid, tank and soil are presented in detail. Chapter four presents a procedure based
on the analysis of a set of accelerograms recorded in a chosen site to take into
account their time and frequency variability. In particular, the generation of artificial
fully non-stationary accelerograms is performed using a three-step procedure.

The objective of the fifth chapter is to present the main theoretical features of a
recently developed higher-order beam element, accompanied by an illustrative
application to members with linear elastic behaviour. The beam performance is
assessed by comparison against refined solid finite element analyses, classical beam
theory results, and approximate numerical solutions. In the sixth chapter an ana-
lytical approach based on small displacement theory is derived using the force
analogy method to calculate the plastic rotations of plastic hinges at various loca-
tions of moment-resisting frames. Both static and dynamic analyses with nonlinear
geometric effects are incorporated in the derivation, together with the element
stiffness matrices using a member with plastic hinges in compression, and therefore
the coupling of geometric and material nonlinearity effects is included from the
beginning of the derivation.

In the seventh chapter a parametric study is conducted on five RC frame
structures designed according to Eurocode 8. It is shown that Eurocode formulation
for the evaluation of the seismic demand on non-structural components does not fit
well the analytical results for a wide range of periods, particularly in the vicinity
of the higher mode periods of vibration of the reference structures. A novel for-
mulation is proposed for an easy implementation in future building codes based on
the actual Eurocode provisions. In the eighth chapter three methodologies are
proposed for the design of Reinforced Concrete Sections with single reinforcement
according to EC2-1-1 and the rectangular stress distribution. The purpose of the
design is to calculate the necessary tensile steel reinforcement given the forces
(bending moment and axial force) acting on the section. Apart from the direct
problem, the inverse problem is also addressed, where the steel reinforcement is
given and the purpose is to find the maximum bending moment that the section can
withstand.

Chapter nine extends the approach of base isolation and investigates the
potential effectiveness of multi-storey structures with seismic isolators at different
storey-levels. The control concept provides numerous options for the designer in
respect to the desired seismic performance of the building. The effectiveness of the
proposed control system is investigated in parametric studies. The tenth chapter
discusses the role of integration step size in time integration analysis, specifically,
from the points of view of accuracy and computational cost. It presents discussions
on conventionally accepted comments, codes regulations, and some modern
methods for assigning adequate values to the integration step sizes in constant or
adaptive time integration.
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In the eleventh chapter the seismic vulnerability of smart structures is assessed
based on a fragility analysis framework. A three-storey steel frame building
employing the nonlinear smart damping system is selected as a case study structure
in order to demonstrate the effectiveness of the seismic fragility analysis frame-
work. In chapter twelve the implementation of actuator connections that divide a
structure in several substructures is proposed. These connections can be installed on
the structure during construction or retrofit; while as it is demonstrated, they can be
controlled and excite each substructure separately.

In the thirteenth chapter a fuzzy neural network model is presented capable to
compute the structural response of a structural system by training the model for two
earthquakes using fuzzified ground motion data. The trained NN is then used to
simulate earthquakes by feeding various intensities, exhibiting good predictions for
practical purposes. The fourteenth chapter presents a smart fuzzy control algorithm
for mitigation of dynamic responses of seismically excited bridge structures
equipped with control devices. The smart fuzzy controller is developed through the
combination of discrete wavelet transform, backpropagation neural networks and
Takagi–Sugeno fuzzy model.

Finally, chapter fifteen presents a methodology for real-time planning of emer-
gency inspections of urban areas. This methodology is based on two nature-inspired
algorithms, Harmony Search Algorithm (HS) and Ant Colony Optimization (ACO).
HS is used for dividing the area into smaller blocks while ACO is used for defining
optimal routes inside each created block.

The aforementioned collection of chapters provides an overview of the present
thinking and state-of-the-art developments in the application of advanced compu-
tational techniques into the framework of structural dynamics and earthquake
engineering. The book is targeted primarily to researchers, postgraduate students
and engineers that are active in areas related to earthquake engineering and struc-
tural dynamics. We believe that the collection of these chapters in a single volume
will be useful to both academics and practicing engineers.

The editors of the book would like to express their deep gratitude to all the
contributors for their most valuable support during the preparation of this volume,
for their time and effort devoted to the completion of their contributions and for
their great expert help in the review process. We are also grateful to all the col-
leagues who although did not contribute chapters to the book, were kind enough to
offer their expert help in reviewing the book chapters. Finally, we would also like to
thank the personnel of Springer Publishers, especially Ms. Johanna F.A. (Anneke)
Pot (Editorial Assistant in Engineering) and Ms. Natalie Jacobs (Senior Publishing
Editor in Engineering) for their most valuable continuous support during the
preparation of this book.

Athens, Greece
Oslo, Norway
Athens, Greece

August 2016

Manolis Papadrakakis
Vagelis Plevris

Nikos D. Lagaros
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Numerical Modeling Aspects of Buried
Pipeline—Fault Crossing

Vasileios E. Melissianos and Charis J. Gantes

Abstract Onshore buried steel pipelines transporting oil and gas play a major role
in the energy supply chain. Hence, when seismic areas are transversed, fault crossing
might be inevitable, which may heavily endanger the pipeline integrity. Thus, the
design of buried pipelines at fault crossing remains a research topic of great interest
both for the industry and the academia. Experimental, analytical and numerical
approaches are used for that purpose. In this chapter, the numerical modeling of
pipelines subjected to faulting is addressed and the advantages and disadvantages of
the available numerical approaches are highlighted. The impact of fault type on the
pipeline mechanical behavior is investigated and numerical considerations, such as
the geometrical nonlinearity, the ovalization and the internal pressure are evaluated
using a simple, well-established and reliable numerical approach. The outcome of
this study provides useful information and guidelines to practicing engineers for the
analysis and design of buried pipelines at fault crossings.

1 Introduction

Onshore buried steel pipelines with continuous welded joints are nowadays the most
efficient way for fuel transportation over long distances and are considered as one of
the most valuable links in the energy supply chain. Pipelines are classified as haz-
ardous structures given that any potential failure or leakage may have devastating
consequences on the environment, nearby residential areas as well as economic
losses. Thus, the design and construction of pipeline systems is undertaken within a
strict framework of standards and regulations. However, when seismic areas are
transversed, fault crossing might be inevitable due to the numerous limitations that
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are encountered during the route selection procedure. Fault movement is the result of
earth plates’ relative movements and imposes large permanent ground displacements
on the pipeline, which the latter has to accommodate safely. Faulting has been
identified as the main cause of pipeline failure due to earthquake loading among other
seismic induced actions, such as liquefaction induced lateral spread and wave
propagation [1]. This was the main conclusion after recent major earthquake events,
such as the 1971 San Fernando earthquake [2], the 1995 Kobe earthquake [3] and
recently the 1999 Kocaeli [4] and the 1999 Chi-Chi earthquakes [5]. Although
pipeline steel is a ductile material, high level strain concentration at certain areas of
the structure is of great concern. Potential pipeline failure modes in case of faulting
are local buckling/wrinkling due to compressive strains, tensile fracture of girth
welds between pipeline adjacent parts, cross-section distortion or ovalization and, in
case of reverse fault type, upheaval buckling due to compressive forces. These failure
modes are directly related to the extensive deformation that pipelines undergo due to
faulting, and are not addressed by proper installation of coating and cathodic pro-
tection, which aim at protecting the pipeline from non-seismic actions.

The top priority in pipeline earthquake-resistant design is the avoidance of any
potential damage that could lead to loss of containment. The financial and environ-
mental importance of pipelines necessitates the implementation of advanced analysis
approaches in order to assess the pipe mechanical behavior due to faulting. In such
framework, there are two analysis approaches for pipe—fault crossing. The first one is
the analytical approach, which is useful in the preliminary design stage and can be also
handled as a quick decisionmaking tool for seismic risk assessment. The second is the
numerical approach that is realized using advanced finite element software, taking
advantage of recent advancements in computational methods and computing power.
Pipeline numerical modeling using FEM is a multi-disciplinary research topic, as
buried pipeline behavior depends mainly upon the response and the resistance of the
surrounding soil. At this point, it should be clarified that the buried pipeline response
due to earthquake-induced actions differs from common civil engineering structures.
The latter are founded in the soil and in case of an earthquake event, the structure’s
foundation is forced to follow the groundmotion and the superstructure is excited due
to its inertial mass. In case of buried pipelines, on the other hand, the soil surrounds the
pipeline/structure and thus the pipeline is forced to follow the soil movement by
developing excessive deformation. Thus, pipeline—soil interaction stands as the
dominant feature in numerical modeling.

2 Pipeline—Fault Crossing Analysis

2.1 Analytical Approach

The analytical approach for buried pipeline—fault crossing analysis has been well
investigated during the past decades. The pioneers of such pertinent work were
Newmark and Hall [6] who presented an analytical model for assessing the integrity
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of a buried pipe crossing a ruptured fault by considering the pipeline as a long cable
undergoing small displacements and the fault as a planar surface separating two
rigid bodies. Their work was extended by taking into account the lateral soil
interaction to evaluate the maximum axial strain [7]. Then, the pipeline—soil
friction nonlinearity was incorporated in the model in [8]. Based on the previously
established analytical model, the bending stiffness was also added in the calcula-
tions in [9]. Later, a more accurate analytical model was proposed [10] by incor-
porating the deformation of the pipe cross-section and relating the pipe bending
angle to the maximum axial strain. Recently, Karamitros et al. [11, 12] improved
the previous analytical approaches for both strike-slip and normal faulting by
combining the model of beam on elastic foundation and the elastic beam theory to
calculate the maximum strains by considering also material and geometrical non-
linearities. Then, Trifonov and Cherniy [13, 14] presented a semi-analytical
approach for pipeline stress-strain analysis by considering the contribution of
transverse displacements to the axial elongation, while neglecting the symmetry
condition about the pipe—fault intersection point.

2.2 Numerical Approach

Analytical approaches remain a useful tool during the preliminary design stage of a
pipeline project. However, the complexity of the pipeline—soil interaction neces-
sitates the implementation of advanced numerical modeling for the final design. At
this point, two alternative numerical approaches are available and are in general
accepted by the scientific community. In the first one, the so-called beam-type
model, the pipeline is discretized with beam-type finite elements and the sur-
rounding soil is modeled with nonlinear translational springs. In the second
approach, which is referred as the continuum model, the pipeline is meshed with
shell elements and the surrounding soil either with 3D-solid elements or with
nonlinear springs.

The numerical approach was initially adopted to analyze buried pipelines as
elastic beams by taking into account both the horizontal and the vertical movement
of the fault [15], while the finite element method to evaluate pipeline strain was
introduced in [16]. The beam-type model is extensively used by researchers to
assess the pipeline integrity due to faulting. For example, the beam-type model was
recently employed by Joshi et al. [17] to investigate the pipeline behavior due to
reverse fault movement. Special attention was given to numerical parameters, such
as the fault motion simulation in steps and the boundary conditions of the springs’
“ground nodes”. The authors of the present chapter have implemented the
beam-type model to investigate the effectiveness of innovative mitigating measures
against the consequences of faulting on pipeline [18–20] and also in seismic risk
assessment of buried pipelines at fault crossings [21]. Additionally, the beam-type
model is proposed nowadays by Standards and Regulations (e.g. ALA [22],
Eurocode 8 [23] and ASCE [24]) as a reliable and computationally efficient
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numerical approach. Within this modeling technique, the pipeline is meshed with
beam-type finite elements that can model its axial, bending and shear deformation
and can provide stresses and strains at integration points of cross-sections along the
pipeline. The latter allows the engineer to select the desired number of integration
points on the cross-section depending on the expected level of accuracy. Moreover,
axial and shear forces, as well as bending moments, are nodal forces which are
calculated at the beam element’s end local nodes. Additionally, using beam ele-
ments enables the consideration of pipeline plastic deformations in the vicinity of
the fault, as material and geometrical nonlinearities can be taken into account. The
soil, then, is represented by a series of mutually independent translational uniaxial
elastoplastic springs in three directions, based on the Winkler soil approach, that
connect the pipeline to “ground nodes”. The beam-type model is illustrated in
Fig. 1, where the springs in the axial direction model the pipeline—soil friction, the
springs in the horizontal transverse (lateral) direction model the soil response due to
the lateral pipeline movement in the trench, while springs in the vertical direction
model the soil response due to the pipeline upward and downward movement in the
trench. It is noted that beam-type finite elements are not capable of representing
neither pipe local buckling, nor cross-section distortion, even though more spe-
cialized pipe-type elements are available in commercial software, which can
account for the latter. As pipeline integrity is governed by strains, checks on failure
modes are then carried out by comparing maximum developing compressive and
tensile strains to corresponding strain limit strains provided in pertinent codes.
Furthermore, the use of beam-type models raises questions regarding the influence
of trench dimensions, acknowledging that spring properties are calculated without
proper consideration of them, or of the native soil properties outside the trench.

To overcome the shortcomings of beam-type models, continuum models have
recently been employed. Within this numerical technique, the pipeline is meshed
with shell elements and the surrounding soil with 3D-solid finite elements or
nonlinear translational springs. However, in soil modeling with solid elements
special attention is needed regarding the modeling of pipeline—soil interaction by

Fig. 1 Schematic representation of beam-type finite element model for buried pipeline—normal
fault crossing
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means of contact elements. Some of the first attempts to employ the continuum
model by considering the contact issues between the pipeline and the soil were
reported in [25] and [26]. Then, Vazouras et al. [27–29] presented extended
numerical simulations of pipe—strike-slip fault crossing by adopting the continuum
model. These authors carried out parametric studies on soil parameters, pipe—fault
crossing angle and pipeline characteristics and came up with a simplified expression
for critical buckling strain. However, the trench was not considered in their anal-
yses. Recently, the effects of trench dimensions, native soil properties and fault
motion simulation were employed in the continuum models to evaluate their effects
on the pipeline behavior [30, 31]. Furthermore, the continuum model was used by
Uckan et al. [32] to introduce a simplified model for calculating the critical pipe
length and present the basis of formulating pipeline fragility curves.

Soil representation with springs is an efficient way to model the surrounding
medium, as there is no need to consider complex soil material laws nor contact
issues between the pipeline and the surrounding soil, while at the same time the
computational cost is reduced [33, 34]. However, soil springs in combination with
pipe meshing with shell elements may lead to the introduction of local forces on
shell elements that, especially in case of coarse mesh, do not represent well the
physical problem, as they alter the distribution of stresses and strains on the pipeline
wall, hence local buckling considerations are inaccurate. The second alternative for
soil modeling in continuum models is to use 3D-solid elements, which highly
improves modeling accuracy, while trench dimensions and soil properties can be
reliably incorporated into the finite element model. Yet, this technique severely
increases modeling complexity and computational effort in terms of the resulting
number of degrees of freedom, solution time requirements, convergence difficulties,
boundary conditions, fault rupture modeling and especially the introduction of
contact elements to model pipe—soil interaction.

Buried pipeline—fault crossing numerical modeling can be carried out by
employing, also, a hybrid model that combines the beam-type and the continuum
model. In such a case, the pipeline around the fault zone, where higher strains are
anticipated, is modeled using the continuum model, while the rest of the pipe length
is modeled using the beam-type model [11, 12]. This approach aims at reducing the
computational cost and exploiting the advantages of both numerical approaches,
even though the above mentioned disadvantages of both models cannot be really
avoided.

The fault offset and fault plane simulation are two critical aspects of pipe—fault
crossing numerical modeling. Implementing the beam-type model tends to simplify
the situation, as “ground nodes” on the fault footwall are considered fixed, while
“ground nodes” on the fault hanging wall are subjected to the fault offset. The same
conditions are applied in case springs are adopted for soil modeling in the con-
tinuum model. On the contrary, soil modeling with 3D-solid elements necessitates
the simulation of the fault plane. Then, fault offset is applied on the hanging wall
part of the fault. Moreover, appropriate boundary conditions have to be applied to
the outer surfaces of the soil “blocks” in order to simulate the natural soil
conditions.

Numerical Modeling Aspects of Buried Pipeline—Fault Crossing 5



3 Finite Element Model Details

As explained above, numerical modeling of buried steel pipeline—fault crossing
can be carried out using either the beam-type model, or the continuum model. The
advantages and disadvantages of the two models have been discussed in Sect. 2,
leading to the conclusion that beam-type models are more appropriate for practical
applications, as long as their disadvantages are acknowledged. This is enhanced by
the fact that usually pipeline route in seismic areas will be intercepted by several
minor or major faults and thus the implementation of continuum models might be
expensive in terms of computational cost and time. Thus, the beam-type model is
adopted here to investigate some critical numerical aspects, as well as the pipeline
mechanical behavior due to normal, strike-slip and reverse faulting.

The pipeline—fault crossing geometry is presented in Fig. 2 both in plan and in
section view. The fault displacement is analyzed to its three spatial components,
namely D1 horizontal parallel to the fault trace, D2 horizontal perpendicular to the
fault trace and D3 vertical to the fault trace. The fault displacement components are
defined in the global coordinate system (1, 2, 3), while the pipeline coordinate
system (x, y, z) is estimated through the pipe—fault crossing angle b. Moreover, the
fault dip angle is defined by w.

A straight pipeline segment with length L = 1000 m is considered for the
analyses, as good engineering practice and the pertinent codes suggest the avoid-
ance of bends in areas prone to large ground displacements, because additional
forces may be imposed on the pipeline due to the curves. The fault is assumed to be
planar with zero thickness, having dip angle w = 70°, and intercepts the pipeline at
the middle of its modeled length with crossing angle b = 70°.

The pipeline under consideration is a typical high-pressure natural gas trans-
mission pipeline featuring a cross-section with diameter D = 914 mm and thickness
t = 12.7 mm. Faulting results to imposed large displacements on the pipeline and
thus steel yielding is expected to occur around the fault zone, which necessitates the

Fig. 2 Pipeline—fault crossing plan and section view
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consideration of material nonlinearity in the analyses. Pipeline steel is of type
API5L-X65 and is considered as elastic—plastic with isotropic hardening. Steel
properties are listed in Table 1.

The numerical modeling is carried out using the commercial FEM software
ADINA [35]. The pipeline is meshed with PIPE elements, which are 2-node
Hermitian beam-type finite elements with extra degrees of freedom to account for
the pipe ovalization. PIPE elements are also capable of being loaded with internal
pressure. The pipe mesh typical size is taken equal to 0.25 m, after a mesh density
sensitivity analysis was carried out to investigate the optimum length of
discretization.

The surrounding soil is modeled using discrete springs, according to ALA [22]
provisions. As presented in Fig. 1, every pipeline node is connected to the ground
via four different elastic—perfectly plastic translational springs, with “ground
nodes” considered fixed on the fault footwall and subjected to imposed displace-
ment on the fault hanging wall. Soil springs are modeled using SPRING elements
exhibiting stiffness only in the local axial direction. Then, the pipeline is assumed to
be coated with coal-tar having a friction coefficient equal to f = 0.90 and to be
embedded under 1.30 m of granular loose sand with cohesion c = 0, unit weight
c = 18 kN/m3 and internal friction angle u = 36°.

The pipeline numerical model in this study consists of 4000 beam-type pipe
elements, while the surrounding soil comprises 4001 axial frictional springs, 4001
lateral springs, 4001 vertical upward springs and 4001 vertical downward springs.
Thus, the finite element model consists of 20,004 nodes and 120,024 degrees of
freedom.

Axial soil springs model the pipeline—soil friction and their properties depend
on the backfill soil and the pipeline coating material properties. The developing
frictional forces are estimated based on geotechnical approaches used to simulate
the force transfer on axially loaded interfaces of piles. Especially for sand and for
cohesionless soil types in general, frictional forces are estimated through integration
of shear stresses along the pipeline—soil interface. The pipe surface roughness is
defined by the application of coating and the friction angle d equals 50 to 100 % of
soil internal friction angle u. The maximum soil resistance is then achieved for
relatively small displacement within 2.5 to 5.0 mm for dense to loose sand [36].

Transverse horizontal (lateral) springs model the soil resistance to any pipeline
horizontal transverse movement in the trench. Thus, the triggered mechanisms are
similar to those of vertical anchor plates or horizontal moving foundation by

Table 1 API5L-X65 steel
properties

Parameter Value

Poison’s ratio 0.3

Young’s modulus (GPa) 210

Yield stress (MPa) 448.5

Ultimate stress (MPa) 531.0

Ultimate strain (%) 20

Numerical Modeling Aspects of Buried Pipeline—Fault Crossing 7



activating passive earth pressure. Especially for cohesionless soil type, the trans-
verse force is expressed through a hyperbolic equation [37]. However, for
numerical modeling reasons, the nonlinear force—deformation relationship is
bilinearized to elastic—perfectly plastic by multiplying the relative soil displace-
ment with a factor of 0.26 to extract the yield displacement.

Vertical upward and downward movement of the pipeline in the trench triggers
soil resistance to any movement. However, upward and downward soil spring
properties differ significantly as backfill soil above the pipeline has very low
stiffness, while the native soil below the pipeline has much higher stiffness. It is
noted, also, that the avoidance of significant compaction of the backfill soil is good
engineering practice in order to reduce the developing pipe—soil friction. Then,
upward movement perpendicular to the pipe axis results to vertical forces at the
pipeline—soil interface, whose maximum corresponds to the weight of an inverted
prism of soil above the pipe top line. On the other hand, downward movement
perpendicular to the pipeline axis results to vertical forces at the pipe—soil inter-
face, which correspond to the vertical bearing capacity of a footing [1]. However,
for numerical modeling reasons, the nonlinear force—deformation relationship is
bilinearized to elastic—perfectly plastic by multiplying the relative soil displace-
ment with a factor of 0.13 to extract the yield displacement. Finally, the soil spring
properties considered in the analyses are listed in Table 2, while force—displace-
ment relationship for every spring type is shown in Fig. 3.

The pipeline is subjected to a fault offset that equals two times its diameter, i.e.
Df = 1.83 m. Considering, then, the fault dip angle w and the pipe—fault crossing
angle b, the imposed displacements on the pipeline are listed in Table 3 with
reference to Fig. 2 for strike-slip, normal and reverse faulting.

Earthquakes are a characteristic example of natural dynamic phenomena caused
by the relative movement of tectonic plates of the earth’s crust. However, fault
movement is usually considered in the analyses as a quasi-static process. Thus, fault
displacement is applied in the numerical analyses as imposed displacement on the
“ground nodes” of soil springs at a sufficiently slow rate capable of neglecting the
dynamic effects of the natural phenomenon. The nonlinearity of the problem, due to
the nonlinear properties of the soil and the pipeline steel, as well as geometrical
nonlinearities, is handled by implementing the nonlinear solution algorithm Full
Newton—Raphson [38]. The algorithm solves the nonlinear problem by separating
it to numerous linear problems and by imposing displacement in load-steps through
a linear time function. The displacement division in steps allows the algorithm to

Table 2 Soil spring properties according to ALA [22]

Spring type Force (kN/m) Yield displacement (mm)

Axial (frictional) 40.69 5.0

Transverse horizontal 320.00 8.9

Upward 45.46 35.0

Downward 1493.70 91.4

8 V.E. Melissianos and C.J. Gantes



solve the linear equilibrium equations and invert the stiffness matrix in every
step. Moreover, the selected number of steps has to be sufficiently high in order to
achieve convergence and to apply displacement smoothly aiming at following
closely the evolution of the response.

4 Numerical Considerations

Adopting the beam-type finite element model for the pipeline—fault crossing raises
some numerical considerations. Such considerations are the effects of geometrical
nonlinearity in the reliability of the results, the effects of the internal pressure and
finally, whether the ovalization degree-of-freedom (DOF) should be considered in
the analysis, provided that some finite element software, such as ADINA, include
the ovalization DOF to take into account the cross-section ovalization. To inves-
tigate these numerical aspects, a strike-slip fault is considered, without vertical

Fig. 3 Axial, transverse horizontal, vertical upward and downward soil springs force—
displacement curves

Table 3 Pipeline imposed
displacements

Fault type Dx (m) Dy (m) Dz (m)

Strike-slip 0.63 1.72 0

Normal 0.59 0.21 1.72

Reverse −0.59 0.21 −1.72
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movement, in order to take advantage of the pipeline symmetrical response around
the fault zone. The latter is based on the identical soil resistance in the lateral
direction according to Fig. 3.

4.1 Effect of Geometrical Nonlinearity

Acknowledging that pipeline undergoes large deformations when subjected to fault
rupture, it is essential to investigate the effect of geometrical nonlinearity, in terms
of comparing results from materially only nonlinear analysis (MNA) and geomet-
rically and materially nonlinear analysis (GMNA). The pipeline is meshed with
PIPE elements without taking into account the additional stresses caused by
ovalization. The internal pressure is also neglected. The pipeline displacements are
presented in Fig. 4 and indicate that considering geometrical nonlinearity leads to
smoother pipe deformation with lower curvature in the vicinity of fault.

The axial force and bending moment distributions along the pipeline are shown
in Fig. 5, indicating that when geometrical nonlinearity is neglected the axial force

Fig. 4 Pipeline
displacements from MNA and
GMNA

Fig. 5 Axial force and bending moment distributions along the pipeline from MNA and GMNA
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is underestimated, the bending moment is overestimated and the difference in the
distribution shape is not negligible.

In terms of the developing tensile longitudinal strain along the pipeline, as
illustrated in Fig. 6 along with the code-based limit for tensile failure (2 % strain)
[22], it is concluded that MNA leads to a significant overestimation of strains, while
in the case of GMNA the tensile strains marginally reach the failure criterion.
Moreover, in GMNA the strain distribution extends over a longer distance along the
pipeline, than in MNA.

The results extracted from the two examined cases, namely by considering
(GMNA) or not (MNA) the geometrical nonlinearity indicate that neglecting the
geometrical nonlinearity is not on the safe side, not only regarding the peak values
of the developing strains but also regarding their distribution along the structure.
Thus, the proper analysis approach is to consider always second order effects.

4.2 Effect of Internal Pressure

Pipelines are usually buried a few meters below the ground surface to be protected
against external environmental or human factors, such as corrosion and third party
damage. Oil and gas pipeline are operating under high pressure that tends to
“inflate” the cross-section, while the external earth pressure due to the backfill soil
acts inwards. Thus, internal pressure and external pressure often counteract each
other. However, pipelines undergo periodical maintenance during which the
internal fuel flow is cut off for inspection and repairs. Thus, assuming a less
favorable situation, the internal pressure is often neglected in pipeline structural
analysis and design against seismic actions, such as fault movement. However, the
beam-type model cannot fully assess the balance between the external earth pres-
sure and the internal pressure, as the soil is represented by springs. The latter are
adopted to model the soil resistance against the pipeline movement in the trench and
are not suitable to model the soil resistance against the developing hoop stresses and
strains on the pipeline wall due to the internal pressure. To achieve this balance, the
continuum models are the proper numerical approach. Nevertheless, for comparison
reasons, in the present study, the effect of internal pressure is examined and
assessed.

Fig. 6 Tensile strain
distributions along the
pipeline from MNA and
GMNA
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An unpressurized pipeline and a 70 bar pressurized pipeline are investigated in
order to evaluate the effects of internal pressure on the structural response due to
fault movement. The pipeline is meshed with PIPE elements and the effect of
ovalization is taken into account. The pipeline displacements are shown in Fig. 7,
revealing that the internal pressure does not play an important role.

Then, the axial force and bending moment distributions along the pipeline are
presented in Fig. 8. The internal pressure tends to increase the developing axial
force, while the bending moment is not significantly affected.

In terms of developing strains, the longitudinal tensile strain distributions in
Fig. 9 show that in the pressurized case the developing strains are slightly lower
than in the unpressurized case, where the strains reach the code-based tensile limit
of 2 % [22]. With the exception of this difference that confirms the favorable effect
of the internal pressure, in general the strain distributions in both cases are similar.

Fig. 7 Unpressurized and
pressurized pipeline
displacements

Fig. 8 Unpressurized and pressurized pipeline axial force and bending moment distributions
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4.3 Effect of Ovalization

Cross-section ovalization is usually considered as a pipeline limit state. Codes and
standards provide recommendations on cross-section ovalization limits in order to
prevent excessive distortion that may have negative consequences on the pipeline
integrity. Even though ovalization may not lead to failure, it may heavily affect
pipeline serviceability by obstructing the flow. The latter is crucial for pipeline
operators and can lead to costly repairs. Thus, considering ovalization in the
analysis is crucial. However, beam-type numerical model does not allow the direct
assessment of cross-section deformation, unlike the pipeline modeling with shell
elements. Yet, advanced finite element software, such as ADINA, allow the engi-
neer to select whether the ovalization DOF will be considered in the analysis to
account for ovalization.

The evaluation of ovalization effects is achieved by analyzing two identical
pipeline models. In the first one, ovalization is considered in the analysis using
PIPE elements, while in the second typical BEAM elements are used, neglecting
ovalization. In both cases, the internal pressure is not considered and GMNA is
carried out. The pipeline displacements presented in Fig. 10 unveil no differences in
pipe deformation.

The developing axial force and bending moment are presented in Fig. 11,
indicating that ovalization does not modify the axial force distribution, while a
minor increase in the bending moment is observed.

Fig. 9 Unpressurized and
pressurized pipeline
longitudinal tensile strain
distributions

Fig. 10 Pipeline
displacements by considering
or not cross-section
ovalization
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Additionally, in Fig. 12 no remarkable difference is presented regarding the
developing longitudinal tensile strains, except for the peak values that exceed the
tensile limit in case ovalization is neglected.

4.4 Numerical Considerations

The numerical results presented in Sects. 4.1 through 4.3 aim at demonstrating the
effect of alternative parameters considered in the analysis of buried pipe subjected
to strike-slip fault rupture, namely geometrical nonlinearity, internal pressure and
ovalization. On the basis of these results and in light of maximizing the accuracy of
the implemented beam-type model, the following aspects should be considered in
the analysis:

1. Pipe modeling with PIPE elements in order to take into account the additional
stresses caused by cross-section ovalization.

2. Geometrically and materially nonlinear analysis (GMNA) to account for second
order effects and material yielding.

3. Negligence of internal pressure as a less favorable situation.

Fig. 11 Pipeline axial force and bending moment distributions by considering or not cross-section
ovalization

Fig. 12 Longitudinal tensile
strain distributions along the
pipeline by considering or not
cross-section ovalization
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It is also noted that the interaction between the above issues has been found to be
negligible, given the simplicity of the beam-type model.

Furthermore, regarding the cost in terms of computing time for each examined
numerical aspect, the corresponding ratios of solution time is listed in Table 4. It is
observed that considering geometrical nonlinearity and internal pressure increase
solution time by 48 and 62 %, respectively. On the other hand, incorporating
ovalization does not have an effect on solution time.

5 Effects of Faulting Type

Pipeline mechanical behavior due to faulting is directly related to fault type with
reference to fault dip angle (w) and pipeline—fault crossing angle (b), as shown in
Fig. 2. The effects of strike-slip, normal and reverse faulting are examined in terms
of developing nodal forces and strains along the pipeline, as well as soil response
due to the pipe movement in the trench.

5.1 Strike-Slip Fault Movement

The pipe deformation due to strike-slip fault offset is schematically illustrated in
Fig. 13 for two successive stages of fault movement. When the pipeline crosses the

Table 4 Ratios of solution time for each numerical approach

Numerical element Analysis parameters Ratio of solution time

GMNA/MNA Unpressurized pipe with pipe elements 1.48

Pressurized/unpressurized GMNA with pipe elements 1.62

Ovalization/no-ovalization GMNA for unpressurized pipe 1.03

Fig. 13 Schematic illustration of two successive stages of pipeline deformation due to strike-slip
faulting
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fault plane perpendicularly (b = 90°), it is subjected to axial force and bending,
while for b < 90° bending and tension develop, and finally for b > 90° bending and
compression are encountered. Specifically, as the angle b approaches 90°, bending
dominates the structural response, while as angle b deviates from 90°, axial force
becomes more substantial [39]. To make the effect of crossing angle more per-
ceptible, the pipe deformation due to strike-slip faulting is depicted in Fig. 14 for
angles b < 90°, b = 90° and b > 90°, where it is observed that angle b determines
whether the pipe will be elongated (b < 90°) or shortened (b > 90°).

Finally, the pipeline—fault crossing is usually designed in such a way that the
pipeline intercepts the fault in angles close to 90° in order to prevent excessive
tension or compression that would endanger girth welds or cause local buckling of
the pipe wall, respectively. Pertinent suggestions are provided by codes (e.g. [22,
23]).

In the case under investigation the crossing angle is b = 70° and the pipeline
displacement is depicted in Fig. 15.

Axial force and bending moment distributions in Fig. 16 demonstrate the
pipeline symmetric response around the fault zone, as the lateral soil response due
to the pipeline horizontal transverse movement in the trench is symmetrical. The
pipeline is subjected to large imposed displacement due to fault movement and thus
the pipe is subjected to tension and bending. The longitudinal tensile strain

Fig. 14 Effect of pipeline—fault crossing angle on the pipe deformation due to strike-slip fault
rupture
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distribution is presented in Fig. 17, revealing that the pipe will marginally exhibit
tensile fracture.

In case of strike-slip faulting the pipeline deforms in the trench within a hori-
zontal plane and thus the axial and lateral soil resistance are “activated”. The
frictional and horizontal transverse (lateral) soil force distributions are shown in
Fig. 18, indicating soil yielding due to frictional forces along 300 m on each side of
the fault. On the other hand, soil yielding due to the lateral pipeline movement takes

Fig. 15 Pipeline
displacement due to
strike-slip fault movement

Fig. 16 Pipeline axial force and bending moment distributions due to strike-slip faulting

Fig. 17 Longitudinal tensile
strain distribution along the
pipeline due to strike-slip
faulting

Numerical Modeling Aspects of Buried Pipeline—Fault Crossing 17



place within a relatively small length, while the force sign alternation is related to
the varying pipeline curvature.

5.2 Normal Fault Movement

Two successive stages of normal fault movement and the corresponding pipe
deformation are schematically illustrated in Fig. 19, resulting mainly to pipeline
axial force and bending. The fault dip angle w is the main factor affecting the
relative importance of bending versus stretching in the pipeline mechanical

Fig. 18 Soil friction and lateral soil force distributions along the pipeline due to strike-slip
faulting

Fig. 19 Schematic illustration of two successive stages of pipeline deformation due to normal
fault rupture

Fig. 20 Pipeline
displacement due to normal
faulting
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behavior. As angle w tends to 90°, the pipeline is subjected to more bending than
axial deformation. In nature, a normal fault dip angle of 70° is common. The pipe—
fault angle b also plays a minor role in determining the relationship between
pipeline bending and stretching.

In the case under investigation the crossing angle is b = 70° and the fault angle
is w = 70°. The pipeline displacement is depicted in Fig. 20.

Axial force and bending moment distributions in Fig. 21 demonstrate that the
pipeline mechanical behavior due to the normal fault movement in terms of bending
is asymmetric given that the stiffness of upward and downward soil spring is very
different.

Fault movement imposes large permanent displacements on the pipeline, which
generally leads to pipeline bending, tension or compression and shear, and thus the
combined effect of all pertinent actions must be considered for pipeline
strength verification. For that purpose, the pipeline design against offset is carried

Fig. 21 Pipeline axial force and bending moment distributions due to normal faulting

Fig. 22 Longitudinal tensile
strains along the pipeline due
to normal faulting

Fig. 23 Longitudinal
compressive strains along the
pipeline due to normal
faulting

Numerical Modeling Aspects of Buried Pipeline—Fault Crossing 19



out in strain terms. Then, developing strains are checked against code-based strain
limits [22]. The longitudinal tensile strains are presented in Fig. 22, which high-
lights the likelihood of tensile fracture due to significant strains that exceed the 2 %
limit by around 90 %. Meanwhile, the developing compressive strains depicted in
Fig. 23 are sufficiently below the 0.39 % limit, thus indicating no damage due to
buckling phenomena.

In case of normal faulting, the pipeline deforms simultaneously within a hori-
zontal and a vertical plane. As normal fault movement is three-dimensional, it is
sometimes also referred as oblique fault. The frictional and horizontal transverse
soil force distributions are shown in Fig. 24 and indicate soil response similar to
that of the strike-slip case. Then, the upward and downward soil forces are depicted
in Fig. 25 denoting limited soil yielding in the upward direction. At the same time,
downward soil resistance is activated within a very small pipeline length due to the
pipeline downward movement, which is related to the pipeline curvature change.

5.3 Reverse Fault Movement

The pipeline deformation due to reverse fault offset is schematically illustrated in
Fig. 26, resulting mainly to pipeline compression and bending. As in normal fault
type, the fault dip angle w is the main factor affecting the relative importance of

Fig. 24 Soil friction and lateral soil force distributions along the pipeline due to normal faulting

Fig. 25 Upward and downward soil force distributions along the pipeline due to normal faulting
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bending versus stretching in the pipeline mechanical behavior. As angle w tends to
90°, the pipeline is subjected to more bending than axial deformation. The pipe—
fault angle b plays also a minor role in determining the relationship between
pipeline bending and stretching.

In the case under investigation the crossing angle is b = 70° and the fault angle
is w = 70°. The pipeline displacement is depicted in Fig. 27.

Axial force and bending moment distributions in Fig. 28 demonstrate that the
pipe mechanical behavior due to reverse fault movement in terms of bending is

Fig. 26 Schematic illustration of two successive stages of pipeline deformation due to reverse
faulting

Fig. 27 Pipeline
displacement due to reverse
faulting

Fig. 28 Pipeline axial force and bending moment distribution due to reverse faulting
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asymmetric mainly in terms of peak values given that the stiffness of upward and
downward soil spring is very different.

The longitudinal tensile and compressive strains are illustrated in Figs. 29 and
30, respectively. The developing tensile strains marginally reach the 2 %
code-based limit [22] that is of concern for the integrity of girth welds between
pipeline adjacent parts. On the contrary, the developing compressive strains are tens
of times larger than the code-based limit [22], which means that the pipeline sus-
tains heavy damage due to local buckling. Thus, even though pipeline steel is a
highly ductile material and allows the development of excessive strains, high levels
of strains may heavily endanger the pipeline integrity. The use of the beam-type
model necessitates thorough checks of the developing strains on integration points
against the code-based strain limits.

In case of reverse faulting the pipeline deforms simultaneously within a hori-
zontal and a vertical plane, thus activating soil resistance in all directions, namely,
axial/frictional, lateral and vertical. The frictional and horizontal transverse soil

Fig. 29 Pipeline longitudinal
tensile strain distribution due
to reverse faulting

Fig. 30 Pipeline longitudinal
compressive strain
distribution due to reverse
faulting

Fig. 31 Soil friction and lateral soil force distributions along the pipeline due to reverse faulting
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force distributions are shown in Fig. 31 and indicate soil response similar to that of
the strike-slip case. Then, the upward and downward soil forces are depicted in
Fig. 32 indicating limited soil yielding in the upward direction. At the same time,
downward soil resistance is activated within a very small pipeline length due to the
pipeline downward movement, which is related to the pipeline curvature change.

5.4 Parameters Affecting Pipeline Behavior

Pipeline—fault crossing is a multi-parameter problem as various natural, con-
structional and material-related features determine the pipeline mechanical behavior
due to fault movement. In brief, the most important parameters are:

• Fault type predefines the potential pipeline failure modes. In case of strike-slip
faulting, tensile failure and local buckling are most likely to occur, while in the
case of normal faulting, tensile failure is the dominant failure mode, but also
local buckling may occur. Finally, in case of reverse faulting, pipe buckling is
the most probable failure mode. For shallowly buried pipelines with small
diameter to thickness ratio, global upheaval buckling is also possible, while for
deeply buried pipelines with large diameter to thickness ratios, shell mode
buckling or local buckling is most likely to occur [40].

• Fault dip angle, in case of normal or reverse fault type, is associated with the
relation between the developing pipe bending and axial force, given that the
steeper the fault plane is, the more bending dominates pipeline behavior and
vice versa.

• Pipeline—fault crossing angle is critical for the pipeline mechanical behavior.
For crossing angles close to perpendicular, the pipeline behavior is dominated
by bending regardless of the fault type. For more acute or obtuse crossing
angles, axial force dominates the pipeline response.

• Second order effects cannot be neglected in case of pipeline—fault crossing due
to the large imposed displacements and thus geometrical nonlinearity has to be
incorporated in the analysis.

Fig. 32 Upward and downward soil force distributions along the pipeline due to normal faulting
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• Cross-section distortion due to faulting tends to increase the developing strains
and has to be appropriately considered in the analysis.

6 Concluding Remarks

In this chapter an overview of buried pipeline—fault crossing numerical modeling
has been presented. The available modeling approaches using the finite element
method were examined and the beam-type finite element model was selected as the
appropriate approach, not only for preliminary pipeline design, but also for final
design, as long as its limitations are acknowledged. The pipeline was meshed with
beam-type finite elements with extra degrees of freedom to account for the
cross-section ovalization, while the surrounding soil was modeled with nonlinear
translational springs. Details on the pipeline and soil modeling were provided, along
with aspects of the solution algorithm with reference to the applied fault displace-
ment. Then, the effects of geometrical nonlinearity were evaluated. The internal
pressure was also examined, to investigate whether the additional stresses it induces
modified the results. Moreover, the pipeline response was assessed by using beam
versus pipe finite elements, which account for the cross-section ovalization. The
indirect inclusion of cross-section ovalization led to more reliable results and thus it is
suggested to be considered in the analysis. Furthermore, the parameters affecting the
pipeline mechanical behavior due to fault movement were briefly addressed and
examples of pipeline—strike-slip, normal and reverse fault crossing were presented.
In each case, the pipe forces, strain-state and the soil reaction were assessed to
highlight the special features of response due to each fault type.
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Determination of the Parameters
of the Directivity Pulse Embedded
in Near-Fault Ground Motions and Its
Effect on Structural Response

Petros Mimoglou, Ioannis N. Psycharis and Ioannis M. Taflampas

Abstract Near-fault ground motions are affected by directivity phenomena, which
produce important velocity pulses, mostly associated with the normal to the fault
direction. Directivity pulses amplify the long period coherent component of the
ground motions and are explicitly apparent in the velocity and the displacement
time histories and the related response spectra. A number of methods are commonly
used for the identification of the parameters of the velocity pulses, mainly their
period and amplitude. Also, several mathematical expressions have been proposed
for their mathematical representation, which vary from simple functions to more
complicated wavelets. A very efficient wavelet is the one proposed by Mavroeidis
and Papageorgiou (M&P), which, beyond the period and the amplitude, uses
additional parameters related to the total duration and the phase shift of the pulse. In
this chapter, a recently proposed new method is presented, which allows the explicit
determination of the parameters of the pulse contained in pulse-like records. The
M&P wavelet is used for the mathematical representation of the pulse but the
proposed methodology can be easily modified to cover other types of wavelets as
well. First, the period of the pulse is determined from the peak of the Sd � Sm
product spectrum, a new concept defined as the product of the velocity and the
displacement response spectra. The remaining parameters of the M&P wavelet are
derived from the targeted response spectrum of the ground motion applying a
relationship that is established between the Cumulative Absolute Displacement
(CAD) of a wavelet and its peak spectral amplitude. The method follows a
well-defined procedure that can be easily implemented in a computer code for the
automatic determination of the pulse parameters of a given ground motion. In the
last part of the chapter, the identified pulses, inherent in a wide set of ground
motions, are used to study the effect of directivity pulses on the nonlinear response
of SDOF structures. It is shown that, in a wide range of periods, the seismic
behavior is dominated by the presence of the pulse, since the corresponding M&P
wavelet alone can capture quite satisfactorily the nonlinear response.
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1 Introduction

The number of recorded near-fault ground motions has increased tremendously in
the last decades as a result of denser seismograph stations installed. The plethora of
the available records in combination with the use of newer digital instruments,
much more capable than the old analog ones, has permitted the identification of
important velocity pulses inherent in near-fault ground motions, related to direc-
tivity phenomena. These pulses are mostly associated with the normal to the fault
direction, and amplify the long period coherent component of the ground motions,
explicitly apparent in the velocity and the displacement time histories and the
related response spectra.

The identification of the near-fault velocity pulses has instigated further research
for the definition of their characteristic parameters, mainly their period and
amplitude. Thus, many researchers have presented relations associating the pulse
period with the moment magnitude of the event ([1–4] among others).

It should be noted that not all near source ground motions contain directivity
pulses, not even all those satisfying the theoretical geometric prerequisites with
respect to the rupture geometry. Moreover, although many, if not most, such pulses
can be attributed to near-fault effects, it should be pointed out that significant pulses
may be produced by other reasons as well, such as basin effects, soil conditions,
deep rupture, fling step etc. As noted in the literature [5, 6], long-period record
processing can make static displacement due to fling step appear like a directivity
pulse.

In this chapter, a new procedure is presented for the determination of the
parameters of the velocity pulse inherent in pulse-like ground motions. The pro-
posed methodology can be applied to any record that is a priori known to be
impulsive, independently of whether it is near-fault or not. The classification of a
record as pulse-like or non-pulse-like is an ongoing research field and several
researchers have proposed different techniques for this classification (e.g. [7–9]).
This issue is beyond the scope of this chapter and is not further discussed in the
following; any of the available techniques can be used for this purpose.

The identification of the directivity pulse that is inherent in near-fault ground
motions is important in Earthquake Engineering. First, it allows for the generation
of artificial time histories compatible with the specific seismic characteristics of
each record. Such generation of artificial ground motions with well-defined prop-
erties that are consistent with both the physical condition and the characteristics of
the actual recorded ground motions is very important in seismic design. Non-linear
dynamic structural analyses generally require the use of large numbers of input
ground motions in order to determine the performance of structures, while the
number of available recorded ground motions is limited and scaling of existing
records is not appropriate in most cases. In general, according to the usual practice
for the generation of synthetic ground motions with forward directivity effects, the
frequency content of the eventual time histories can be divided in two components:
(a) the high-frequency incoherent component of the ground motion, which is
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typically generated using stochastic procedures accounting for the distribution of
the seismic moment on the fault plane, as the ones proposed in [10–12]; and (b) the
low-frequency coherent component, which is associated with the pulse inherent in
the ground motion. Mavroeidis and Papageorgiou [13] proposed a method to
combine the two components, which requires the selection of a proper scenario
based on the statistical characteristics of a dataset for both components. This
method has been applied in [14–16] for the analysis of different engineering
problems.

Second, it allows for a better selection and scaling of records to be used for linear
and nonlinear analyses. It is known that pulse-like ground motions account for large
spectral values at periods close to the pulse period [17], while the Ry − l relation
diverts from unity for periods smaller than half the pulse period [18].

Due to the importance of the velocity pulses for the linear and the nonlinear
response of the structures, several mathematical expressions have been proposed for
their representation. These models vary from simple functions to more complicated
wavelets like the Daubechies wavelet [10] used in [5, 7, 17, 19]. A very efficient
wavelet was proposed by Mavroeidis and Papageorgiou [13], who introduced
additional parameters regarding the total duration and the phase shift of the pulse.

In the new method presented herein, the efficient Mavroeidis and Papageorgiou
wavelet, referred as M&P wavelet hereafter, is used for the pulse representation. Up
to now, the properties of the M&P wavelet were determined either with a trial and
error procedure, as in the original paper [13], or through a wavelet analysis, as the
one proposed in [20]. The new procedure is based on the displacement—velocity
product spectrum (Sd � Sm), which is used for the identification of the period of the
pulse, and a relation between the ground motion parameter CAD (Cumulative
Absolute Displacement [21]) and the peak of the displacement response spectrum,
which is used for the determination of the remaining parameters of the wavelet.

2 Determination of the Parameters of the Directivity Pulse

2.1 Determination of the Period, Tp

The period Tp of the directivity pulse embedded in near-fault ground motions is the
most important parameter and has attracted the attention of several researchers who
have presented regression relationships associating its value with the moment
magnitude of the event ([1–4] among others). As a common practice, it is usually
determined from the peak of the pseudo-velocity response spectrum for 5 %
damping. However, the accuracy of this definition has been questioned [7, 22].

An example in which this definition leads to false results is shown in Fig. 1 for
the normal to the fault component of the Petrolia record of the Cape Mendocino,
1992 earthquake. In Fig. 1a, the time history of the ground velocity is shown; the
motion is characterized by a pulse of period 2.74 s, as evident from the red line
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which corresponds to the wavelet identified with the procedure presented in the
following. This value is similar to the pulse period Tp = 3.0 s calculated by Baker
[7]. However, the period that corresponds to the largest peak of the pseudo-velocity
response spectrum for 5 % damping is equal to 0.72 s (Fig. 1b), while a peak of
significantly smaller amplitude appears at T = 2.3 s.

An alternative to the calculation of Tp from the pseudo-velocity response
spectrum would be to use the displacement response spectrum instead. This con-
sideration comes from the fact that the displacement response spectrum is an
adequate envelope curve of the Fourier amplitude spectrum of the ground velocity,
similarly with the undamped velocity response spectrum which is an envelope of
the Fourier amplitude spectrum of the ground acceleration. Indeed, as proven by
Hudson [23]:

~agðxÞ� Sm;0ðxÞ ð1Þ

where ~agðxÞ is the Fourier spectrum amplitude of the ground acceleration ag (t),
defined by

~ag xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZttot
0

agðtÞ � cos xtð Þdt
2
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3
5
2

þ
Zttot
0

agðtÞ � sin xtð Þdt
2
4

3
5
2

vuuut ð2Þ

ttot being the duration of the ground motion, and Sm,0 (x) is the velocity response
spectrum for zero damping.

Similarly, it can be proven that the undamped displacement response spectrum is
an adequate envelope of the Fourier spectrum of the ground velocity. Indeed, for
undamped oscillators (n = 0) one can assume that the velocity response spectrum,
Sm,0 (x), coincides with the pseudo-velocity one, PSm,0 (x), except in the long
period range. Thus, in a wide range of periods, it can be assumed that Sm,0 (x) �

Fig. 1 Normal to the fault component of the Petrolia record of the Cape Mendocino, 1992
earthquake: a time history of ground velocity; b pseudo-velocity response spectrum for 5 %
damping. Red line shows the directivity pulse determined with the methodology presented herein
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x � Sd,0 (x), where Sd,0 (x) is the displacement response spectrum for zero
damping. Then, dividing both sides of relation (1) by x and taking under consid-
eration that ~agðxÞ=x ¼ ~mgðxÞ, where ~mgðxÞ is the Fourier amplitude spectrum of
the ground velocity, mg (t), determined by

~mgðxÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZttot
0

mgðtÞ � cos xtð Þdt
2
4

3
5
2

þ
Zttot
0

mgðtÞ � sin xtð Þdt
2
4

3
5
2

vuuut ð3Þ

one gets:

~mgðxÞ� Sd;0ðxÞ ð4Þ

which shows that the displacement response spectrum is an adequate envelope
curve of the Fourier amplitude spectrum of the ground velocity. An example is
shown in Fig. 2a for the normal to the fault component of the Petrolia record of the
Cape Mendocino, 1992 earthquake.

Based on the above observation, and taking under consideration that the
directivity pulse is prominent in the time history of the ground velocity, it would be
reasonable to determine its period, Tp, from the predominant period of the dis-
placement response spectrum. For the Petrolia record, this definition leads to
Tp = 2.67 s (Fig. 2b), which is close to the period of the pulse (2.74 s) that can be
identified in the ground velocity record using the methodology presented herein
(Fig. 1a).

This alternative definition of the pulse period, Tp, however, through the pre-
dominant period of the displacement response spectrum, might be problematic, as
the peak of the displacement response spectrum can be affected by the presence of

Fig. 2 Normal to the fault component of the Petrolia record of the Cape Mendocino, 1992
earthquake: a Comparison of the Fourier amplitude spectrum of the ground velocity with the
displacement response spectrum for zero damping; b displacement response spectrum for 5 %
damping
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long period errors in the ground acceleration record. Furthermore, the peak of the
displacement response spectrum may correspond to a velocity pulse with large area
but small amplitude, which might not be the prevailing pulse. In addition, it cannot
be generalized either, as there are cases in which it is not valid. An example is given
in Fig. 3 for the normal to the fault component of the ground motion recorded at
Parachute Test Site during the Westmorland, 1981 earthquake. In this case, the
period of the directivity pulse, Tp, is equal to 3.6 s according to Baker [7] and to
3.0 s according to the method presented herewith, values which are close to the
predominant period of the pseudo-velocity response spectrum (Fig. 3a) and not to
the predominant period of the displacement response spectrum which is quite lar-
ger, equal to 7.70 s (Fig. 3b).

As evident from the above discussion, neither the pseudo-velocity nor the dis-
placement response spectra can be generally used for the determination of the
period of the directivity pulse, since there are cases in which the two approaches
lead to significantly different results. This happens because many near-fault ground
motions are affected by more than one pulses of different period. Herein, a new
methodology is proposed which allows the identification of the predominant pulse
that is related to directivity phenomena of near-fault ground motions through a
combination of the velocity and the displacement response spectra.

Specifically, since the pulse-like components of near-fault ground motions affect
both the ground acceleration and the ground velocity, although to a different degree,
the pulse period, Tp, should prevail in the convolution integral of these two time
histories. Furthermore, extreme high or low frequency components inherent in the
ground acceleration and the ground velocity are attenuated. Consequently, the peak
of the acceleration—velocity convolution should correspond to the period of the
predominant pulse contained in the ground motion.

It is known that the Fourier spectrum of the convolution integral is equal to the
product of the Fourier spectra of the convolved signals. On the other hand, as
mentioned above, the undamped velocity spectrum, Sm,0, is an envelope of the

Fig. 3 Normal to the fault component of the Parachute Test Site record of the Westmorland, 1981
earthquake: a pseudo-velocity response spectrum for 5 % damping; b displacement response
spectrum for 5 % damping
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Fourier amplitude spectrum of the ground acceleration and the undamped dis-
placement spectrum, Sd,0, is an envelope of the Fourier spectrum of the ground
velocity. Using these properties, the Fourier spectrum of the convolution integral
can be approximated by the product Sm,0 � Sd,0, which in the following will be
referred as the product spectrum for zero damping. Accordingly, the period of the
directivity pulse can be determined from the peak of the product spectrum.

As mentioned above, this conclusion is justified for the product spectrum for
zero damping. However, it can be extended to the product spectrum for 5 %
damping, which is defined as the product Sm,5 � Sd,5, where Sm,5 and Sd,5 are the
velocity and displacement response spectra for 5 % damping, respectively, since the
period at which the Sm,5 � Sd,5 product spectrum peaks is expected to be close to the
one at which the Sm,0 � Sd,0 product spectrum peaks. Although these periods do not
necessarily coincide, it is suggested here to use the spectra for 5 % damping for the
calculation of the pulse period for the following reasons:

• Because the results match better the periods derived by Baker [7], which are
used here as benchmark data.

• Because the response spectra of the ground motion for 5 % damping, which are
more important than the ones for zero damping for typical earthquake engi-
neering applications, are matched better by the corresponding spectra of the
extracted velocity pulses. The procedure presented herein for the determination
of the parameters of the directivity pulse is based on the best fitting of the
response spectrum for 5 % damping.

• Because it is consistent with the above-mentioned current practice of calculating
the pulse period from the pseudo-velocity response spectrum for 5 % damping;
however, this cannot serve as an argument in favor of using spectra for 5 %
damping, due to the above-mentioned shortcomings of this method.

In the following, only the spectra for 5 % damping will be used, denoted as Sd
and Sm without further reference to the damping value. Thus, the Sd � Sm product
spectrum will denote the Sm,5 � Sd,5 product.

The application of the new method for the calculation of the pulse period, Tp, is
presented in Fig. 4 for the above-mentioned records, namely the normal to the fault
components of the Petrolia record and the Parachute Test Site record. As mentioned
above, in the former case, the pulse period was calculated to Tp = 3.0 s by Baker
[7] and is associated with the predominant period of the displacement response
spectrum (Fig. 2); in the latter, it was calculated to Tp = 3.6 s by Baker and is
associated with the predominant period of the pseudo-velocity response spectrum
(Fig. 3). The use of the Sd � Sm product spectrum allows for the correct calculation
of the pulse period in both cases, namely, Tp = 2.74 s and 3.00 s, respectively.

In Fig. 4, the corresponding product spectra for zero damping are also presented
for comparison. It is noted that the selection of the appropriate peaks in this case is
somehow uncertain and might lead to different results.
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2.2 Pulse Determination

2.2.1 Mathematical Representation of the Pulse

The proposed methodology is based on a wavelet representation of the directivity
pulse, the period of which is identified from the peak of the convolution spectrum
for 5 % damping, as explained in the previous section. For the mathematical rep-
resentation of the pulse, the wavelet proposed by Mavroeidis and Papageorgiou
[13] (M&P wavelet) is adopted. However, one could modify the proposed
methodology appropriately to consider other well-known wavelets proposed in the
literature.

The M&P wavelet is derived by the coupling of a harmonic oscillation signal
and a bell-shaped envelope. Four parameters are used to define the pulse:

• The period Tp of the harmonic oscillation of the wavelet.
• The amplitude A of the bell-shaped envelope, which is associated with the

amplitude of the time history of the velocity.
• The duration c of the wavelet, which measures the number of the oscillations

and is defined as c = ttot/Tp with c > 1, ttot being the time duration of the
wavelet.

• The phase shift m.

The duration of the ground motion affects the response of the structures and
especially the response spectrum amplification. The phase angle controls the shape
of the wavelet, which, thus, can best fit the velocity time history. The importance of
the number of cycles and the phase modulation of the wavelets on their capability to
match pulse-like ground motions was reported by Vassiliou and Makris [20].

Fig. 4 Determination of the velocity pulse period, Tp, from the peak of the Sd � Sm product
spectrum for 5 % damping (the corresponding curves for zero damping are also shown for
comparison): a normal to the fault component of the Petrolia record of the Cape Mendocino, 1992
earthquake; b normal to the fault component of the Parachute Test Site record of the Westmorland,
1981 earthquake
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The use of the above-mentioned four parameters gives the M&P wavelet addi-
tional flexibility compared to simpler models, enabling it to better approximate
more complex velocity pulses. Additionally, it has a closed form solution, which
makes it easier to use and study. The ability of the M&P wavelet to capture
satisfactorily the effects of the base excitation characteristics on the response has
made it popular for the representation of pulse-like ground motions for engineering
purposes and several researchers have used it for linear and nonlinear analyses
([14–16] among others). Due to these advantages, and since the proposed
methodology is spectrum oriented, the M&P wavelet was selected among other
widely used wavelets, the parameters of which are not directly related to the
structural response, as for example the Daubechies wavelet [24] used by Baker [7]
for the identification of the predominant pulse.

Using the above-mentioned parameters, the acceleration ap(t) and the velocity
mp(t) of the wavelet can be defined by the following equations [13]:

apðtÞ ¼ � Ap
cTp

sin 2p
cTp

ðt � t0Þ
� �

� cos 2p
Tp
ðt � t0Þþ m

� �
þ c � sin 2p

Tp
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� �
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� �h i
� cos 2p
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ðt � t0Þþ m

� �
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2 Tp � t� t0 þ c
2 Tp

0; otherwise

(

ð6Þ

where t0 is the time defining the epoch of the envelope’s peak.
In the methodology presented herewith, the parameters of the wavelet are

determined by best fitting the displacement response spectrum. However, since the
pseudo-velocity response spectrum is directly related to the displacement spectrum
through the relation PSm = x � Sd, the derived wavelet will also fit the
pseudo-velocity response spectrum.

Having determined the period, Tp, of the pulse from the peak of the Sd � Sm
product spectrum as described in the previous section, the determination of the three
remaining parameters of the wavelet, A, c and m, is achieved with the use of the
recently proposed ground motion index CAD (Cumulative Absolute Displacement
[21]) and a cross correlation operation between the proposed wavelet and the record
time history. CAD is defined by the time integral of the absolute ground velocity, in
analogy with the CAV index (Cumulative Absolute Velocity [25]), i.e.

CAD ¼
Zttot
0

mgðtÞ
�� ��dt ð7Þ
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It is noticed that Baker [7] and Zamora and Riddell [26] have also used similar
indices, specifically the time integral of the squared acceleration [27] and the time
integral of the squared velocity [22], as intensity measures of the pulse-like content
of the ground motion.

2.2.2 Determination of the Amplitude, A

Let us consider a harmonic ground motion of amplitude dg,max, which is applied as
base excitation to an undamped SDOF oscillator. At resonance, the amplitude of the
response of the oscillator builds up almost linearly with the number of cycles and
for an excitation of c cycles the maximum response is [28]:

Sd;0 Tresð Þ ¼ p c dg;max ð8Þ

in which Sd,0(Tres) denotes the spectral displacement at resonance for zero damping.
On the other hand, the value of CAD at the end of the cth cycle of a harmonic
excitation is:

CAD ¼ 4 c dg;max ð9Þ

Therefore, for a harmonic excitation of c cycles there is a constant relation
between the spectral displacement for zero damping at resonance and CAD, which
can be expressed as

Sd;0ðTresÞ
CAD

¼ p
4

ð10Þ

If an M&P wavelet is used instead of the purely harmonic excitation, Eqs. (8)
and (10) continue to hold approximately, with satisfactory accuracy, despite the fact
that the bell-shaped envelope has been applied to the amplitude of the excitation.
This is shown in Fig. 5a, in which the ratio of the maximum spectral displacement

Fig. 5 Relation between the peak spectral displacement Sd,max and CAD for M&P wavelets with
various values of c and m: a zero damping; b 5 % damping
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for zero damping over the cumulative absolute displacement, Sd,0,max/CAD, is
plotted versus the phase index m for c = 1.5, 2.0, 3.0 and 5.0. The results are
independent of the period Tp and the amplitude A. It is evident that the ratio Sd,0,max/
CAD is close to the value p/4, which holds for harmonic excitations according to
Eq. (10), especially for pulses of long duration (large values of c). The largest
discrepancy occurs for c = 1.5 and m = 30°, but even in that case the error is less
than 6 % (lowest value is about 0.74 compared to p/4 = 0.785).

A similar relation between the peak spectral displacement and CAD can also be
established for other values of damping, apart from zero. For a SDOF oscillator of
damping equal to n and for purely harmonic excitation, the displacement at reso-
nance is [28]:

Sd;nðTresÞ ¼ 1� e�2pcn

2n
� dg;max ð11Þ

Using again Eq. (9), the following relation can be established:

Sd;nðTresÞ
CAD

¼ 1� e�2pcn

8cn
ð12Þ

If the excitation is not purely harmonic but an M&P wavelet, Eq. (12) produces
an error for large values of c. A parametric investigation that was performed
showed that a correction factor must be applied in this case, equal to 1 + (c–1)n.
Thus, for M&P wavelets, the following relation applies:

Sd;n;max

CAD
¼ 1� e�2pcn

8cn
1þðc� 1Þn½ � ð13Þ

Comparison of the values produced by Eq. (13) with the actual values of the
ratio Sd,n,max/CAD, obtained for various values of m and c, is shown in Fig. 5b for
n = 5 %. It is evident that the accuracy obtained with Eq. (13) is very satisfactory
in all cases.

Using Eqs. (10) and (12) and the well-known relation between spectral dis-
placement and pseudo-spectral velocity: PSm = (2p/T)�Sd, the following relations
can be established between CAD and PSm for M&P wavelets:

PSm;0;max

CAD
¼ p2

2Tp
for zero damping ð14Þ

PSm;n;max

CAD
¼ p 1� e�2pcn

� �
1þ ðc� 1Þn½ �

4 c n Tp
for damping n 6¼ 0 ð15Þ

in which PSm,0 and PSm,n denote the pseudo-spectral velocity for zero damping and
damping equal to n, respectively.
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For M&P wavelets, the value of CAD is directly associated with the amplitude
A and the duration index c, since the following relation holds:

CAD ¼ cA Tp=p ð16Þ

As already mentioned, the new method is spectrum oriented and the directivity
pulse is defined to best fit the response spectrum of the original record. In this sense,
substituting CAD in Eqs. (14) and (15) using (16) one gets:

A ¼ 2PSm;0ðTpÞ
p c

for zero damping ð17Þ

A ¼ 4 nPSm;nðTpÞ
1� e�2pcnð Þ � 1þðc� 1Þn½ � for damping n 6¼ 0 ð18Þ

in which PSm,0 (Tp) and PSv,n (Tp) are the values of the pseudo-velocity response
spectrum of the ground motion for zero damping and damping equal to n,
respectively, calculated for period Tp. As mentioned above, the displacement
response spectrum can be used instead of the pseudo-velocity one, since PSm
(Tp) = (2p/Tp) � Sd (Tp).

Among Eqs. (17) and (18), Eq. (18) is preferred for the determination of the
amplitude A because the produced wavelet matches better the spectra for the desired
value of damping. Typically, the pseudo-velocity spectrum for 5 % damping is
used, thus Eq. (15) is usually applied for n = 0.05. However, Eq. (17) should be
used in case that one wants to calibrate the wavelets with the response spectrum for
zero damping.

2.2.3 Determination of the Duration, c, and Phase Shift, m

For the determination of the wavelet’s amplitude, A, from Eq. (18), the value of the
duration, c, must be known. Since this is an unknown parameter, all the values in a
selected range of variation of c are examined.

From this set of pairs (A, c), the ones that lead to amplitudes of the wavelet’s
acceleration, velocity or displacement larger than the corresponding peak values of
the ground motion, namely the peak ground acceleration, pga, the peak ground
velocity, pgv and the peak ground displacement, pgd, respectively, are rejected.

For the remaining acceptable pairs (A,c), and for all values of the phase, m,
between 0° and 360°, the corresponding wavelets are calculated. For each of these
wavelets, several values of time delay, td, for the initiation of the pulse are
examined. Thus, a set of candidate wavelets is determined, each one corresponding
to a different set of parameters A, c, m and td.

From the corresponding pulse time histories, mp (A, c, m, td, t), the wavelet that
correlates best with the time history of the ground velocity, mg(t), is selected. To this
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end, the cross correlation factor, r, is calculated for each pair of time histories (mp,
mg) and the pulse with the largest r is selected.

It is reminded that the cross-correlation operation between two functions f and
g with a time delay td is defined by

f � gð ÞðtdÞ ¼
Z1
�1

f �ðtÞ � gðtþ tdÞdt ð19Þ

where f * is the complex conjugate of f. The cross-correlation factor r is defined by

r ¼
P

i f ðtiÞ � ~f
� � � gðti � tdÞ � ~gð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i f ðtiÞ � ~f
� �2h i

� P
i gðti � tdÞ � ~gð Þ2

h ir ð20Þ

where ~f and ~g are the mean values of the functions f and g respectively.
In this way, the cross correlation operation is used to identify not only the pulse

which best fits the velocity time history of the ground motion, but also its starting
time, td. It is mentioned that the time delay, td, is related to t0 defining the epoch of
the envelope’s peak of the wavelet [see Eqs. (5) and (6)] through the equation:

td ¼ t0�c Tp=2: ð21Þ

2.3 The Method in Steps

Based on the aforementioned theoretical background, a straightforward procedure
can be established for the determination of the significant pulse and its parameters
in terms of the corresponding M&P wavelet. The method, which can be imple-
mented easily in a computer code, consists of the following steps:

Step 1 For the ground motion under consideration produce the Sd � Sm product
spectrum by multiplying the displacement and the pseudo-velocity
response spectra for 5 % damping.

Step 2 Identify the period that corresponds to the largest peak of the Sd � Sm
product spectrum and set Tp equal to this value. Calculate the value of
PSv,5(Tp) from the corresponding value of the pseudo-velocity
response spectrum for n = 5 %.

Step 3 Set a maximum value, cmax, for the duration of the M&P wavelet. As the
duration of the wavelet is not known a priori, a sweep of all possible
values of c between 1 and cmax is needed for the determination of the
most suitable wavelet for the specific ground motion. For directivity
pulses of near fault ground motions, cmax = 5 is usually adequate. In
some cases, however, larger values of cmax are required, up to cmax = 10
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or even larger. A step of Dc = 0.1 is suggested to be used for the
determination of the values of c during the sweep process.
For each ci in the range 1 � ci � cmax with step Dc and for the value of
PSv,5(Tp) that was determined in step 2 define the corresponding value of
the wavelet amplitude, Ai, using Eq. (18) for n = 0.05.

Step 4 For each pair (Ai, ci) that was determined in step 3 and for values of the
phase m ranging from 0° to 360° produce the corresponding M&P
wavelet using Eqs. (5) and (6) leaving t0 as a parameter. A step of
Dm = 5° is suggested to be used for the sweep of the phase shift.
Reject all the wavelets for which the peak acceleration or the peak
velocity or the peak displacement is larger than the corresponding values
of the ground motion, pga, pgv and pgd, respectively.

Step 5 For the remaining wavelets, each one corresponding to an acceptable
value of c, and for all values of t0 ranging from t0 = ci�Tp/2 to
t0 = tmax − ci�Tp/2, with tmax being the total duration of the record,
calculate the corresponding correlation factor ri between the velocity
time history of each wavelet, mp,i(t), and the time history of the original
ground velocity, mg(t), and the time delay td,i using Eqs. (20) and (21).
Choose the wavelet with the largest cross correlation factor r and define A,
c, m and t0 from the parameters of this wavelet. Calculate the start time of
the pulse from Eq. (21). It must be noted that, if the correlation factors for
the selected wavelets are quite low, it is questionable whether the ground
motion under consideration can be considered as a pulse-like one.

2.4 Example

As an example, the new method is applied to the Gebze record of the Kocaeli,
Turkey, 1999 earthquake. The normal to the fault component of this record, as
provided in [29], is used.

Step 1 First, the Sd � Sm product spectrum of the record is derived as the
product of the velocity and the displacement response spectra for 5 %
damping (Fig. 6c, solid line).

Step 2 The peak of the Sd � Sm spectrum corresponds to Tp = 4.88 s. It is noted
that the corresponding spectrum for zero damping (Fig. 6a, dashed line)
peaks at a much larger period, specifically T = 9.06 s. However,
according to the proposed procedure, the pulse period is assigned to the
peak of the Sd � Sm product spectrum for 5 % damping, thus the pulse
period is set to: Tp = 4.88 s. The corresponding pseudo-velocity spectral
value is PSm,5(Tp) = 95.19 cm/s (Fig. 6d). Note that this value does not
correspond to a peak of the pseudo-velocity spectrum; in general,
however, it is close to a local peak if not to the largest peak.
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Step 3 In this example, cmax is set to 5 and the amplitude, A, is derived for each
c in the range 1 � c � 5 with step Dc = 0.1 using Eq. (18).

Step 4 For each pair (A, c), and for values of the phase, m, ranging from 0° to
360° with step Dm = 5°, the corresponding M&P wavelet is determined
for Tp = 4.88 s and leaving t0 as a parameter. Since for the record under
consideration pga = 233.73 cm/s2, pgv = 51.97 cm/s and pgd = 44.09
cm, all wavelets with peak acceleration larger than 233.73 cm/s2 or peak
velocity larger than 51.97 cm/s or peak displacement larger than
44.09 cm are rejected.

Step 5 For the remaining wavelets and for all values of t0 ranging from
t0 = ci�Tp/2 to t0 = tmax − ci�Tp/2, with tmax = 28 s being the total
duration of the record, the cross correlation factor, r, is calculated
between the velocity time history of each wavelet and the time history of
the original ground velocity. The wavelet with the largest cross corre-
lation factor is chosen to represent the velocity pulse. In this example,
the characteristics of the chosen wavelet are: A = 42.18 cm/s, c = 1.8,
m = 190° and t0 = 7.76 s. The start time of the velocity pulse is:
td = 7.76 − 1.8 � 4.88/2 = 3.37 s.
Comparison of the time histories (acceleration and velocity) of the
extracted pulse with those of the original record is shown in Fig. 7a,

Fig. 6 Normal to the fault component of the Gebze record of the Kocaeli, Turkey, 1999
earthquake: a Sm for 5 % damping; b Sd for 5 % damping; c Sd � Sm product spectra for 5 %
damping (solid line) and zero damping (dashed line); d pseudo-velocity response spectrum for
5 % damping
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while the comparison of the corresponding response spectra for 5 %
damping is depicted in Fig. 7b. It is seen that the selected pulse can
capture very well both the time histories of the velocity pulse inherent in
the ground motion and the response spectra of the original record in the
period regime around the pulse period.

3 Calculation of Additional Important Pulses

In many near-fault records there are additional significant pulses inherent in the
ground motion. In fact, as Mavroeides and Papageorgiou [13] and others have
noted, there are cases in which more than one pulses are required to capture the
nature of the phenomenon. In order to identify the additional pulses, apart from the
predominant one, the proposed methodology can also be used, if applied to the
residual ground motion instead of the original record. The residual ground motion
is derived by subtracting the wavelet that was defined in step 5 of the
above-mentioned procedure from the original record. The resulting record is con-
sidered as a new ground motion to which the methodology for the identification of
the significant pulse can be applied. This procedure can be repeated until all the

Fig. 7 Normal to the fault component of the Gebze record of the Kocaeli, Turkey, 1999
earthquake: a Comparison of the acceleration and velocity time histories of the chosen M&P
wavelet (red line) with the ones of the original record (black line); b comparison of the
corresponding response spectra for 5 % damping
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significant pulses are identified. Note that other researchers (e.g. Shahi [19]) have
used their own methods to extract multiple pulses.

It should be mentioned that, although this process will identify additional pulses,
it lacks a criterion to judge if the detected pulses are, in fact, primary characteristics
of the ground motion. Several criteria have been proposed for the characterization
of pulses as significant and the interested reader may refer to the bibliography. This
issue exceeds the scope of this chapter and is not further discussed in the ensuing.

As an example, the proposed method is applied to the normal to the fault
component of the Gebze record of the Kocaeli, Turkey, 1999 earthquake, for which
the first significant pulse was determined previously (Sect. 2.4). This pulse is
subtracted from the original ground motion and the residual motion is calculated,
which is used for the identification of the second pulse. Application of steps 1–5 to
the residual record ends up with the second pulse which is shown in Fig. 8.

Adding the two pulses, a combined pulse is derived, which provides a better
approximation to the original record. This is shown in Fig. 9 (top row), where the
time histories of the original record are compared with the time histories of the
combined pulse. The corresponding response spectra are compared in the bottom
row of Fig. 9.

4 Effect of the Directivity Pulse on the Inelastic Response

The existence of the directivity pulse in the ground motion has an important effect
on the response of the structures. In what regards the elastic response, it is known
that it produces a bell shaped amplification to the acceleration response spectrum,
centered around the pulse period (Shahi and Baker [17]). This spectral amplifica-
tion, if measured as the ratio of the spectral acceleration corresponding to the time
history containing the pulse over the spectral acceleration corresponding to the time
history of the residual ground motion after the extraction of the pulse, attains values

Fig. 8 Significant pulse embedded in the residual ground motion of the Gebze record after
subtraction of the pulse of Fig. 7a: Comparison of a the acceleration and b the velocity time
histories of the pulse and the residual record
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of about 3 in the average, while its maximum value can be as large as 5–6. This
means that, if directivity phenomena are ignored, the design spectral accelerations,
as given by modern design codes, can be significantly underestimated for structures
with fundamental period around the pulse period.

The effect of the directivity pulse embedded in the ground motion on the
inelastic response of the structures might also be very significant. For example,
Iervolino and Cornell [18] reported that, for periods about half the period of the
pulse, the inelastic displacements can be five times larger than the elastic ones; this
means that the equal displacement rule does not hold in this range of periods. It
appears that, if directivity phenomena are present, the equal displacement rule holds
for periods larger than the pulse period [30]. It is noted that the inelastic behavior of
structures to various pulses has been the object of interest of several researchers [13,
31]. A common observation is that the inelastic behavior can be very sensitive to
multiple parameters, such as the viscous damping and the inelastic model used.

In this section, the effect of the most significant (first detected) directivity pulse
inherent in near-fault ground motions on the inelastic response of SDOF structures
is investigated. To this end, the predominant pulse embedded in the normal to the
fault component of 91 records from the NGA strong motion data base, which were
characterized as pulse-like by Baker [7], was identified first, using the

Fig. 9 Normal to the fault component of the Gebze record of the Kocaeli, Turkey, 1999
earthquake: comparison of a the acceleration and b the velocity time histories (top row) and
corresponding response spectra (bottom row) of the combined pulse, composed of the
superposition of the two first detected significant pulses, and the original record
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above-mentioned procedure. The corresponding values of the pulse parameters can
be found in [32]. For each record, the inelastic response of SDOF structures with
varying period is calculated, assuming that the base excitation consists of: (a) the
original record; and (b) only the corresponding directivity pulse. This comparison
can be extended to additional pulses embedded in the ground motion, but this
investigation exceeds the purpose of this chapter.

Indicative results are presented in Fig. 10 for oscillators with periods up to 20 s
and strength corresponding to Ry = 4. It is reminded that the strength reduction
factor, Ry, (equivalent to the term yield behavior factor, qy, used in Eurocode 8
[33]) is defined as

Ry ¼ Fe=Fy ð22Þ

where Fe = mae is the maximum force for elastic response and Fy = may is the
yielding force of the nonlinear system, m being the mass of the oscillator and ae and
ay being the corresponding elastic acceleration and yield acceleration, respectively.
Note that many typical RC structures are designed for values of Ry around 4. In the
results presented here, ae was calculated first for each record and each SDOF
oscillator assuming elastic response. Then the inelastic response was calculated
assuming that yielding was occurring at acceleration ay = ae/4 and that the system
possesses a horizontal post-yield branch (elastic − perfectly plastic response
without hardening). It is noted that ay was calculated only for the original record
and this value was used in the calculation of the inelastic response under both the
original record and the pulse excitation.

Fig. 10 Error produced in
the maximum inelastic
displacement of SDOF
structures with Ry = 4 if only
the predominant pulse is
considered as the base
excitation. Solid red line
shows the mean error for
ninety one records, dashed
red lines show the curves
corresponding to the mean
error plus/minus one standard
deviation
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In Fig. 10, the error e for all records, that is produced in the maximum inelastic
displacement if only the predominant pulse excitation is used, is plotted versus the
normalized (with respect to the pulse period Tp) period of the oscillators, T/Tp. For
each record and each oscillator of period T, the error was calculated from the relation:

eðTÞ ¼ dpðTÞ�dorðTÞ
� 	

=dorðTÞ ð23Þ

in which dor(T) is the maximum displacement of the oscillator of period T under the
original record and dp(T) the displacement under the corresponding pulse excita-
tion. In Fig. 10, the solid red line shows the mean curve and the dashed red lines
show the mean plus/minus one standard deviation curves.

These results show that, on average, the error is less than 20 % for structures
with period T > 0.6 Tp. The minimum error occurs for oscillators with period
T close to Tp while the mean error is less than 5 % and the mean error plus/minus
one standard deviation is no more than 30 % for structures with periods in the range
from about 0.8 Tp to about 1.5 Tp. This behavior implies that the directivity pulse
governs the inelastic response of structures with period T > 0.6 Tp since the pulse
alone can capture quite well the overall response. On the contrary, the effect of the
directivity pulse seems not to be important for structures with period T less than 0.5
Tp, where the pulse alone underestimates the nonlinear response significantly.

As shown in Fig. 10, the error produced by the first pulse alone is quite large in
some cases, even for T > 0.6 Tp. This happens because the second pulse is
important in such cases. It is noted that the first identified pulse is not necessarily
the most important one (e.g. in terms of the corresponding energy flux) and there
are few cases in which the second pulse is equally or even more important.
Additional analyses (not presented here) show that the addition of the second pulse
improves the results significantly, reducing the error to acceptable limits for all
records and for a larger range of periods.

5 Conclusions

A new method for the identification of the directivity pulse embedded in near-fault
ground motions is presented. The pulse is mathematically represented by the
Mavroeidis and Papageorgiou (M&P) wavelet [13], the parameters of which are
determined through a well-defined procedure that is based on several new concepts,
specifically:

• The period of the pulse is determined from the peak of the Sd � Sm product
spectrum for 5 % damping, which is defined as the product of the velocity and
the displacement response spectra. It is proven that the Sd � Sm product spec-
trum for zero damping is an adequate envelope of the Fourier amplitude spec-
trum of the convolution integral of the ground velocity and the ground
acceleration.
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• The remaining parameters of the wavelet (amplitude, duration and phase shift)
are determined from the matching of the targeted spectral amplitudes of the
ground motion using a new relationship which is established between the
cumulative absolute displacement (CAD) of the M&P wavelet and its spectral
amplitude.

The proposed method can be extended to the determination of additional pulses
inherent in the ground motion. To this end, the detected significant pulse is sub-
tracted from the original record to derive the residual record, to which the method
is applied for the derivation of the second pulse. This procedure can be repeated
several times until all significant pulses are derived. The summation of all signif-
icant pulses produces a mathematical representation of the original record.

The new method is applied to ninety-one pulse-like records from the NGA
strong motion database in order to investigate the effect of the directivity pulse on
the inelastic response of SDOF structures. The investigation is restricted to the
effect of the most significant pulse only. Comparison of the inelastic responses
produced by the pulse alone with the corresponding one produced by the original
record shows that the directivity pulse governs the inelastic response of structures
with period T > 0.6 Tp while its effect seems not to be important for structures with
period T less than 0.5 Tp.
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Numerical Simulation of Liquid Sloshing
in Tanks

Zuhal Ozdemir, Yasin M. Fahjan and Mhamed Souli

Abstract Sloshing waves induced by long-period components of earthquake
ground motions may generate high magnitude hydrodynamic forces on liquid
storage tanks. Past earthquake experience has shown that the forces generated by
the sloshing waves may affect the overall safety of tanks by causing extensive
damage on the tank wall and roof. Therefore, the accurate description of these
forces is vital for reducing the potential risk of tank failure during an earthquake.
Appropriate numerical simulation methods can be used to predict response of liquid
storage tanks, as they offer a concise way of accurate consideration of all nonlin-
earities associated with fluid, tank and soil response in the same model. This chapter
is, therefore, devoted to the Finite Element (FE) analysis of the sloshing phe-
nomenon occurring in liquid storage tanks under external excitations. The gov-
erning equations for the fluid and structure and their solution methodologies are
clarified. Current nonlinear FE modelling strategies for interactions between liquid,
tank and soil are presented in great detail. The presented numerical modelling
schemes are applied to analyze sloshing response of rectangular and cylindrical
tanks when subjected to external excitations. Strong correlation between experi-
mental and numerical results is obtained in terms of sloshing wave height for a
rectangular tank model under resonant harmonic motion. Numerical simulations on
cylindrical tanks have indicated that tank material, boundary conditions at the base
and the presence of a second horizontal component in addition to one horizontal
component have negligible effect on the sloshing response of cylindrical tanks
when subjected to earthquake motions.
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1 Introduction

Sloshing damage to steel liquid storage tanks has caused serious consequences
following several past major earthquakes. During the 1979 Imperial Valley earth-
quake, failure of roof-shell connections of tanks due to the sloshing of contained
liquid resulted in the release of hazardous materials and environmental pollution.
Large amplitude sloshing action in floating-roof tanks storing combustible materials
led to extensive fires after the 2003 Tokachi-oki (Japan) and 1999 Kocaeli (Turkey)
earthquakes. Past experience has demonstrated that widespread sloshing damage to
liquid storage tanks is mainly caused by poor prediction of hydrodynamic forces
acting on tanks.

Liquid sloshing in tanks during earthquakes may represent violent fluid motion
involving high-speed impacts on tank walls and roof in oblique sense, breaking
waves, and liquid droplet formation. The amplitude of the sloshing, in general,
depends on the nature, amplitude and frequency of the earthquake motion, liquid fill
level, liquid properties and tank geometry. When the frequency of the motion is
close to one of the natural frequencies of liquid sloshing, large amplitudes sloshing
waves can be expected. High hydrodynamic forces generated by sloshing waves on
tank affect the overall response of the tank and cause a complicated fluid-structure
interaction (FSI) phenomenon between two materials. Therefore, sloshing is a
difficult mathematical problem to solve analytically.

Early treatments of sloshing were carried out with analytical methods established
on potential flow theory disregarding all viscous effects. In these studies, the
irrotational motion of inviscid and incompressible fluid inside the rigid container
was represented with Laplace equation. The first approximate solution for a rigid
cylindrical tank under horizontal motion was provided by Jacobsen [1] on the basis
of a closed-form solution of the Laplace equation that satisfies specified boundary
conditions. Housner [2–4] used an approximate method idealizing the liquid as
being constraint by rigid membranes to compute the hydrodynamic pressures
developed in a rigid cylinder and rectangular fluid container subjected to horizontal
accelerations. Veletsos and Yang [5] split hydrodynamic effects obtained from
Laplace equation in two parts namely the “impulsive” and the “convective”
motions. Faltinsen [6] derived a linear analytical solution for liquid sloshing in a
horizontally excited 2D rectangular tank considering damping due to viscous
effects. Fischer and Rammerstorfer [7] analytically investigated the overall effect of
pressure generated by interaction forces between sloshing and the wall motion
modifying the free surface boundary conditions.

Numerical techniques, especially the Finite Element Method (FEM), have been
widely used to predict hydrodynamic forces acting on tanks. El-Zeiny [8] formu-
lated fluid motion with Laplace equation and developed a Finite Element
(FE) program, which uses an updated Eulerian-Lagrangian description of the
liquid-structure interface to enforce compatibility between structure and liquid
elements. Chen and Chiang [9] studied sloshing phenomenon occurring inside a 2D
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tank with rigid walls by solving incompressible Euler equation under fully non-
linear kinematic free-surface condition using a time independent finite difference
method. This study was extended by Chen [10] by adding fluid viscous effects.
Souli et al. [11] and Souli and Zolesio [12] developed a procedure for FSI problems
based on Arbitrary Lagrangian Eulerian (ALE) algorithm of FEM and validated the
applicability of the procedure for sloshing problems. Longatte et al. [13, 14] solved
incompressible Navier Stokes equations with an implicit or explicit coupling to the
structure for low amplitude sloshing problems. Aquelet et al. [15] developed an
ALE coupling algorithm to model large structural deformations generated by large
amplitude sloshing waves. The sloshing behaviors of fluid in 3D rigid cylindrical
and rectangular tanks subjected to horizontal oscillations were addressed with a
numerical and experimental study by Chen et al. [16]. Liu and Lin [17] adopted the
finite difference method which solves Navier–Stokes equations to study 2D and 3D
viscous and inviscid liquid sloshing in rectangular tanks and verified the results
with the linear analytical solution and experimental data. Mitra et al. [18] used FEM
to solve wave equation to quantify liquid sloshing in partially filled 2D rigid
annular, horizontal cylindrical and trapezoidal containers.

Experimental studies have been extensively conducted on anchored and unan-
chored tanks to measure sloshing wave height and to quantify the resulting
hydrodynamic pressure and shell stresses. Kana [19] measured wall stresses of
cylindrical flexible tank induced by sloshing and inertial loads experimentally.
Manos [20] carried out experiments to determine impulsive mode frequencies and
base-overturning moments of broad and tall tanks. The sloshing wave heights in 2D
and 3D rectangular tanks subjected to external loads were measured experimentally
by Liu and Lin [17]. A more extensive literature review and detailed investigation
of sloshing problem from basic theory to advanced analytical and experimental
studies can be found in the work of Ibrahim [21].

In this chapter, current nonlinear numerical modelling strategies for the solution
of coupled tank-liquid problems are presented in great detail. The governing
equations for fluid and structure and their solution methodologies are clarified. The
presented numerical methods are first applied to the solution of the sloshing
problem in a rectangular tank under resonant harmonic motion. For the problem
under consideration, the accuracy of the numerical methods is validated with the
existing analytical formulation derived from potential flow theory as well as
experimental data in terms of wave height of the liquid free surface. Results showed
that the presented numerical algorithms are reliable and useful for the solution of
sloshing problems even under resonance motions. Finally, the sloshing response of
anchored and unanchored steel cylindrical liquid storage tanks under earthquake
ground motions is numerically assessed by considering all nonlinear behaviour
mechanisms of the tank and fluid. The relative importance of earthquake ground
motion components on the seismic sloshing response of cylindrical tanks are
investigated using the presented numerical modelling methods.
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2 Governing Equations for Liquid Sloshing

Oscillatory movements of a liquid free surface inside a partially filled container are
referred as liquid sloshing. Laplace, Euler, wave or Navier-Stokes equations can be
used to describe fluid motion within a container. The irrotational motion of inviscid
and incompressible fluid inside a container is represented with Laplace equation.
A more realistic solution for sloshing problems can be obtained by solving Navier
Stokes equations for the fluid domain, since nonlinear fluid motion is taken into
account more accurately.

The Laplace equation (Eq. (1)) is formalized by combining Eqs. (2) and (3):

r2U ¼ 0 ð1Þ

uðx; tÞ ¼ rU ð2Þ

r � u ¼ 0 ð3Þ

Equation (2) represents the fluid velocity field u x; tð Þ in terms of velocity
potential of the fluid Uðx; tÞ and the incompressibility condition is expressed by
Eq. (3). The sloshing phenomenon in a 2D rigid tank subjected to harmonic motion
can be investigated by solving the Laplace Equation analytically as an initial
boundary-value problem. A two-dimensional rigid rectangular tank system with a
length of 2a is partially filled with liquid to a height of h as shown in Fig. 1.
A Cartesian co-ordinate system x; yð Þ with the origin at the centre of the free surface
of the fluid is used to solve the governing equations. The forced excitation of the
tank is applied as a horizontal harmonic displacement motion at the base:

deðtÞ ¼ D sinðxtÞ ð4Þ

a a

y
x

h 

Fig. 1 2D rectangular tank

52 Z. Ozdemir et al.



where D is the amplitude of the harmonic external force and x is the circular
frequency of the applied motion.

In order to simplify the solution, the total velocity potential function Uðx; tÞ is
split into a disturbance potential function due to internal sloshing flow, U1, and a
potential function, UC, which defines the motion of the tank [6]:

U ¼ U1 þUC ð5Þ

The corresponding essential boundary conditions used for the solution of
Laplace equation are linearized assuming the boundaries are rigid. The velocity
boundary condition that specifies the liquid motion along the tank bottom and wall
is defined as follows:

@U1

@rn
¼ 0 on thewetted boundary ð6Þ

where rn is surface normal. Nonlinear effects are ignored assuming the wave
amplitudes are very small in comparison with the wavelengths and depths.
Therefore, kinematic and dynamic boundary conditions are implemented at the
undisturbed free surface of the liquid, respectively, as follows:

@g

@t
¼ @U

@y
on the boundary y ¼ 0 ð7Þ

@U
@t

þ gg ¼ 0 on the boundary y ¼ 0 ð8Þ

where g is free surface displacement, measured from the undisturbed liquid surface
at equilibrium and g is the acceleration of gravity. The kinematic free surface
boundary condition states that a fluid particle on the free surface at some time will
always remain on the free surface. The dynamic free surface boundary condition
states that the pressure on the free surface is zero. The combination of kinematic
and dynamic boundary conditions at the free surface in terms of U1 gives:

@2U1

@t2
þ g

@U1

@y
¼ �x3D cosðxtÞx on the boundary y ¼ 0 ð9Þ

Under boundary conditions defined by Eqs. (6) and (9), the solution of Laplace
equation (Eq. (3)) gives the following expression for velocity potential of fluid
domain inside the tank [6]:
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Uðx; y; tÞ ¼
X1
n¼0

sin
ð2nþ 1Þp

2a
x

� �
cos h

ð2nþ 1Þp
2a

ðyþ hÞ
� �

An cosðxntÞþCn cosðxtÞð Þ
� �

� xxD cosðxtÞ
ð10Þ

where n represents mode number. Coefficients An;Cn and Kn are defined as follows:

An ¼ �Cn � Kn

x
ð11Þ

Cn ¼ xKn

x2
n � x2 ð12Þ

Kn ¼ � x2D

cos h ð2nþ 1Þp
2a h

n o 8a
1

ð2nþ 1Þp
� �2

ð�1Þn ð13Þ

In the case of free vibration (i.e. if the right hand side of Eq. (9) is 0), the circular
frequencies xn of sloshing modes are calculated as follows:

x2
n ¼ g

ð2nþ 1Þp
2a

tanh
ð2nþ 1Þp

2a
h

� �
ð14Þ

The free surface displacement, g, measured from the undisturbed liquid surface
at equilibrium, and pressure, p, can be defined in terms of velocity potential
function as follows:

pðx; y; tÞ ¼ �q
@U
@t

ð15Þ

gðx; tÞ ¼ 1
g
@U
@t

ð16Þ

where q is the mass density of the liquid.
As demonstrated here, the variation of pressure and sloshing wave height in time

(Eqs. (15) and (16)) for an irrotational flow of an incompressible, inviscid fluid in a
rigid 2D tank can be obtained by solving Laplace Equation analytically. However,
sloshing problem in a flexible tank becomes far more complex to find an analytical
solution. In this case, numerical methods, such as the boundary element method, the
FEM, the volume of fluid method or the smoothed particle hydrodynamics method,
can be employed to quantify sloshing effects in tanks. The most popular approach
for the analysis of sloshing problems occurring in tanks is currently to solve
Navier-Stokes equations by employing FSI algorithms of the FEM. Details of this
technique are presented in the following sections.
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3 Mesh Description Algorithms for the Numerical
Analysis of Fluid-Tank Systems

In order to solve complex tank-fluid interaction problems, an appropriate numerical
simulation method, which can cope with large deformations of fluid free surface and
the structure and accurately predicts the hydrodynamic forces due to impulsive fluid
motion effects and the high-speed impacts of sloshing liquid on a tank wall and
roof, is required. The nonlinear FE techniques with either Lagrangian, Eulerian or
Arbitrary Lagrangian-Eulerian (ALE) formulations may be employed as a numer-
ical method to analyze tank problems.

3.1 Lagrangian Algorithm

In Lagrangian systems, mainly used for structural mechanics, all nodes of the
computational mesh follow the movement of the associated material nodes, since
the mesh nodes are embedded in the material nodes. In the Lagrangian algorithm,
materials with history-dependent constitutive relations can be treated easily. Free
surfaces and interfaces between the different types of materials are tracked auto-
matically. Boundary conditions are easily imposed because the edges of the mesh
represent the limits of the physical domain during calculation. However, it has a
major drawback: the Lagrangian algorithm cannot cope with large distortions of the
computational domain without remeshing frequently.

3.2 Eulerian Algorithm

In Eulerian systems, which are most commonly used in fluid dynamic modelling,
the computational mesh and associated nodes are fixed in position, but the material
nodes are free to move with respect to the Eulerian grid. This enables the ability to
handle large distortions in the modelling, but at the cost of flow detail resolution and
the accurate definition of the interface.

3.3 Arbitrary Lagrangian-Eulerian (ALE) Algorithm

The Arbitrary Lagrangian-Eulerian (ALE) was developed to combine the positive
aspects of the Lagrangian and Eulerian algorithms. In this algorithm, computational
nodes of the mesh can move with the material nodes as in Lagrangian systems,
remain fixed like in Eulerian systems, or move arbitrarily with respect to the
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material nodes in order to limit mesh distortion [22]. The ALE can handle high
deformation problems with less mesh distortion than the Lagrangian algorithm and
with higher accuracy than the Eulerian algorithm.

3.4 SPH Algorithm

As an alternative to the FE analysis, coupled fluid-structure problems can also be
analyzed using the Smooth Particle Hydrodynamics (SPH) method. In this method,
the fluid region is represented with particles, which carry information about mass
conservation and their hydrodynamic and thermo-dynamic behavior. Therefore,
SPH is a meshless Lagrangian technique used to model the fluid equations of
motion. Since this is a meshless technique, problems with large amplitude fluid
motions and/or complex geometries can be solved easily without having the limi-
tations of volumetric meshing. But, the SPH method requires a large number of
particles to model FSI problems, thus it is computationally expensive in terms of
both memory and CPU time.

In general, for tank problems, the choice of mesh representation for the fluid
domain depends on the characteristics of the specific problem. Especially for large
deformation problems, the selection of an appropriate mesh description is very
important to properly simulate the physical phenomenon. If the response of the
fluid-tank system under earthquake motion involves small amplitude deformations
of free surface and tank structure, Lagrangian formulation can be used to model
fluid domain. If large amplitude deformations at the fluid free surface and
fluid-structure interface are expected, an intermediate formulation is required, in
which mesh of the fluid domain follows the boundary motion while keeping the
mesh deformation limited. The ALE algorithm of FEM constitutes a very efficient
intermediate formulation for the solution of the seismic tank problems since it can
cope with large deformations of free surface of the fluid and the structure. In
addition, the ALE algorithm can correctly predict the hydrodynamic forces caused
by coupling of flexible tank and the fluid and the high-speed impacts of sloshing
liquid on tank wall and roof. SPH method can also be used to solve tank problems
with large deformations, since mesh distortion is not a problem for this algorithm.
However, a large number of SPH particles need to be used to define the fluid
domain.

4 ALE Description of Navier–Stokes Equations

The ALE approach is based on the arbitrary movement of a reference domain
which, additionally to the common material (Lagrangian) domain and spatial
(Eulerian) domain, is introduced as a third domain, as detailed in [23]. The refer-
ence domain, which will later on correspond to the FE mesh, is used to formulate
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the FSI problem. The arbitrary movement of the reference frame, accompanied of
course by a good “mesh moving algorithm”, enables one to rather conveniently deal
with moving boundaries, free surfaces, large deformations, and interface contact
problems.

The total time derivative of a variable f with respect to a reference coordinate
can be described as follows:

df ð~X; tÞ
dt

¼ @f ð~x; tÞ
@ t

þð~v�~wÞ � grad��!
f ð~x; tÞ ð17Þ

where ~X is the Lagrangian coordinate, ~x is the ALE coordinate, ~v is the particle
velocity and ~w is the velocity of the reference coordinate, which will represent the
grid velocity for the numerical simulation, and the system of reference will be later
the ALE grid.

Let X f 2 R3 represent the domain occupied by the fluid particles, and let @X f

denote its boundary. The equations of mass, momentum and energy conservation
for a Newtonian fluid in ALE formulation in the reference domain, are given by:

@q
@ t

þð~v�~wÞgrad ðqÞþ q divð~vÞ ¼ 0 ð18Þ

q
@~v
@t

þ qð~v�~wÞ � gradð~vÞ ¼ div
�!ðrÞþ~f ð19Þ

q
@e
@ t

þ qð~v�~wÞ � grad��!ðeÞ ¼ r : gradð~vÞþ~f �~v ð20Þ

where q is the density and r is the total Cauchy stress given by:

r ¼ �p � Idþ lðgradð~vÞþ gradð~vÞTÞ ð21Þ

where p is the pressure and l is the dynamic viscosity. For compressible flow,
Eqs. (18), (19) and (20) are completed by an equation of state that relates pressure
to density and internal energy. The internal energy, e, in Eq. (20) is the energy per
unit volume.

Equations (18), (19) and (20) are completed with appropriate boundary condi-
tions. The part of the boundary, at which the velocity is specified, is denoted as
@X f

1 . The inflow boundary condition is:

v!¼ g!ðtÞ on @X f
1 ð22Þ

The traction boundary condition associated with Eq. (19) is the conditions on
stress components. These conditions are assumed to be imposed on the remaining
part of the boundary:
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r: n!¼ h
!ðtÞ on @X f

2 ð23Þ

where, ~n is the outward unit normal vector on the boundary.
One of the major difficulties in time integration of the ALE Navier-Stokes

Equations (Eqs. (18), (19) and (20)) is due to the nonlinear term related to the
relative velocity ~v�~wð Þ which is usually referred to as the advection term. This
term accounts for the transport of the material past the mesh and makes solving the
ALE equations numerically much more difficult than the Lagrangian equations,
where the relative velocity is zero. For some ALE formulations, the mesh velocity
can be calculated using a remeshing and smoothing process. In the Eulerian for-
mulation, since the problem is formulated in the spatial coordinate, the reference

frame is fixed ~w ¼ 0
!	 


. This assumption eliminates the remeshing and smoothing

process, but does not simplify the Eqs. (18), (19) and (20).
In order to solve ALE formulation of Navier-Stokes Equations (Eqs. (18), (19)

and (20)), there are two ways, and they correspond to the two approaches taken in
implementing the Eulerian viewpoint in fluid mechanics. The first way solves the
fully coupled equations for computational fluid mechanics; this approach used by
different authors can handle only a single material in an element. The alternative
approach is referred to as an operator split method in the literature [11, 24] where
the calculation, for each time step, is divided into two phases. First, a Lagrangian
phase is performed using an explicit FEM, in which the mesh moves with the fluid
particle. In the CFD community, the Lagrangian phase is referred to as a linear
Stokes problem. In this phase, the changes in velocity, pressure and internal energy
due to external and internal forces are computed. The equilibrium equations of the
Lagrangian phase are given as follows:

q
d v!
dt

¼ div
�!ðrÞþ f

! ð24Þ

q
de
dt

¼ r : gradð v!Þþ f
!� v! ð25Þ

In the second phase, the displaced mesh from the Lagrangian phase is remapped
into the initial mesh for an Eulerian formulation, or an arbitrary distorted mesh for
an ALE formulation. The transportation of mass, momentum and energy across
element boundaries are computed. This may be thought of as remapping the dis-
placed mesh at the Lagrangian phase back to its initial position. The transport
equations for the advection phase are given as follows:

@/
@t

þ c!� grad��!ð/Þ ¼ 0 ð26Þ

/ð x!; 0Þ ¼ /0ðxÞ ð27Þ
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where c!¼ v!� w! is the difference between the fluid velocity v!, and the velocity
of the computational domain w!, which will represent the mesh velocity in the FE
formulation. In some papers c! is referred as the convective velocity.

Equation (26) is solved successively for the conservative variables: mass,
momentum and energy with initial condition /0(x), which is the solution from the
Lagrangian calculation of Eqs. (24) and (25) at the current time. In Eq. (26), the
time t is a fictitious time; here, time step is not updated when solving for the
transport equation. There are different ways of splitting the Navier-Stokes prob-
lems. In some split methods, each of the Stokes problem and transport equation are
solved successively for half time step. The hyperbolic equation system (26) is
solved for mass, momentum and energy by using a finite volume method. Either a
first order upwind method or second order Van Leer advection algorithm [25] can
be used to solve Eq. (26).

5 Governing Equations for Structure

Let XS 2 R3 be the domain occupied by the structure, and let @XS denote its
boundary. An updated Lagrangian FE formulation is considered: the movement of
the structure XS described by xiðtÞ (i = 1, 2, 3) can be expressed in terms of the
reference coordinates XaðtÞ (a = 1, 2, 3) and time t:

xi ¼ xiðXa; tÞ ð28Þ

The solution of Eq. (24) satisfies the displacement boundary condition
(Eq. (29)) on the boundary @XS

1 and the traction boundary condition (Eq. (30)) on
the boundary @XS

2:

~xð~X; tÞ ¼ ~DðtÞ on @XS
1 ð29Þ

r �~n ¼~sðtÞ on @XS
2 ð30Þ

6 Numerical Algorithms for FSI

The main concern in fluid–structure interaction problems is the computation of the
fluid forces that act on a rigid or deformable structure. Accurate computation of
these forces is essential to provide structural safety. In fact, the application of fluid–
structure interaction technology allows to correctly predict the hydrodynamic forces
that act on a structure due to motion of the fluid by solving the hydrodynamic
equations and to communicate the forces between fluid and structure for dynamic
equilibrium. The numerical FSI algorithms by means of FEM have been developed
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using either Lagrangian, Eulerian or Arbitrary Lagrangian-Eulerian (ALE) mesh
descriptions to model fluid motion that interacts with a Lagrangian structure.
Therefore, in the following sections, first, the interface conditions for FSI problems
are explained. Then, FSI algorithms are presented in detail.

6.1 Interface Conditions

Let us assume that a fluid X f and a structure XS are in contact as shown in Fig. 2.
Therefore, the gap, d, normal to the common interface is zero. However, for clarity,
the contacting surfaces are depicted in this figure separately. This sketch sums up
Eqs. (18)–(23) for the fluid and the Eqs. (24), (25), (29) and (30) for the structure.
In a fluid–structure interaction problem, two conditions applied on the interface
@XC

2 common to @XS
2 and @X f

2 are added to the previous equations: the fluid–
structure traction conditions and the impenetrability condition. The traction con-
dition observes the balance of momentum across the fluid–structure interface. Since
this interface has no mass, the sum of traction forces on the fluid and structure must
vanish (Newton’s third law). Since a frictionless model is considered, the tangential
tractions vanish too. Thus, the traction condition is simply the normal traction
relation:

r
S �~nS þ r

f �~n f ¼ 0 on @XC
2 ð31Þ

where ~nS and ~n f are normals at the contact point for XS and X f , respectively, rS

and r
f are the stress fields of the fluid and structure, respectively.

Fig. 2 Interaction between
structure domain XS and fluid
domain X f (the contacting
surfaces are sketched
separately for clarity)
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The impenetrability conditions for X f and XS can be stated as

X f \XS ¼ 0 on @XC
2 ð32Þ

Since ~n f ¼ �~nS, it is convenient to express the condition Eq. (32) in terms of
penetration rate _d:

_d ¼~vS �~nS þ~v f �~n f ¼ ð~vS �~v f Þ �~nS � 0 on @XC
2 ð33Þ

where ~vS and ~v f are the contact point velocities of the fluid and structure,
respectively.

The condition Eq. (33) expresses the fact that the fluid and structure must either
remain in contact _d ¼ 0

� �
or separate _d\0

� �
. It may appear inconsistent to speak

of a penetration rate _d when impenetrability is an important condition on the
solution. However, in many numerical methods, a small amount of interpenetration
is allowed: d\0. Then, the condition Eq. (33) will not be observed with exactitude.
In the penalty method, the impenetrability constraint is imposed as a penalty normal
traction along the fluid–structure interface.

6.2 Interaction Between Lagrangian Structure
and Lagrangian Fluid Elements

For tank problems, a purely Lagrangian modelling strategy, in which both tank and
fluid are represented with two independent Lagragian meshes, can be employed.
Therefore, a contact algorithm needs to be used to transfer interaction forces
between structure and fluid domains (Fig. 3a). Although this modelling technique
can be implemented with ease, large deformations of the tank and fluid and con-
struction of new fluid free surfaces cannot be handled with the same Lagrangian
mesh during the entire simulation. Severely distorted elements have low accuracy
and their stable time step sizes are small for explicit time integration algorithms to
continue the simulation [24]. In this case, a new mesh must be generated and the old
solution must be transferred from the old mesh onto the new mesh. This remeshing
process can be achieved by a rezoning method where automatic mesh generators are
called internally to create a new mesh with a new topology [25]. In the rezoning
methods, the dependent variables, such as velocity, pressure, internal energy, stress
components and plastic strain, are updated on the new mesh by using a remap
algorithm.
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6.3 Interaction Between Lagrangian Structure and ALE
Fluid Elements

As an alternative, the ALE algorithm can be used to model fluid domain. Unlike a
rezoning method, the topology of the mesh is fixed in the ALE algorithm where
only the mesh nodes are relocated to obtain a homogeneous and undistorted mesh.
The accuracy of an ALE calculation is often superior to the accuracy of a rezoned
calculation because the algorithms used to remap the solution from the distorted to
the undistorted mesh is second order accurate for the ALE formulation when using
second order advection algorithms, while the algorithm for the remap in the
rezoning is only first order accurate. If fluid domain is modelled with the ALE
algorithm, interaction forces between fluid and tank can be transferred by merging
nodes lying on the fluid and structure interface (Fig. 3b). In this method, the fluid
region is treated on a moving mesh using an ALE formulation whereas the structure
is discretized with a deformable mesh using a Lagrangian formulation. This method
is suitable for fluid structure interaction problems where structure deforms con-
siderably moderate.

(a) (b)

(c)

Structure
(Lagrangian)

Contact Interface

Structure or fluid (Lagrangian)

Structure
(Lagrangian)

Merged Nodes between fluid and structure

Fluid (Eulerian or ALE)

Structure
(Lagrangian)

Fluid (Eulerian or ALE)

Fig. 3 Modelling strategies for FSI problems a contact algorithms, b FSI with common fluid and
structure nodes at the interface and c fluid-structure coupling
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For tank problems with large deformations, ALE mesh with common nodes at
the interface cannot accord the deformations of Lagrangian structural mesh at the
fluid structure interface and stable time step size is not high enough for explicit
time integration algorithms to continue. In this case, a coupling algorithm, where
the fluid and structure are represented with two independent meshes, can be
employed to solve fluid–tank interaction problems (Fig. 3c). The coupling algo-
rithm computes interface forces applied from the fluid to the structure and con-
versely. These forces are imposed to the fluid and structure nodes lying on the
interface in order to prevent a node from passing through fluid–structure interface.
For explicit methods, nodal forces at the fluid–structure interface are updated at
each time step to account for interface forces. In contact problems, the slave and
master meshes geometrically define the contact interface, whereas in the fluid–
structure coupling method, the fluid coupling interface is defined by the material
surface. From a mechanical point of view, the Euler–Lagrange coupling algorithm
is similar to penalty contact algorithm of Lagrangian analysis because the cou-
pling method is mainly based on force equilibrium, and energy conservation.
Penalty contact algorithm is explained in detail in Sect. 6. Figures 4 and 5 show
examples of FE models for a rectangular tank problem simulated using the ALE
method with common nodes at the interface and fluid-structure coupling algo-
rithm, respectively.

Fig. 4 FE model for a rigid tank problem simulated using the ALE algorithm with common nodes
at the interface
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7 Boundary Conditions of Tanks at the Base

Liquid storage tanks can be grouped into two categories as anchored and unan-
chored tanks depending on the boundary conditions at the base. Anchored tanks are
rigidly fixed to a substantial foundation. However, anchoring of a tank is not
practical to construct and considerably expensive because it needs a large number
of bolts and suitable attachments onto the tank wall. Improperly designed bolts can
tear the tank wall. Also, a massive foundation is required especially for large tanks.
In practice, it is more common to construct tank shell on a simple ringwall foun-
dation or directly on the compacted soil due to these disadvantages of anchoring.
Yet, the dynamic behavior of unanchored tanks is quite different than that of
anchored tanks.

Seismic response of unanchored tanks is highly nonlinear, because of the partial
uplift of the tank bottom plate caused by overturning moments. Since uplift rep-
resents stiffness loss of the whole system, the frequencies of the coupled fluid-tank
system decreases and the axial compression forces in the tank wall increases. This
increment in axial compression stress makes an unanchored tank more prone to
buckling than an anchored. Uplift may also affect tank mode shapes, system
damping and hydrodynamic pressure distribution acting on an unanchored tank. On
the other hand, anchored tanks have the ability to resist seismic overturning
moment and respond to this moment in a manner like a circular cylinder shell
moving in its modal forms (shell buckling modes) with out-of-round cross-sectional
distortions (circumferential cos nh-type modes, n[ 1). These higher order distor-
tions increase the axial compressive stress on the wall which, in turn, accelerates

Fig. 5 FE model for a rigid rectangular tank problem simulated using the ALE coupling method
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buckling. These higher order distortions of the tank cross section are of consider-
able importance for the overall structural response.

In numerical models, boundary conditions of anchored tanks are implemented by
ideally restraining all translational and rotational degrees of freedom of the tank
baseplate nodes to its rigid foundation, whereas unanchored tank is assumed to be
resting directly on ground. The interface between soil and unanchored tank in many
cases involve lift off and reclosure of tank base as well as frictional sliding. The
successive contact and separation between the tank baseplate and its rigid foun-
dation, along with the friction effects, are modelled using a contact algorithm.
Contact problems are among the most difficult and expensive nonlinear problems
because the parameters of the contact region, which include the sliding state, the
frictional stress distribution, the shape and the size of the region, etc., and defor-
mation status of the media in contact, are unknown before the analysis. However,
FEM offers a convenient solution to treat contact problems.

Numerical algorithms usually use either the constraint method or the penalty
method for the enforcement of contact conditions. In the kinematical constraint
method, the impermeability condition is imposed directly by kinematical boundary
conditions insuring momentum conservation. Since the penetration is not permitted
during the procedure in this method, the equations of motion remain uncoupled. As
oppose to constraint base method, the penalty method allows penetrations between
contracting boundaries where the penetrating node is referred to as the slave node
whereas the penetrated segment is referred to as master segment. A master surface
consists of multiple segments and a single shell element or a single face of a solid
element can be thought as a segment.

In the penalty method, penetration between slave nodes and master segments are
searched in every time step. When a slave node penetrates a master segment two
forces are applied to that node: a restoring force normal to the penetrated segment,
FN , and a shear force parallel to the penetrated segment, FC. The shear force is
called as the coulomb friction force or the sliding friction force. The restoring force,
FN , which is proportional to the penetration depth is applied to slave node to
prevent its penetration though the master segment. This method can be represented
as placing normal interface linear springs between penetrating nodes and their
respective surfaces (Fig. 6). The restoring spring force FN is computed by the
following relationship:

FN ¼ kd ð34Þ

where k is the spring (contact) stiffness or penalty factor, and d is the penetration
distance. The penalty factor k is computed by Eqs. (35) and (36) for solid elements
and segments on solid element faces, respectively:

k ¼ aKA2

V
ð35Þ
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k ¼ aKA
dd

ð36Þ

where a;K;A;V and dd represent penalty scale factor, bulk material modulus, area
of the segment contacted by the slave node, volume of the element being penetrated
and minimum diagonal distance between penetrated node and master segment,
respectively.

Friction plays an important role in the interaction effects between tank and soil.
Sliding of the tank over its foundation which occurs when the lateral inertial force
(base shear) exceeds the static friction force is prevented by friction. In general,
friction is an integral part of the contact algorithms and it is based on a Coulomb
formulation, where the magnitude of the friction force is proportional to the normal
force, but its direction is always opposite to that of the sliding velocity. The
Coulomb friction law neglects the elasticity between the particles and a rigid plastic
contact behavior is assumed.

The Coulomb friction forces are approximately represented by equivalent ficti-
tious elastic-plastic springs which are connected to the nodes that make contact with
a surface. The Coulomb friction force can be defined by the following formulation:

FC ¼ lCFN ð37Þ

where FN is the normal force, lC the instantaneous coefficient of friction and FC the
frictional force. The instantaneous frictional coefficient, lC, is assumed to depend
on relative velocity mrel of the surfaces in contact and an exponential interpolation
function with a decay coefficient is used for transition from static to dynamic
friction:

lc ¼ ld þðls � ldÞe�D mrelj j ð38Þ

where, ls is the static coefficient of friction, ld the dynamic coefficient of friction,
and D the exponential decay coefficient which determines the rate at which the

Structure

Slave node

Fluid Master node

t = tn

Master node

Slave node

t = tn + Δt

d

Ff =- k.d

Fs= k.d

k

Fig. 6 Sketch of contact algorithm
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instantaneous friction coefficient transitions from ls to ld with increasing slip
velocity. According to Eq. (38), if a decay coefficient of zero is specified, instan-
taneous coefficient of friction lC is equal to the static friction coefficient ls for all
slip velocities. On the other hand, if a very large decay coefficient is specified, the
result is nearly an instantaneous, or step, transition between ls and ld , which could
potentially result in an undesired and unrealistic dynamic system response. This
equation also reveals that as the velocity increases, the instantaneous coefficient of
friction decreases and thus, the slip force decreases in direct proportion. The
instantaneous friction coefficient, and thus the slip force are highly dependent on the
decay factor, as well as the relative sliding velocity between the contacting surfaces
[26].

The penalty method does not introduce new unknowns, therefore the system of
equations to be solved is not expanded. Due to the symmetry of the approach, small
amount of hourglassing is excited. Momentum is exactly conserved without the
necessity of imposing impact and release conditions and the energy conservation
spontaneously occurs in contrast to the kinematical constraint method. No special
treatment is given to intersecting interfaces. Also, the computed time step is not
affected by the existence of the interfaces, since the interface stiffness is chosen to
be approximately the same order of magnitude as the stiffness of the interface
element normal to the interface. However, large interface pressure may produce
unacceptable penetration. This problem can be remedied by scaling up the stiffness
or scaling down the time step at the cost of increasing solution time [27].

8 Applications

The sloshing response of a rectangular tank when subjected to harmonic motion and
a cylindrical tank under earthquake motions is assessed using the ALE algorithm as
implemented in general purpose FE code LS-DYNA. Two boundary conditions are
considered for the cylindrical tank: anchored and unanchored. Sloshing wave height
time histories observed in rigid, elastic and nonlinear cylindrical tanks are com-
pared to quantify the effect of tank material on the sloshing response. Different
combinations of the selected earthquake record components are used for the seismic
analysis of tanks. The anchored tank model is assumed to be located on two
different soil types: rock and stiff clay to investigate the influence of soil condition
on the sloshing response of tanks.

8.1 Sloshing Response of a Rigid Rectangular Tank

The sloshing event inside a rigid rectangular tank subjected to resonant harmonic
motion is investigated with fully nonlinear FSI algorithms of the FEM based on
ALE approach. The tank, which has a width of 0:57m, breath of 0:31m and total
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height of 0:30m, is filled with water qw ¼ 1000 kg=m3ð Þ up to a height of 0:15m.
The tank is fixed at its base and harmonic motion is applied as displacement. The
excitation frequency is taken as the same as the first fundamental frequency of
sloshing x0 (Eq. (14)). The amplitude of the horizontal harmonic excitation is
considered as 0.005 m. Hydrostatic pressure field is generated by gradually
increasing pressure until 1 s [17].

Two different FSI methods based on the ALE algorithm are applied to the tank
problem and the results are evaluated in terms of sloshing wave height observed at
specific locations at the free surface. In the first method, the fluid-structure interface
is described by the interface nodes, which are common for the fluid and the
structure domains [28]. In the second method, the ALE coupling algorithm, in
which the fluid and structure are represented with independent meshes, is employed
to compute the interaction forces at the fluid-structure interface [29]. In both
methods, the fluid is represented by solving Navier–Stokes equations with an ALE
formulation and the structure is treated on a deformable mesh using a Lagrangian
formulation. In the numerical models, the influence of the third dimension is
ignored and the tank-fluid system is modeled as 2D. The liquid domain is dis-
cretized with uniform solid mesh. In order to reduce the number of elements in the
fluid mesh, a moving ALE mesh that follows the structure motion is employed in
the numerical analyses. The time step size is 1� 10�4 s throughout the simulation.
The average computation time for analysing sloshing problem in the 2D tank using
ALE common nodes was approximately 3 min, on a six core 64 bit workstation
with 16 GB memory. The finite element analysis of the same problem using ALE
coupling took around 3 min on the same computer.

Figure 7 presents the time history response of free surface elevations obtained by
both numerical methods at three measurement locations which were located near
left (i.e. x ¼ �0:265; y ¼ 0) and right (i.e. x ¼ 0:265; y ¼ 0) ends of tank and at the
middle of the free surface (i.e. x ¼ 0; y ¼ 0). There is a strong correlation between
the results of both methods; the free surface time history results are almost the same
in terms of peak level timing, shape and amplitude of sloshing wave.

Numerical simulation results for the ALE algorithm with common fluid and
structure nodes at the interface are also compared with the corresponding results of
analytical formulation and the shaking-table test results of Liu and Lin [17]. For all
solution types, as it is expected, the wave height is almost zero at the middle of the
free surface for each method. The wave height increases continuously over time at
the near left and right end of the tank. The comparison of three solution methods
reveals that the analytical method overestimates negative surface amplitudes,
whereas it underestimates the positive ones (Fig. 8). Numerical and experimental
results are highly consistent in terms of peak level timing, shape and amplitude of
sloshing wave. The free surface displacement time histories obtained from
numerical and experimental studies show that the positive (upward) sloshing wave
amplitudes are always larger than the negative (downward) ones. This phenomenon
is a classical indication of a nonlinear behavior of sloshing and caused by
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suppression effect of the tank base on the waves with negative amplitude. Although
the gravity effects exist for both upward and downward fluid motion, the downward
motion of fluid is blocked by the tank bottom. The ratio of positive amplitude to
absolute negative amplitude increases as the fluid depth decreases. This phe-
nomenon cannot be observed from analytical solution since it is derived under
linearized assumptions. This verifies that the analytical method is not reliable for
resonant frequencies where nonlinear sloshing behavior is extremely dominant. On
the other hand, the present numerical algorithms can be used for the analysis of
sloshing problems practically for every frequency range of external excitation.

Fig. 7 Comparisons of the time histories of surface elevation for the ALE algorithm with
common fluid and structure nodes at the interface and the ALE coupling algorithm
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8.2 Sloshing Response of 3D Cylindrical Anchored
and Unanchored Tanks

The tank model under consideration has a radius of 24m and a total height of 18m.
The flat tank roof is constructed on a set of radial beams and rafters which are
supported by columns (Fig. 9). The tank shell consists of 9 courses which are
tapered from bottom to top. The thicknesses of the bottom plate and the first shell
course nearest to the bottom are 0:007 and 0:020m, respectively. The thickness of
the tank shell decreases 0:002m at each two courses and it reaches 0:012m at the
top course. The steel of cylindrical shell, roof, base plate, columns and roof rafters
has a modulus of elasticity E ¼ 200GPa, Poisson’s ratio of m ¼ 0:30, and mass

Fig. 8 Comparisons of the time histories of surface elevation for the ALE algorithm with
common fluid and structure nodes at the interface, the analytical solution and experimental data
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density of q ¼ 7800 kg=m3. The tank model under consideration is analyzed with
three different material types: rigid, linear elastic and elastic-perfectly plastic. For
elastic-perfectly plastic steel material, yield stress is assumed to be ry ¼ 355MPa.
Water qw ¼ 1000 kg=m3ð Þ is filled up to a height of 14 m. Bulk modulus and
dynamic viscosity of water are considered as K ¼ 2:2� 109 N=m2 and
gv ¼ 10�3 Pa s, respectively [30].

The analyses are performed on the same tank model under two support condi-
tions, anchored and unanchored. Numerical analysis parameters such as friction
coefficients, shell and fluid element formulations have a key importance for the
accurate simulation of the physical phenomenon. The parameters of the anchored
and unanchored tank models were studied and calibrated with existing experimental
models in a previous study [31]. The calibrated parameters are employed to model
the real size anchored and unanchored tanks under consideration. Static and
dynamic friction are taken into account with coefficients of 0.50 and 0.45,
respectively. The ALE description is employed for the fluid domain and the nodes
at the interface of fluid and structure are merged. Four noded fully integrated shell
elements with 3 integration points through the thickness are used for the dis-
cretization of the tank. In the numerical simulations, both material and geometric
nonlinearities are considered in order to accurately determine stress, strain and
strain rate distributions throughout the tank. Initially, a vertical acceleration field of
1 g is applied to give the correct hydrostatic pressure in the fluid. Anchored tank
model is assumed to be placed on two different soil types: rock and stiff clay. Local
site classes Z1 and Z3 of the Turkish Seismic Design Code (TSDC) [32] are
considered for rock and stiff clay, respectively. The subgrade modulus of stiff clay
is taken as 20MN=m3 and two noded spring elements are employed to represent
stiff clay in numerical models. For unanchored tank, soil is considered to be rigid.

In this study, real earthquake records, that satisfy seismological and geological
conditions (faulting type, magnitude, distance to the fault, site conditions, etc.), are
first processed with a time domain scaling procedure [33]. Each component of

Fig. 9 FE model of the unanchored tank [30]
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records, which are selected from the Pacific Earthquake Engineering Research
(PEER) Center strong-motion database [34], are independently scaled to match the
target response spectrum specified in TSDC [32]. In all numerical analyses,
anchored and unanchored tanks are assumed to be located on the 1st degree
earthquake zone (effective ground acceleration coefficient, A0 ¼ 0:4), which cor-
responds to very high seismic risk. The importance factor, I of the tank is assumed
to be 1.5. Response modification factor, R is taken as 1. Due to the fact that a
vertical design spectrum is not specified in the TSDC [32], two thirds of the
horizontal spectrum coefficients are used for the vertical spectrum coefficients.
Damping of the impulsive and convective modes is assumed to be 5 % and 0.5 %,
respectively, in the code implementation. Response spectrum values for 0.5 %
damping for the convective mode are 1.5 times the 5 %-damped spectral values. As
a second step, two records, one for rock and one for stiff clay, that best match the
corresponding target spectra after time domain scaling process, are reprocessed with
the computer program RSPMATCH [35]. Therefore, earthquake records, that are
consistent with the target design spectra both in short-period and long-period
ranges, are generated. Selected earthquake records along with their time domain
scaling factors are listed in Table 1. Acceleration time histories of the RSPMATCH
generated records that are used in the nonlinear transient analyses of the tanks
located on rock and stiff clay are shown in Figs. 10 and 11. Numerical analyses are
extended up to 40 s in order to observe the variation in sloshing wave height after
motion subsides. The average computation time for analysing sloshing problem in
the 3D anchored and unanchored cylindrical tanks using ALE common nodes was
approximately 66 and 83 h, respectively, on a dual-core 64 bit PC with 1 GB
memory. The finite element analysis of the sloshing problem in the 3D unanchored
cylindrical tank located on stiff clay took around 104 h on the same computer.

In order to evaluate the relative importance of earthquake ground-motion
components on the response of anchored and unanchored tanks, analyses are carried
out for different combinations of the selected record components as shown in
Table 2. Loading Case 1 represents the horizontal component applied at h ¼ 0�

while the second horizontal component of the selected earthquake motion is applied
perpendicular to the 1st component h ¼ 90�ð Þ. Circumferential angle, ðhÞ, repre-
sents the angle from þX axis and it increases counterclockwise. Loading Case 2
includes concurrently application of both of two horizontal components of the
selected record. Loading Case 3 consists of simultaneously presence of the hori-
zontal component used in Loading Case 1 and vertical component of ground motion
while Loading Case 4 characterizes the three-dimensional nature of the earthquake
motion.

Following the development of the FE model of tanks, a mesh sensitivity analysis
was carried out to ensure that the results are not sensitive to the mesh size. The
converged model includes 8256 shell elements, 729 beam elements and 86400 ALE
single material fluid elements with a total of 90,613 nodes. The number of shell
elements which represents soil underlying the unanchored tank is 14,400. The
resulting FE model of the unanchored tank is shown in Fig. 9.
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Figure 12 shows time history plots of the free surface elevation at X ¼ Rðh ¼ 0�Þ
and X ¼ �Rðh ¼ 180�Þ in tanks with different material types (rigid, linear elastic
and elastic-perfectly plastic) and support conditions. As can be seen from these
figures, the sloshing response is almost identical for all tank material types and
support conditions. Hence, the general acceptance in the literature regarding the
insensitivity of sloshing response to the tank base support conditions is validated by
using the fully nonlinear algorithm.

Time-history plots of free-surface elevation at h ¼ 180� and X ¼ R for the
anchored and unanchored tanks under different combinations of the components of
P1087-ARC record are shown in Fig. 13. As can be seen in this figure, the sloshing
response is very similar for different combinations of earthquake ground-motion
components and the sloshing response of anchored and unanchored tanks is almost
identical. The average maximum sloshing wave height is around 3.60 m. The
free-surface height decreases slowly after the motion stops and never exceeds its
maximum value during the effective duration of the earthquake (30 s).

Figure 14 shows free surface time history at X ¼ �R and h ¼ 180� when the
anchored tank is founded on Z3 soil type. In this case, sloshing response is different
than that when tank is settled on rigid foundation. Maximum free surface wave

Fig. 10 Acceleration time histories of RSPMATCH generated a P1087-ARC000,
b P1087-ARC090 and c P1087-ARCDWN records
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height for anchored tank supported on Z3 soil type exceeds 4 m. Sloshing waves in
the anchored tank impact to the roof of the tank and cause high joint stresses at the
junction between the tank wall and tank roof and sloshing damage at the tank roof.
Therefore, regular harmonic behaviour of sloshing waves is disturbed.

Fig. 11 Acceleration time histories of RSPMATCH generated a P1114-YPT060,
b P1114-YPT330 and c P1114-YPT-UP records

Table 2 Combinations of ground motion components used in the transient analyses

Loading
name

Record combinations

Loading
case 1

Horizontal component of the selected earthquake ground motion

Loading
case 2

Concurrently presence of two horizontal components of the selected earthquake
ground motion

Loading
case 3

Concurrently presence of one horizontal and vertical components of the selected
earthquake ground motion

Loading
case 4

Three components of the selected earthquake ground motion
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Fig. 12 Comparisons of free surface time histories of the anchored and unanchored tanks with
different tank materials when subjected to RSPMATCH generated P1087-ARC000 record

Fig. 13 Comparisons of free surface time histories of the anchored and unanchored tanks when
subjected to different combinations of RSPMATCH generated P1087-ARC record h ¼ 180�ð Þ

Fig. 14 Comparisons of free surface time histories of the anchored tank when subjected to
different combinations of RSPMATCH generated P1114-YPT record h ¼ 180�ð Þ
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9 Conclusions

This chapter presents a survey of nonlinear numerical modeling strategies that are
used for the sloshing analysis of liquid storage tanks considering FSI effects. The
governing equations for the fluid and structure and their solution methodologies are
first clarified. Current nonlinear FE modelling algorithms for interaction between
liquid, tank and rigid soil are presented in great detail. Then, the sloshing in a
rectangular and cylindrical tanks under external motions is analysed using the
presented numerical modelling schemes. Strong correlation between experimental
and numerical results is obtained in terms of sloshing wave height for the rectan-
gular tank model when subjected to resonant harmonic motion. However, the linear
analytical solution based on potential flow theory shows deviations from the
experimental data. The consistency of numerical and experimental results suggest
that the FEM can be used as a reliable tool for the sloshing analysis of tanks when
subjected to external motions. Finally, the presented numerical modelling methods
are used to simulate sloshing response of broad anchored and unanchored cylin-
drical steel liquid storage tanks when subjected to earthquake ground motions. The
complex interaction phenomenon occurring between the unanchored tank base plate
and soil is taken into account with contact algorithm including friction forces.
Analysis results showed that the sloshing response of anchored and unanchored
tanks under consideration is insensitive to tank materials. Moreover, the presence of
other ground motion components in addition to one horizontal component has
ignorable importance on the sloshing response of cylindrical tanks for both support
conditions. Second horizontal component affects temporal and spatial distributions
of free surface wave height, but it does not substantially affect maximum sloshing
response. The vertical component of the earthquake motion has a negligible effect
on the sloshing response. Soft soil conditions influence the sloshing response of
tanks and causes high joint stresses at the junction between tank wall and tank roof
and sloshing damage at the tank roof.
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Seismic Analysis of Structural Systems
Subjected to Fully Non-stationary
Artificial Accelerograms

Giuseppe Muscolino and Tiziana Alderucci

Abstract In seismic engineering, the earthquake-induced ground motion is gen-
erally represented in the form of pseudo-acceleration or displacement response
spectra. There are, however, situations in which the response spectrum is not
considered appropriate, and a fully dynamic analysis is required. In this case, the
most effective approach is to define artificial spectrum-compatible stationary
accelerograms, which are generated to match the target elastic response spectrum.
So a Power Spectral Density (PSD) function is derived from the response spectrum.
However, the above approach possesses the drawback that the artificial accelero-
grams do not manifest the variability in time and in frequency observed from the
analysis of real earthquakes. Indeed, the recorded accelerograms can be considered
sample of a fully non-stationary process. In this study a procedure based on the
analysis of a set of accelerograms recorded in a chosen site to take into account their
time and frequency variability is described. In particular the generation of artificial
fully non-stationary accelerograms is performed in three steps. In the first step the
spectrum-compatible PSD function, in the hypothesis of stationary excitations, is
derived. In the second step the spectrum-compatible Evolutionary Power Spectral
Density (EPSD) function is obtained by an iterative procedure to improve the match
with the target response spectrum starting from the PSD function, once a
time-frequency modulating function is chosen. In the third step the artificial
accelerograms are generated by the well-known Shinozuka and Jan (J Sound Vib
25:111–128, 1972) formula and deterministic analyses can be performed to evaluate
the structural response. Once the EPSD spectrum-compatible function is derived, a
method recently proposed by the authors (Muscolino and Alderucci in Probab Eng
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Mech 40:75–89, 2015), is adopted to evaluate the EPSD response function of linear
structural systems subjected to fully non-stationary excitations by very handy
explicit closed-form.

1 Introduction

For earthquake-resistant design of structures, the earthquake-induced ground
motion is generally represented in the form of a response spectrum of
pseudo-acceleration or displacement. The spectrum used as input is usually
obtained by scaling an elastic spectrum by factors that account for, amongst other
phenomena, the influence of inelastic structural response [1]. There are, however,
situations in which the scaled response spectrum is not considered appropriate, and
a fully dynamic analysis is required. These situations may include structures with
configuration in plan or elevation that is highly irregular; structures for which
higher modes are likely to be excited; structures with special devices to reduce the
dynamic response; buildings designed for a high degree of ductility and so on.
Faced with these special situations, the engineer will generally have to employ
time-history analysis, for which the requirements are appropriate linear or
non-linear models for the structure and a suitable suite of accelerograms to repre-
sent the seismic excitation [2].

There are three basic options available to the engineer in terms of obtaining
suitable accelerograms. The first approach requires the generation of synthetic
accelerograms from seismological source models and accounting for path and site
effects [3, 4]. In general, there are actual difficulties in defining appropriate input
parameters such as the source, path, and site characteristics. Moreover, to generate
synthetic accelerograms there is a need for a definition of a specific earthquake
scenario in terms of magnitude, rupture mechanism in addition to geological con-
ditions and location of the site. Generally, most of these parameters are not often
available, particularly when using seismic design codes. It follows that the main
limit of this approach is that practitioners cannot always accurately characterize the
seismological threat to generate appropriate synthetic signals.

The second approach adopts real accelerograms recorded during earthquakes [5,
6]. Real accelerograms contain a wealth of information about the nature of the
ground shaking and carry all the ground-motion characteristics (amplitude, fre-
quency, and energy content, duration and phase characteristics), and reflect all the
factors that influence accelerograms (characteristics of the source, path, and site).
Due to the increase of available strong ground motion acceleration records, using
and scaling real recorded accelerograms becomes one of most referenced contem-
porary research issues in this field. Despite the continued growth of the global strong
motion database, there are many combinations of earthquake parameters such as
magnitude, rupture mechanism, source-to-site distance and site classification that are
not well represented. It follows that their manipulation is relatively simple but often
confusing and it is difficult to obtain suitable records in some circumstances.
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The third approach uses artificial spectrum-compatible accelerograms. Artificial
accelerograms are generated to match a target elastic response spectrum by
obtaining a Power Spectral Density (PSD) function from the smoothed response
spectrum, and then to derive harmonic signals having random phase angles [7–11].
The attraction of these approaches is obvious because it is possible to obtain
acceleration time-series that are almost completely compatible with the elastic
design spectrum, which in some cases will be the only information available to the
design engineer regarding the nature of the ground motions to be considered.
However, the above approaches possess the common drawback that the artificial
accelerograms do not manifest the variability observed in real earthquakes.

It is now widely accepted that the evaluation of the spectrum-compatible PSD
function leads to stationary artificial accelerograms which generally have an
excessive number of cycles of strong motion and consequently they possess
unreasonably high energy content [12]. Furthermore, the stationary model suffers
the major drawback of neglecting the non-stationary characteristics of the real
records: the changes in amplitude and frequency content. Indeed, the time-varying
amplitude is due to the natural evolution of the earthquake ground motion, while the
time-varying frequency content is prevalently due to different arrival times of the
primary, secondary and surface waves that propagate at different velocities through
the earth crust. Moreover, it has been shown that the non-stationarity in frequency
content can have significant effects on the response of non-linear structures [12].
The stochastic processes involving both the amplitude and the frequency changes
are referred in literature as fully non-stationary random processes while the
so-called quasi-stationary (or uniformly modulated) random processes present
changes in amplitude only. The spectral characterization of the fully non-stationary
processes is usually performed by introducing the Evolutionary Power Spectral
Density (EPSD) function [13]. On the contrary of the stationary case the EPSD
function cannot be defined univocally. Then, several models have been proposed in
literature. In particular Preumont [14] derived the EPSD function by imposing to
the non-stationary model the equality of the average energy for each frequency with
respect the stationary case. An alternative approach has been proposed by Cacciola
[15] that evaluates the artificial fully non-stationary accelerograms by the super-
position of two independent contributions: the first one is a fully non-stationary
counterpart assumed to be known and modeled by a record; the second one is a
corrective term represented by a quasi-stationary zero-mean Gaussian process that
adjusts the response-spectrum of the non-stationary signal in order to make it
spectrum-compatible. Cacciola and Zentner [16] extended the procedure proposed
by Preumont [14] introducing an EPSD function with random coefficients and
compatible with the given target response spectrum. This procedure has been
extended by Cacciola et al. [17] to include enhanced variability models accounting
for the correlation of spectral accelerations.

Another powerful strategy to analyse the evolutionary frequency content is based
on the wavelet analysis [18–20]. Wavelet analysis is well suited to identify and
preserve non-stationarity because the wavelet basis consist of compact functions of
varying lengths. Each wavelet function corresponds to a finite portion of the time
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domain and has a different bandwidth in the frequency domain. The multiscale
nature of wavelet analysis facilitates the simultaneous evaluation of non-stationarity
in the time and frequency domains. Wavelet analysis has been performed by Suàrez
and Montejo [21] to simulate non-stationary ground motions. Moreover, several
studies have been carried out to obtain fully non-stationary spectrum-compatible
artificial accelerograms [22–24]. However, through the wavelet analysis the
statistics of the response process cannot be obtained immediately.

In this study in order to generate artificial fully non-stationary accelerograms, a
procedure based on the analysis of a set of accelerograms recorded in a chosen site
is described. In particular for the analysis of the recorded accelerograms the fol-
lowing mean parameters are derived: the peak ground acceleration (PGA); the total
seismic duration; the HUSID diagram; the strong motion duration (SMD); as well
as the mean frequency derived as the arithmetic average of the up-crossing rate in
time of the time axis of the recorded accelerograms. The last parameter evidences
the frequency content change of the set of accelerograms while the previous ones
characterize the time variation. The generation of fully non-stationary accelero-
grams is performed in three steps. In the first step the spectrum-compatible PSD
function in the hypothesis of stationary excitations is derived. In the second step the
spectrum-compatible EPSD function is obtained by an iterative procedure to
improve the match with the target response spectrum starting from the PSD,
function once a time-frequency modulating function is chosen. In the third step the
accelerograms are generated by the Shinozuka and Jan [25] formula and deter-
ministic analyses can be performed to evaluate the structural response.

Following the procedure previously described, the generated artificial accelero-
grams are derived as samples of a fully non-stationary spectrum-compatible process.
However, for linear structures, methods of stochastic dynamics can be also adopted,
to avoid long time consuming deterministic analyses. For this reason, in the last
section of this study, a method, recently proposed by the authors [26], is described to
evaluate in closed-form the EPSD response function of linear structural systems
subjected to fully non-stationary excitations by very handy explicit closed-form.

2 Preliminary Definitions

2.1 Definition of the Fully Non-stationary Stochastic Input

In the framework of seismic engineering it is well known that only a probabilistic
approach can afford a rigorous representation of earthquake ground motion.
Accordingly, a ground motion accelerogram recorded at a given location can be
seen as a sample of a fully non-stationary zero-mean stochastic process. Indeed,
both a time-varying amplitude and frequency content is observed in actual
accelerogram records. In order to define the ground motion as a realization of a
zero-mean fully non-stationary Gaussian stochastic process the Priestley spectral
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representation of non-stationary processes is usually adopted [13]. According to this
representation, the non-stationary stochastic process is defined by the following
Fourier-Stieltjes integral [13, 27]:

FðtÞ ¼
Z1
�1

exp (ix tÞ a ðx; tÞ dNðxÞ ð1Þ

where a ðx; tÞ is a slowly varying complex deterministic time-frequency modu-
lating function which has to satisfy the condition: a ðx; tÞ � a�ð�x; tÞ; the asterisk
denotes the complex conjugate quantity. In Eq. (1) NðxÞ is a process with
orthogonal increments satisfying the condition:

E dNðx1Þ dN�ðx2Þh i ¼ d ðx1 � x2Þ S0ðx1Þ dx1 dx2 ð2Þ

where E �h i denotes the stochastic average operator, d ð�Þ is the Dirac delta and the
asterisk indicates the complex conjugate quantity. In this equation S0ðxÞ is the PSD
function of the so-called “embedded” stationary counterpart process [28]. It is a real
and symmetric function: S0ð�xÞ ¼ S0ðxÞ: It follows that the zero-mean Gaussian
non-stationary random process FðtÞ is completely defined by the knowledge of the
autocorrelation function RFFðt1; t2Þ ¼ RFFðt2; t1Þ ¼ E Fðt1ÞFðt2Þ

� �
, which is a real

symmetric function given as:

RFFðt1; t2Þ ¼
Z1
�1

exp ix ðt1 � t2Þ½ �aðx; t1Þ a�ðx; t2ÞS0ðxÞ dx

¼
Z1
�1

exp ix ðt1 � t2Þ½ �SFFðx; t1; t2Þ dx
ð3Þ

where i2 ¼ �1 is the imaginary unit and

SFFðx; t1; t2Þ ¼ a ðx; t1Þ a�ðx; t2ÞS0 ðxÞ ð4Þ

In the Priestley evolutionary process model, the function

SFFðx; tÞ ¼ a ðx; tÞj j2S0ðxÞ ð5Þ

is calledEvolutionary PSD (EPSD) function of the non-stationary processFðtÞ: In the
previous equation the symbol �j j denotes the modulus of the function in brackets. The
processes characterized by the EPSD function, SFFðx; tÞ, given in Eq. (5), are called
fully non-stationary random processes, since both time and frequency content change.
If the modulating function is a real time dependent function, a ðx; tÞ � a ðtÞ, the
non-stationary process is called quasi-stationary (or uniformly modulated) random
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process. In this case only, the amplitude of the stochastic process changes in time and
the EPSD function assumes the following expression:

SFFðx; tÞ ¼ a2ðtÞ S0ðxÞ ð6Þ

In the stochastic analysis the one-sided PSD function is generally used; the latter,
in the Priestley representation, can be suitably defined by the following
relationships:

GFFðx; t1; t2Þ ¼ a ðx; t1Þ a�ðx; t2ÞG0ðxÞ � 2SFFðx; t1; t2Þ; x� 0;
0; x\0:

�
ð7Þ

where G0ðxÞ ðG0ðxÞ ¼ 2S0ðxÞ; x� 0; G0ðxÞ ¼ 0; x\0Þ is the one-sided PSD
function of the stationary counterpart of input process FðtÞ: It follows that the
corresponding autocorrelation function is given by:

RFFðt1; t2Þ ¼
Z1
0

exp ix ðt1 � t2Þ½ �a ðx; t1Þ a�ðx; t2ÞG0ðxÞ dx ð8Þ

Note that since the one-sided PSD function G0ðxÞ is not symmetric, the cor-
responding autocorrelation function is a complex function [10], whose real part
coincides with the function defined in Eq. (3): Re RFFðt1; t2Þf g � RFFðt1; t2Þ: It has
been proved that the complex function (8) can be also defined as the autocorrelation
function of a complex process FðtÞ defined as [29]:

FðtÞ ¼
ffiffiffi
2

p Z1
0

exp (ix tÞ a ðx; tÞ dNðxÞ ð9Þ

The real part of FðtÞ is proportional to the process FðtÞ, while the imaginary part
of FðtÞ; eFðtÞ, is a process having stationary counterpart proportional to the Hilbert
transform of the real part of the stationary counterpart of the complex process itself
[29–31]. The complex process, FðtÞ, which generates the complex autocorrelation
function (8) has been called pre-envelope process [30].

2.2 Definition of Response Spectrum-Compatible Artificial
Stationary Earthquake Accelerograms

The problem of simulating response spectrum-compatible earthquake accelero-
grams is addressed on a probabilistic basis under the assumption that an earthquake
accelerogram is considered as a sample of a random process. The simulation of
artificial accelerograms is usually based upon a stationary stochastic zero-mean

86 G. Muscolino and T. Alderucci



Gaussian process assumption. Several methods for generating a spectrum-
consistent PSD function are available in the literature [7– 11].

Here the method proposed by Cacciola et al. [11] is briefly described. This
method considers the ground-acceleration as a sample of a zero-mean stationary
Gaussian process. It approximates the pseudo-acceleration response spectrum as the
50 % fractile of the peak maxima distribution of the response process obtaining the
following very handy recursive expression of the PSD function of the earthquake
acceleration zero-mean process, €UgðtÞ, compatible with the assigned
pseudo-acceleration response spectrum [11]:

GST
€Ug
ðxkÞ ¼ 0; 0�xk �xi;

GST
€Ug
ðxkÞ ¼ 4f0

xkp� 4f0xk�1

S2paðxk; f0Þ
g2ðxk; f0Þ

� Dx
Xk�1

j¼1

GST
€Ug
ðxjÞ

 !
; xi �xk �xf ;

ð10Þ

where the apex ST evidences that the PSD function is evaluated in the hypothesis of
stationary random processes, xi � 1 ðrad=sÞ [11] and xf are chosen as bounds of
the existence domain of the PSD function GST

€Ug
ðxÞ: In Eq. (10) Spaðxk; f0Þ is the

target pseudo-acceleration elastic response spectrum for a given natural frequency
xk and damping ratio f0 ¼ 0:05 and g ðxk; f0Þ is the peak factor given as [32]:

g ðxk; f0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ln

Ts xk

p
�ln 0:5ð Þ�1 1� exp �d1:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p ln

Ts xk

p
�ln 0:5ð Þ�1

� �s" #" #( )vuut
ð11Þ

In the previous equation TS is the time observing window, assumed equals to the
strong motion phase of the ground motion process and d is the bandwidth factor
evaluated in the hypothesis of white noise process. The latter quantities can be
written as [32]:

d ¼ 1� 1

1� f20
1� 2

p
arctan

f0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f20

q
0B@

1CA
2264
375
1=2

¼ 0:246 ðf0 ¼ 0:05Þ ð12Þ

Once the PSD function is obtained by Eq. (10), the N stationary
spectrum-compatible artificial earthquake accelerograms are obtained by the for-
mula proposed by Shinozuka and Jan [25]:

€uSTi;g ðtÞ ¼
Xmc

r¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2GST

€Ug
ðrDxÞDx

q
sin ðrDx tþ hðiÞr Þ; 0� t� td ð13Þ
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where mc ¼ xf =Dx; €uSTi;g ðtÞ, is the ith sample of the stationary zero-mean

spectrum-compatible acceleration stochastic process, hðiÞr are independent random
phases uniformly distributed in the interval ½0; 2pÞ and td [ Ts is the duration of
spectrum-compatible accelerogram.

The main problem of the stationary model of the ground motion acceleration
process is that it is unable to catch the characteristics of real earthquakes, such as
the amplitude and frequency modulation of the signal. In particular it can be easily
proved that the mean frequency, mþ€Ug

ðtÞ, which evaluates the variation in time of the

mean up-crossing rate of the time axis, is a constant quantity for the stationary
spectrum-compatible acceleration random process €UgðtÞ: This result is in contrast

with the analysis of recorded accelerograms. Furthermore, the energy, EST
€Ug
ðtdÞ, of

the spectrum-compatible stationary acceleration random process is proportional to
the variance. Indeed the following relationship holds:

EST
€Ug
ðtdÞ ¼

Ztd
0

Zþ1

0

GST
€Ug
ðxÞ dx dt ¼ td r

2
€Ug
; ½m2=s3� ð14Þ

where r2€Ug
¼ R10 GST

€Ug
ðxÞ dx is the variance of the stationary spectrum-compatible

stationary stochastic process €UgðtÞ:Moreover, Eq. (14) shows that the energy of the
spectrum-compatible stationary acceleration random process is proportional to the
duration of the process itself. This confirms that a stationary stochastic process, as
well as its generic realization, possesses infinite energy. Even though this result
from a mathematically point of view is strictly coherent, it is physically unrealistic.

3 Analysis of Recorded Ground Motion Accelerograms

Earthquakes are vibrations of the earth surface caused by sudden movements of the
earth crust which consists of rock plates that float on the earth mantle. The ground
motion is due to the rupture of the rock when the shear stress exceeds the strength
of the rock and the energy is released in the form of seismic waves. Two of the most
common parameters related to a seismic event are the earthquake magnitude
(M) and distance (R) (in km) of the rupture zone from the site of interest.

For engineering purposes, the ground motion caused by seismic waves is
measured by accelerometers or accelerographs which record three components of
the ground acceleration, two horizontal and one vertical. The earthquake
accelerograms by themselves provide general information among which the peak
ground acceleration (PGA) and the total seismic duration td . The PGA is the most
simple and widely used intensity index for seismic structural analysis purposes. It is
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also adopted in many structural design codes or provisions worldwide.
Although PGA is an important intensity index, its scope of application is limited
because a single measure is unable to fully describe the complex earthquake
characteristics. For further information an elaboration of the accelerograms is
necessary. The results of this elaboration are characteristic parameters either in the
time or in the frequency domain. Some parameters in the time domain are the
ARIAS intensity, the HUSID diagram, the strong motion duration (SMD). On the
other hand, some parameters in the frequency domain are the spectral intensities
and the Fourier spectra. The ARIAS intensity is a measure of the strength of a
ground motion and it is usually defined by the following relationship:

IA ¼ p
2 g

Ztd
0

€u2gðtÞ dt; ½m=s� ð15Þ

where g is the acceleration due to gravity and €ugðtÞ is the recorded accelerogram.
The HUSID diagram, HðtÞ, is the time history of the seismic energy content scaled
to the total energy content and it is defined by the following relation:

HðtÞ ¼
R t
0 €u

2
gðsÞ dsR td

0 €u2gðtÞ dt
ð16Þ

By means of the HUSID diagram it is possible to define the SMD, Ts, as the time
elapsed between the 5 and 95 % of the HUSID diagram defined by the following
relation:

Ts ¼ t0:95 � t0:05 ð17Þ

where t0:95 is the time elapsed at the 95 % of the HUSID diagram and t0:05 the time
elapsed at the 5 % of the HUSID diagram. In order to define a procedure to generate
fully non-stationary artificial spectrum-compatible earthquake time-histories, a set
of accelerograms recorded in the Imperial Valley (California, USA) is analyzed. In
Table 1 the main characteristics of 30 of these accelerograms are reported. Namely:
the station name, the date of the recorded event, the magnitude, the PGA, the
energy, the strong motion duration as well as t0:05 and t0:95: From the analysis of
these accelerograms the following average parameters are obtained:
Ts ¼ 14:40 ½s�; �t0:05 ¼ 5:04 ½s�, and �t0:95 ¼ 19:44 ½s�: Furthermore in Fig. 1 the
mean frequency, �mþ€Ug

ðtÞ derived as the arithmetic average of the up-crossing rate in

time of the time axis of the 30 recorded accelerograms is depicted. This figure
shows both the time-varying amplitude and frequency content of recorded
accelerogram.
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Table 1 Main characteristics of the accelerograms recorded in the Imperial Valley (California,
USA)

Station Date Magnitude PGA
amax

[m/s2]

Energy
2 g
p IA
[m2/s3]

Duration
td [s]

SMD
Ts [s]

t0.05
[s]

t0.95
[s]

El Centro
Array #9

19/05/1940 6.53 3.07 10.30 40.00 23.50 1.96 25.47

El Centro
Array #9

24/01/1951 6.53 0.28 0.12 40.00 25.44 0.99 26.44

El Centro
Array #9

17/12/1955 6.53 0.55 0.18 40.00 16.82 0.77 17.59

El Centro
Array #12

15/10/1979 6.53 1.40 2.38 39.01 19.16 6.41 25.58

Niland Fire
Station

15/10/1979 6.53 1.07 1.14 39.98 22.20 5.83 28.03

Calipatria
Fire Station

15/10/1979 6.53 1.26 0.89 39.52 22.35 7.52 29.87

Parachute
Test Site

15/10/1979 6.53 1.09 1.25 39.33 17.52 6.91 24.44

Brawley
Airport

15/10/1979 6.53 1.57 1.81 37.82 11.89 6.12 18.01

El Centro
Array #1

15/10/1979 6.53 1.37 1.68 39.03 12.84 6.25 19.09

El Centro
Array #2

15/10/1979 5.01 3.09 7.82 39.52 8.59 7.12 15.71

El Centro
Array #3

15/10/1979 6.53 2.61 7.11 39.54 12.48 6.13 18.61

El Centro
Array #4

15/10/1979 6.53 4.76 8.33 39.00 6.72 4.80 11.52

El Centro
Array #5

15/10/1979 6.53 5.09 10.08 39.28 6.07 4.36 10.43

El Centro
Array #6

15/10/1979 6.53 4.02 9.07 39.03 10.65 2.51 13.16

El Centro
Array #7

15/10/1979 6.53 3.31 5.33 36.82 6.50 4.78 11.28

El Centro
Array #8

15/10/1979 6.53 5.90 9.90 37.56 6.68 5.39 12.08

EC Country
Center FF

15/10/1979 6.53 2.09 4.70 39.98 11.01 6.04 17.06

El Centro
Diff. Array

15/10/1979 6.53 3.45 10.66 38.96 6.92 5.31 12.24

El Centro
Array #10

15/10/1979 6.53 1.68 3.52 36.97 12.36 5.42 17.78

Holtville Post
Office

15/10/1979 5.62 2.48 5.40 37.74 11.59 4.72 16.31

15/10/1979 6.53 3.08 5.34 39.98 8.16 3.87 12.03
(continued)
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4 Generation of Response Spectrum-Compatible Artificial
Fully Non-stationary Earthquake Accelerograms

4.1 Definition of Spectrum-Compatible Evolutionary Power
Spectral Density

The main problem of the stationary model of the ground motion acceleration
process is the inability to catch the characteristics of real earthquakes, such as the
amplitude and frequency modulation of the signal. Moreover it has been shown that

Table 1 (continued)

Station Date Magnitude PGA
amax

[m/s2]

Energy
2 g
p IA
[m2/s3]

Duration
td [s]

SMD
Ts [s]

t0.05
[s]

t0.95
[s]

El
Centro-Mel.
Geot. Array

Station Date Magnitude PGA Energy Duration SMD t0.05 t0.95
El Centro
Array #11

15/10/1979 6.53 3.57 12.19 39.03 8.48 6.17 14.65

Westmorland
Fire Station

16/10/1979 5.62 1.68 1.05 40.00 8.82 2.81 11.64

Victoria 15/10/1979 6.53 1.19 1.21 40.00 20.85 9.12 29.97

Chihuahua 15/10/1979 6.53 2.65 7.17 40.00 19.17 5.36 24.54

Compuertas 15/10/1979 6.53 1.83 2.71 36.00 28.29 5.40 33.70

Bonds Corner 15/10/1979 6.53 5.77 24.20 37.60 9.36 3.09 12.46

Calexico Fire
Station

15/10/1979 6.53 2.69 5.34 37.80 11.77 4.71 16.49

El Centro
Array #13

15/10/1979 6.53 1.15 1.66 39.50 21.96 5.89 27.86

Westmorland
Fire Station

15/10/1979 6.53 0.73 0.76 39.98 23.76 5.22 28.98

0 10 20 30
t [s]

0

2
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Fig. 1 Arithmetic average of
the up-crossing time axis rate,
�mþ€Ug

ðtÞ, of the 30

accelerograms recorded in the
Imperial Valley (California,
USA)
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the energy of the stationary acceleration random process is proportional to the
duration of the process itself. This confirms that a stationary stochastic process, as
well as its generic realization, possesses infinite energy. Then the most suitable
model of the ground motion acceleration is the fully non-stationary process model.

In this section the procedure proposed by Cacciola and co-workers [15–17] is
extended to generate artificial spectrum-compatible fully non-stationary earthquake
accelerograms. In order to do this the characteristic parameters derived in the
previous section are used to define the non-stationary process. On the contrary of
the stationary case the EPSD function cannot be defined univocally; here the
following Priestley evolutionary model of the one-sided Evolutionary PSD (EPSD)
function of the fully non-stationary process is chosen:

GNST
€Ug

ðx; tÞ¼ a ðx; tÞj j2GSTC
€Ug

ðxÞ ð18Þ

where GSTC
€Ug

ðxÞ is the stationary counterpart of the fully non-stationary process

€UgðtÞ and a ðx; tÞ is a slowly varying deterministic time-frequency modulating
function chosen coherently to the Spanos and Solomos [33] model that is:

a ðx; tÞ ¼ uðtÞ eðxÞ exp � 1
2

0:15þ x2

500p2

� �
t

� 	
;

e ðxÞ ¼ 1
a
x
ffiffiffi
2

p

5p

ð19Þ

with u ðtÞ a piecewise function, which models the time-amplitude variation of the
non-stationary accelerograms, here assumed step-wise as in the Jennings et al. [34]
model:

u ðtÞ ¼ t
t

�t0:05

� �2

Wð0;�t0:05ÞþWð�t0:05;�t0:95Þþ exp �c t ��t0:95ð Þ½ �Uðt ��t0:95Þ
" #

ð20Þ

where W ðti; tjÞ and U ðtÞ are the window and the unit-step functions defined
respectively as:

W ðti; tjÞ ¼ 1; ti\t� tj;
0; t� ti; t[ tj;

�
Uðt � t0Þ ¼ 0; t� t0;

1; t[ t0;

�
ð21Þ

In Eq. (19) the parameter a normalizes the exponential modulating function so that
the maximum is unity, while the parameter c, in Eq. (20) is an adjustable parameter
which has to be chosen to match the mean duration of the recorded accelerograms.
This parameter is here assumed c ¼ 0:13: In order to obtain artificial
spectrum-compatible EPSD function the procedure proposed by Cacciola [15] is
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herein applied to evaluate the stationary counterpart PSD function of the fully
non-stationary evolutionary process. This method evaluates the spectrum-compatible
PSD function of the stationary counterpart, GSTC

€Ug
ðxÞ, modifying the PSD function

evaluated by Eq. (10) under the hypothesis of stationary spectrum-compatible pro-
cess, GST

€Ug
ðxÞ, adding an additional term DGST

€Ug
ðxkÞ, namely:

GSTC
€Ug

ðxkÞ ¼ 0; 0�xk �xi;

GSTC
€Ug

ðxkÞ ¼ GST
€Ug
ðxkÞþDGST

€Ug
ðxkÞ; xi �xk �xf

ð22Þ

The term DGST
€Ug
ðxkÞ is evaluated to reduce the gap between the target spectrum

and the average one, that is:

DGST
€Ug
ðxkÞ ¼ 4f0

xkp� 4f0xk�1

S2paðxk; f0Þ � e S
NST
pa ðxk; f0Þ


 �2
g2ðxk; f0Þ

� Dx
Xk�1

j¼1

DGST
€Ug
ðxjÞ

0B@
1CA

	 U

S2paðxk; f0Þ � e S
NST
pa ðxk; f0Þ


 �2
g2ðxk; f0Þ

� Dx
Xk�1

j¼1

DGST
€Ug
ðxjÞ

0B@
1CA

ð23Þ

where U �ð Þ is the unit step function defined in Eq. (21), Spaðxk; f0Þ is the target
pseudo-acceleration elastic response spectrum and

e ¼ 1 if Spaðxk; f0Þ� S
NST
pa ðxk; f0Þ or else e ¼ min

Spaðxk; f0Þ
S
NST
pa ðxk; f0Þ

( )
ð24Þ

Finally, in the previous equations, S
NST
pa ðxk; f0Þ is the average

pseudo-acceleration response spectrum obtained as the arithmetic average of the
response of SDoF oscillators with natural circular frequency xk and damping ratio
f0 subjected to N fully non-stationary artificial earthquake accelerograms generated
as:

€uNSTi;g ðtÞ ¼
Xmc

r¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2GNST

€Ug
ðrDx; tÞDx

q
sin ðr Dx tþ hðiÞr Þ

¼
Xmc

r¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 a ðx; tÞj j2GSTC

€Ug
rDxð ÞDx

q
sin ðr Dx tþ hðiÞr Þ

ð25Þ

where GNST
€Ug

ðrDx; tÞ is the EPSD defined in Eq. (18). Notice that, according to the

Eurocode 8 (EC8) instructions [35], the spectrum compatibility is verified if no

value of the mean elastic spectrum, S
NST
pa ðx; f0Þ, calculated from all time histories,
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is less than 90 % of the corresponding value of the target response spectrum,
Spaðx; f0Þ in a selected range of periods. If the spectrum compatibility is not ver-
ified it is necessary to modify the stationary counterpart PSD function by adopting
the following iterative scheme:

GSTC ðjÞ
€Ug

ðxÞ ¼ GSTC ðj�1Þ
€Ug

ðxÞ Spaðx; f0Þ
S
NSTðj�1Þ
pa ðx; f0Þ

24 352

ð26Þ

where GSTC ðj�1Þ
€Ug

ðxÞ and S
NST ðj�1Þ
pa ðx; f0Þ are the PSD function of the stationary

counterpart and the average simulated pseudo-acceleration response spectrum,
respectively, both evaluated at the (j − 1) iteration. Furthermore, the energy of the
spectrum-compatible fully non-stationary acceleration random process is given as:

ENST
€Ug

ðtdÞ ¼
Ztd
0

Z1
0

GNST
€Ug

ðx; tÞ dx dt; ½m2=s3� ð27Þ

4.2 Evaluation of Spectrum-Compatible Spectral
Parameters and Functions

In order to verify the previously described procedure, to generate fully
non-stationary artificial spectrum-compatible earthquake time histories, the set of
accelerograms recorded in the Imperial Valley (California, USA) is analyzed. Since
all the events, except the one recorded at the station “El Centro Array #2” at the
date of 15/10/1979, have a magnitude superior than 5.5 (see Table 1) and according
to the (EC8) instructions [35] a spectrum of type 1 (see Fig. 4) is chosen as target
spectrum. The peak ground acceleration is assumed equal to the average of the PGA
of the recorded events ag ¼ 2:483 ½m=s2� and, following the values of the param-
eters describing the recommended Type I elastic response spectra [35] for the type
“C” of soil, the parameters S ¼ 1:15; TB ¼ 0:2 ½s� TC ¼ 0:6 ½s�, and TD ¼ 2:0 ½s�
are selected.

Following the iterative procedure described before the spectrum-compatible PSD
function GSTC

€Ug
ðxÞ of the stationary counterpart of the fully non-stationary process

€UgðtÞ is obtained. In Fig. 2 GSTC
€Ug

ðxÞ is then compared (in logarithmic scale) with

the PSD GST
€Ug
ðxÞ evaluated by Eq. (10) under the hypothesis of stationary

spectrum-compatible process.
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From the analysis of Fig. 2 it is evident that at the lower frequencies the
spectrum-compatible PSD function of the stationary counterpart, GSTC

€Ug
ðxÞ, is bigger

than the stationary spectrum-compatible PSD function, GST
€Ug
ðxÞ, on the contrary of

the higher frequencies.
The EPSD function of the spectrum-compatible fully non-stationary process

evaluated by Eq. (18) is depicted in Fig. 3.
The arithmetic average of the up-crossing time axis rate is also obtained from the

500 artificial spectrum-compatible fully non-stationary accelerograms and com-
pared, in Fig. 5, with the average of the up-crossing time axis rate derived from the
set of the recorded time histories. From the analysis of this figure it is evident that
the described model is able to catch both the time-varying amplitude and frequency
content of actual accelerogram records. It is important to notice that the gap
between the average mean frequency of the real accelerograms and of the artificial
set cannot be regained because it depends on the spectrum compatible PSD function
of the stationary counterpart (Fig. 4).

Finally, in Table 2 the following quantities are reported: the average of the
energy, 2 gIA=p, evaluated as a function of the average of Arias intensity, IA, of the
recorded accelerograms in the Imperial Valley; the average energy of the 500

artificial earthquakes, E
NST
€Ug

ðtdÞ, as well as the average energy, E
ST
€Ug
ðtdÞ, of a set of

500 spectrum-compatible stationary acceleration random process.
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Fig. 2 Spectrum-compatible
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(black line)

Fig. 3 EPSD function of the
spectrum-compatible fully
non-stationary process €UgðtÞ

Seismic Analysis of Structural Systems Subjected to Fully … 95



From the analysis of the results reported in Table 2 it is evident that the energy
associated to the spectrum-compatible stationary model is much higher than the
energy evaluated by applying the other ones. On the contrary the spectrum-
compatible fully non-stationary process model is able to catch also the energetic
aspects of the recorded earthquakes.

5 Closed Form Solutions of the EPSD Response Function
Matrix

5.1 Equations of Motion

In this section an explicit closed-form expression of the EPSD response function
matrix is evaluated as a function of the evolutionary frequency response vector
function. In order to do this, let us consider a linear quiescent classically damped
structural system with n unconstrained degree-of-freedom (n-DoF) subjected to
seismic excitation €ugðtÞ whose dynamic behaviour is governed by the following
equation of motion:
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M €u ðtÞþC _u ðtÞþKu ðtÞ ¼ �M s €ugðtÞ ð28Þ

where M, C, and K are the n	 n mass, damping, and stiffness matrices of the
structure; u(t) is the vector, of order n	 1, collecting the displacements of the n-DoF
of the structure with respect to the ground, having for rth element urðtÞ and a dot over a
variable denotes differentiation with respect to time. Furthermore, in Eq. (28) s is the
influence vector, of order n, while the seismic excitation €ugðtÞ is modelled as
zero-mean Gaussian fully non-stationary random process. Under the assumption of
classically damped systems the equation of motion can be decoupled by applying
modal analysis. Therefore we introduce the modal coordinate transformation:

u ðtÞ ¼ U qðtÞ ¼
Xm
j¼1

/j qjðtÞ ) uiðtÞ ¼
Xm
j¼1

/ i j qjðtÞ ð29Þ

In this equation, U ¼ /1 /2 � � � /m½ � is the modal matrix, of order n	 m,
collecting the m eigenvectors /k, normalized with respect to the mass matrix
M. These are the solutions of the following eigenproblem:

K�1 MU ¼ UX�2; UTMU ¼ Im ð30Þ

where X is a diagonal matrix listing the undamped natural circular frequency
xj; Im is the identity matrix of order m and the superscript T denotes the transpose
matrix operator. Once the modal matrix U is evaluated, by applying the coordinate
transformation (29) to Eq. (28), the following set of decoupled second order dif-
ferential equations is obtained:

€qðtÞþN _qðtÞþX2qðtÞ ¼ p €ugðtÞ ð31Þ

where p is the vector collecting the participation factors

p ¼ �UT M s ð32Þ

while N is a the generalized damping matrix given by:

N ¼ UTCU ð33Þ

For classically damped structures the modal damping matrix N is a diagonal
matrix listing the quantities 2fkxk; fk being the modal damping ratio. It follows
that the kth differential Eq. (31) can be written as:

€qkðtÞþ 2fkxk _qkðtÞþx2
k qkðtÞ ¼ pk €ugðtÞ; k¼1; 2; . . .;m; ð34Þ
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where pk is the kth element of the vector p. In the state space, Eq. (34) can be
written as a set of two first order differential equations:

_ykðtÞ¼Dk ykðtÞþ vk €ugðtÞ ð35Þ

where

ykðtÞ¼ qk tð Þ
_qk tð Þ

� 	
; Dk ¼ 0 1

�x2
k �2fkxk

� 	
; vk ¼ 0

pk

� 	
ð36Þ

For quiescent systems at time t ¼ t0, the solution of Eq. (35) can be written in
integral form as follows:

ykðtÞ ¼
Z t

t0

Hkðt � sÞ vk €ugðsÞ ds ð37Þ

where HkðtÞ is the so-called transition matrix of the kth modal oscillator [36]:

HkðtÞ ¼ exp ðDk tÞ ¼ �x2
k gkðtÞ hkðtÞ

�x2
k hkðtÞ _hkðtÞ

� 	
ð38Þ

with

gkðtÞ ¼ � 1
x2

k

exp ð�fkxk tÞ cos ð�xk tÞþ fkxk

�xk
sin ð�xk tÞ

� 	
;

hkðtÞ ¼ _gkðtÞ ¼ 1
�xk

exp ð�fkxk tÞ sin ð�xk tÞ;

_hkðtÞ ¼ exp ð�fkxk tÞ cos ð�xk tÞ � fkxk

�xk
sin ð�xk tÞ

� 	 ð39Þ

and �xk ¼ xk

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2k

q
is the kth damped natural circular frequency.

According to the coordinate transformation (29), the rth nodal displacement
response, urðtÞ in terms of state variable zr ¼ ur _ur½ �T , can be evaluated as:

zr ¼
Xm
j¼1

/ r j yjðtÞ ð40Þ

where the jth modal state variable vector, yjðtÞ, has been defined in Eq. (36) and
/ r j is the rth, jth element of the modal matrix U. It follows that, for the quiescent
structural system, after some algebra, the one-sided EPSD function matrix of the rth
state variable nodal displacement response zrðtÞ can be evaluated as [37]:
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Gzr zrðx; tÞ ¼
Xm
k¼1

Xm
‘¼1

pk p‘ / r k / r ‘ Gk ‘ ðx; tÞ ð41Þ

where the matrix Gk ‘ðx; t1; t2Þ, of order 2	 2, is the one-sided EPSD function
matrix between the zero-mean kth and ‘th modal “purged” response processes This
matrix, in the spectral representation, can be written as [26]:

Gk ‘ðx; t1; t2Þ ¼ Y�
kðx; t1Þ G0ðxÞ YT

‘ ðx; t2Þ ð42Þ

where Yjðx; tÞ is the modal evolutionary frequency response vector function,
which, for quiescent systems at time t ¼ t0, can be written as:

Yjðx; tÞ ¼
Z t

t0

Hjðt � sÞ v exp ðixsÞ a ðx; sÞ ds; j ¼ k; ‘; ð43Þ

where a ðx; tÞ is the modulating function of the evolutionary process and
v ¼ 0 1½ �T .

As recently proposed by the authors [26], the modal evolutionary frequency
response vector functions Yjðx; tÞ for the commonly adopted expressions of the
time-frequency varying modulating functions can be obtained in closed form
solution as the solution of the following set of first order differential equations:

_Yjðx; tÞ¼Dj Yjðx; tÞþ v exp ðixtÞ a ðx; tÞ ð44Þ

with the initial conditions Yjðx; t0Þ ¼ 0. It follows that, for fully non-stationary
stochastic excitations, the closed-form solution of the cross-EPSD function matrix
of zero-mean kth ‘th, modal “purged” response processes is evaluated by means of
Eq. (41), once Eq. (44) are solved. Equation (44) represents the equation of
motion, in state variable, of the jth quiescent oscillator subjected to the pseudo-
force: exp ðixtÞ a ðx; tÞ. If the particular solution of this equation, Yp; jðx; tÞ, can be
determined in explicit form, the solution of Eqs. (44), can be written respectively as
[36, 38]:

Yjðx; tÞ ¼ Yp; jðx; tÞþHjðt � t0Þ Yjðx; t0Þ � Yp; jðx; t0Þ
� 
 ð45Þ

Furthermore, the contribution of the last term in the right member of Eq. (45)
decreases with time because the transition matrix, defined in Eq. (38) satisfies the
condition:

lim
t!1HjðtÞ ¼ 0 ð46Þ
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5.2 Analytical Expression for the Response EPSD Function
Matrix of the Adopted Fully Non-stationary Model

In this section explicit closed-form solutions of the evolutionary frequency response
vector function are evaluated for the adopted model of the spectrum-compatible
fully non-stationary input having the one-sided EPSD defined in Eq. (18). The
particular solution vector of Eq. (44), forced by the function
f ðx; tÞ ¼ exp ðix tÞ a ðx; tÞ, with the step wise function a ðx; tÞ defined in Eq. (19),
can be evaluated in closed form solution as [26]:

Yp; jðx; tÞ ¼

� e ðxÞ
t21

exp �b1ðxÞ t½ �P3
s¼0

3!
s! t

s B3�sþ 1
1j ðxÞ

h i
v; 0\t� t1;

�e ðxÞ exp �b2ðxÞ t½ �P1
s¼0

ts B2�s
2j ðxÞ

h i
v; t1\t� t2;

�e ðxÞ exp �b2ðxÞ t � c ðt � t2Þ½ �P1
s¼0

ts B2�s
3j ðxÞ

h i
v, t[ t2:

8>>>>>>><>>>>>>>:
ð47Þ

where t1 ¼ �t0:05; t2 ¼ �t0:95 and

b1ðxÞ ¼ b2ðxÞ ¼
1
2

0:15þ x2

500 p2

� �
� ix; b3ðxÞ ¼ b2ðxÞ þ c;

BrjðxÞ ¼ Dj þ brðxÞ I2
� 
�1¼ vrjðxÞ

brðxÞ � 2 fjxj � 1

x2
j brðxÞ

" #
; ðr ¼ 1; 2; 3Þ

ð48Þ

In these equations I2 is the identity matrix of order 2 and

vrjðxÞ ¼
1

brðxÞ2 � 2 fjxj brðxÞþx2
j

; ðr ¼ 1; 2; 3Þ ð49Þ

Substituting Eqs. (47) into Eq. (45) the state variable vector of the modal
evolutionary frequency response vector function, Yjðx; tÞ, of the quiescent jth
oscillator (at time t ¼ 0), can be evaluated in explicit closed form.

Once the state variable function vector, Ykðx; tÞ and Y‘ðx; tÞ, of the k; ‘th
oscillators are determined it is possible to evaluate in explicit form the corre-
sponding one-sided EPSD function matrix Gk‘ðx; tÞ ¼ G0ðxÞ Y�

kðx; tÞYT
‘ ðx; tÞ as

the sum of three contributions: the first in the time interval ð0; t1�, the second in the
time interval ðt1; t2�, the third for t[ t2. Substituting the function matrix Gk‘ðx; tÞ
into Eq. (41) the one-sided EPSD function matrix of the rth state variable nodal
displacement response zrðtÞ is evaluated.
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It has to be emphasized that this very remarkable result is obtained because the
state variable formulation has been adopted.

6 Numerical Results

In this section four benchmark linear classically damped multi-degree of freedoms
(MDoFs) structural systems, composed by a three-story one-bay shear-type frame,
are considered. These frames have a uniform story height H ¼ 3:2 m and a bay
width L ¼ 6:0 m, as shown in Fig. 6. The beams are considered rigid to enforce a
typical shear building behaviour. The tributary mass per story and the column
stiffness are reported in Table 3. Under these assumptions, the shear-type frames
are modelled as a 3-DoF linear system. The damping ratio f0 ¼ 0:05 is assumed
equal for all three modes of vibration.

The modal periods and circular frequencies for the four linear elastic undamped
shear-type frames are summarized in Table 4. Notice that the modal mass ratios are
the same for all structures and are given for the three modes 91.41, 7.49 and 1.10 %
respectively.

Fig. 6 Geometric
configuration of benchmark
three-storey one-bay
shear-type frame

Table 3 Mass and column
stiffness of the four
benchmark linear classically
damped shear type frames

Shear type frame m [kg] k [N/m]

1 5	 104 1:5	 107

2 3:5	 104 2:03	 107

3 2	 104 4:5	 107

4 1	 104 6:3	 107
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The benchmark structural shear-type frames are subjected to a stochastic
earthquake base excitation, modelled by the zero mean Gaussian
spectrum-compatible fully non-stationary process; the input is obtained following
the procedure explained in Sects. 4.1 and 4.2. The EPSD function GNST

€Ug
ðx; tÞ is

obtained as in Eq. (18).
In order to evidence the influence of the corrective term of the PSD function of

the stationary counterpart GSTC
€Ug

ðxÞ at different frequencies, for each of the con-

sidered frames, the variance of the nodal displacement response, r2uiuiðtÞ ¼
R1
0

Guiuiðx; tÞ dx, is evaluated and compared with the results obtained under the
hypothesis of stationary process model (see Figs. 7, 8, 9 and 10). In this case the
EPSD function is obtained by replacing in Eq. (18) the Unit Step function U ðtÞ as

Table 4 Modal periods and frequencies of the four benchmark linear classically damped shear
type frames

Shear type frame T1 ½s� T2 ½s� T3 ½s� x1 ½rad=s� x2 ½rad=s� x3 ½rad=s�
1 0.58 0.21 0.14 10.90 30.54 44.14

2 0.41 0.15 0.1 15.15 42.45 61.34

3 0.21 0.07 0.05 29.85 83.65 120.9

4 0.13 0.04 0.03 49.95 139.97 202.27
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Fig. 7 Shear type frame 1:
time histories of the variance
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modulating function and selecting the PSD function of the stationary spectrum
compatible process.

From the analysis of the Figs. 7, 8, 9 and 10 it is evident that, even if the energy
associated to the spectrum-compatible stationary process model is much higher than
the one associated to the fully non-stationary process model, in some cases the
spectrum-compatible stationary model gives non-conservative results. This is
prevalently due to the fact that, at the lower frequencies the stationary counterpart,
GSTC

€Ug
ðxÞ, of the spectrum-compatible EPSD function is bigger than the stationary

spectrum-compatible PSD function, GST
€Ug
ðxÞ, as shown in Fig. 2. This is a very

remarkable result that should be taken into account in the in the prediction of the
safety of structural systems.

7 Concluding Remarks

In seismic engineering, the most effective approach to evaluate the structural
response is to define artificial spectrum-compatible accelerograms, which are
generated to match the target elastic response spectrum. Usually the stationary
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Fig. 9 Shear type frame 3:
time histories of the variance
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spectrum-compatible fully
non-stationary process (black
line) and
spectrum-compatible
stationary process (red line)
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model, which leads to a spectrum-compatible Power Spectral Density
(PSD) function, is adopted. However, the above approach possesses the drawback
that the artificial accelerograms do not manifest the variability in time and in
frequency observed from the analysis of real earthquakes. Indeed, the recorded
accelerograms can be considered as samples of a fully non-stationary process.

In this study a procedure based on the analysis of a set of accelerograms
recorded in a chosen site to take into account their time-frequency variability has
been described. In particular the generation of artificial spectrum-compatible fully
non-stationary accelerograms has been performed in three steps. In the first step the
spectrum-compatible PSD function in the hypothesis of stationary excitations is
derived. In the second step the spectrum-compatible Evolutionary Power Spectral
Density (EPSD) function is obtained by an iterative procedure to improve the match
with the target response spectrum, starting from the PSD function once a
time-frequency modulating function is chosen. In the third step the artificial
accelerograms are generated by the well-known Shinozuka and Jan [25] formula
and deterministic analyses can be performed to evaluate the structural response.

Once the EPSD spectrum-compatible function is derived, a method, recently
proposed by the authors [26], is adopted to evaluate in closed-form the EPSD
response function of linear structural systems subjected to fully non-stationary
excitations by very handy explicit closed-form. In the “Numerical results” section it
is evidenced that the spectrum-compatible stationary model in some cases gives
non-conservative results with respect to the ones obtained by the fully
non-stationary spectrum-compatible model, even if the energy associated to the
spectrum-compatible stationary process model is higher than the one associated to
the fully non-stationary process model.
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Elastic and Inelastic Analysis of Frames
with a Force-Based Higher-Order 3D
Beam Element Accounting
for Axial-Flexural-Shear-Torsional
Interaction

João P. Almeida, António A. Correia and Rui Pinho

Abstract When one of the dimensions of a structural member is not clearly larger
than the two orthogonal ones, engineers are usually compelled to simulate it with
refined meshes of shell or solid finite elements that typically impose a large com-
putational burden. The alternative use of classical beam theories, either based on
Euler-Bernoulli or Timoshenko’s assumptions, will in general not accurately cap-
ture important deformation mechanisms such as shear, warping, distortion,
flexural-shear-torsional interaction, etc. However, higher-order beam theories are a
still largely disregarded avenue that requires an acceptable computational demand
and simultaneously has the potential to account for the above mentioned defor-
mation mechanisms, some of which can also be relevant in slender members. This
chapter starts by recalling the main theoretical features of a recently developed
higher-order beam element, which was combined for the first time with a
force-based formulation. The latter strictly verifies the advanced form of beam
equilibrium expressed in the governing differential equations. The main innovative
theoretical aspects of the proposed element are accompanied by an illustrative
application to members with linear elastic behaviour. In particular, the ability of the
model to simulate the effect of different boundary conditions on the response of an
axially loaded member is addressed, which is then followed by an application to a
case where flexural-shear-torsional interaction takes place. The beam performance
is assessed by comparison against refined solid finite element analyses, classical
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beam theory results, and approximate numerical solutions. Finally, with a view to a
future extension to earthquake engineering, an example of the element behaviour
with inelastic response is also carried out.

1 Introduction

Many structures are modelled with beam elements since it is well-known that the
latter typically provide reliable simulation results when one of the dimensions of the
member (the one along its longitudinal axis) is considerably larger than its two
other orthogonal dimensions. In such circumstances, the use of other structural
mechanics’ theories that involve less assumptions with respect to the
three-dimensional problem are often not justified as they require a finer discreti-
sation of the structure and a comparatively much larger number of degrees of
freedom (and hence computational time).

However, classical beam theories such as Euler-Bernoulli’s and Timoshenko’s are
often not sufficiently accurate to predict the global member response and its internal
stress-strain state. For instance, in the Timoshenko beam theory (TBT), the shear strain
distribution is incorrectly assumed to be constant throughout the beam height; e.g.,
considering a simple rectangular cross-section, such hypothesis does not respect the
zero shear strain and stress boundary conditions at its top and bottom. Therefore, a shear
correction factor is required to accurately determine the strain energy of deformation,
which has deserved the attention of researchers since the 1950s up to the present day [9,
10, 14, 16]. Within the framework of this chapter, classical beam theories are con-
sidered to be of the first-order, i.e., those in which the displacement fields inside the
cross-section are linear functions on each of the cross-sectional coordinates. Shear
deformation effects are best considered through higher-order beam theories (HOBTs),
wherein the displacement field inside the cross-section is represented by a power series
expansion in the cross-sectional coordinates, thus relaxing the constraint in the
cross-sectional warping. Therefore, out-of-plane warping displacements of the
cross-sectional points are allowed by using shape functions for the cross-sectional
displacements which are at least quadratic in one coordinate or bilinear in both.
Moreover, in-plane deformations of the cross-section are also directly considered.

Many HOBTs have been proposed over the past decades for both planar and
spatial beams; a brief review of some of the most relevant contributions is presented
in Correia et al. [8]. The points on which they differ include the order of the theory,
the number and definition of the cross-sectional displacement modes, the approach
used to derive the corresponding beam governing equations, and the chosen finite
element formulation. Regarding this latter issue, the so-called stiffness or
displacement-based methods (DB, as they will be henceforth called, see Bathe [4]),
which make use of compatible displacement interpolation functions along the
element length and the principle of virtual work (or virtual displacements), are still
the most commonly used. They are also known as pure compatibility models in the
literature [18], and are popular since the inter-element continuity of the displacement
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field is trivially satisfied. On the other hand, the latter is difficult to enforce in flex-
ibility or force-based formulations (FB, as they will be henceforth called), which are
built on the derivation of self-equilibrated stress interpolation functions and the
principle of complementary virtual work (or virtual forces). These approaches are
also known as pure equilibrium models, and within their framework it is possible to
find an exact solution to the beam equilibrium differential equations. Hence, the main
advantage of FB beam-column formulations, over the more common DB counter-
parts, is that equilibrium is always strictly verified. Such property holds even when a
material nonlinear response takes place, explaining why flexibility methods have
been progressively adopted by the structural engineering community for the inelastic
analysis of frame members. Another advantage of FB formulations is that no
shear-locking phenomena exist, contrary to what occurs in DB approaches. Although
frame finite elements based on force interpolation functions alone have been in use for
many decades [6, 15], the development of efficient and stable state determination
algorithms, wherein nodal compatibility is respected, is more recent [17, 20].

Comparative studies between FB and DB formulations can be found elsewhere [1,
17]. Of further interest are considerations on the bounding of the solution associated
with these two different types of formulation, which are carried out in Almeida et al.
[2]. Equally fundamental is to understand the relationship between DB and FB
approaches, as they have been herein described, and energy principles. Such com-
parison should be carried out not just at the theoretical level, but also regarding
numerical implementation and computational performance. While the application of
the Hu-Washizu three-field functional seems to be a promising avenue [11], trade-offs
between classical DB methods and mixed methods are far from being completely
clarified [12]. The merit of FB beam models is however clearly undisputed [13], and
the beam element of the present work relies on it.

To the authors’ knowledge, pure equilibrium (FB) approaches have only been
used, up to now, in association with classical beam theory. In other words, the finite
elements that have been developed within the context of the HOBTs are, in their
essence, displacement-based formulations. A higher-order beam element developed
within the framework of a pure force-based formulation has been proposed, for the
first time, by Correia et al. [8]. Following a short review on the main theoretical
aspects of this latter approach, the present chapter presents new numerical appli-
cations that evidence the ability of the model to simulate physical effects, such as
axial-flexural-shear-torsional interaction, which typically can only be reproduced by
refined meshes of shell or solid finite elements.

2 Theoretical Features of the Force-Based Higher-Order
Beam Element

Following the basic idea from Vlassov [23], the distinctive trace in all beam the-
ories is the assumption of a displacement field composed of cross-sectional dis-
placement modes defined a priori and multiplied by functions of the beam
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coordinate axis only. In other words, the beam displacement field u (whose vector
components are ux, uy, and uz) can be separated into a component function of the
axis x of the beam and another varying in the cross-section (whose coordinate axes
are y and z):

u x; y; zð Þ ¼ U y; zð ÞdðxÞ ð1Þ

where U(y,z) is the matrix of the displacement interpolation functions over the
cross-section (the cross-sectional displacement modes), and d(x) is the vector of
weights associated to the interpolation functions, also called generalised displace-
ments. For the HOBT of the present work, which is derived for a solid rectangular
cross-section of dimensions h (height) � b (width), the previous expression takes
the form:

u x; y�; z�ð Þ ¼
Xn
i¼0

Xn
j¼0

U�;ij y�; z�ð Þd�;ijðxÞ ¼ U� y�; z�ð Þd�ðxÞ ð2Þ

where the normalized cross-sectional coordinates y� ¼ 2y=b and z� ¼ 2z=h are
adopted, the cross-sectional interpolation functions are defined as

U�;ij y�; z�ð Þ ¼
Piðy�ÞPjðz�Þ 0 0

0 Pi�1ðy�ÞPjðz�Þ 0
0 0 Piðy�ÞPj�1ðz�Þ

2
4

3
5 ð3Þ

and d�;ijðxÞ ¼ u�;ijx u�;ijy u�;ijz

� �T
are the normalised generalised displacements.

They replace the classical beam theory generalised displacements dijðxÞ ¼ uijx
�

uijy u
ij
z �T , for reasons that are apparent below.

In Eq. (3), PnðsÞ represents Legendre polynomials for n¼ 0; 1; 2; . . ., which are
nth-degree polynomials that can be expressed using Rodrigues’ formula:

PnðsÞ ¼ 1
2nn!

dn

dsn
s2 � 1
� �n� � ð4Þ

The latter form a complete orthogonal set in the interval �1� s� 1, which is a
fundamental property in the development of the current finite element since it
enables the definition of generalised stress-resultants that are not only independent
but also orthogonal to one another. This leads to an unambiguous definition of the
generalised stress-resultants and to a minimisation of the coupling between the
resulting equilibrium equations. The use of y� and z� defined above, instead of y and
z, is related to the interval where the orthogonality property holds. Note that any set
of orthogonal displacement functions could be used instead of Legendre polyno-
mials. The application of a Gram–Schmidt orthogonalisation procedure to a set of
independent base functions would produce such orthogonal set, and further it could
be applied in order to extend this formulation to different cross-sectional geometries.
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From Eq. (3), it can be observed that the transverse displacements have a one
degree lower polynomial function than the axial displacements. This results in the
same degree of approximation for the shear strain fields, considering the contri-
butions of both the axial and transverse displacements in each set of modes ij.

The number of terms and the combination of indices ij adopted in the present
beam-column model was based on a balance between intended accuracy and
computational cost: all terms U�;ij y�; z�ð Þ up to the fourth-order in one coordinate
and first-order in the other were considered. As demonstrated in the application
examples of Sects. 3 to 5, the selected terms are sufficient to retrieve the intended
axial-flexural-shear-torsional interaction. Figure 1 represents all 16 terms consid-
ered for the longitudinal displacement ux in a Pascal triangle type of representation.
The transverse displacements uy and uz contain 11 terms each, with one degree less
in y� and z� respectively than the corresponding terms in ux, resulting in a total of 38
displacement terms.

The matrix U� y�; z�ð Þ in Eq. 2 is a (3 � 38) matrix which is not depicted due to
space limitations, while the normalised generalised displacements d� xð Þ is the
following (38 � 1) vector:

d� xð Þ ¼
½u�x0 u�y0 u�z0 h�x h�y h�z g�c�u�;20x u�;20y u�;02x u�;02z u�;21x u�;21y u�;21z

. . .u�;12x u�;12y u�;12y u�;12z u�;30x u�;30y u�;03x u�;03z u�;31x u�;31y u�;31z u�;13x

. . .u�;13y u�;13z u�;40x u�;40y u�;04x u�;04z u�;41x u�;41y u�;41z u�;14x u�;14y u�;14z �T
ð5Þ

It is noted that there is a compatibility matrix which converts the classical
generalised displacements vector d(x) (38 � 1) into the previous normalized gen-
eralised displacements vector d� xð Þ (38 � 1). Considering common engineering
reasoning, the meaningful classical generalised displacements are those of the
first-order d1st order xð Þ ¼ ux0 uy0 uz0 hx hy hz g c

� �
; hence, the components of vec-

tor d xð Þ related to the higher-order generalised displacements are considered here to
be identical to the corresponding normalised generalised displacements. The
complete set of cross-sectional displacement shapes for a square section, which will
be used in the numerical applications of Sects. 3 to 5, is included in Fig. 2. Each
mode is defined by a column of the matrix U y; zð Þ in Eq. (1). The first-order modes
1 through 8 are composed of the six modes corresponding to classical Timoshenko
beam theory, followed by two related to warping and distortion. The remaining 30
higher-order displacement modes are defined in Eq. (3) based on normalised

Fig. 1 Polynomial terms considered for the longitudinal displacement ux
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Fig. 2 Complete set of cross-sectional displacement modes for a square cross-section
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Legendre polynomials and therefore reflect a product of polynomials of different
degree along the two orthogonal cross-sectional coordinate axes.

In the process of derivation of the beam compatibility equations, Legendre poly-
nomials and their derivatives appear in the definition of the generalised strains.
However, those derivatives are not orthogonal either to the Legendre polynomials or
between each other. Consequently, the generalised strains thus obtained would be
independent from one another but they would not constitute an orthogonal set. Such
lack of orthogonality would lead to a dubious definition for the generalised
stress-resultants and to a large coupling of the equilibrium equations. This is unde-
sirable in a FB approach since it would become extremely complex to obtain the
self-equilibrated interpolation functions for the generalised stress-resultants.Moreover,
the nodal boundary conditions (BCs) would also be coupled, which would unneces-
sarily increase the model’s complexity. Hence, in order to have a unique definition for
the generalised stress-resultants and to reduce the coupling of the equilibrium equations
and boundary conditions to a minimum, those derivatives may and should be
decomposed on the basis of Legendre polynomials. Every single generalised strain will
then be associated to a unique Legendre polynomial in each direction. The derivation of
the first and higher-order compatibility equations can be found in Correia et al. [8].

In order to obtain power-conjugated generalised stress-resultants, the beam
equilibrium equations are obtained through a projection of the classical local
equilibrium equations on the functional space of the cross-sectional displacement
modes defined in Eq. (3) [21]. Such operation may also be regarded as weighting
the residuals of the classical local equilibrium equations, where the cross-sectional
displacement modes are taken as weighting functions. The complete beam equi-
librium equations are a highly indeterminate system of differential equations rep-
resented by a (38 � 57) differential equilibrium operator (adjoint to the differential
compatibility operator), a (38 � 1) vector of normalised distributed loads, and the
following (57 � 1) vector of normalised generalised stress-resultants s�:

s� xð Þ ¼
N M�

y M�
z B� N�;ij 12� 1ð Þ N�;ij

y 6� 1ð Þ N�;ij
z 6� 1ð Þ

h
. . .VyT� Q� V�;ij

y 9� 1ð Þ Vz V�;ij
z 9� 1ð Þ Vyz V�;ij

yz 6� 1ð Þ
iT ð6Þ

where the first-order components s�;1st order xð Þ ¼ N Vy Vz T�M�
y M�

z B� Q� Vyz

h iT
relate to the classical generalised stress-resultants s�;1st order xð Þ ¼ N Vy T My Mz

�
B Q Vyz�T , and conversely, through:

M�
y ¼ 2

hMy

M�
z ¼ 2

bMz

B� ¼ 4
bh B

Q� ¼ Q 1
b þ 1

h

� �þ T 1
b � 1

h

� �
T� ¼ Q 1

b � 1
h

� �þ T 1
b þ 1

h

� �

8>>>><
>>>>:

My ¼ h
2M

�
y

Mz ¼ b
2M

�
z

B ¼ bh
4 B

�

Q ¼ Q� b
4 þ h

4

� �þ T� b
4 � h

4

� �
T ¼ Q� b

4 � h
4

� �þ T� b
4 þ h

4

� �

8>>>><
>>>>:

ð7Þ
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and the higher-order components are given by:

N�;ij ¼ R
A
Pi y�ð ÞPj z�ð Þrxda 12 termsð Þ

N�;ij
y ¼ R

A
Pi�2 y�ð ÞPj z�ð Þryda 6 termsð Þ

N�;ij
z ¼ R

A
Pi y�ð ÞPj�2 z�ð Þrzda 6 termsð Þ

9>>>=
>>>;

for i� 2 or j� 2

V�;ij
y ¼ R

A
Pi�1 y�ð ÞPj z�ð Þsxyda 9 termsð Þ

V�;ij
z ¼ R

A
Pi y�ð ÞPj�1 z�ð Þsxzda 9 termsð Þ

9=
; for i� 1 or j� 1

V�;ij
yz ¼ R

A
Pi�1 y�ð ÞPj�1 z�ð Þsyzda 6 termsð Þ for i� 1 and j� 1

ð8Þ

The compatibility and equilibrium boundary conditions can be found in Correia
et al. [8]. It is noted that Vyz, N�;ij

y , N�;ij
z , and V�;ij

yz are related to the stress compo-
nents ry, rz, and syz, which are not applied in the cross-section of the beam.
Consequently, these 19 generalised stress-resultants do not appear in the static
boundary conditions at the beam element ends.

As previously stressed, a FB formulation is employed in this work. Hence, the
field of generalised stress-resultants should respect the beam local equilibrium
conditions. In order to determine the complementary solution of the homogeneous
equilibrium equations, and since there are a total of 38 local equilibrium equations
involving 57 unknown generalised stress-resultants, a few assumptions have to be
made concerning the functions describing the evolution of some generalised
stress-resultants. Given that the differential equations of equilibrium require only
one boundary condition each (as they involve only first derivatives), a total of 38
BCs are needed for this purpose. On the other hand, there are 38 � 2 = 76
available BCs at both extremities of the beam, corresponding to the nodal values of
the 38 generalised stress-resultants related to the cross-sectional stresses rx, sxy, and
sxz. Moreover, six of these nodal values are dependent on the remaining ones since
they are related to the six rigid-body motions of the beam. Hence, from the
remaining 76 − 6 = 70 BCs, there are 32 which will not be used to solve the
equations of equilibrium and that may be applied instead for defining a priori an
assumed variation for the 19 generalised stress-resultants related to the stresses ry,
rz, and syz. Such assumed variation is not unique, which means that different
self-equilibrated approximations can be envisaged. In the current formulation, the
field of those 19 generalised stress-resultants is approximated by the simplest
possible polynomial functions, namely linear and constant ones, and the necessary
assumptions on their variations are briefly indicated in Appendix B of Correia et al.
[8]. The latter reference also depicts the compact expression of the solution cor-
responding to such self-equilibrated higher-order stress-resultants.

With the above mentioned approximation, equilibrium in the domain and at the
boundary is automatically satisfied. However, compatibility in the domain and at
the boundary has to be likewise satisfied. So as to maintain power-conjugacy, the
domain compatibility equations are verified in a weighted form using the
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generalised stress-resultants’ interpolation matrix as weighting functions. Finally, it
is possible to derive the corresponding incremental equations required for nonlinear
constitutive behaviour, including the beam tangent flexibility matrix. Although the
complete theoretical developments of the present FB higher-order element cannot
be included in the current chapter due to space limitations, they can be found in
Correia et al. [8].

The first applications of the current model can be seen in the work by Almeida
et al. [2], including: a cantilever subjected to a tip lateral load / imposed torsional
rotation, and a simply supported beam with distributed loads. The following Sect. 3
illustrates the ability of the model to simulate the interaction between the different
strain and stress components when a member is subjected to an imposed axial
displacement. Section 4, on the other hand, includes a first example wherein a
simultaneous flexural-shear-torsional loading is applied, while Sect. 5 shows the
influence of material inelastic behaviour in such response. The structural analysis
code SAGRES (Software for Analysis of GRadient Effects on Structures), developed
by the authors and implemented in the MATLAB platform [22], was used to run the
analyses.

3 Effect of Boundary Conditions on the Response
of an Axially Loaded Member

In classical theories (Euler-Bernoulli or Timoshenko), stress-resultants and
boundary conditions are of straightforward understanding and definition. However,
in a higher-order model, the large number of generalised stress- and strain-resultants
—well beyond the six classical ones—are much less intuitive from the engineering
standpoint; they relate with the also large number of element nodal displacements
and forces that are controlled by appropriate BCs. As observed by other researchers
[5, 19], HOBTs are subjected to specific effects that require careful interpretation
and a study of their influence on the accuracy of the results. These so-called
higher-order boundary effects—which also show up in displacement-based for-
mulations, although with distinct traits—play a relevant role in the response. They
are intrinsically related to the boundary conditions assumed, which for this model
consist of a combination of imposed generalised nodal displacements and/or forces,
in a total of 76 (38 at each extremity), as discussed above. The special nature of
such effects when applied together with a flexibility formulation naturally requires a
careful analysis, which was carried out by Almeida et al. [2] to expose this yet
undisclosed behaviour. Therein, the uncommon effects that the higher-order
boundary conditions can cause on the stress-strain distributions—particularly near
the member extremities—were highlighted, and an appropriate interpretation of the
physical meaning of the generalised stress-resultants was made.

On the other hand, the number of BCs and stress-resultants also reflect the
significant adaptability of the model in simulating physical phenomena that would
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pass unnoticed with traditional beam theories, even for very simple loading cases as
the one that follows. This first numerical application analyses the response of a
structural member subjected to an imposed end-node axial displacement, focusing
on the comparison between the results of a refined mesh of solid finite elements, a
classical beam theory, and the proposed higher-order one.

Five different member lengths L are analysed: 0.125, 0.25, 0.5, 1, and 5 (m).
Additionally, a square cross-sectional geometry with unitary area 1 � 1 (m � m) is
assumed and a linear elastic isotropic constitutive model was assigned, with Young’s
modulus E ¼ 200� 109 N=m2ð Þ and Poisson’s ratio m ¼ 0:3. Regarding the solid
finite element simulations [7], themeshes represented in Fig. 3were employed, which
had between 2178 and 18513 degrees of freedom (dof). All nodes in both member
extremities were fully restrained and an axial displacement Daxial ¼ 1� 10�3 mð Þ
was applied to all nodes in one end. Concerning the frame models, a single element
was used to model the member using both the classical beam theory (12 dof) and the
proposed higher-order one (76 dof). Two sets of boundary conditionswere considered
for the higher-order element: (i) ‘Max. Fixity’: at each node all the 38 generalised
displacements were restrained, while simultaneously an axial displacement Daxial ¼
1� 10�3 mð Þ was imposed at one node; this case corresponds to the maximum
possible degree of fixity which is possible to assign to this higher-order beam model
and is the one that better simulates the above mentioned joint restraints applied to the
extremity nodes of the solid finite element mesh; (ii) ‘Min. Fixity’: at one node, only
the six rigid-body displacements corresponding to the Timoshenko beam theory are
restrained ux0 ¼ uy0 ¼ uz0 ¼ hx ¼ hy ¼ hz ¼ 0

� �
, leaving the remaining 32 dof as

(a) (b) (e)

(c) (d)

2178 dof 2178 dof

2178 dof 3993 dof

18513 dof

Fig. 3 Solid finite element mesh used to model the response for member lengths L equal to:
a 0.125 (m); b 0.25 (m); c 0.5 (m); d 1 (m), and e 5 (m) [7]
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force-controlled and equal to zero; at the other node, the 38 dof were also
force-controlled and kept equal to zero, except the one corresponding to the dof of
axial displacement, on which a value of Daxial ¼ 1� 10�3 mð Þ was again imposed;
this case corresponds to the minimum possible degree offixity provided by the model.
It is noted that the geometry and loading herein defined are not intended to be realistic
and have the sole purpose of illustrating the qualitative features of the proposed beam
theory. The results presented in the following, namely the distribution of stresses, thus
only have a numerical meaning.

Regarding the material properties, the HOBT model adopted the ones described
above for the solid FE model, while the axial rigidity as used by classical beam
theories (Timoshenko or Euler-Bernoulli) is equal to EAð Þclassical¼ 200� 109 ðNÞ
and it is obviously independent of the member length L. However, for the HOBT
and the solid FE model, the effect of fully restrained sections at the member
extremities is expected to play a role in the increase of the equivalent axial rigidity,
as computed by EAð Þequiv:¼ Faxial= Daxial=Lð Þ, where Faxial is the reaction along the
axial degree of freedom (for the HOBT), or the summation of all extremity joint
reactions along the member axis (for the solid FE model). This physical effect is
well-known, for instance, as a frictional confinement effect on the results of com-
pression tests of concrete cylinder or cube specimens. Figure 4 shows the ratio of

Member length L [m]
0.125 0.25 0.5 1 5
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Fig. 4 Ratio of the
equivalent axial rigidity
(EA)equiv. to the axial rigidity
given by classical beam
theory (EA)classical, for the five
distinct member lengths
shown in Fig. 3
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the equivalent axial rigidity (EA)equiv. to the axial rigidity given by classical beam
theory (EA)classical, for the values of member length L indicated above. For the
higher-order beam theory, both BCs ‘Max. Fixity’ and ‘Min. Fixity’ are analysed.

Taking the results obtained with the solid finite element mesh as the reference
solution, it can be observed that for members with smaller lengths there is a sig-
nificant increase in the equivalent axial rigidity due to the comparatively larger
relevance of the boundary confining effects in the response with respect to longer
members. Such increase is of around 15 % for a member length that is half the
section side [i.e., L = 0.5 (m)], while for L = 0.125 (m) it goes up to close to 30 %.

Figure 4 also shows that the proposed HOBT, when the BCs ‘Max. Fixity’ are
used, manages to capture accurately the increase of equivalent axial rigidity, closely
reproducing the results from the solid finite element analyses. On the other hand,
the BCs ‘Min. Fixity’ output the same results than classical beam theory, as the
extremity sections are free to distort in their own plane. Other BCs corresponding to
intermediate cases of fixity could have been considered as well, which would
inevitably lead to estimations of the equivalent axial rigidity in-between those of the
foregoing extreme scenarios.

Considering the BCs ‘Max. Fixity’, it is interesting to list the components of the
stress-resultants s� that for this case influence the behaviour of the element, i.e., those
that are non-negligible from a quantitative viewpoint: N;N�;20;N�;02;
N�;40;N�;04;N�;20

y ;N�;02
z ;N�;40

y ;N�;04
z ;V�;20

y ;V�;02
z ;V�;40

y ;V�;04
z , see Eq. (8). The latter

are all the variables that take part in the coupled differential equilibrium equations
included in systems (1), (5) and (6) of Appendix A in Correia et al. [8]. System
(1) corresponds simply to the differential equation from classical beam theory
involving the axial force N. On the other hand, systems (5) and (6) involve the
resultants N�;ij of the stress component rx that are symmetric within the cross-section
(namely N�;20;N�;02;N�;40;N�;04, see also modes 9, 11, 29 and 31 in Fig. 2), which
are expected to be non-null in view of the loading and geometric symmetry prop-
erties of the analysed problem. The additional presence, in the systems of coupled
differential Eqs. (5) and (6), of some higher-order resultants of ry; rz; sxy and sxz
(namely N�;20

y ;N�;02
z ;N�;40

y ;N�;04
z ;V�;20

y ;V�;02
z ;V�;40

y ;V�;04
z ), ensures that an advanced

interaction between normal and shear stresses is considered in the proposed HOBT.
The extent to which the proposed element can also capture the distribution of

stresses is now analysed. Figures 5 and 6 show the distribution of axial stresses at
the extremity of the axially loaded member for L = 5 (m) and L = 0.125 (m)
respectively. The results obtained with the solid finite element mesh are compared
with those of the proposed higher-order element (again considering the BCs ‘Max.
Fixity’); the legend colour code was adjusted so that it is approximately similar to
that of the solid FE output.

Figure 5b, c show that, for L = 5 (m), the proposed FB higher-order beam
element encouragingly manages to reproduce the general qualitative distribution of
axial stresses obtained from the refined finite element analyses. From a quantitative
viewpoint, the beam model is not able to recover the peak stress concentrations
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taking place at the four cross-sectional corners (the solid FE mesh outputs peak
values of almost −64 � 106 (N/m2), while the counterpart values given by the
HOBT are of −45 � 106 (N/m2)). A more enriched set of cross-sectional dis-
placement modes would be required to better estimate such stress peaks. However,
one should also note that FE mesh outputs at corners and other geometric or loading
discontinuities oftentimes fail to produce realistic results. In fact, they output
exaggerated peak stresses at those regions and require a much finer discretization or
some output averaging to give results of practical significance. On the other hand, a
better agreement is achieved for the stress values in the larger central part of the
cross-section (−36.5 � 106 (N/m2) from the solid FE analyses
vs −38 � 106 (N/m2) from the HOBT). It is noted that, both with a classical beam
theory or the present HOBT using the BCs ‘Min. Fixity’, a constant value of
rx ¼ �40� 106 N=m2ð Þ would be obtained throughout the entire cross-section,

Fig. 5 Distribution of axial stresses [� 106 (N/m2)] for L = 5 (m): a along the member, from
solid FE model [7]; At the extremity, from b solid FE model and c proposed HOBT

Fig. 6 Distribution of axial stresses [� 109 (N/m2)] for L = 0.125 (m): a along the member, from
solid FE model [7]; At the extremity, from b solid FEs and c proposed HOBT
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which is far off from the stress distribution occurring at the extremity sections.
Finally, at the member mid-span, the referred constant stress profile is retrieved
both with the solid FE model—see Fig. 5a—and with the HOBT (not represented).

The effects of the boundary conditions become predominant for smaller member
lengths, which is apparent from contrasting Figs. 6a with 5a. Again, comparing the
results of Fig. 6b with those of Fig. 6c, it is clear that the new beam formulation
approximately reproduces the qualitative distribution of the axial stresses at the
member extremities. Furthermore, the agreement now extends to a quantitative
comparison as well: the refined solid FE model outputs a value of rx ¼ �1:9�
109 N=m2ð Þ for the central value in the four corner regions, vs rx ¼ �1:8�
109 N=m2ð Þ given by the HOBT. Around the cross-sectional geometrical centre, the
solid FE model outputs an axial stress of −2.15 � 109 (N/m2), while the current
beam element indicates a value of −2.33 � 109 (N/m2). Classical beam theory, or
the current HOBT with BCs ‘Min. Fixity’, would provide a constant value of
rx ¼ �1:6� 109 N=m2ð Þ throughout the entire cross-section.

4 Flexural-Shear-Torsional Interaction: Linear Elastic
Behaviour

In this second group of examples, a member with the same mechanical and
cross-sectional geometric characteristics of the previous Sect. 3 is subjected to a
simultaneously imposed transversal displacement D and a torsional rotation h at
midspan (on a 1:1 ratio). Five different member lengths L are analysed: 0.25, 0.5, 1,
2, and 10 (m). Again, a comparison between a refined solid finite element mesh, the
present HOBT, and results from classical beam theory and approximate solutions
for the torsional constant is performed. Regarding the solid finite element simula-
tions [7], the adopted meshes were resembling to those of Fig. 3 and had a total
number of degrees of freedom ranging from 1782 to 3402. All the nodes at both
member extremities were restrained. At each node at the midspan, a bidirectional
(along y and z) translational displacement was assigned so that the imposed
deformed shape combined the effects of the aforementioned imposed transverse
displacement and torsional rotation. Concerning the frame models, four
higher-order FB elements were used to model the member, in a total of 190 degrees
of freedom. The boundary conditions corresponding to the previously discussed
case ‘Max. Fixity’ were considered.

Figure 7 summarises the results of the analyses carried out, which are split into
torsional and bending components and compared with the output of classical
approaches. With regards to the latter, it is noted that whilst the second moment of
the cross-sectional area I to compute the bending rigidity (EI)classical is clearly
defined, there are no exact analytical formulations for calculating the sectional
torsion constant J. Approximate solutions have however been found for many
shapes and the expression J � 2:25a4 (a is the side length of a square section) was
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used to estimate the torsional rigidity (GJ)approxim. solution, where G ¼ E= 2 1þ mð Þ½ �
is the shear modulus. In particular, Fig. 7 (a) shows the ratio of the equivalent
torsional rigidity (GJ)equiv.—as derived both for the solid FE mesh and the HOBT—
to the torsional rigidity given by the approximate solution mentioned above
(GJ)approxim. solution, for the considered values of member length L. Similarly,
Fig. 7b shows the ratio of the equivalent bending rigidity (EI)equiv. to the bending
rigidity given by classical beam theory (EI)classical. The equivalent torsional rigidity
is computed as GJð Þequiv:¼ T � L=2ð Þ=h, where T is the torsional moment at each
member extremity, i.e., the reaction along the torsional degree of freedom (for the
HOBT) or the summation of the torsional moments for every joint reaction using
the appropriate lever arm (for the solid FE model). Analogously, the equivalent
bending rigidity is computed as EIð Þequiv:¼ 2� V � L3= 192� Dð Þ, where V is the
reaction shear force, i.e., the reaction along the transverse degree of freedom (for the
HOBT) or the summation of the extremity joint reactions along that same direction
(for the solid FE model).

It is observed that the proposed higher-order theory closely follows the results of
the solid finite element models. Figure 7a shows that the increase in torsional
stiffness associated to the warping restraints provided at the member extremity
sections, which assumes a particular relevance for the shorter members, is accu-
rately simulated. On the other hand, Fig. 7b indicates that, as expected, the con-
tribution of classical flexural beam-type deformations are very small for members

(a) (b)

Fig. 7 a Ratio of the equivalent torsional rigidity (GJ)equiv. to the torsional rigidity given by
available approximate solutions (GJ)approxim. solution; b Ratio of the equivalent flexural rigidity
(EI)equiv. to the flexural rigidity given by classical beam theory (EI)classical

Force-Based Higher-Order 3D Beam Element 123



with a short span; as the shear span increases, so does the relative contribution of
these flexural deformations and, for L = 10 (m), the latter are roughly responsible
for about 90–95 % of the overall deformations.

5 Flexural-Shear-Torsional Interaction: Multiaxial J2
Linear Plasticity

The present section expands the previous case-study [considering L = 10 (m)] to
account for material nonlinear behaviour. Namely, the flexural-shear-torsional
interaction is now assessed in the inelastic range, for the first time using the current
FB higher-order beam element. The following ratios of torsional rotation h to
transversal displacement D at midspan were imposed: h=D ¼ 0:5; 1; 2, as well as
the two bounds corresponding to the imposition of only h and only D respectively.
For this latter loading case, a classical FB Euler-Bernoulli beam theory (EBBT) is
also employed for comparative purposes. It considers inelasticity through a
cross-sectional discretisation by fibres to which one-dimensional nonlinear material
models are assigned. As in the previous Sect. 3, the boundary conditions corre-
sponding to ‘Max. Fixity’ were assigned to the HOBT model while, for the
Euler-Bernoulli beam, the three translational displacements and the three rotations
at each extremity were blocked.

In order to validate the comparison between these beam theories, it should be
possible to relate the distinct material models under specific states of stress and
strain. On the other hand, to ease the interpretation of the results, the latter should
be as simple as possible. Therefore, the following models were employed: (i) a
one-dimensional plastic model with hardening, for the EBBT simulation, whose
behaviour is defined by the Young’s modulus E, the uniaxial yield stress runiaxialy ,
and the strain hardening ratio b ¼ Ep=E (Ep stands for the plastic modulus); (ii) the
multiaxial J2 linear plasticity model described by Auricchio and Taylor [3], for the
HOBT simulation, which is based on linear evolutionary rules for both the plastic
strain and the hardening mechanisms. The parameters that define this model are the
isotropic and kinematic hardening (defined respectively by the parameters Hiso and
Hkin), the initial yield stress in the three-dimensional context ry;0, which relates to

runiaxialy through ry;0 ¼
ffiffiffiffiffiffiffiffi
2=3

p
runiaxialy , the shear modulus G, and the bulk modulus

K. The last two parameters are herein obtained from the Young’s modulus E and the
Poisson’s ratio m.

In the present application, the following material parameters are considered for
the one-dimensional material used in the force-based EBBT element:
runiaxialy ¼ 500� 106 N=m2ð Þ, E = 200�109 (N/m2), and b = 0.01. On the other
hand, the analyses carried out with the proposed force-based HOBT element
employ the following parameters for the multiaxial J2 linear plasticity:
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ry;0 ¼
ffiffiffiffiffiffiffiffi
2=3

p � 500� 106 N=m2ð Þ, E = 200�109 (N/m2), Hkin = 1.34 � 109,
Hiso = 0, and m = 0.3.

For each of the four elements in the mesh, the numerical integration was carried
out with a Gauss-Lobatto scheme with eight integration sections. Geometrical
nonlinear effects are neglected. The cross-sectional area integration was performed
with a grid of 16 � 16 quadrilaterals (along the height � along the width), each one
featuring a total of 4 � 4 Gauss-Lobatto integration points. The midspan loads D
and/or h were applied through a suite of monotonic increments in order to trace the
nonlinear response up to a level where the member is mainly responding plastically.
Figure 8a, b depict the V−D and the T−h curves respectively (where V stands for
the reaction shear force and T for the reaction torsional moment), obtained for the
different loading ratios and beam theories.

The following main comments can be made to the several plots above. Firstly,
the output of the proposed element and the EBBT in Fig. 8a, when subjected to an
imposed midspan transversal displacement D (i.e., without torsion), show a very
close match. Such expected outcome relates to the fact that, due to the long shear
span of the analysed member, flexural deformations—which are appropriately
simulated by the EBBT as well—are predominant. Further, they increase during the
inelastic range of the response, heightening the aforementioned match. On the other
hand, the role of the additional flexibility conferred by the enriched displacement
modes accounted for in the HOBT is also clearly visible during the elastic beha-
vioural phase (i.e., by the slightly lower initial stiffness due to shear deformability).

Secondly, the effects of the flexural-shear-torsional interaction in the inelastic
range are clearly depicted. Figure 8a shows that the maximum member shear
capacity is attained under bending without torsion, and that as the ratio of the
imposed midspan torsional rotation to the transversal displacement at the midspan
h=D increases (for 0.5, 1 and 2 respectively), the shear capacity progressively
reduces. This lowered plateau of maximum shear force capacity is associated with
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Fig. 8 a Reaction shear force vs imposed midspan displacement D, including the results for the
EBBT; b Reaction torsional moment vs imposed midspan torsional rotation h
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the decrease of torsional stiffness with increased imposed torsional rotations,
depicted in Fig. 8b. The same figure also shows that, as expected, the reduction of
torsional stiffness is more pronounced for smaller ratios h=D.

6 Conclusions

The present chapter started by recalling the theoretical framework of a recently
developed higher-order force-based beam element that simulates the
axial-flexural-shear-torsional interaction in three-dimensional frames. The explicit
and direct interaction between three-dimensional shear and normal stresses is
enabled by the considered set of higher-order deformation modes. In particular,
cross-sectional displacement and strain fields are composed of independent and
orthogonal modes, which results in unambiguously defined generalised
cross-sectional stress-resultants and in a minimisation of the coupling between the
equilibrium equations. On the basis of work-equivalency to three-dimensional
continuum theory, dual one-dimensional higher-order equilibrium and compatibil-
ity equations are derived that govern an advanced form of beam equilibrium. The
former are solved by using a force-based formulation, hence inherently avoiding
shear-locking problems and allowing to account for the effects of span loads
accurately. The proposed formulation is developed independently of the assumed
constitutive behaviour (elastic or inelastic).

New numerical applications that capture a number of distinct physical phe-
nomena were then presented. Firstly, the ability of the model in simulating the effect
of different boundary conditions on the response of an axially loaded member under
elastic response was addressed. The comparison against the results of solid finite
element analyses showed the ability of the proposed formulation in adequately
simulating the previous effect in the global response of members with different
lengths, while using a total number of degrees of freedom one to two orders of
magnitude smaller. Additionally, those examples showed that the proposed
higher-order beam theory allows to simulate qualitatively the complex stress dis-
tribution occurring at the sectional level. From the quantitative viewpoint the
matching is acceptable although the stress concentrations cannot be accurately
reproduced, as expected. It is noted that the effects above cannot be simulated by
classical beam theories. Secondly, an application to a case where
flexural-shear-torsional interaction takes place was carried out. The beam perfor-
mance was again assessed by comparison against refined solid finite element
analyses, which confirmed the very good results of the present formulation for a
wide range of member lengths wherein classical beam theory results and approx-
imate numerical solutions are inadequate. Finally, the previous case was extended
to account for inelastic material behaviour. Namely, the response of a relatively
long member subjected to different ratios of imposed torsional rotation to
transversal displacement at midspan was analysed. The current beam element
simulated the progressive reduction of the shear force capacity due to larger
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torsional rotations, as well as the progressive decrease of torsional stiffness in the
inelastic range. Moreover, the response of the member when only bending was
applied closely matches the results of an Euler-Bernoulli force-based fibre beam
approach with an equivalent inelastic uniaxial material model.
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Improved Method for the Calculation
of Plastic Rotation of Moment-Resisting
Framed Structures for Nonlinear Static
and Dynamic Analysis

Kevin K.F. Wong and Matthew S. Speicher

Abstract Given the vast advancements in computing power in the last several
decades, nonlinear dynamic analysis has gained wide acceptance by practicing
engineers as a useful way of assessing and improving the seismic performance of
structures. Nonlinear structural analysis software packages give engineers the
ability to directly model nonlinear component behavior in detail, resulting in
improved understanding of how a building will respond under strong earthquake
shaking. One key component, in particular, for understanding the behavior of
moment-resisting frames is the plastic rotation of the flexural hinges.
Performance-based standards typically use plastic rotation as the primary parameter
for defining the acceptance criteria in moment-resisting frames. Since plastic
rotation is a key parameter in the seismic damage assessment, the concept as well as
the method to calculate this quantity must be understood completely. Though
engineers rely on the plastic rotation output from seismic structural analysis soft-
ware packages to determine acceptable performance, the actual calculation methods
used in achieving such plastic rotation quantities usually lay within a so-called
“black box”. Based on the outputs obtained from most structural analysis software
packages, it can be shown that running an algorithm considering material nonlin-
earity by itself will produce reasonably accurate results. Moreover, separately
running an algorithm considering geometric nonlinearity also can produce accurate
results. However, when material nonlinearity is combined with geometric nonlin-
earity in an analysis, obtaining accurate results or even stable solutions is more
difficult. The coupling effect between the two nonlinearities can significantly affect
the global response and the local plastic rotation obtained from the analysis and
therefore needs to be verified through some analytical means. Yet, the verification
process is difficult because a robust analytical framework for calculating plastic
rotation is currently unavailable and urgently needed. In view of this gap, an
improved analytical approach based on small displacement theory is derived to
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calculate the plastic rotations of plastic hinges at various locations of
moment-resisting frames. Both static and dynamic analysis with nonlinear geo-
metric effects will be incorporated in the derivation. Here the element stiffness
matrices are first rigorously derived using a member with plastic hinges in com-
pression, and therefore the coupling of geometric and material nonlinearity effects is
included from the beginning of the derivation. Additionally, plastic rotation is
handled explicitly by considering this rotation as an additional nonlinear
degree-of-freedom. Numerical simulation is performed to calculate the nonlinear
static and dynamic responses of simple benchmark models subjected to seismic
excitations. Results are compared with various software packages to demonstrate
the feasibility of the proposed method in light of the output results among software
packages in calculating plastic rotations.

1 Introduction

Plastic rotation is one of the most fundamental structural performance metrics for
moment-resisting frames. Current performance-based standards such as ASCE/SEI
41 [1] use plastic rotation as the primary performance measure in the assessment of
flexure components in moment-resisting frames for the life safety and collapse
prevention performance levels. Relatively large lateral displacement is expected to
occur due to the flexibility of moment-resisting frames. Therefore, structural
analysis software packages should possess the capability of handling both material
nonlinearity and geometric nonlinearity in order to provide the needed output used
to gauge acceptable performance.

Geometric nonlinearity causes a reduction in stiffness due to the axial com-
pressive force acting on the entire length in the member, while material nonlinearity
causes a reduction in stiffness concentrated at the plastic hinges of the member.
These two nonlinear phenomena interact with one another in moment-resisting
frames, but this interaction may have not been captured in all of the structural
analysis software packages and algorithms that are currently available today. Yet,
there have been studies concerning moment-resisting frames that involve the use of
geometric nonlinearity with material nonlinearity in dynamic analysis (e.g., [2–6])
where the interaction is not explicitly handled but rather is left up to the software
packages used in the analysis.

When addressing material nonlinearity, the plastic rotation action is often han-
dled through a plastic reduction matrix, which represents the change in stiffness due
to inelastic system behavior. This reduction matrix is derived using principles from
the theory of plasticity and assuming an appropriate yield surface. It is often
combined with the geometric stiffness matrix to account for both material and
geometric nonlinearities and the behavior can then be traced incrementally by
solving simultaneous linear algebraic equations to arrive at a solution. In other
words, many of these seismic analysis software packages use one algorithm for
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performing material nonlinearity analysis and another algorithm for performing
geometric nonlinearity analysis.

Handling material nonlinearity and geometrically nonlinearity independently is
often viewed as the most efficient approach for performing the analysis. It can be
shown that running an algorithm considering material nonlinearity by itself will
produce reasonably accurate results using most structural analysis software pack-
ages. Moreover, separately running an algorithm considering geometric nonlin-
earity also can produce reasonably accurate results. However, when material
nonlinearity is combined with geometric nonlinearity in an analysis, software
packages often neglect the interactions between these nonlinearities, resulting in
limited consistency, reduced accuracy, and solution instability. As a result, plastic
rotation, as the end product of the analysis, can differ significantly based on the
approach taken in the nonlinear algorithm.

One reason for this shortcoming in addressing the nonlinear interaction is
because currently there is no analytical theory that can be used to capture this
interaction exactly. Therefore, a numerical solution is often employed that assumes
the nonlinear interaction is automatically taken into account when both material and
geometric nonlinearities are captured independently and then combined. The results
presented here propose a method to accurately calculate the plastic rotation while
capturing the interaction of material nonlinearity and geometric nonlinearity using
an analytical theory based on basic principles of structural mechanics. Element
stiffness matrices are first derived using a column member with plastic hinges
subjected to axial compression; therefore, both geometric nonlinearity and material
nonlinearity along with their interactions are captured from the beginning of the
formulation. The element stiffness matrices are then assembled in the global stiff-
ness matrices to perform nonlinear static analysis, and the global stiffness matrices
are used in the dynamic equilibrium equations to perform nonlinear dynamic
analysis. Numerical simulations are then performed on a simple moment-resisting
frame. Both global responses such as the displacement and local responses
including plastic rotations are obtained and compared with those obtained from
various structural analysis software packages.

2 Element Stiffness Formulations

The stability theory of using stability functions is used to derive the element
stiffness matrices of framed members with plastic hinges at both ends in a
two-dimensional frame analysis. This theory was first developed for elastic struc-
tures in the 1960s [7–9], but it found limited application because of its complexity
in the closed-form solution as compared to those using either the P−Δ approach
[10] or the geometric stiffness approach [11]. Even with the advance in computing
technology, only one research publication was found in the recent literature on the
analysis of framed structures using stability functions [12]. For structures with
significant lateral deflection, large geometric nonlinearity is expected, and linear or
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second-order approximation of the geometric nonlinearity may not be able to
capture the nonlinear behavior accurately. Therefore, stability functions are rigor-
ously derived in this chapter to include both geometric and material nonlinearities
in the element stiffness formulations.

2.1 Element Stiffness Matrix [ki]

The element stiffness matrix ki for bending relates the displacement at the two ends
of the ith member [commonly labeled as degrees of freedom (DOFs)] with the
forces applied at these DOFs. For moment-resisting frame members, these dis-
placement quantities include the lateral displacement and rotations at the two ends.
This gives 4 DOFs for the bending stiffness of each element in a two-dimensional
plane analysis, and these DOFs are labeled as:

• Case 1—Lateral displacement at the ‘1’ end or ‘near’ end,
• Case 2—Rotation at the ‘1’ end or ‘near’ end,
• Case 3—Lateral displacement at the ‘2’ end or ‘far’ end, and
• Case 4—Rotation at the ‘2’ end or ‘far’ end.

To compute the element stiffness matrix ki, each of the 4 DOFs is displaced
independently by one unit as shown in Fig. 1 while subjected to an axial com-
pressive load P. Here, V1l, M1l, V2l, and M2l represent the required shears and
moments at the two ends of the member to cause the deflection in the prescribed
pattern, and l ¼ 1; . . .; 4 represents the four cases of unit displacement patterns of
member deflection.

Using the classical Bernoulli-Euler beam theory on homogeneous and isotropic
material where the moment is proportional to the curvature and plane sections are
assumed to remain plane, the governing equilibrium equation describing the
deflected shape of the member can be written as

ðEIv00Þ00 þPv00 ¼ 0 ð1Þ
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Fig. 1 Displacement patterns and the corresponding fixed-end forces
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where E is the elastic modulus, I is the moment of inertia, v is the lateral deflection,
P is the axial compressive force of the member, and each prime represents taking
derivatives of the corresponding variable with respect to the x-direction of the
member. By assuming EI is constant along the member, the solution to the
fourth-order ordinary differential equation becomes:

v ¼ A sin kxþB cos kxþCxþD ð2Þ

where k2 ¼ P=EI. Let k ¼ kL to simplify the derivations, where L is the length of
the member. The following four cases of boundary conditions (in reverse order) are
now considered.

Case 4 of Fig. 1: Imposing the boundary conditions vð0Þ ¼ 0, v0ð0Þ ¼ 0,
vðLÞ ¼ 0, and v0ðLÞ ¼ 1 gives

vð0Þ ¼ 0 : BþD ¼ 0 ð3aÞ

v0ð0Þ ¼ 0 : kAþC ¼ 0 ð3bÞ

vðLÞ ¼ 0 : A sin kþB cos kþCLþD ¼ 0 ð3cÞ

v0ðLÞ ¼ 1 : kA cos k� kB sin kþC ¼ 1 ð3dÞ

Solving simultaneously for the constants in Eqs. 3a–3d gives

A ¼ L 1� cos kð Þ
k k sin kþ 2 cos k� 2ð Þ ; B ¼ L sin k� kð Þ

k k sin kþ 2 cos k� 2ð Þ ; C ¼ �kA; D ¼ �B ð4Þ

Therefore, Eq. 2 along with the constants in Eq. 4 gives the deflected shape for
Case 4. The shears (i.e., V14 and V24) and moments (i.e., M14 and M24) at the two
ends of the member (see Fig. 1) are then evaluated using the classical
Bernoulli-Euler beam theory formula:

MðxÞ ¼ EIv00; VðxÞ ¼ EIv000 þPv0 ð5Þ

Now taking derivatives of Eq. 2 and substituting the results into Eq. 5 while
using the constants calculated in Eq. 4, the shears and moments at the two ends for
Case 4 in Fig. 1 are calculated as:

M14 ¼ �EIv00ð0Þ ¼ EIk2B ¼ scEI=L ð6aÞ

V14 ¼ EIv000ð0ÞþPv0ð0Þ ¼ �EIk3AþP� 0 ¼ �sEI=L2 ð6bÞ

M24 ¼ EIv00ðLÞ ¼ �EIk2 A sin kþB cos kð Þ ¼ sEI=L ð6cÞ
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V24 ¼ �EIv000ðLÞ � Pv0ðLÞ ¼ EIk3 A cos k� B sin kð Þ � P� 1 ¼ ��sEI=L2 ð6dÞ

where

s ¼ k sin k� k cos kð Þ
2� 2 cos k� k sin k

; c ¼ k� sin k
sin k� k cos k

;

�s ¼ sþ sc ¼ k2 1� cos kð Þ
2� 2 cos k� k sin k

ð7Þ

The minus signs appear in front of the equations for M14 in Eq. 6a and V24 in
Eq. 6d because there is a difference in sign convention between the classical
Bernoulli-Euler beam theory and the theory for the stiffness method in structural
analysis.

Case 3 of Fig. 1: Imposing the boundary conditions vð0Þ ¼ 0, v0ð0Þ ¼ 0,
vðLÞ ¼ 1, and v0ðLÞ ¼ 0 gives

vð0Þ ¼ 0 : BþD ¼ 0 ð8aÞ

v0ð0Þ ¼ 0 : kAþC ¼ 0 ð8bÞ

vðLÞ ¼ 1 : A sin kþB cos kþCLþD ¼ 1 ð8cÞ

v0ðLÞ ¼ 0 : kA cos k� kB sin kþC ¼ 0 ð8dÞ

Solving simultaneously for the constants in Eqs. 8a–8d gives

A ¼ � sin k
k sin kþ 2 cos k� 2

; B ¼ 1� cos k
k sin kþ 2 cos k� 2

; C ¼ �kA;
D ¼ �B

ð9Þ

Therefore, Eq. 2 along with the constants in Eq. 9 gives the deflected shape for
Case 3. Now taking derivatives of Eq. 2 and substituting the results into Eq. 5
while using the constants calculated in Eq. 9, the shears and moments at the two
ends for Case 3 in Fig. 1 are calculated as:

M13 ¼ �EIv00ð0Þ ¼ EIk2B ¼ ��sEI=L2 ð10aÞ

V13 ¼ EIv000ð0ÞþPv0ð0Þ ¼ �EIk3AþP� 0 ¼ �s0EI=L3 ð10bÞ

M23 ¼ EIv00ðLÞ ¼ �EIk2 A sin kþB cos kð Þ ¼ ��sEI=L2 ð10cÞ

V23 ¼ �EIv000ðLÞ � Pv0ðLÞ ¼ EIk3 A cos k� B sin kð Þ � P� 0 ¼ s0EI=L3 ð10dÞ
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where

s0 ¼ 2�s� k2 ¼ k3 sin k
2� 2 cos k� k sin k

ð11Þ

and �s is given in Eq. 7.
Case 2 of Fig. 1: Imposing the boundary conditions vð0Þ ¼ 0, v0ð0Þ ¼ 1,

vðLÞ ¼ 0, and v0ðLÞ ¼ 0 gives

vð0Þ ¼ 0 : BþD ¼ 0 ð12aÞ

v0ð0Þ ¼ 1 : kAþC ¼ 1 ð12bÞ

vðLÞ ¼ 0 : A sin kþB cos kþCLþD ¼ 0 ð12cÞ

v0ðLÞ ¼ 0 : kA cos k� kB sin kþC ¼ 0 ð12dÞ

Solving simultaneously for the constants in Eqs. 12a–12d gives

A ¼ L k sin kþ cos k� 1ð Þ
k k sin kþ 2 cos k� 2ð Þ ; B ¼ L k cos k� sin kð Þ

k k sin kþ 2 cos k� 2ð Þ ; C ¼ 1� kA;

D ¼ �B
ð13Þ

Therefore, Eq. 2 along with the constants in Eq. 13 gives the deflected shape for
Case 2. Now taking derivatives of Eq. 2 and substituting the results into Eq. 5
while using the constants calculated in Eq. 13, the shears and moments at the two
ends for Case 2 in Fig. 1 are calculated as:

M12 ¼ �EIv00ð0Þ ¼ EIk2B ¼ sEI=L ð14aÞ

V12 ¼ EIv000ð0ÞþPv0ð0Þ ¼ �EIk3AþP� 1 ¼ �sEI=L2 ð14bÞ

M22 ¼ EIv00ðLÞ ¼ �EIk2 A sin kþB cos kð Þ ¼ scEI=L ð14cÞ

V22 ¼ �EIv000ðLÞ � Pv0ðLÞ ¼ EIk3 A cos k� B sin kð Þ � P� 0 ¼ ��sEI=L2 ð14dÞ

where s, c, and �s are given in Eq. 7.
Case 1 of Fig. 1: Finally, imposing the boundary conditions vð0Þ ¼ 1,

v0ð0Þ ¼ 0, vðLÞ ¼ 0, and v0ðLÞ ¼ 0 gives

vð0Þ ¼ 1 : BþD ¼ 1 ð15aÞ

v0ð0Þ ¼ 0 : kAþC ¼ 0 ð15bÞ
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vðLÞ ¼ 0 : A sin kþB cos kþCLþD ¼ 0 ð15cÞ

v0ðLÞ ¼ 0 : kA cos k� kB sin kþC ¼ 0 ð15dÞ

Solving simultaneously for the constants in Eqs. 15a–15d gives

A ¼ sin k
k sin kþ 2 cos k� 2

; B ¼ cos k� 1
k sin kþ 2 cos k� 2

; C ¼ �kA;
D ¼ 1� B

ð16Þ

Therefore, Eq. 2 along with the constants in Eq. 16 gives the deflected shape for
Case 1. Now taking derivatives of Eq. 2 and substituting the results into Eq. 5
while using the constants calculated in Eq. 16, the shears and moments at the two
ends for Case 1 in Fig. 1 are calculated as:

M11 ¼ �EIv00ð0Þ ¼ EIk2B ¼ �sEI=L2 ð17aÞ

V11 ¼ EIv000ð0ÞþPv0ð0Þ ¼ �EIk3AþP� 0 ¼ s0EI=L3 ð17bÞ

M21 ¼ EIv00ðLÞ ¼ �EIk2 A sin kþB cos kð Þ ¼ �sEI=L2 ð17cÞ

V21 ¼ �EIv000ðLÞ � Pv0ðLÞ ¼ EIk3 A cos k� B sin kð Þ � P� 0 ¼ �s0EI=L3
ð17dÞ

where �s is given in Eq. 7 and s0 is given in Eq. 11.
In summary, based on Eqs. 6a–6d, 10a–10d, 14a–14d, and 17a–17d for the

above four cases, the element stiffness matrix of the ith member ki after incorpo-
rating axial compressive force using stability functions becomes:

ki ¼ EI
L3

s0 �sL �s0 �sL
�sL sL2 ��sL scL2

�s0 ��sL s0 ��sL
�sL scL2 ��sL sL2

2
664

3
775
 vð0Þ
 v0ð0Þ
 vðLÞ
 v0ðLÞ

ð18Þ

2.2 Element Stiffness Matrix [k0i]

The element stiffness matrix k0i relates the plastic rotations at the plastic hinge
locations (PHLs) of the ith member with the restoring forces applied at the DOFs.
Two plastic hinges typically occur at the two ends of the member, and they are
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labeled as ‘a’ for plastic hinge at the ‘near’ end (or ‘1’ end) and ‘b’ for plastic hinge
at the ‘far’ end (or ‘2’ end) as shown in Fig. 2. To compute the element stiffness
matrix k0i, a unit plastic rotation at each PHL can be independently applied to the
member and then determine the shear and moment at each of the two ends.
However, this is a difficult process because imposing a unit plastic rotation requires
the discontinuity of v0ðxÞ to be addressed. To avoid this problem, the k0Ti matrix is
constructed instead. The k0Ti matrix relates the lateral displacements and rotations at
the two ends of the member (i.e., the four cases of unit displacements at each DOF)
with the moments at the PHLs (i.e., Mal and Mbl, l ¼ 1; . . .; 4).

Consider the four cases of unit displacements of the member independently as
shown in Fig. 2, where the moment at the plastic hinges ‘a’ and ‘b’ (i.e.,Mal andMbl,
l ¼ 1; . . .; 4) represent the desired quantities. Note that the moments at the two ends
of the member (i.e.,M1l andM2l, l ¼ 1; . . .; 4) have already been calculated using the
unit displacement patterns in Fig. 1 and summarized in the second and fourth rows
of the element stiffness matrix ki given in Eq. 18. Therefore, based on Fig. 2, the
moments Mal and Mbl at the two plastic hinges for each of the four cases become:

Case 1 of Fig. 2: Imposing the boundary conditions vð0Þ ¼ 1, v0ð0Þ ¼ 0,
vðLÞ ¼ 0, and v0ðLÞ ¼ 0 gives

Ma1 ¼ M11 ¼ �sEI=L2; Mb1 ¼ M21 ¼ �sEI=L2 ð19Þ

Case 2 of Fig. 2: Imposing the boundary conditions vð0Þ ¼ 0, v0ð0Þ ¼ 1,
vðLÞ ¼ 0, and v0ðLÞ ¼ 0 gives

Ma2 ¼ M12 ¼ sEI=L; Mb2 ¼ M22 ¼ scEI=L ð20Þ

Case 3 of Fig. 2: Imposing the boundary conditions vð0Þ ¼ 0, v0ð0Þ ¼ 0,
vðLÞ ¼ 1, and v0ðLÞ ¼ 0 gives

Ma3 ¼ M13 ¼ ��sEI=L2; Mb3 ¼ M23 ¼ ��sEI=L2 ð21Þ

θ=1

P P x

y
EI

θ=1

P P x

y

EI

v=1

P

P x

y

EI

v=1P

P

x

y
EI

Case 2

Case 4

Case 1

Case 3

Ma1

Mb1

Ma3 Ma4

Ma2

Mb3

Mb2

Mb4

M12

M22

M14

M24

M11

M21

M13

M23

Fig. 2 Displacement patterns for computation of moments at the plastic hinge locations
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Case 4 of Fig. 2: Finally, imposing the boundary conditions vð0Þ ¼ 0,
v0ð0Þ ¼ 0, vðLÞ ¼ 0, and v0ðLÞ ¼ 1 gives

Ma4 ¼ M14 ¼ scEI=L; Mb4 ¼ M24 ¼ sEI=L ð22Þ

Therefore, from Eqs. 19 to 22, the transpose of stiffness matrix k0i for the ith
member becomes

k0Ti ¼ �sEI=L2 sEI=L ��sEI=L2 scEI=L
�sEI=L2 scEI=L ��sEI=L2 sEI=L

� �  h00a
 h00b

ð23Þ

Once the k0Ti matrix in Eq. 23 is derived, the k0i matrix can be written as:

k0i ¼
Ma1 Mb1

Ma2 Mb2

Ma3 Mb3

Ma4 Mb4

2
664

3
775 ¼

�sEI=L2 �sEI=L2

sEI=L scEI=L
��sEI=L2 ��sEI=L2
scEI=L sEI=L

2
664

3
775
 vð0Þ
 v0ð0Þ
 vðLÞ
 v0ðLÞ

ð24Þ

2.3 Element Stiffness Matrix [k00i ]

The element stiffness matrix k00i relates the moments at the PHLs ‘a’ and ‘b’ with a
corresponding unit plastic rotation at each of these PHLs of the ith member. To
determine the k00i matrix, the goal is to compute the plastic hinge moments Maa,
Mab, Mba, and Mbb as shown in Fig. 3.

The moments computed in the process of determining the 4� 2 k0i matrix shown
in Eq. 24 can be used to calculate the element stiffness matrix k00i . For example, the
first column of the k0i matrix in Eq. 24 represents the shears (Vnear ¼ Ma1 ¼ �sEI=L2

and Vfar ¼ Ma3 ¼ ��sEI=L2) and moments (Ma2 ¼ sEI=L and Ma4 ¼ scEI=L) at the
two ends of the member due to a unit plastic rotation at PHL ‘a’, as shown in Fig. 3.
Similarly, the second column of the k0i matrix in Eq. 24 represents the shears
(Vnear ¼ Mb1 ¼ �sEI=L2 and Vfar ¼ Mb3 ¼ ��sEI=L2) and moments (Mb2 ¼ scEI=L
and Mb4 ¼ sEI=L) at the two ends of the member due to a unit plastic rotation at
PHL ‘b’, as shown in Fig. 3. Then the plastic hinge moments Maa, Mab, Mba, and
Mbb at the PHLs for each of the two cases (i.e., ‘a’ and ‘b’) can be evaluated as:

Case ‘a’ of Fig. 3: Imposing a unit plastic rotation h00a ¼ 1 and h00b ¼ 0 gives

θ”=1

P P x

y
EI

P P x

y

EICase a

Case b
Mab

Maa

Mba Mbb

a

θ”=1b

Ma4

Ma2 Mb2

Mb4

Ma3Ma1 Mb1 Mb3

Fig. 3 Displacement patterns for computation of moments due to unit plastic rotations
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Maa ¼ Ma2 ¼ sEI=L; Mba ¼ Ma4 ¼ scEI=L ð25Þ

Case ‘b’ of Fig. 3: Imposing a unit plastic rotation h00a ¼ 0 and h00b ¼ 1 gives

Mab ¼ Mb2 ¼ scEI=L; Mbb ¼ Mb4 ¼ sEI=L ð26Þ

Therefore, from Eqs. 25 and 26, the element stiffness matrix k00i for the ith
member becomes

k00i ¼
sEI=L scEI=L
scEI=L sEI=L

� �  h00a
 h00b

ð27Þ

3 Global Stiffness Matrices

By using the element stiffness matrices computed in Eqs. 18, 24, and 27, the
assembly of these matrices into the global stiffness matrices K, K0, and K00 is a
straightforward procedure; many textbooks (e.g., [11, 13, 14]) have discussed this
procedure in great detail. The procedure is to map each DOFs and PHLs of the
element stiffness matrices to the corresponding DOFs and PHLs of the global
stiffness matrices. Consider a framed structure having a total of n DOFs and
m PHLs, the resulting global stiffness matrices can then be obtained and are often
written in the form:

K ¼ Collection of ki

2
4

3
5
n�n

 DOF #1
..
.

 DOF #n

ð28aÞ

K0 ¼ Collection of k0i

2
4

3
5
n�m

 DOF #1
..
.

 DOF #n

ð28bÞ

K00 ¼ Collection of K00i

2
4

3
5
m�m

 PHL #1
..
.

 PHL #m

ð28cÞ

However, consistencies of the global stiffness matrices depend on the consis-
tencies of the element stiffness matrices, and therefore it is worth spending the effort
to investigate the properties of the element stiffness matrix ki computed in Eq. 18
and its relationship with the global stiffness matrix K in Eq. (28a).
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The element stiffness matrix ki is obtained by solving the fourth order differ-
ential equation, and therefore it is the exact solution based on small displacement
theory. It is a nonlinear relationship with sine and cosine functions of the axial
compressive force P, and it is capable of capturing both large P−Δ (i.e., geometric
nonlinearity due to sidesway of the member) and small P−d (i.e., geometric non-
linearity due to local deformation of the member) effects. One can perform Taylor
series expansion of Eq. 18 with respect to P and then truncating the higher-order
terms. Doing so gives

kiðGSÞ ¼ EI
L3

12 6L �12 6L
6L 4L2 �6L 2L2

�12 �6L 12 �6L
6L 2L2 �6L 4L2

2
664

3
775þ P

L

�6=5 �L=10 6=5 �L=10
�L=10 �2L2=15 L=10 L2=30
6=5 L=10 �6=5 L=10
�L=10 L2=30 L=10 �2L2=15

2
664

3
775
ð29Þ

where kiðGSÞ is commonly known as the second-order geometric stiffness of the
member, with the first term representing the initial elastic stiffness matrix and the
second term representing the geometric stiffness matrix. Since kiðGSÞ is obtained by
Taylor series expansion, both large P−Δ and small P−d effects are also captured in
this formulation.

Further simplification of Eq. 29 can be performed by ignoring the small P−d
effect, and the resulting element stiffness matrix becomes

kiðPDÞ ¼
EI
L3

12 6L �12 6L
6L 4L2 �6L 2L2

�12 �6L 12 �6L
6L 2L2 �6L 4L2

2
664

3
775þ P

L

�1 0 1 0
0 0 0 0
1 0 �1 0
0 0 0 0

2
664

3
775 ð30Þ

where kiðPDÞ is here known as the P−Δ stiffness of the member. While geometric
nonlinearity due to sidesway can be captured using kiðPDÞ in Eq. 30, the magnifi-
cation of response due to local deformation with an axial compressive force is
totally ignored in one element model. But the P−d effect of local deformation can
be captured using several element P−Δ stiffnesses by subdividing the member into
several elements in the model. The following example presents a simple illustration
on the improvement of accuracy of P−Δ stiffness by subdividing a member into
three elements. It also illustrates the consistencies of using stability functions in the
formulation and the lack of consistencies in other element stiffness formulations.

Consider a member of length 3L with elastic modulus E and moment of inertia
I subjected to an axial compressive force P ¼ 0:3� EI=L2 as shown in Fig. 4. No
boundary condition needs to be applied to the member because only the element
stiffness matrix is considered. Following Eqs. 18, 29, and 30, different forms of
element stiffness matrices ki using one long element with length 3L in the model
with DOFs #1 to #4 can be written as
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kiðSFÞ ¼ EI
L3

0:32405 0:63607L �0:32405 0:63607L
0:63607L 1:20883L2 �0:63607L 0:69938L2

�0:32405 �0:63607L 0:32405 �0:63607L
0:63607L 0:69938L2 �0:63607L 1:20883L2

2
664

3
775
 DOF#1
 DOF#2
 DOF#3
 DOF#4

ð31aÞ

kiðGSÞ ¼ EI
L3

0:32444 0:63667L �0:32444 0:63667L
0:63667L 1:21333L2 �0:63667L 0:69667L2

�0:32444 �0:63667L 0:32444 �0:63667L
0:63667L 0:69667L2 �0:63667L 1:21333L2

2
664

3
775
 DOF#1
 DOF#2
 DOF#3
 DOF#4

ð31bÞ

kiðPDÞ ¼ EI
L3

0:34444 0:66667L �0:34444 0:66667L
0:66667L 1:33333L2 �0:66667L 0:66667L2

�0:34444 �0:66667L 0:34444 �0:66667L
0:66667L 0:66667L2 �0:66667L 1:33333L2

2
664

3
775
 DOF#1
 DOF#2
 DOF#3
 DOF#4

ð31cÞ

where kiðSFÞ is the same as ki in Eq. 18 but with the subscript ‘SF’ added to denote
that it is computed using the stability function method.

Now assume that the same member is subdivided into three elements of equal
lengths L. The element stiffness matrices ki with geometric nonlinearity for each of
the three members are formulated, then by assembling each term into the global
stiffness matrices according to DOFs #1 to #8 as labeled in Fig. 4, the final global
stiffness matrices KSF , KGS, and KPD can be written as

ð32aÞ

P PEI EI EI

L L L

1 35 7

2 46 8

Fig. 4 Member subdivided into three elements
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ð32bÞ

ð32cÞ

where KSF , KGS, and KPD are the global stiffness matrices computed using the
stability function method, geometric stiffness method, and P−Δ stiffness method,
respectively.

Static condensation is now used to eliminate DOFs #5 to #8 from the global
stiffness matrices in Eqs. 32a–32c based on the equation

ð33Þ

where K11, K12, K21, and K22 are submatrices partitioned according to the dotted
lines of those full stiffness matrices shown in Eqs. 32a–32c and 33, and K repre-
sents the condensed global stiffness matrix. It can be seen that each of these sub-
matrices is a 4� 4 matrix, with subscript ‘2’ denoting DOFs #5 to #8 to be
eliminated and subscript ‘1’ denoting DOFs #1 to #4 to remain after condensation.
Now substituting these submatrices presented in Eqs. 32a–32c into Eq. 33 and
performing the matrix multiplications gives

KSF ¼ EI
L3

0:32405 0:63607L �0:32405 0:63607L
0:63607L 1:20883L2 �0:63607L 0:69938L2

�0:32405 �0:63607L 0:32405 �0:63607L
0:63607L 0:69938L2 �0:63607L 1:20883L2

2
664

3
775
 DOF#1
 DOF#2
 DOF#3
 DOF#4

ð34aÞ

142 K.K.F. Wong and M.S. Speicher



KGS ¼ EI
L3

0:32410 0:63615L �0:32410 0:63615L
0:63615L 1:20899L2 �0:63615L 0:69945L2

�0:32410 �0:63615L 0:32410 �0:63615L
0:63615L 0:69945L2 �0:63615L 1:20899L2

2
664

3
775
 DOF#1
 DOF#2
 DOF#3
 DOF#4

ð34bÞ

KPD ¼ EI
L3

0:33429 0:65143L �0:33429 0:65143L
0:65143L 1:24030L2 �0:65143L 0:71399L2

�0:33429 �0:65143L 0:33429 �0:65143L
0:65143L 0:71399L2 �0:65143L 1:24030L2

2
664

3
775
 DOF#1
 DOF#2
 DOF#3
 DOF#4

ð34cÞ

Comparing the stiffness matrices in Eqs. 31a–31c using one-element formulation
with those in Eqs. 34a–34c using three-element formulation shows that only the
stability functions approach gives exactly the same stiffness matrix regardless of
whether one long element is used or three subdivided elements are used (i.e.,
kiðSFÞ ¼ KSF , but kiðGSÞ � KGS and kiðPDÞ 6¼ KPD). This indicates that while all
three geometric nonlinearity approaches address large P−Δ appropriately, only the
stability functions approach consistently captures the small P−d effect. Note that the
difference between kiðPDÞ in Eq. 31c and kiðSFÞ in Eq. 31a is quite significant, but
the difference becomes smaller when KPD in Eq. 34c is compared to KSF in
Eq. 34a. This indicates that capturing small P−d effect using the P−Δ stiffness
matrix is possible by subdividing the member into several elements, but it also
indicates that subdividing into three elements at an axial compressive force of
P ¼ 0:3� EI=L2 is insufficient to capture the small P−d effect using the P−Δ
stiffness matrix only.

4 Nonlinear Static Analysis of Framed Structures

Once the global stiffness matrices K, K0, and K00 in Eqs. 28a–28c are assembled
from the element stiffness matrices ki, k0i, and k00i in Eqs. 18, 24, and 27, respec-
tively, they can be used to perform static analysis of moment-resisting framed
structures with both geometric and material nonlinearities. For the structure mod-
eled as a multi-degree of freedom (MDOF) system, the derivation of the analysis
procedure begins with the concept of inelastic displacements. Considering a
structure having n DOFs, the displacement can be written in vector form as

x ¼ x0 þ x00 ¼
x01
x02
..
.

x0n

8>>><
>>>:

9>>>=
>>>;
þ

x001
x002
..
.

x00n

8>>><
>>>:

9>>>=
>>>;

ð35Þ
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where x represents the total displacement vector, x0 is the elastic displacement
vector, and x00 is the inelastic displacement vector. For moment-resisting framed
structures, let the total moment vector M at the plastic hinge locations (PHLs) be
described in vector form as

M ¼ M0 þM00 ¼
M01
M02
..
.

M0m

8>>><
>>>:

9>>>=
>>>;
þ

M001
M002
..
.

M00m

8>>><
>>>:

9>>>=
>>>;

ð36Þ

where M0 is the elastic moment vector due to elastic displacement x0, and M00 is the
inelastic moment vector due to inelastic displacement x00 that is caused by plastic
rotations. The value m represents the total number of PHLs in the moment-resisting
frame.

4.1 Residual Components Due to Plastic Rotations

Consider first the inelastic moment vector M00 that is caused by plastic rotations in
the moment-resisting frame. Define the plastic rotation vector H00 as

H00 ¼
h001
h002
..
.

h00m

8>>><
>>>:

9>>>=
>>>;

ð37Þ

An example of having plastic rotations developed at two PHLs of the ith member
is shown in Fig. 5a. This state of the structure can never exist because this member
violates either the compatibility or the equilibrium condition with the adjacent
joints. Without any force applied to this member, it should remain straight, yet the
plastic rotations induce incompatibility with the adjacent joints that have no rota-
tion. On the other hand, if the member is deformed in a compatible way with the
adjacent joint, forces must be applied to this member resulting in violation of the
equilibrium condition of the joint. To ensure the member deforms in a compatible
way with the rest of the structure while satisfying the equilibrium condition, this
member with plastic rotations H00 is first isolated from the structure and restoring
forces are applied to restore this member back to the original undeformed shape, as
shown in Fig. 5b. This induces internal restoring forces FRF and the fixed-end
shears and moments on the member. At the global degree of freedom level, the
restoring force is an n� 1 vector of the form:
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FRF ¼
FRF1

FRF2

..

.

FRFn

8>><
>>:

9>>=
>>; ¼ �K

0H00 ð38Þ

where K0 is the n� m assembled global stiffness matrix defined in Eq. 28b. In
addition to the restoring forces FRF that are applied at the global DOFs, plastic
rotations H00 induce residual moments MR at the PHLs as shown in Fig. 5b. At the
local PHL, the residual moment is an m� 1 vector in the form:

MR ¼
MR;1

MR;2

..

.

MR;m

8>>><
>>>:

9>>>=
>>>;
¼ �K00H00 ð39Þ

where K00 is the m� m global stiffness matrix defined in Eq. 28c. The minus signs
appear in Eqs. 38 and 39 because negative actions must be applied in order to rotate
a positive plastic rotation back to zero, which results in negative restoring forces
and negative residual moments.

Now the member is assembled back into the structure and the deformation of this
ith member is compatible with the rest of the structure. However, the restoring
forces FRF as shown in Fig. 5b are actually not present globally as shown in
Fig. 5a, and as a result equal and opposite forces Fa ¼ �FRF must be applied to the
structure’s DOFs to cancel these restoring forces, as shown in Fig. 5c. Substituting
Eq. 38 into the equation gives

Fa ¼ �FRF ¼ K0H00 ð40Þ

Applying the equivalent forces Fa results in a permanent deformation of the
structure, which is exactly the inelastic displacement x00. The relationship can be
obtained through conducting the matrix structural analysis for MDOF systems as:

(a)
(b)

(c)
MR

FRF

Fai

Fig. 5 Satisfying compatibility and equilibrium conditions in nonlinear static analysis

Improved Method for the Calculation of Plastic Rotation … 145



Fa ¼ Kx00 ð41Þ

where K is the n� n global stiffness matrix defined in Eq. 28a. Through this pro-
cess, the structure remains in equilibrium in addition to being compatible. Equating
Fa in both Eqs. 40 and 41 and solving for the inelastic displacements x00 gives

x00 ¼ K�1K0H00 ð42Þ

Due to the induced equivalent forces Fa, which produce inelastic displacements
x00 in the structure, additional moments are also induced at the PHLs. Denoting this
induced moment vector as MP, it is related to the inelastic displacement x00 by the
equation

MP ¼ K0Tx00 ð43Þ

where K0T is the transpose of the K0 matrix in Eq. 28b. Then substituting Eq. 42
into Eq. 43 gives

MP ¼ K0TK�1K0H00 ð44Þ

Finally, the inelastic moment vector M00 at the PHLs in Fig. 5a is determined by
summing the residual moments MR at the PHLs shown in Fig. 5b and the induced
moments MP shown in Fig. 5c, i.e.,

M00 ¼ MRþMP ð45Þ

Substituting Eqs. 39 and 44 into Eq. 45 gives the equation for inelastic moments
M00 as a function of plastic rotations H00:

M00 ¼ � K00 �K0TK�1K0
� �

H00 ð46Þ

Equations 42 and 46 represent the inelastic displacement and inelastic moment
vectors due to the plastic rotations within the structure with no externally applied
force. This can be interpreted as the case when an earthquake causes plastic rota-
tions within the structure, then the inelastic displacements represent the permanent
deformation (or sometimes known as the residual drift) of the structure and inelastic
moments represent the forces remaining in the members after the earthquake motion
subsides.

4.2 Elastic Components Due to Elastic Displacements

Now consider the relationship between the elastic moments M0 and the elastic
displacements x0 due to the external applied static load Fo. Similar to Eq. 41 where
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the inelastic displacements x00 are due to the application of the induced equivalent
loads Fa, the elastic displacements x0 of the structure are the result of applying the
external static loads Fo. Again by using the matrix structural analysis for
multi-degree of freedom systems, the external static loads Fo are related to the
elastic displacements x0 through the n� n global stiffness matrix K, i.e.,

Fo ¼ Kx0 ð47Þ

Similarly from Eq. 43, where the induced moments MP are related to the
inelastic displacements x00 due to the application of the induced equivalent load Fa,
the elastic moments M0 are related to the elastic displacements x0 through the K0T

matrix, i.e.,

M0 ¼ K0Tx0 ð48Þ

4.3 Analysis Procedure Using Total Responses

Once the elastic and inelastic portions of the structures are characterized, the
objective now is to apply Eqs. 35 and 36 and represent the analytical procedure
using the total displacements x, total moments M, plastic rotation H00, and the
external applied static load Fo. Equation 35 is first considered by solving for the
elastic displacements x0, i.e., x0 ¼ x� x00, and substituting this result into Eqs. 47
and 48 gives

Fo ¼ K x� x00½ �; M0 ¼ K0T x� x00½ � ð49Þ

Then substituting the inelastic displacements x00 in Eq. 42 into Eq. 49 gives

Fo ¼ K x�K�1K0H00
� �

; M0 ¼ K0T x�K�1K0H00
� � ð50Þ

Simplifying the first equation of Eq. 50 gives

Fo ¼ Kx�K0H00 ð51Þ

Now based on Eq. 36, the total moment vector M at all the PHLs is calculated
by substituting the elastic moments M0 in Eq. 50 and the inelastic moments M00 in
Eq. 46 in the equation. Doing so gives

M ¼ M0 þM00 ¼ K0T x�K�1K0H00
� �� K00 �K0TK�1K0

� �
H00 ¼ K0Tx�K00H00

ð52Þ
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Combining Eqs. 51 and 52 gives the governing equation of the analysis pro-
cedure for solving nonlinear static problems:

ð53Þ

Equation 53 shows both the n� 1 total displacement vector x (n unknowns for
the DOFs) and the m� 1 plastic rotation vector H00 (m unknowns for the PHLs)
make up the unknown vector that is typically required to be solved in the nonlinear
structural analysis problem. However, because material nonlinearity is involved in
this equation, the solution requires performing an iterative procedure. To illustrate
this iterative procedure, the goal is to solve for the unknowns x, H00, and M for any
applied static force pattern Fo. This adds up to a total of nþ 2m unknowns, and
therefore the solution requires nþ 2m equations provided as follows:

• Equation 53 by itself gives nþm independent equations that satisfy both global
equilibrium and compatibility conditions.

• Each plastic hinge contains its own moment versus plastic rotation relationship,
which gives additional m equations that follows the local hysteretic behavior of
the plastic hinges.

Using these nþ 2m equations, the nþ 2m unknowns (i.e., x, H00, and M) in
Eq. 53 can be solved uniquely. Once these unknowns are calculated, the inelastic
displacements x00 can be determined using Eq. 42. This completes the calculations
for the nonlinear static analysis.

4.4 Implementation of the Analysis Procedure with Updates
to Geometric Nonlinearity

The following example is used to illustrate the procedure for statically analyzing
moment-resisting framed structure with geometric and material nonlinearities.
Consider a one-story one-bay moment-resisting steel frame shown in Fig. 6.
Assume that axial deformation is ignored for all three members, this results in a
system with 3 DOFs n ¼ 3ð Þ and 6 PHLs m ¼ 6ð Þ as labeled in the figure. Also
assume that a lateral force of Fo is applied at x1. This gives F1 ¼ Fo and
F2 ¼ F3 ¼ 0, and therefore

Fo ¼
F1

F2

F3

8<
:

9=
; ¼

Fo

0
0

8<
:

9=
; ð54Þ

Let the gravity load on the frame be P ¼ 890 kN and the lengths of the members
be Lb ¼ 6:10 m and Lc ¼ 4:27 m. For W14 � 82 columns, the cross-sectional area
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is Ac ¼ 15; 500 mm2, the moment of inertia is Ic ¼ 3:67� 108 mm4, and the
plastic section modulus is Zc ¼ 2; 278; 000 mm3. For the W21 � 44 beam, the
moment of inertia is Ib ¼ 3:47� 108 mm4, and the plastic section modulus is
Zb ¼ 1; 876; 000 mm3, while the cross-sectional area of the beam is not used in the
calculation. A elastic modulus of E ¼ 200 GPa and a yield stress of fY ¼ 248 MPa
for steel are used.

Since the axial force in Member 1 (denoted as P1) will be different from that of
Member 2 (denoted as P2) due to overturning induced by the lateral applied force
Fo, the resulting stability coefficients will be different as well. The axial force in
Member 3 is assumed to be negligible (i.e., P3 � 0) due to the presence of slab.
Therefore, let

k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P1=EIc

p
� Lc; k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2=EIc

p
� Lc ð55Þ

It follows that the global stiffness matrices for this one-story frame become:

K ¼
s01EIc=L

3
c þ s02EI=L

3
c �s1EIc=L2c �s2EIc=L2c

�s1EIc=L2c s1EIc=Lcþ 4EIb=Lb 2EIb=Lb
�s2EIc=L2c 2EIb=Lb s2EIc=Lcþ 4EIb=Lb

2
4

3
5  x1
 x2
 x3

ð56aÞ

ð56bÞ

ð56cÞ

3

1 2

PHL #1

#2

#3

#4
#5 #6 x1

x2

x3

P P

Fo

W
14

x8
2

W21x44

W
14

x8
2

Lc

Lb

Slab
Fig. 6 One-story one-bay
moment-resisting steel frame
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where s1, c1, �s1, and s01 are the stability coefficients of Member 1 as functions of k1
and P1, and s2, c2, �s2, and s02 are the stability coefficients of Member 2 as functions
of k2 and P2. Then Eq. 53 becomes

ð57Þ

The yielding characteristics of each plastic hinge must also be defined. Assume
the material exhibits elastic-plastic behavior, and an elliptical yield surface is used
with the interaction between axial force and moment of the column and beam
members following the relationships:

Columns :
Pk

fYAc

	 
2

þ Mk

fYZc

	 
2

� 1; k ¼ 1; . . .; 4 ð58aÞ

Beam :
Mk

fYZb

����
����� 1; k ¼ 5; 6 ð58bÞ

Following Eqs. 58a, 58b, this gives the moment versus plastic rotation rela-
tionships for the 6 PHLs as

if
Mk �MYc;k

Mk [MYc;k

�
; then

h00k ¼ 0
Mk ¼ MYc;k

�
i ¼ 1; 2; 3; 4 ð59aÞ

if
Mi� fYZb
Mi [ fYZb

�
; then

h00i ¼ 0
Mi ¼ fYZb

�
i ¼ 5; 6 ð59bÞ

where MYc;k is the moment capacity of the kth column plastic hinge computed based
on a specified axial compressive force and the yield surface equation given in
Eq. 58a.

To demonstrate the nonlinear static analysis procedure using the currently pro-
posed improved method, a pushover curve is now constructed for the frame by
taking the following steps.

Step U1: The frame is initially assumed to respond in the linearly elastic range
i.e., h001 ¼ h002 ¼ h003 ¼ h004 ¼ h005 ¼ h006 ¼ 0. At an applied force of Fo ¼ 414:8 kN and
P1 ¼ P2 ¼ 890 kN, extracting the first three equations of Eq. 57 gives
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22145 24069 24069
24069 114253 23017
24069 23017 114253

2
4

3
5 x1

x2
x3

8<
:

9=
; ¼

414:8
0
0

8<
:

9=
; ð60Þ

Solving for the displacements at the DOFs gives

x1 ¼ 0:0303m, x2 ¼ x3 ¼ �0:00531 rad ð61Þ

Then substituting the results in Eq. 61 back into the last six equations of Eq. 57
gives the moments

M1

M2

M3

M4

M5

M6

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
¼

24069 34491 0
24069 68219 0
24069 0 34491
24069 0 68219

0 46034 23017
0 23017 46034

2
6666664

3
7777775

0:0303
�0:00531
�0:00531

8<
:

9=
; ¼

545:5
366:5
545:5
366:5
�366:5
�366:5

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ð62Þ

Based on the setup of the frame as shown in Fig. 5, the column axial forces are
determined by computing the shear forces at the two ends of the beam member by
using equilibrium of the beam and directly transfer to the columns, i.e.,

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �366:5� 366:5ð Þ=6:10 ¼ 769 kN ð63aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �366:5� 366:5ð Þ=6:10 ¼ 1010 kN ð63bÞ

Then using Eq. 59a to check for yielding at PHLs #1 and #3 gives

PHL #1 : 769=3843ð Þ2þ 545:5=565:4ð Þ2¼ 0:971 ð64aÞ

PHL #3 : 1010=3843ð Þ2þ 545:5=565:4ð Þ2¼ 1:000 ð64bÞ

which indicates that PHL #3 reaches its yield surface, where any additional loading
will cause yielding at this plastic hinge.

Step U2: The analysis continues with PHL #3 yielded, i.e.,
h001 ¼ h002 ¼ h004 ¼ h005 ¼ h006 ¼ 0. The lateral force is applied up to Fo ¼ 418:7 kN.
Rows 1, 2, 3, and 6 are extracted from Eq. 57 with updated geometric nonlinearity
based on the column axial forces obtained in Eqs. 63a, 63b:

ð65Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 65 gives
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x1 ¼ 0:0307m, x2 ¼ �0:00540 rad; x3 ¼ �0:00535 rad; h003 ¼ 0:00014 rad

ð66Þ

Then substituting the results in Eq. 66 back into the last six equations of Eq. 57
gives the moments

ð67Þ

and the column axial forces are updated as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �371:5� 370:3ð Þ=6:10 ¼ 768 kN ð68aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �371:5� 370:3ð Þ=6:10 ¼ 1011 kN ð68bÞ

Then using Eq. 59a to check for yielding at PHLs #1 and #3 gives

PHL #1 : 768=3843ð Þ2þ 554:0=565:4ð Þ2¼ 1:000 ð69aÞ

PHL #3 : 1011=3843ð Þ2þ 545:5=565:4ð Þ2¼ 1:000 ð69bÞ

which indicates that PHL #1 reaches its capacity and PHL #3 continues yielding at
this step.

Step U3: The analysis continues with PHLs #1 and #3 yielded, i.e.,
h002 ¼ h004 ¼ h005 ¼ h006 ¼ 0. The lateral force is applied up to Fo ¼ 457:0 kN. Rows 1,
2, 3, 4, and 6 are extracted from Eq. 57 with updated geometric nonlinearity based
on the column axial forces obtained in Eqs. 68a, 68b:

ð70Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 70 gives

x1 ¼ 0:0445m; x2 ¼ �0:00676 rad; x3 ¼ �0:00671 rad
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h001 ¼ 0:00415 rad; h003 ¼ 0:00429 rad ð71Þ

Then substituting the results in Eq. 71 back into the last six equations of Eq. 57
gives the moments

ð72Þ

At this point, the moment at PHL #5 reaches its capacity of fYZb ¼ 465:6 kN-m,
and the column axial forces are updated as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �465:6� 464:3ð Þ=6:10 ¼ 737 kN ð73aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �465:6� 464:3ð Þ=6:10 ¼ 1042 kN ð73bÞ

Step U4: The analysis continues with PHLs #1, #3, and #5 yielded, i.e.,
h002 ¼ h004 ¼ h006 ¼ 0. The lateral force is applied up to Fo ¼ 457:1 kN. Rows 1, 2, 3,
4, 6, and 8 are extracted from Eq. 57 with updated geometric nonlinearity based on
the column axial forces obtained in Eqs. 73a, 73b:

ð74Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 70 gives

x1 ¼ 0:0448m; x2 ¼ �0:00685 rad; x3 ¼ �0:00674 rad

h001 ¼ 0:00421 rad; h003 ¼ 0:00441 rad; h005 ¼ �0:00011 rad ð75Þ

Then substituting the results in Eq. 75 back into the last six equations of Eq. 57
gives the moments
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ð76Þ

At this point, the moment at PHL #6 reaches its capacity of fYZb ¼ 465:6 kN-m,
and the column axial forces are updated as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �465:6� 465:6ð Þ=6:10 ¼ 737 kN ð77aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �465:6� 465:6ð Þ=6:10 ¼ 1042 kN ð77bÞ

Step U5: Now that a mechanism has developed with the formation of plastic
hinges at PHLs #1, #3, #5, and #6, the frame will continue to deflect without any
additional load. But as the displacement increases, the gravity loads of P ¼ 890 kN
cause an increase in column moments due to P−Δ effect, resulting in a reduction of
the amount of lateral load that can be withstood by the frame. This effect can be
captured easily in the current analysis procedure. Let the analysis continue with
PHLs #1, #3, #5, and #6 yielded, i.e., h002 ¼ h004 ¼ 0. By using any applied lateral
force less than Fo ¼ 457:1 kN (from Step U4) to capture the lateral load reduction,
say Fo ¼ 434:1 kN, Rows 1, 2, 3, 4, 6, 8, and 9 are extracted from Eq. 57 with
updated geometric nonlinearity based on the column axial forces obtained in
Eqs. 77a, 77b:

ð78Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 78 gives

x1 ¼ 0:1000m; x2 ¼ �0:01979 rad; x3 ¼ �0:01968 rad
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h001 ¼ 0:01715 rad; h003 ¼ 0:01735 rad; h005 ¼ �0:01305 rad;
h006 ¼ �0:01294 rad

ð79Þ

Then substituting the results in Eq. 79 back into the last six equations of Eq. 57
gives the moments

ð80Þ

and the column axial forces remain as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �465:6� 465:6ð Þ=6:10 ¼ 737 kN ð81aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �465:6� 465:6ð Þ=6:10 ¼ 1042 kN ð81bÞ

Finally, the pushover curve can be plotted as shown in Fig. 7 for the case where
geometric nonlinearity are updated due to the change in axial forces in the columns.

4.5 Implementation of the Analysis Procedure
with no Update to Geometric Nonlinearity

As shown in Eqs. 60, 65, 70, 74, and 78, it is observed that the first entry to the
stiffness matrices remain at 22,145 kN/m even when there are changes to the
column axial forces. This suggests that a reduction in stiffness due to an increase in
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axial force in Column 2 is offset by an increase in stiffness due to a reduction in
axial force in Column 1, as presented in the stiffness matrix in Eq. 56a. Therefore, it
may be interesting to investigate the differences in response when geometric non-
linearity is updated at every step of the analysis or not.

Now consider the case where geometric nonlinearity is not updated when there is
a change in the column axial forces. This is achieved by using constant stiffness
matrices K, K0, and K00 in Eq. 57 that are computed based on the initial column
axial forces throughout the analysis. By using the same one-story frame as shown in
Fig. 6 with column axial loads of P1 ¼ P2 ¼ 890 kN, Eq. 57 becomes

ð82Þ

Step N1: The same calculation in Step U1 above can be applied to this step,
where Fo ¼ 414:8 kN and x1 ¼ 0:0303 m. The moment M3 reaches its moment
capacity of 545.5 kN-m and the axial forces in the columns are P1 ¼ 769 kN and
P2 ¼ 1010 kN.

Step N2: The analysis continues with PHL #3 yielded, i.e.,
h001 ¼ h002 ¼ h004 ¼ h005 ¼ h006 ¼ 0. The lateral force is applied up to Fo ¼ 418:7 kN.
Rows 1, 2, 3, and 6 are extracted from Eq. 82:

ð83Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 83 gives

x1 ¼ 0:0308m; x2 ¼ �0:00540 rad; x3 ¼ �0:00534 rad; h003 ¼ 0:00015 rad

ð84Þ
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Then substituting the results in Eq. 84 back into the last six equations of Eq. 82
gives the moments

ð85Þ

and the column axial forces are updated as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �371:7� 370:4ð Þ=6:10 ¼ 768 kN ð86aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �371:7� 370:4ð Þ=6:10 ¼ 1011 kN ð86bÞ

Then using Eq. 59a to check for yielding at PHLs #1 and #3 gives

PHL #1 : 768=3843ð Þ2þ 554:0=565:4ð Þ2¼ 1:000 ð87aÞ

PHL #3 : 1011=3843ð Þ2þ 545:5=565:4ð Þ2¼ 1:000 ð87bÞ

which indicates that PHL #1 reaches its capacity and PHL #3 continues yielding at
this step.

Step N3: The analysis continues with PHLs #1 and #3 yielded, i.e.,
h002 ¼ h004 ¼ h005 ¼ h006 ¼ 0. The lateral force is applied up to Fo ¼ 457:0 kN. Rows 1,
2, 3, 4, and 6 are extracted from Eq. 82:

ð88Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 88 gives

x1 ¼ 0:0445m; x2 ¼ �0:00676 rad; x3 ¼ �0:0670 rad

h001 ¼ 0:00415 rad; h003 ¼ 0:00430 rad ð89Þ
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Then substituting the results in Eq. 89 back into the last six equations of Eq. 82
gives the moments

ð90Þ

At this point, the moment at PHL #5 reaches its capacity of fYZb ¼ 465:6 kN-m,
and the column axial forces are updated as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �465:6� 464:3ð Þ=6:10 ¼ 737 kN ð91aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �465:6� 464:3ð Þ=6:10 ¼ 1042 kN ð91bÞ

Step N4: The analysis continues with PHLs #1, #3, and #5 yielded, i.e.,
h002 ¼ h004 ¼ h006 ¼ 0. The lateral force is applied up to Fo ¼ 457:1 kN. Rows 1, 2, 3,
4, 6, and 8 are extracted from Eq. 82:

ð92Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 92 gives

x1 ¼ 0:0448m; x2 ¼ �0:00685 rad; x3 ¼ �0:00674 rad

h001 ¼ 0:00420 rad; h003 ¼ 0:00442 rad; h005 ¼ �0:00011 rad ð93Þ

Then substituting the results in Eq. 93 back into the last six equations of Eq. 82
gives the moments

ð94Þ
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At this point, the moment at PHL #6 reaches its capacity of fYZb ¼ 465:6 kN-m,
and the column axial forces are updated as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �465:6� 465:6ð Þ=6:10 ¼ 737 kN ð95aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �465:6� 465:6ð Þ=6:10 ¼ 1042 kN ð95bÞ

Step N5: Now that a mechanism has developed with the formation of plastic
hinges at PHLs #1, #3, #5, and #6, the frame will continue to deflect without any
additional load. Let the analysis continue with PHLs #1, #3, #5, and #6 yielded, i.e.,
h002 ¼ h004 ¼ 0. By using any applied lateral force less than Fo ¼ 457:1 kN (from Step
N4), say Fo ¼ 434:1 kN, Rows 1, 2, 3, 4, 6, 8, and 9 are extracted from Eq. 82:

ð96Þ

Solving for the displacements at the DOFs and plastic rotations in Eq. 96 gives

x1 ¼ 0:1000m; x2 ¼ �0:01979 rad; x3 ¼ �0:01968 rad

h001 ¼ 0:01714 rad; h003 ¼ 0:01735 rad; h005 ¼ �0:01305 rad;
h006 ¼ �0:01294 rad

ð97Þ

Then substituting the results in Eq. 97 back into the last six equations of Eq. 57
gives the moments

Table 1 Comparison of plastic rotations with and without updates to geometric nonlinearity

Step Plastic rotation (rad) with geo update Plastic rotation (rad) with no update

PHL #1 PHL #3 PHL #5 PHL #6 PHL #1 PHL #3 PHL #5 PHL #6

1 0 0 0 0 0 0 0 0

2 0 0.00014 0 0 0 0.00015 0 0

3 0.00415 0.00429 0 0 0.00415 0.00430 0 0

4 0.00421 0.00441 0.00011 0 0.00420 0.00442 0.00011 0

5 0.01715 0.01735 0.01305 0.01294 0.01714 0.01735 0.01305 0.01294
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ð98Þ

and the column axial forces remain as

P1 ¼ Pþ M5þM6ð Þ=Lb ¼ 890þ �465:6� 465:6ð Þ=6:10 ¼ 737 kN ð99aÞ

P2 ¼ P� M5þM6ð Þ=Lb ¼ 890� �465:6� 465:6ð Þ=6:10 ¼ 1042 kN ð99bÞ

The pushover curve is plotted as shown in Fig. 7 for the case where the update
of stiffness matrix due to geometric nonlinearity is ignored when axial forces in the
columns change. It is observed that there is practically no difference in the “global”
response between whether geometric nonlinearity due to changes in axial forces in
the columns for the one-story frame is updated or not. The reason is that while the
induced lateral displacement imposes overturning moment on the entire framed
structure, global equilibrium requires that there will be an increase in column
compression on one side of the frame and an equal amount of reduction in column
compression on the opposite side of the frame in order to resist the imposed
overturning moment. While an increase in column compression on one side of the
frame reduces the lateral stiffness of these columns, a reduction in column com-
pression on the opposite side of the frame increases the lateral stiffness of those
columns by a similar amount. The end result is that the net change in total lateral
stiffness of the entire frame becomes negligible, and this can be observed when the
stiffness matrix in Eq. 65 (Step U2) is compared with that in Eq. 83 (Step N2).
Similar observations can also be made when the stiffness matrix in Eq. 70 (Step
U3) is compared with that in Eq. 88 (Step N3). Therefore, an assumption to keep
the geometrically nonlinear stiffness matrices unchanged throughout the analysis
even as loading increases is reasonable, and this is consistent with the recom-
mendation by Wilson [15] that P–Δ analysis method “does not require iteration
because the total axial force at a story level is equal to the weight of the building
above that level and does not change during the application of lateral loads”. This
observation is important in nonlinear dynamic analysis of moment-resisting frames
because significant computational effort can be reduced with reasonable accuracy
by using the approximation of constant geometrically nonlinear stiffness matrices.

Table 1 summarizes the plastic rotation results obtained in the above analysis
procedure. It can be seen that the differences in plastic rotations between whether
geometric nonlinearity is updated or not updated is negligible. This suggests that
there is practically no difference in the “local” response between whether geometric
nonlinearity due to changes in axial forces in the columns for the one-story frame is
updated or not, even at a drift ratio of 1.6 % (i.e., 0:10=6:10 ¼ 0:0164).
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5 Nonlinear Dynamic Analysis of Framed Structures

In the previous section, the global stiffness matrices incorporating both geometric
and material nonlinearities are used to determine the static behavior and plastic
rotation response of structures. In this section, the analysis procedure with plastic
rotation calculations is extended to nonlinear dynamic analysis. For an n-DOF
system subjected to earthquake ground motions, the equation of motion can be
written as

m€xðtÞþ c_xðtÞþKðtÞx0ðtÞ ¼ �m€gðtÞ � FaðtÞ ð100Þ

where m is the n� n mass matrix, c is the n� n damping matrix, _xðtÞ is the n� 1
velocity vector, €xðtÞ is the n� 1 acceleration vector, KðtÞ is the time-varying n� n
stiffness matrix derived in Eq. 28a while subjected to time-varying column axial
compressive forces, €gðtÞ is the n� 1 earthquake ground acceleration vector cor-
responding to the effect of ground motion at each DOF, and FaðtÞ is the n� 1
vector of additional forces imposed on the frame due to geometric nonlinearity of
all the gravity columns in the structure (mainly the P−Δ effect). This nonlinearity
can often be modeled using a leaning column (or sometimes called a P−Δ column)
in a two-dimensional analysis but may require more detailed modeling of all gravity
columns in a three-dimensional analysis that may affect the response due to tor-
sional irregularity of the structure. In a two-dimensional analysis, the relationship
between this lateral force FaðtÞ and the lateral displacement can be written as:

FaðtÞ ¼ KaxðtÞ ð101Þ

where Ka is an n� n stiffness matrix that is a function of the gravity loads on the
leaning column and the corresponding story height, but it is not a function of time.
For two-dimensional frames with horizontal degrees of freedom only, this Ka

matrix often takes the form:

Ka ¼

�Q1=h1 � Q2=h2 Q2=h2 0 � � � 0

Q2=h2 �Q2=h2 � Q3=h3 . .
. . .

. ..
.

0 . .
. . .

.
Qn�1=hn�1 0

..

. . .
.

Qn�1=hn�1 �Qn�1=hn�1 � Qn=hn Qn=hn
0 � � � 0 Qn=hn �Qn=hn

2
66666664

3
77777775

ð102Þ

where Qi is the total axial force due to gravity on the leaning column of the ith floor,
and hi is the story height of the ith floor.

While the lateral force FaðtÞ takes care of the nonlinear geometric effects from all
the gravity columns in the structure, the stiffness matrix KðtÞ in Eq. 100 considers
both large P−Δ and small P−d effects of geometric nonlinearity on the
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moment-resisting frame itself. Let this time-dependent global stiffness matrix KðtÞ
be represented in the form:

KðtÞ ¼ KLþKGðtÞ ð103Þ

where KL denotes the linearized elastic stiffness of the frame due to the gravity
loads only, and KGðtÞ denotes the change in stiffness due to the change in axial load
on members during the dynamic loading. Since the KL matrix is computed by using
the gravity loads on the columns (which means KL ¼ Kðt0Þ ¼ Kð0Þ, i.e., the
stiffness matrix computed at time step 0) only, it is not a function of time and
therefore remains as a constant throughout the dynamic analysis.

The state space method of dynamic analysis uses explicit formulation, which is a
desirable method when nonlinearity is involved. Therefore it is used here in the
derivation of the analysis procedure. However, it requires that the mass matrix m in
Eq. 100 be invertible. In many practical structural analysis problems, masses at
certain DOFs are intentionally set to zero in order to reduce the number of DOFs in
the structural model. When the mass is zero at certain DOFs, such as those DOFs
related to the vertical translation and joint rotations, the mass matrix in Eq. 100 will
become singular and therefore the state space method cannot be readily employed.
To overcome this problem with non-invertible (or singular) mass matrix, static
condensation is first applied in order to eliminate those DOFs with zero mass or
mass moment of inertia before solving the dynamic problem.

5.1 Static Condensation for Nonlinear Dynamic Analysis

Consider a moment-resisting frame with n DOFs and m PHLs as presented in
Eq. 100, the equation of motion can be partitioned in the matrix form as

ð104Þ

where mdd is the mass matrix associated with DOFs with mass only, cdd is the
damping matrix associated with DOFs with mass only, and KddðtÞ, KdrðtÞ, KrdðtÞ,
and KrrðtÞ are the stiffness submatrices partitioned according to the DOFs with
mass and those with zero mass. The vector x0ðtÞ is the elastic displacement
response, _xðtÞ is the velocity response, €xðtÞ is the acceleration response, FaðtÞ is the
d � 1 vector of additional forces imposed on the translational DOFs due to geo-
metric nonlinearity of gravity columns, and the earthquake ground acceleration
vector €gdðtÞ corresponds to the effect of a ground motion on each DOF associated
with nonzero mass. The subscript d denotes the number of degrees of freedom that
have nonzero mass, and subscript r denotes the number of degrees of freedom that
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have zero mass and zero moment of inertia. This gives n ¼ dþ r in an n-DOF
system.

Equations 52 and 42 related to material nonlinearity can similarly be partitioned
as follows:

ð105Þ

ð106Þ
where

ð107Þ

Static condensation is now performed on Eq. 104. The second equation of
Eq. 104 is extracted and written in the long form as

KrdðtÞx0dðtÞþKrrðtÞx0rðtÞ ¼ 0 ð108Þ

Solving for x0rðtÞ in Eq. 108 gives

x0rðtÞ ¼ �K�1rr ðtÞKrdðtÞx0dðtÞ ð109Þ

Now substituting Eq. 109 back into the first equation of Eq. 104 gives

mdd€xdðtÞþ cdd _xdðtÞþKddðtÞx0dðtÞ �KdrðtÞK�1rr ðtÞKrdðtÞx0dðtÞ
¼ �mdd€gdðtÞ � FaðtÞ ð110Þ

Define

KðtÞ ¼ KddðtÞ �KdrðtÞK�1rr ðtÞKrdðtÞ ð111Þ

Then Eq. 110 becomes

mdd€xdðtÞþ cdd _xdðtÞþKðtÞx0dðtÞ ¼ �mdd€gdðtÞ � FaðtÞ ð112Þ

which represents the equation of motion in the statically condensed form.
Since Eqs. 105 and 106 contain both DOFs with mass (i.e., xdðtÞ and x00dðtÞ) and

DOFs without mass (i.e., xrðtÞ and x00r ðtÞ), static condensation must also be applied
to these two equations to reduce the DOFs to those with mass only. Considering
Eq. 106 and pre-multiplying both sides of this equation by the stiffness matrix KðtÞ
gives

ð113Þ

Extracting the second equation of Eq. 113 and solving for x00r ðtÞ gives
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x00r ðtÞ ¼ �K�1rr ðtÞKrdðtÞx00dðtÞþK�1rr ðtÞK0rðtÞH00ðtÞ ð114Þ

Now substituting Eq. 114 back into the first equation of Eq. 113 gives

KddðtÞx00dðtÞþKdrðtÞ �K�1rr ðtÞKrdðtÞx00dðtÞþK�1rr ðtÞK0rðtÞH00ðtÞ
� � ¼ K0dH

00ðtÞ
ð115Þ

and rearranging the terms gives

KddðtÞ �KdrðtÞK�1rr ðtÞKrdðtÞ
� �

x00dðtÞ ¼ K0dðtÞ �KdrðtÞK�1rr ðtÞK0rðtÞ
� �

H00ðtÞ
ð116Þ

Define

K
0ðtÞ ¼ K0dðtÞ �KdrðtÞK�1rr ðtÞK0rðtÞ ð117Þ

Substituting Eqs. 111 and 117 into Eq. 116 gives

KðtÞx00dðtÞ ¼ K
0ðtÞH00ðtÞ ð118Þ

Finally, pre-multiplying both sides of Eq. 118 by the inverse of the condensed
global stiffness matrix in Eq. 111 (i.e., KðtÞ�1) gives

x00dðtÞ ¼ KðtÞ�1K0ðtÞH00ðtÞ ð119Þ

which represents the condensed form of Eq. 106.
Finally, considering Eq. 105 and expanding the right hand side this equation

gives

MðtÞþK00ðtÞH00ðtÞ ¼ K0dðtÞTxdðtÞþK0rðtÞTxrðtÞ ð120Þ

The term xrðtÞ in Eq. 120 must be first calculated. Since xrðtÞ ¼ x0rðtÞþ x00r ðtÞ
according to Eq. 107, substituting Eqs. 109 and 114 into this equation gives

xrðtÞ ¼ x0rðtÞþ x00r ðtÞ
¼ �K�1rr ðtÞKrdðtÞx0dðtÞ �K�1rr ðtÞKrdðtÞx00dðtÞþK�1rr ðtÞK0rðtÞH00ðtÞ ð121Þ

Also, since x0dðtÞþ x00dðtÞ ¼ xdðtÞ according to Eq. 107, substituting this equation
in Eq. 121 gives

xrðtÞ ¼ �K�1rr ðtÞKrdðtÞxdðtÞþK�1rr ðtÞK0rðtÞH00ðtÞ ð122Þ

Now substituting Eq. 122 into Eq. 120 and rearranging the terms gives
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MðtÞþ K00ðtÞ �K0rðtÞTK�1rr ðtÞK0rðtÞ
� �

H00ðtÞ
¼ K0dðtÞT �K0rðtÞTK�1rr ðtÞKrdðtÞ

� �
xdðtÞ ð123Þ

Define

K
00ðtÞ ¼ K00ðtÞ �K0rðtÞTK�1rr ðtÞK0rðtÞ ð124Þ

Substituting Eqs. 117 and 124 into Eq. 123 gives

MðtÞþK
00ðtÞH00ðtÞ ¼ K

0ðtÞTxdðtÞ ð125Þ

which represents the condensed form of Eq. 105.

5.2 Nonlinear Dynamic Analysis Procedure

By applying static condensation to eliminate the DOFs associated with zero mass
and zero mass moment of inertia (i.e., xrðtÞ), the resulting equations for nonlinear
dynamic analysis are presented in Eqs. 112, 125, and 119, which are rewritten here:

mdd€xdðtÞþ cdd _xdðtÞþKðtÞx0dðtÞ ¼ �mdd€gdðtÞ � FaðtÞ ð126aÞ

MðtÞþK
00ðtÞH00ðtÞ ¼ K

0ðtÞTxdðtÞ ð126bÞ

x00dðtÞ ¼ KðtÞ�1K0ðtÞH00ðtÞ ð126cÞ

where according to Eqs. 111, 117, and 124, the statically condensed global stiffness
matrices are:

KðtÞ ¼ KddðtÞ �KdrðtÞK�1rr ðtÞKrdðtÞ ð127aÞ

K
0ðtÞ ¼ K0dðtÞ �KdrðtÞK�1rr ðtÞK0rðtÞ ð127bÞ

K
00ðtÞ ¼ K00ðtÞ �K0rðtÞTK�1rr ðtÞK0rðtÞ ð127cÞ

and Eqs. 101 and 103 can be written in the forms:

FaðtÞ ¼ KaxdðtÞ; KðtÞ ¼ KLþKGðtÞ ð128Þ

where again Ka denotes the lateral stiffness due to the gravity columns and KL

denotes the linearized elastic stiffness of the moment-resisting frame only. Solving
for the elastic displacement x0dðtÞ in Eq. 107 gives x0dðtÞ ¼ xdðtÞ � x00dðtÞ, and
substituting the result into Eq. 126a gives
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mdd€xdðtÞþ cdd _xdðtÞþKðtÞxdðtÞ ¼ �mdd€gdðtÞ � FaðtÞþKðtÞx00dðtÞ ð129Þ

Then substituting Eq. 128 into Eq. 129, the equation of motion after considering
both large P−Δ and small P−d effects of geometric nonlinearity of the entire
structure becomes

mdd€xdðtÞþ cdd _xdðtÞþKLxdðtÞ ¼ �mdd€gdðtÞ �KaxdðtÞ �KGðtÞxdðtÞþKðtÞx00dðtÞ
ð130Þ

Define

Ke ¼ KLþKa ð131Þ

where Ke represents the elastic stiffness of the entire structure (i.e., the sum of
elastic stiffness of the moment-resisting frame and that of the gravity columns).
Substituting Eq. 131 into Eq. 130, it follows that

mdd€xdðtÞþ cdd _xdðtÞþKexdðtÞ ¼ �mdd€gdðtÞ �KGðtÞxdðtÞþKðtÞx00dðtÞ ð132Þ

This equation of motion can now be solved using the state space method. To
represent Eq. 132 in state space form, let the state vector zðtÞ be defined as

zðtÞ ¼ xdðtÞ
_xdðtÞ

� 

ð133Þ

which is a 2d � 1 vector with a collection of states of the responses. It follows from
Eq. 132 that

_zðtÞ ¼ _xdðtÞ
€xdðtÞ

� 

¼ 0 I

�m�1dd Ke �m�1dd cdd

� �
xdðtÞ
_xdðtÞ

� 


þ 0

�h

� �
aðtÞþ 0

m�1dd

� �
KeðtÞx00dðtÞ �KGðtÞxdðtÞ
� � ð134Þ

where h is a d � 3 matrix that relates the directions of each DOF with the global X-,
Y-, and Z-directions (i.e., a collection of 0’s and 1’s in all entries), and aðtÞ is the
3� 1 ground acceleration vector in the three global directions of €gXðtÞ, €gYðtÞ, and
€gZðtÞ. The relationship between the ground acceleration vector €gdðtÞ for each DOF
in Eq. 132 and the three-component ground acceleration vector aðtÞ in Eq. 134 can
be expressed as

€gdðtÞ ¼ haðtÞ ¼ h
€gXðtÞ
€gYðtÞ
€gZðtÞ

8<
:

9=
; ð135Þ
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To simplify Eq. 134, let

A ¼ 0 I
�m�1dd Ke �m�1dd cdd

� �
; H ¼ 0

�h
� �

; B ¼ 0
�m�1dd

� �
ð136aÞ

fGðtÞ ¼ �KGðtÞxdðtÞ; fMðtÞ ¼ KðtÞx00dðtÞ ð136bÞ

where A is the 2d � 2d state transition matrix in the continuous form, H is the
2d � 3 ground motion transition matrix in the continuous form, B is the 2d � d
nonlinearity transition matrix in the continuous form, fGðtÞ is the d � 1 equivalent
force vector due to geometric nonlinearity, and fMðtÞ is the d � 1 equivalent force
vector due to material nonlinearity. Then Eq. 134 becomes

_zðtÞ ¼ AzðtÞþHaðtÞþBfGðtÞþBfMðtÞ ð137Þ

Solving for the first-order linear differential equation in Eq. 137 gives

zðtÞ ¼ eAðt�toÞ zðtoÞþ eAt
Z t

to

e�As HaðsÞ þBfGðsÞþBfMðsÞ½ �ds ð138Þ

where to is the time of reference when the integration begins, which is typically the
time when the states are known. In a recursive analysis procedure, the known states
are often taken at the current time step zðtoÞ and the objective is to calculate the
states at the next time step zðtÞ. Therefore, let tkþ 1 ¼ t, tk ¼ to, and Dt ¼ tkþ 1 � tk,
and the subscript k denotes the kth time step, then it follows from Eq. 138 that

zkþ 1 ¼ eADt zk þ eAtkþ 1

Z tkþ 1

tk

e�As HaðsÞþBfGðsÞþBfMðsÞ½ � ds ð139Þ

By using the Dirac delta function approximation for the variables in the integral
for the purpose of carrying out the integration, the ground acceleration vector aðsÞ,
equivalent geometric nonlinear force vector fGðsÞ, and equivalent material non-
linear force vector fMðsÞ take the form:

aðsÞ ¼ akdðs� tkÞDt ; tk � s\tkþ 1 ð140aÞ

fGðsÞ ¼ fG;kdðs� tkÞDt ; tk � s\tkþ 1 ð140bÞ

fMðsÞ ¼ fM;kdðs� tkÞDt ; tk � s\tkþ 1 ð140cÞ

Substituting Eqs. 140a–140c into Eq. 139 and performing the integration gives

zkþ 1 ¼ eADt zk þDt eADtHak þDt eADtBfG;k þDt eADtBfM;k ð141Þ
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where zk, ak, fG;k , and fM;k are the discretized forms of zðtÞ, aðtÞ, fGðtÞ, and fMðtÞ,
respectively. Let

Fd ¼ eADt; Hd ¼ eADtHDt; Bd ¼ eADtBDt ð142Þ

Then Eq. 141 becomes

zkþ 1 ¼ Fdzk þHdak þBdfG;k þBdfM;k ð143Þ

In Eq. 143, both equivalent force terms fG;k and fM;k are functions of the column
axial forces at time step k. Therefore, Eq. 143 represents the recursive equation for
calculating the dynamic response of moment-resisting framed structures while
considering updates on geometric nonlinearity as the axial compressive force in
columns changes with time.

For the case where updates on geometric nonlinearity are ignored in the non-
linear dynamic analysis, the KGðtÞ matrix as given in Eq. 128 becomes KGðtÞ ¼ 0.
Therefore, from the same equation, KðtÞ ¼ KL. Then it follows from Eq. 136b that

fGðtÞ ¼ 0½ � � xdðtÞ ¼ 0 ð144aÞ

fMðtÞ ¼ KðtÞx00dðtÞ ¼ KLx00dðtÞ ð144bÞ

and Eq. 143 becomes

zkþ 1 ¼ Fdzk þHdak þGdx00d;k ð145Þ

where

Gd ¼ BdKo ¼ eADt
0

m�1dd

� �
KoDt ¼ eADt

0
m�1dd KL

� �
Dt ð146Þ

and x00d;k representing the discretized forms of x00dðtÞ. Equation 145 represents the
recursive equation for calculating the nonlinear dynamic response of
moment-resisting framed structures without updates on geometric nonlinearity as
the axial compressive force in columns changes with time.

To perform nonlinear dynamic analysis, either Eq. 143 or Eq. 145 is used in
conjunction with Eqs. 126b and 126c, rewritten here in discretized forms:

Mkþ 1þK
00
kþ 1DH

00 ¼ K
0T
kþ 1xd;kþ 1 �K

00
kþ 1H

00
k ð147Þ

x00d;kþ 1 ¼ K
�1
kþ 1K

0
kþ 1H

00
kþ 1 ð148Þ

where xd;k , H00k , and Mk are the discretized forms of xdðtÞ, H00ðtÞ, and MðtÞ,
respectively, DH00 ¼ H00kþ 1 �H00k , and Kk, K

0
k, and K

00
k are the stiffness matrices at
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time step k computed using the axial forces in columns at the same time step. Note
that the stiffness matrices in Eqs. 147 and 148 are written in terms of time step
kþ 1. However, the axial forces in columns at time step kþ 1 are unknown prior to
the calculation of moments and change in plastic rotations, which means Eq. 147
requires an iterative procedure in the solution and may be difficult to execute.
Therefore, the stiffness matrices in these two equations are approximated by
replacing with those at time step k, i.e.,

Mkþ 1þK
00
kDH

00 ¼ K
0T
k xkþ 1 �K

00
kH
00
k ð149Þ

x00kþ 1 ¼ K
�1
k K

0
kH
00
kþ 1 ð150Þ

If updates to geometric nonlinearity are ignored throughout the time history
analysis, further approximation can be performed (as demonstrated in the com-
parison of responses in Sects. 4.4 and 4.5) by simplifying the stiffness matrices as:

Kk ¼ Kð0Þ ¼ KL; K
0
k ¼ K

0ð0Þ ¼ K
0
L; K

00
k ¼ K

00ð0Þ ¼ K
00
L ð151Þ

where K
0
L
and K

00
L (and KL as previously defined in Eq. 131) are the linearized

condensed stiffness matrices with geometric nonlinearity derived from the gravity
load on the frame only. Then Eqs. 149 and 150 become

Mkþ 1þK
00
LDH

00 ¼ K
0T
L xd;kþ 1 �K

00
LH
00
k ð152Þ

x00d;kþ 1 ¼ K
�1
L K

0
LH
00
kþ 1 ð153Þ

Equations 145, 152, and 153 represent the set of equations for solving the
nonlinear dynamic analysis problems when no update to geometric nonlinearity due
to changes in axial force is performed.

Finally, the absolute acceleration vector (i.e., €ydðtÞ ¼ €xdðtÞþ €gdðtÞ) can be
computed by rewriting Eq. 126a in discretized form as

€yd;k ¼ �m�1dd cdd _xd;k �m�1dd Kk xd;k � x00d;k
� �

�m�1dd Kaxd;k ð154Þ

where _xd;k and €yd;k are the discretized forms of _xdðtÞ and €ydðtÞ, respectively.

5.3 Implementation of the Dynamic Analysis Procedure
to the One-Story Frame

As an example of the above derivation, consider the same configuration of a
one-story one-bay moment-resisting frame as shown in Fig. 6 but with different
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member properties. First, let the members be axially rigid. This gives a total of 3
DOFs (i.e., n ¼ 3) and 6 PHLs (i.e., m ¼ 6) as shown in the figure. The global
stiffness matrices have been presented in Eqs. 56a–56c.

Assume that the frame has a mass of mdd ¼ 318:7 Mg and a damping of 0 %
(i.e., cdd ¼ 0:0) at DOF #1, while the mass moment of inertia at DOFs #2 and #3
are ignored. This gives d ¼ 1 and r ¼ 2. Note that dþ r ¼ n. Therefore, static
condensation can be applied to eliminate the DOFs for x2 and x3. For the beam and
columns, let E ¼ 200 GPa, Ib ¼ Ic ¼ 4:995� 108 mm4, Lb ¼ 7:62 m, and
Lc ¼ 4:57 m. Assume that the plastic hinges exhibit elastic-plastic behavior with
plastic moment capacities of Mb ¼ 3130 kN-m for the beam and Mc ¼ 3909 kN-m
for the two columns. Also, let the gravity load be P ¼ 5338 kN. Assuming no
update of geometric nonlinearity due to changes in axial forces in columns is

performed, the condensed stiffness matrices KL, K
0
L, and K

00
L based on Eqs. 127a–

127c become:

KL ¼ Ke ¼ 10018 kN=m ð155aÞ

K
0
L ¼ 16907 11331 16907 11331 �11331 �11331½ � kN ð155bÞ

K
00
L ¼

56761 13494 2458 4585 �13494 �4585
13494 25173 4585 8554 �25173 �8554
2458 4585 56761 13494 �4585 �13494
4585 8554 13494 25173 �8554 �25173
�13494 �25173 �4585 �8554 25173 8554
�4585 �8554 �13494 �25173 8554 25173

2
6666664

3
7777775
kN

�m=rad

ð155cÞ

The period of vibration T is calculated as:

T ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mdd=KL

q
¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
318:7=10017

p
¼ 1:121 s ð156Þ

With a time step size of Dt ¼ 0:01 s and assuming no updates to the geometric
nonlinearity is performed, the transition matrices are calculated as:

A ¼ 0 1
�31:43 0

� �
; H ¼ 0

�1
� �

; B ¼ 0
0:5495

� �
ð157aÞ

Fd ¼ eADt ¼ 0:998429 0:009995
�0:31415 0:998429

� �
; Hd ¼ �0:00010

�0:00998
� �

; Gd ¼ 0:00314
0:31381

� �
ð157bÞ

and Eqs. 145, 152, and 153 for performing the nonlinear dynamic analysis become
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x1
_x1

� 

kþ 1
¼ 0:998429 0:009995
�0:31415 0:998429

� �
x1
_x1

� 

k
þ �0:00010
�0:00998

� �
ak þ 0:00314

0:31381

� �
x00d;k

ð158aÞ
M1

M2

M3

M4

M5

M6

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

kþ 1

þ

56761 13494 2458 4585 �13494 �4585
13494 25173 4585 8554 �25173 �8554
2458 4585 56761 13494 �4585 �13494
4585 8554 13494 25173 �8554 �25173
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Fig. 8 1995 Kobe earthquake ground acceleration at Kajima station, component 000, with a peak
ground acceleration of 0.821 g

Improved Method for the Calculation of Plastic Rotation … 171



Equation 158a–158c represents the set of recursive equations used for the entire
nonlinear dynamic analysis. Note that the method for solving Eq. 158b is similar to
those discussed in Sects. 4.4 and 4.5, where an iterative procedure is used to
determine whether each plastic hinges is at the loading phase (i.e., plastic rotation
becomes the unknown) or at the unloading phase (i.e., moment becomes the
unknown).

The frame is now subjected to the 1995 Kobe earthquake ground motion as
shown in Fig. 8 but magnified with a scale factor of 1.3 to produce larger dis-
placement response and more yielding in the plastic hinges. The global displace-
ment response at DOF #1 is plotted in Fig. 9 using the currently proposed method
(PM) of nonlinear analysis. In addition, two small-displacement-based structural
analysis software packages (here labeled as S1 that uses P−Δ stiffness as shown in
Eq. 30 and S2 that uses geometric stiffness as shown in Eq. 29) and a
large-displacement-based finite element analysis software package (here labeled as
L1) are used to develop the same one-story one-bay moment-resisting frame model
as shown in Fig. 6, and the undamped displacement responses obtained from S1
and S2 are also plotted in Fig. 9 for comparisons. Note that even though using 0 %
damping is an idealized situation, it helps eliminate the potentially differing effects
of using damping parameters on the responses that may occur due to differences in
damping formulations used in various software packages.

As shown in Fig. 9, it is observed that the proposed method (PM) produces a
“global” response that is comparable to other software packages that use different
material nonlinearity and geometric nonlinearity formulations. At such a large
displacement response of the frame, the large-displacement-based finite element
analysis software package L1 is assumed to give accurate results; therefore, it serves
as a benchmark for other small-displacement-based software packages. It is
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Fig. 9 Displacement response comparisons of the one-story frame using the proposed method
(PM) with two small-displacement-based structural analysis software packages (S1 and S2) and a
large-displacement-based finite element software package (L1)
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observed that while S1 differs noticeably from the L1 prediction, S2 performs
slightly better than the PM in the displacement response.

Figure 10 shows the plastic hinge moment responses at PHLs #1, #3, #5, and #6
of the one-story one-bay frame among the same software packages used in the
study. As shown in this figure, the L1 results show that the moment responses at all
the plastic hinges should be skewed to the positive direction. However, only the
proposed method (PM) captures this behavior, while S1 captures this behavior to a
lesser extent and S2 misses the behavior completely. This suggests that starting
from the basic principles at the element level is important in capturing the local
responses of the structure.

Finally, Fig. 11 shows the plastic rotations responses at PHLs #1, #3, #5, and #6
of the one-story one-bay frame using the small-displacement-based structural
analysis software packages. The large-displacement-based finite element software
package L1 produces plastic strain as the output, yet the conversion from plastic
strain to plastic rotation is not readily available. Therefore, the output from L1 is not
plotted in the figure. By comparing the proposed method (PM) with S1 in Fig. 11, it
can be seen that even though the local plastic rotation responses change suddenly
(jumps) due to yielding at the same time steps, the magnitudes of the changes are
different. Given the performance accuracy of PM in Fig. 10, this suggests that the
software package S1 may not have addressed the effect of plastic rotation on the
residual response of the structure appropriately. Finally, at such a large displace-
ment response as shown in Fig. 9, software package S2 predicts only a slight
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damage in the plastic rotation responses shown in Fig. 11 with fairly elastic
moment responses in Fig. 10 throughout the analysis. This suggests that there may
be a fundamental issue in calculating the local response that software package S1
may have missed.

6 Conclusion

Plastic rotation in moment-resisting frame is an important parameter in the
assessment process for performance-based seismic engineering, and therefore it
needs to be calculated correctly. In this research, basic principles were used to
derive the stiffness matrices of a column member with axial load to capture the
interaction between geometric nonlinearity and material nonlinearity. This results in
a method for capturing the plastic rotation demand for both nonlinear static analysis
and nonlinear dynamic analysis that produces displacement results comparable with
the large-displacement-based finite element software package L1 used in the study.
It also suggests that this method is an improvement to the two
small-displacement-based software packages S1 and S2 used in the study. While
there are many structural analysis software packages available that consider both
geometric and material nonlinearities, it is unclear which ones have addressed the
interaction appropriately. Therefore, engineers should be careful in assessing plastic
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Fig. 11 Plastic rotation response comparisons at various plastic hinge locations using the
proposed method (PM) with two small-displacement-based structural analysis software packages
(S1 and S2) and a large-displacement-based finite element software package (L1)
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rotation responses in moment-resisting frames with large displacement, where
significant material nonlinearity is coupled with significant geometric nonlinearity.
This leads to a bigger question as to the accuracy and reliability on assessing
damages in moment-resisting framed structures based on the ASCE/SEI 41-13
recommendations, which is something that eventually must be addressed in the
future updates of the standard.

The method for calculating plastic rotations developed in this research was based
on two-dimensional analysis. Two-dimensional stiffness matrices for beams seem
appropriate, but these matrices may need to be extended to three-dimensions for
columns when biaxial bending is significant. In addition, elastic-plastic behavior
was used in the examples for simplicity of illustrations on the calculation method.
However, in order to capture the actual behavior more accurately, a hysteretic
bilinear model with post-capping degrading strength may be necessary. Therefore,
further research in these areas are needed.

References

1. ASCE/SEI 41-13 (2013) Seismic evaluation and retrofit of existing buildings. American
Society of Civil Engineers, Reston, VA

2. Domizio M, Ambrosini D, Curadelli O (2015) Experimental and numerical analysis to
collapse of a framed structure subjected to seismic loading. Eng Struct 82:22–32

3. Eads L, Miranda E, Krawinkler H, Lignos DG (2013) An efficient method for estimating the
collapse risk of structures in seismic regions. Earthquake Eng Struct Dyn 42(1):25–41

4. Grigorian M, Grigorian CE (2012) Lateral displacements of moment frames at incipient
collapse. Eng Struct 44:174–185

5. Lignos DG, Krawinkler H, Whittaker AS (2011) Prediction and validation of sidesway
collapse of two scale models of a 4-story steel moment frame. Earthquake Eng Struct Dyn 40
(7):807–825

6. Zareian F, Krawinkler H (2007) Assessment of probability of collapse and design for collapse
safety. Earthquake Eng Struct Dyn 36(13):1901–1914

7. Bazant ZP, Cedolin L (2003) Stability of structures. Dover Publication, New York
8. Horne MZ, Merchant W (1965) The stability of frames. Pergamon Press, New York
9. Timoshenko SP, Gere JM (1961) Theory of elastic stability, 2nd edn. McGraw Hill, New

York
10. Powell GH (2010) Modeling for structural analysis: behavior and basics. Computers and

Structures Inc., California
11. McGuire W, Gallagher RH, Ziemian RD (2000) Matrix structural analysis. John Wiley and

Sons, New York
12. Park JW, Kim SE (2008) Nonlinear inelastic analysis of steel-concrete composite

beam-columns using the stability functions. Struct Eng Mech 30(6):763–785
13. Hibbeler RC (2012) Structural analysis, 8th edn. Prentice Hall, New Jersey, USA
14. Leet KM, Uang CM, Gilbert AM (2010) Fundamentals of structural analysis, 4th edn.

McGraw Hill, New York, USA
15. Wilson EL (2010) Static and dynamic analysis of structures. Computers and Structures Inc.,

California

Improved Method for the Calculation of Plastic Rotation … 175



Seismic Demand on Acceleration-Sensitive
Nonstructural Components

Gennaro Magliulo, Crescenzo Petrone and Gaetano Manfredi

Abstract Nonstructural components should be subjected to a careful and rational
seismic design, in order to reduce economic loss and to avoid threats to the life
safety, as well as what concerns structural elements. The design of nonstructural
components is based on the evaluation of the maximum inertial force, which is
related to the floor spectral accelerations. The question arises as to whether the
European Building Code, i.e. Eurocode 8, is able to predict actual floor response
spectral accelerations occurring in structures designed according to its provisions.
A parametric study is therefore conducted on five RC frame structures designed
according to Eurocode 8. It shows that Eurocode formulation for the evaluation of
the seismic demand on nonstructural components does not well fit the analytical
results for a wide range of periods, particularly in the vicinity of the higher mode
periods of vibration of the reference structures. The inconsistent approach of current
European building codes to the design of nonstructural components is also high-
lighted. For this reason a parametric study is conducted in order to evaluate the
seismic demand on light acceleration-sensitive nonstructural components caused by
frequent earthquakes. The above mentioned RC frame structures are therefore
subjected to a set of frequent earthquakes, i.e. 63 % probability of exceedance in
50 years. A novel formulation is proposed for an easy implementation in future
building codes based on the actual Eurocode provisions.
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1 Introduction

Nonstructural components should be subjected to a careful and rational seismic
design, in order to reduce economic loss and to avoid threat to the life safety, as
well as what concerns structural elements. Nonstructural components are subjected
to severe seismic actions due to the dynamic interaction with the primary system.
Several research studies were conducted in the past concerning the evaluation of the
floor acceleration and the floor response spectra.

Rodriguez et al. [24] conducted an analytical investigation for the evaluation of
the earthquake-induced floor horizontal accelerations in cantilever wall buildings
built with rigid diaphragms. They described several methods prescribed by design
standards and proposed a new method for deriving the design horizontal forces.
Singh et al. [26, 27] proposed two methods for calculating the seismic design forces
for flexible and rigid nonstructural components. The validity of such methods was
verified by comparing their floor response spectra with the ones obtained for an
ensemble of earthquakes exciting several buildings with different numbers of sto-
ries. Sankaranarayanan and Medina [25] evaluated the main factors that influence
the variation of the floor response spectrum values caused by the inelasticity in the
primary structure. Analyses were carried out on moment-resisting frame structures
with 3, 6, 9, 12, 15, and 18 stories. It was found that the main factors that influence
the “inelastic” floor response spectrum are the location of the NSC in the supporting
structure, the periods of component and building, the damping ratio of the com-
ponent, and the level of inelasticity of the supporting structure. The influence was
evaluated through the assessment of an acceleration response modification factor,
that addressed both the decrease and the increase in elastic floor response spectral
values due to the yielding of the supporting structure. Wieser et al. [31] analyzed a
set of special moment resisting frame (SMRF) buildings using the incremental
dynamic analysis procedure. They proposed an improved estimation for the
PFA/PGA ratio by incorporating the elastic natural period of the structure and the
expected level of ductility. Moreover, they debated the use of a constant component
amplification factor and proposed an alternative design approach that directly
amplifies the ground acceleration spectrum to achieve the desired floor acceleration
spectrum.

Very limited studies have been performed concerning the Eurocode 8 [4] for-
mulation for the evaluation of the floor spectral acceleration, according to which the
seismic demand on a given nonstructural component is evaluated. Moreover, past
studies were usually focused on steel buildings or wall structures. The question
arises as to whether EC8 is able to predict actual floor response spectral acceler-
ations occurring at the design seismic intensity level on EC8-designed structures.
Indeed, the structural overstrength due to the Eurocode 8 provisions may signifi-
cantly influence the floor response spectra.

For this reason a set of benchmark RC frame structures are selected and designed
according to Eurocode 8. In Sect. 2 dynamic nonlinear analyses are performed on
the benchmark structures in order to validate the Eurocode formulation for the
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seismic demand on nonstructural components. Dynamic analyses are performed
both on elastic and inelastic models of the benchmark structures, in order to
evaluate the influence of the inelasticity on the definition of the floor response
spectrum. The floor response spectra are compared to the ones of Eurocode 8; some
considerations on the peak floor acceleration and the maximum floor spectral
acceleration are also given.

In Sect. 3 a parametric study is conducted in order to evaluate the seismic
demand on light acceleration-sensitive nonstructural components caused by fre-
quent earthquakes. The study is motivated by the inconsistent approach of current
European and Italian Building Codes. The above mentioned nonstructural damage
exhibited after low intensity earthquakes also encouraged such a study. Dynamic
nonlinear analyses are performed on the benchmark structures for a set of frequent
earthquakes. The floor response spectra are compared to the ones of Eurocode 8.
Finally, a novel formulation is proposed for a future implementation in building
codes.

2 Floor Response Spectra in RC Frame Structures
Designed According to Eurocode 8

A parametric study is conducted on five RC frame structures in order to evaluate the
floor response spectra. The structures, designed according to Eurocode 8, are
subjected to a set of earthquakes compatible with the design response spectrum.
Time-history analyses are performed both on elastic and inelastic models of the
considered structures in order to assess the accuracy of Eurocode formulation for
the evaluation of the seismic demand on nonstructural components.

2.1 Methodology

Description of the parametric study. A parametric study is conducted to inves-
tigate the seismic demand to which a light acceleration-sensitive nonstructural
component may be subjected in multi-story RC frames. 2D frame structures are
considered: they are representative of a tridimensional structure with a double
symmetric plan and with three frames arranged in each direction (Figs. 1 and 2).
Benchmark structures with different number of stories are considered: one-, two-,
three-, five- and ten-story buildings, with a 3 m interstory height and two 5 m wide
bays.

The benchmark structures are designed according to Eurocode 8 (EC8) [4]
provisions, using the default EC8 values. A 0.25 g design ground acceleration ag is
considered. The horizontal elastic response spectrum is defined referring to a 5 %
damping ratio and to a 1.2 soil factor, i.e. soil type B.

Seismic Demand on Acceleration-Sensitive Nonstructural Components 179



The seismic design meets the ductility class “high” (DCH) requirements: the
behavior factor is equal to 4.95 for one-story building and 5.85 for multi-story
frames. The sizing of primary elements is strongly influenced, especially for tall
structures, by the restricted value of normalized design axial force, i.e. the ratio
between the average compressive stress and the concrete compression design
strength, which must not exceed 0.55. Moreover, the seismic detailing requirements
in terms of longitudinal and transversal reinforcements provide an amount of
reinforcement which is larger than the one strictly required by the design analysis.
They produce high overstrength ratios which influence the structural response, as
discussed in the following. A half moment of inertia is considered for the primary
elements during the design phase, according to EC8, in order to take into account
the effect of cracking. The fundamental period of the benchmark structures, eval-
uated according to such a “reduced” flexural stiffness, are listed in Fig. 2.

Modeling. Both elastic and inelastic structural responses are investigated.
Dynamic analyses are carried out for a set of seven earthquake records, on both
linear and nonlinear models. Rigid diaphragms are considered for each floor; a third
of the seismic mass of the corresponding 3D building is assigned to a master joint at
each floor. Analyses are performed using the OpenSees program [16].

The linear modeling allows that the primary elements be modeled as elastic
beam-column elements with the gross moment of inertia. Concrete is modelled as
an elastic material with a Modulus of Elasticity equal to 31,476 MPa according to
the C25/30 class concrete assumed during the design phase.

A lumped plasticity nonlinear approach is also considered: it is assumed that the
primary elements have an elastic behavior and that any inelasticity source is lumped
in plastic hinges at their ends. Moment–rotation envelopes in the plastic hinges are
defined according to the formulation suggested by Haselton [12]. The nonlinear
behavior of the plastic hinges is defined by peak-oriented hysteretic rules, which
simulate the modified Ibarra-Medina-Krawinkler [13] deterioration model. In order
to determine the moment-curvature diagrams, appropriate cross sections are defined

5 
m

5 
m

5 m 5 m

Fig. 1 Plan view of the
benchmark structures
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for each element considering the actual geometry and steel reinforcement. The cross
section is divided into fibers and a stress-strain relationship is defined for each fiber.
Different constitutive laws are applied to three different kinds of fibers: unconfined
concrete law is associated to cover fibers, confined concrete law is associated to
core fibers and steel law is associated to the longitudinal reinforcement fibers. The
stress–strain relationship proposed by Mander et al. [15] is used both for unconfined
and confined concrete. The B450C steel class is adopted with a bilinear with
hardening material law. The steel mechanical characteristics are calculated
according to Eurocode 2 (Table C.1, “Properties of reinforcement”) [3].

Table 1 shows the comparison between the first and second natural periods of
vibration of the structures, which can be obtained with either the
design-approximated stiffness assumption (Ti,des) or gross section elastic stiffness
(Ti,el) or inelastic yielding secant stiffness (Ti,nl). The period range in Table 1 points
out the large uncertainty in the assessment of the structural period during the design
phase. This range would have been even wider if the infill contribution to the lateral
stiffness had been considered. It is especially valid in case of brick infills, wide-
spread in the European area [18].

Ground motion records. The structural response is investigated through time
history analyses. Therefore, a suitable set of 7 accelerograms (Table 2) is provided,
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matching the design spectrum at the life safety limit state, i.e. 475 years return
period earthquake, according to the EC8 recommendations [14]:

• the mean of zero-period spectral response acceleration values, that is equal to
3.69 m/s2, is larger than the design value, i.e. ag�S;

• the mean elastic spectrum of the selected ground motions is larger than 90 % of
the design elastic response spectrum in the range of periods between 0.2T1,min
and 2T1,max, where T1,min and T1,max are, respectively, the minimum and the
maximum fundamental period of the benchmark 2D structures (Fig. 3).

Preliminary nonlinear static analyses. The acceleration demand on non-
structural components depends on both the dynamic interaction with the primary
structure and the structural energy dissipation [21, 24] . The energy dissipation
tends to reduce the intensity of the acceleration time history at a given floor.
Structural overstrength, instead, makes the structure dissipate less energy and
reduce the ductility demand compared to the ductility assumed during the design
phase. The smaller the ductility demand is, the larger the floor accelerations are and
they tend to be equal to the floor accelerations evaluated on the elastic structure
[17].

In order to estimate the effective structural response and evaluate the over-
strength ratios, nonlinear static analyses are performed applying a pattern of lateral
forces proportional to the first mode displacement shape. For each structure, the

Table 1 Comparison of the
first and second vibrational
periods evaluated according
to different models of the
considered structures

No. story T1,des T1,el T1,nl T2,el T2,nl

[-] [s] [s] [s] [s] [s]

1 0.33 0.23 0.42 – –

2 0.46 0.32 0.64 0.11 0.22

3 0.53 0.37 0.78 0.14 0.26

5 0.76 0.52 1.11 0.18 0.37

10 1.39 0.95 2.12 0.36 0.78

Table 2 Waveform ID, earthquake ID (Eqk ID) and name, date, moment magnitude (MW),
epicentral distance (R), horizontal direction (Dir.) and peak ground acceleration (PGA) of the
accelerograms selected for dynamic analyses [1]

Waveform Eqk
ID

Earthquake name Date MW

[–]
R
[km]

Dir. PGA
[m/s2]

146 65 Friuli (aftershock) 15/09/1976 6.0 14 y 3.30

197 93 Montenegro 15/04/1979 6.9 24 x 2.88

413 192 Kalamata 13/09/1986 5.9 10 y 2.91

414 192 Kalamata 13/09/1986 5.9 11 x 2.35

414 192 Kalamata 13/09/1986 5.9 11 y 2.67

4673 1635 South Iceland 17/06/2000 6.5 15 y 4.68

6334 2142 South Iceland
(aftershock)

21/06/2000 6.4 11 y 7.07
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relationship between the base shear force and the roof displacement is determined.
The pushover curve, evaluated on the MDOF system, is converted in the capacity
curve for the equivalent SDOF system; the idealized bilinear force–displacement
relationships are obtained in accordance to the Italian Building Code [7] (Fig. 4):
the ultimate displacement du is the SDOF displacement corresponding to a strength
reduction equal to the 15 %; the bilinear curve initial stiffness and yielding shear
force are obtained imposing that the first branch intersects the capacity curve at 0.6
Fu and imposing the equality of the areas under the actual and the bilinear curves
until the ultimate displacement du.

The bilinear curve can be plotted in the ADRS (Acceleration-Displacement
Response Spectrum) plane, where the design spectrum is plotted. In order to
investigate the different sources of overstrength, the following ratios are evaluated
for each structure (Fig. 5):
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Fig. 3 Comparison between
the mean acceleration
response spectrum of the
adopted set of accelerograms
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according to EC8

Fig. 4 Evaluation of the
bilinear capacity curve
according to the Italian
Building Code [7]
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• a, the ratio between the spectral acceleration evaluated for the equivalent SDOF
structure with a linear behavior (Sae) and the spectral acceleration corresponding
to the yielding of the SDOF system (Say). This ratio represents the reduction of
spectral acceleration demand due to the non-linear behavior of the structure and,
therefore, provides an estimation of the global ductility demand;

• b, the ratio between the spectral acceleration value corresponding to the yielding
of the SDOF system (Say) and the spectral acceleration that produces the first
plastic hinge yielding (Sah). This ratio takes into account the overstrength caused
by the structural redundancy;

• c, the ratio between the value of spectral acceleration corresponding to the first
plastic hinge (Sah) and the design spectral acceleration (Sad). This ratio repre-
sents the overstrength due to materials and design or detailing of RC members;

• d, the ratio between the spectral acceleration demand considered during the
design phase (Sae,des) and the spectral acceleration evaluated for the equivalent
SDOF structure with a linear behavior (Sae). This ratio takes into account the
reduction of the stiffness in the nonlinear model.

In Fig. 6 the bi-linearized capacity curves of the different structures are plotted in
the ADRS plane and compared to the EC8 design spectrum. The first plastic hinge
yielding is highlighted by a circle. Table 3 includes the overstrength ratios for the
different structures. It shows that RC frames designed according to Eurocode 8 are
characterized by a large overstrength [20]. A low ductility demand is expected,
which is very far from the assumed behavior factor q; hence, the effective floor
acceleration time histories are likely to be not significantly reduced with respect to
the ones evaluated with the elastic model [21].
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2.2 Results and Discussion

Elastic and inelastic floor response spectra. Dynamic analyses on both elastic and
inelastic models are performed and the horizontal acceleration time-histories at
different levels are recorded for each selected accelerogram. Floor response spectra
are obtained for each floor accelerogram with a 5 % damping ratio and a mean
response spectrum is plotted for each floor (Fig. 7). These spectra provide the
acceleration demand of nonstructural components that are connected to the floor
and exhibit a fundamental period T. Figure 7 shows the mean floor response
spectra, evaluated on both the elastic (dotted line) and inelastic (solid lines) models
for the 5-story structure.

Due to the dynamic interaction, the primary structure modifies the frequency
content of the earthquake so that the floor accelerogram, amplified with respect to
the base accelerogram, has a large frequency content for periods close to the
vibration periods of the elastic model. If the nonstructural component period cor-
responds to one of the vibration periods of the structure, a double-resonance phe-
nomenon occurs; the floor response spectra exhibit peaks which may exceed five

Fig. 6 Capacity curves of the
benchmark structures plotted
in the acceleration
displacement response
spectrum plane

Table 3 Overstrength ratios
values for the analyzed
structures

No. story a b c d

1 1.05 1.31 3.59 1.00

2 1.00 1.55 2.91 1.30

3 0.92 1.19 3.50 1.52

5 1.03 1.45 2.67 1.47

10 0.88 1.66 2.46 1.63
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times the acceleration of gravity, i.e. about 20 times the base acceleration, at the top
floor of the structure. Two main peaks are recorded corresponding to periods, i.e.
T1,el-eff and T2,el-eff, very close to the periods associated to the first and second
vibration modes, i.e. T1,el and T2,el (Table 1).

The inelastic floor response spectra (solid lines in Fig. 7), show that the curves
exhibit peaks at periods, i.e. T1,nl-eff and T2,nl-eff, much larger than the elastic ones,
due to the different initial stiffness of the two models. Figure 8 shows the com-
parison between elastic and inelastic floor response spectra for the remaining
structures. The following comments can be drawn:

• a significant period elongation is exhibited, comparing the peak related to the
first structural mode of the elastic model with the inelastic one;

• the comparison of the peak related to the first structural mode of the elastic
model with the inelastic one also shows a substantial reduction of the peak
spectral ordinate: the maximum spectral values of the inelastic model are less
than 3 g for the various structures. The reduction is caused by both the period
elongation phenomenon and the ductility demand experienced by the structure.
This phenomenon is not exhibited by the one-story structure, because the period
elongation does not modify the base response spectral ordinate, as denoted by
the d factor in Table 3;

• higher modes effect is significant in the 10-story structure. Moreover, the peak
spectral values associated with the higher modes are slightly reduced in the
inelastic model. At lower stories, the spectral values associated with higher
modes can be even larger than the elastic ones, as also pointed out by [5] in a
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Fig. 7 Floor response spectra
of the 5-story structure
evaluated on both the elastic
(dotted line) and inelastic
models (solid line)
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research study on steel moment-resisting frames. This phenomenon confirms
that the higher mode influence becomes more significant in the inelastic range
[10, 23].

It can be observed that the inelastic spectral acceleration demand reduction is
significantly far from the assumed behavior factor, due to the large structural
overstrength. It is also confirmed that the energy dissipation is mostly related to the
first mode; indeed the peak value associated to T2,nl-eff may exceed the peak value
associated to T1,nl-eff. It can be concluded that when inelastic models are considered,
higher modes give a larger contribution to the definition of the floor spectral
ordinates.

Floor amplification evaluation. The ratio between peak floor acceleration
(PFA) and peak ground acceleration (PGA) is plotted versus the relative height in
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Fig. 8 Floor response spectra of the a 1-story, b 2-story, c 3-story and d 10-story structures
evaluated on both the elastic (dotted line) and inelastic models (solid line)
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Fig. 9 for the benchmark structures, in order to study the floor acceleration mag-
nification with height. The PFA over PGA trend with the relative structural height is
shown for both elastic and inelastic models.

The elastic model diagrams, which represent the average response of each
structure, show an almost linear trend and they reach values of PFA/PGA close to
three at the top floor. At the same relative height, the values of the ratio PFA/PGA
are larger for structures with a larger number of floors, except for the tallest
structure. At the lower stories of tall structures, PFA values are smaller than PGA
values.

The inelastic model diagrams also show a linear trend. In this case the ampli-
fication is smaller than the one of the elastic models: the PFA/PGA values are
always greater than one and they reach the maximum value, close to 2, at the top
story. As pointed out by Wieser et al. [31] and Ray-Chaudhuri and Hutchinson [22],
the yielding of the structure and the period elongation cause a significant reduction
of the peak floor accelerations.

Both the elastic and inelastic trends are compared to ASCE7 (American Society
of Civil Engineers [2] and Eurocode 8 provisions (Fig. 9). Such a comparison
shows that both the ASCE7 and EC8 provisions are safe-sided for the inelastic
diagrams, which are the most realistic ones. Finally, a linear trend that goes form 1
at the base to 2 at the top would better fit the outcomes of the nonlinear analyses.

Component amplification evaluation. The ratio between the maximum floor
spectral acceleration and the PFA, i.e. ap, is plotted versus the relative floor height
for each floor of the analyzed structures in order to study the floor acceleration
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Fig. 9 Ratio between peak floor acceleration (PFA) and peak ground acceleration (PGA), versus
the relative height (z/h) for the different considered structures compared to the provisions included
in ASCE7 and EC8
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magnification on the component (Fig. 10). This ratio represents the amplification of
the floor acceleration demand for a nonstructural component that is in tune with the
primary structure.

The inelastic floor magnifications on nonstructural components are slightly
smaller than the elastic ones. For the 10-story structure, the inelastic ap values are
larger than the elastic ones. This is due to the fact that the largest spectral ordinate
value is given by higher modes, which are only slightly influenced by the non-
linearity experienced by the structure (Fig. 8d) [23]; the PFA values, instead, are
influenced by the first mode, and they significantly decrease in the inelastic model
(Fig. 9). Hence, the ratio between the maximum floor spectral acceleration and the
PFA could be larger in inelastic models in tall structures.

Assuming both elastic and inelastic models, the trend is almost constant with the
height and the ap values are greater than 2.5, which is the value recommended by
ASCE7 and EC8, and it is close to 4.5. A significant underestimation of the ap
values in the current building codes is clearly highlighted, confirming the results
included in Medina et al. [17].

Comparison with EC8 formula and limitations. In order to take into account
the realistic behavior of the primary structures, inelastic floor spectra should be
considered. These curves are compared with the ones obtained by Eurocode 8
formulation [4] for the evaluation of the floor response spectrum acceleration Sa
acting on a nonstructural component:

Sa ¼ a � S � 3 � 1þ z=Hð Þ
1þ 1� Ta=T1ð Þ2 � 0:5

" #
� g� a � S � g ð1Þ
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Fig. 10 Floor acceleration magnification on nonstructural components
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where:

• a is the ratio between the ground acceleration and the gravity acceleration g;
• S is a soil amplification factor;
• z/H is the relative structural height at which the component is installed;
• Ta is the nonstructural component period;
• T1 is the fundamental period of the primary structure, assumed during the design

phase.

The design floor response spectrum depends on the ratio between the non-
structural component period and the structural period, as well as by the level at
which the nonstructural component is installed. The formulation does not identify
separately the different factors that affect the floor spectral accelerations, as pro-
vided, instead, by ASCE7 formulation [2]. However, it implicitly assumes that the
PFA linearly ranges from PGA at the base to 2.5 times PGA at the top of the
structure, whereas ap linearly ranges from 2.5 at the base to 2.2 at the top of the
structure. Moreover, the maximum Sa value is equal to 5.5 times the PGA, i.e. the
spectral acceleration acting on a component placed at the top floor which is in tune
with the structure.

For different values of Ta and for each floor, the Eurocode formulation provides
a curve that shows the maximum value for Ta equal to T1. In Fig. 11 both inelastic
floor spectra and design Eurocode 8 floor spectra are plotted for the benchmark
structures. This comparison underlines that Eurocode formulation underestimates
the maximum floor acceleration demand for a wide range of nonstructural com-
ponent periods, whereas it may overestimate the acceleration demand on non-
structural components with a period close to the design period of the structure (Tdes
in Fig. 2). Moreover the peak of the Eurocode curve is reached at the design period,
which is lower than the effective one for all inelastic models.

Eurocode formulation does not take into account higher modes: a significant
underestimation is recorded in the range of periods close to the higher modes
periods of vibration. The effective floor spectrum acceleration can be significantly
underestimated, especially for tall structures, e.g. the 10-story structure in Fig. 11e,
in which higher modes are predominant.

The effect of the higher modes in the floor response spectra is clearly influenced
by the nonlinear excursion that the structure experiences during the earthquake
motion. However, both European and US codes do not explicitly take into account
the reduction of the floor response spectra due to the nonlinear behavior of struc-
tures, even though the adoption of a low ap value, i.e. from 2.2 to 2.5, could include
the reduction due to the nonlinear behavior of the main structure. Indeed, the ap
values recorded in structures that experience large ductility demand are typically
smaller than the ones recorded in Fig. 10, due to the low level of ductility demand
experienced by the benchmark structures.
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Fig. 11 Comparison between effective inelastic floor response spectra (solid lines) and floor
response spectra evaluated according to Eurocode 8 (dashed lines) for the a 1-story, b 2-story,
c 3-story, d 5-story and e 10-story structures
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Finally, it is concluded that the Eurocode could not adequately address the
design of acceleration-sensitive nonstructural components, as pointed out by
Velasquez et al. [30] who analyzed the floor time-history accelerations recorded
during a shake-table test campaign.

3 Code-Oriented Evaluation of the Seismic Demand
on Light Acceleration-Sensitive Nonstructural
Components in Ordinary Buildings

A parametric study is conducted in order to evaluate the seismic demand on light
acceleration-sensitive nonstructural components caused by frequent earthquakes.
The study is motivated by the inconsistent approach of current building codes to the
design of nonstructural components; moreover, the extensive nonstructural damage
recorded after recent low intensity earthquakes also encouraged such a study. The
selected set of benchmark RC frame structures are therefore subjected to a set of
frequent earthquakes.

3.1 Why Investigate Floor Spectra Caused by Frequent
Earthquakes?

Current building codes, such as Eurocode 8 (EC8) [4] and Italian Building Code
(NTC 08) [6], provide that ultimate limit states are not achieved for a rare earth-
quake, e.g. 475-year return period earthquakes for ordinary buildings, and
damage/serviceability limit state are not overcome for a frequent earthquake, e.g.
50-year return period earthquakes for ordinary buildings, according to the approach
included in [28]. Ultimate limit states concern the safety of the people and the
structure whereas serviceability limit states concern the functioning of the structure.

The Italian Building Code accurately defines the two limit states considered
during the design phase. Ultimate limit state is reached in case nonstructural
components fail and structural components are damaged but the structure still has a
safety margin with respect to collapse. Damage limit state, instead, is reached in
case structural components, nonstructural components and contents exhibit a minor
damage level that does not threaten the life safety and reduce the safety of the
building.

The “damage limitation requirement” is deemed to be satisfied by just limiting
the structural interstory drifts for frequent earthquakes; the limitation implies that
displacement-sensitive nonstructural components are not damaged in case a fre-
quent earthquake occurs. Both EC8 and NTC 08 provide that acceleration-sensitive
nonstructural components, instead, are designed in order to withstand the seismic
demand caused by a rare earthquake, e.g. a 475-year return period event for
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ordinary buildings. This approach is inconsistent: hence, while it is implicitly
accepted that displacement-sensitive nonstructural components may collapse for a
rare earthquake, acceleration-sensitive components should not collapse for such an
intense motion.

It is definitely important to verify that nonstructural components do not exhibit
major damage for a frequent earthquake, considering the limit state definitions
mentioned above. Moreover, it is questionable to verify such components against a
rare earthquake; it does not make sense to verify their safety while, according to the
definition of the ultimate limit state, it is accepted that they can collapse for a rare
earthquake. The verification for a rare earthquake could be conducted only for
nonstructural components that can threaten the life safety in case of failure.
Therefore it seems reasonable to design also acceleration-sensitive nonstructural
components in ordinary buildings according to frequent earthquakes. For this rea-
son, the research study aims at evaluating the seismic demand on
acceleration-sensitive nonstructural components caused by frequent earthquakes. It
should be underlined that the such considerations are limited to ordinary buildings.
Nonstructural components inserted in strategic facilities, such as hospitals, must
remain operational even for rare earthquakes [11].

3.2 Methodology

Modeling of benchmark structures. Dynamic analyses are carried out for a set of
seven earthquake records, on both linear and nonlinear models. Both linear and
nonlinear analyses are performed on the selected benchmark structures.

A distributed plasticity approach is selected in order to define the nonlinear
model of the structures. This approach allows investigating pre- and post-cracking
behavior of the elements. Primary elements are modeled as nonlinear force-based
elements [16]. For each element appropriate cross sections are defined considering
the actual geometry and steel reinforcement. The cross section is divided into fibers
and a unixial stress-strain relationship is defined for each of them. The stress–strain
relationship for both unconfined and confined concrete are evaluated according to
Mander et al. [15]. The tensile concrete strength is also considered. A bilinear with
hardening relationship is adopted for the steel.

Ground motion records. A set of accelerograms representative of the frequent
earthquake ground motion at the considered site is defined based on the motivations
included in Sect. 3.1. Eurocode 8 does not provide a formulation for the definition
of the spectrum corresponding to a frequent earthquake. The Italian Building Code,
instead, provides detailed hazard maps (a grid of more than 16,000 points) corre-
sponding to different probabilities of exceedance in 50 years; the maps allow
defining the spectrum that envelopes the uniform hazard spectrum at the site
characterized by a given probability of exceedance. The maps are defined upon a
probabilistic seismic hazard assessment (PSHA) of Italy performed by Stucchi et al.
[29].
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In order to be consistent with the spectrum adopted during the design phase, the
selected point of the Italian grid exhibits a 475-y return period spectrum very close
to the one assumed during the design phase. The point, located close to the epi-
center of (6.9 Mw) 1980 Irpinia earthquake, is characterized by a peak ground
acceleration on stiff soil equal to 0.25 g for a 10 % probability of exceedance in
50 years, i.e. a return period equal to 475 years. According to the Italian Building
Code, a frequent earthquake is characterized by a 63 % probability of exceedance,
i.e. a 50-year return period; for the selected grid point the peak ground acceleration
on stiff soil, characterized by a 63 % probability of exceedance in 50 years is equal
to 0.078 g.

A suitable set of 7 European accelerograms recorded on soil type B is then
provided, according to the EC8 recommendations [14], matching the 50-year return
period spectrum [19].

3.3 Results and Discussion

Elastic and inelastic floor response spectra. Dynamic analyses on elastic and
inelastic models are performed. The floor response spectrum at a given story is
evaluated as the mean of the floor response spectra evaluated subjecting the
structure to the 7 selected accelerograms. A 5 % damping ratio is considered. The
floor response spectra resulting from elastic and inelastic models are plotted and
compared in Fig. 12.

However, for inelastic models the peaks do not correspond to natural periods
because the primary elements, subjected both to vertical loads and horizontal
seismic action, exhibit a stiffness reduction due to the cracking, leading to the
natural period elongation phenomenon.

The influence of higher modes is more evident in tall buildings, whose floor
spectral accelerations, associated to the higher modes, are greater than the ones
corresponding to the first mode. This phenomenon is more evident for inelastic
models, in which the reduction of the floor spectral ordinates mainly involves the
first mode peak, whereas the peaks corresponding to the higher modes are only
slightly reduced.

Floor amplification evaluation. The trends of the ratio between the peak floor
acceleration (PFA) and the peak ground acceleration (PGA) are plotted in Fig. 13,
in order to study the acceleration amplification at the different story levels.

Both elastic and inelastic models show almost linear trends, excepting the
10-story structure, where the shape of the PFA/PGA trend is influenced by the
second mode displacement shape at the top stories. A reduction of the PFA/PGA
ratio is exhibited in the inelastic models with respect to the elastic ones, due to the
cracking of the primary elements; however, at lower stories of the tallest buildings,
i.e. 5- and 10-story structures, a slight increase is recorded. This latter phenomenon
could be caused by the great influence that higher modes have when structural
nonlinearity, i.e. cracking, occurs [9, 23].
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Fig. 12 Floor response spectra in elastic (dotted lines) and inelastic (solid lines) models for
a 1-story, b 2-story, c 3-story, d 5-story and e 10-story structures
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Both EC8 and ASCE 7 envelopes overestimate the numerical outcomes; it is
noted that inelastic models are considered, since they better predict the actual
behavior of the structures through the inclusion of the cracking in the elements.

Component amplification evaluation. The trends of the ratio ap between the
maximum floor spectrum acceleration (Sfa,max) and the PFA with respect to relative
height are shown in Fig. 14, in order to study the component acceleration magni-
fication of the floor accelerations. The outcomes corresponding to the elastic and
inelastic models are compared: only slight differences are exhibited. The ap ratio
ranges from 3.0 to 5.2 in elastic models whereas it ranges from 2.6 to 4.8 in
inelastic models. The component acceleration magnifications in tall buildings are
generally smaller than the ones in short structures.

A noteworthy underestimation of the ap values in the current building codes is
highlighted, as shown in Medina et al. [17].

Comparison with EC8 formula and limitations. The Eurocode 8 floor
response spectrum could be then compared to the floor spectra resulting from the
analyses, assuming a peak ground acceleration on stiff soil equal to 0.078 g, i.e. the
50-year return period peak ground acceleration. In Fig. 15 the floor spectra are
compared to Eurocode 8 floor spectra for the different structures considered in this
study. In order to take into account the realistic behavior of the primary structures,
floor spectra in inelastic models are considered.

This comparison underlines that Eurocode 8 typically underestimates the
acceleration demand on nonstructural components for a wide range of periods,
especially for periods close to the structural natural periods. Eurocode floor spectra
give a good approximation, typically safe-sided, of the floor spectra for period
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Fig. 13 Ratio between peak floor acceleration (PFA) and peak ground acceleration (PGA), versus
the relative height (z/h) compared to the provisions included in ASCE7 and EC8
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sufficiently larger than the fundamental period of the structure. They also give a
good approximation of the period at which the maximum floor spectral acceleration
occurs; this is caused by the assumption of halved inertia during the design phase,
in order to take into account the effects of cracking.

Higher mode effects are not considered in Eurocode formulation: a significant
underestimation is recorded in the range of periods close to the higher mode periods
of vibration. The effective floor spectrum acceleration can be significantly under-
estimated, especially for tall buildings, i.e. the 5- and the 10-story structures, in
which higher modes are predominant. An urgent need to include higher modes in
the code formulation is highlighted.

3.4 Definition of a Code Formula

The previous sections highlighted the inadequacy of Eurocode provisions for the
evaluation of the seismic demand on acceleration-sensitive nonstructural compo-
nents. The main issues of the EC8 formulation can be summarized in: (a) the slight
overestimation of the peak floor acceleration, (b) the significant underestimation of
the component acceleration magnification at a given floor, (c) the non-inclusion of
the higher mode effects in the formulation, that leads to a significant underesti-
mation of the floor spectral acceleration for small periods. However, the shape of
the Eurocode floor spectrum is found to suitably catch the shape of typical floor
response spectra.
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Fig. 14 Floor acceleration magnification on nonstructural components versus the relative height
(z/h) compared to the provisions included in ASCE7 and EC8
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In this Section a novel formulation is proposed (Fig. 16): it is based on the
Eurocode formulation and to some suggestions included in [8].
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Fig. 15 Floor response spectra (solid lines) on inelastic models compared to EC8 floor spectra
(dashed lines) for the a 1-story, b 2-story, c 3-story, d 5-story and e 10-story structures
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A formula similar to the one already included in the Eurocodes is defined, both
for the sake of simplicity and in order to facilitate the implementation in future
building codes.

• A three-branch floor response spectrum is defined (branches from 1 to 3 in
Fig. 16), in order to include the peaks corresponding to higher mode effect.
Branches no. 1 and no. 3 have a shape similar to Eurocode 8 floor spectrum. The
definition of the flat branch no. 2 is also capable to include the uncertainty in the
evaluation of the structural periods.

• The formula included in EC8 is slightly modified in order to directly distinguish
the different terms, i.e. ground acceleration, floor amplification and component
amplification, that influence the definition of the floor response spectrum.

• The PFA over PGA ratio trend is modified according to the analysis results. The
proposed ratio trend goes from 1 at the base of the structure to 2 at its top.

• The amplification factor ap is increased up to 5 for short buildings and is
reduced for tall ones (Table 4), according to the analysis results (Fig. 14).

The proposed response spectra is defined according to the following
formulation:

T

S Fa

a·T1 T1 b·T1

ap·PFAp

PFAEC8

PFAp

2

1 3

Eurocode 8
Analysis
Proposed

Fig. 16 Proposed floor
spectral shape compared to
the Eurocode 8 floor spectral
shape and to a typical
analytical floor spectrum

Table 4 Values of the
parameters of the proposed
formulation for different
ranges of structural periods

a [–] b [–] ap [–]

T1 < 0.5 s 0.8 1.4 5.0

0.5 s < T1 < 1.0 s 0.3 1.2 4.0

T1 > 1.0 s 0.3 1.0 2.5
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Fig. 17 Floor response spectra (solid lines) on inelastic models compared to formulation (3)
(dashed lines) for the a 1-story, b 2-story, c 3-story, d 5-story and e 10-story structures
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SFa;proposed Tð Þ ¼
a � S � g � 1þ z=Hð Þ � ap

1þ ap�1ð Þ 1�T=a�T1ð Þ2

� �
� a � S � g for T\a � T1

a � S � g � 1þ z=Hð Þ � ap for a � T1\T\b � T1
a � S � g � 1þ z=Hð Þ � ap

1þ ap�1ð Þ 1�T=b�T1ð Þ2

� �
� a � S � g for T [ b � T1

8>>>>><
>>>>>:

ð2Þ

The parameters a, b and ap are defined according to the fundamental period of the
structure T1 according to Table 4. They are based on the indications included in [8]
and they are then calibrated in order to ensure a good match between the analytical
floor response spectra and the proposed floor spectra. The other parameters are the
same as in Eurocode.

The floor spectra are evaluated according to the proposed formulation and
compared to the analytical floor spectra evaluated on the inelastic models (Fig. 17).
The proposed floor spectra are typically safe-sided with respect to the analytical
results. They are also capable to include the peaks related to the structural higher
modes; the reduction of the seismic demand on very flexible nonstructural com-
ponents is also caught.

The proposed formulation yields conservative floor spectral accelerations for a
wide range of periods, especially for periods close to the fundamental period;
however, this overestimation could cover the uncertainty in the estimation of the
structural period due to, for instance, the presence of stiff infill walls and partition
walls [18], as well as the uncertainty in the estimation of the nonstructural com-
ponent period during the design phase.

4 Conclusions

A parametric study for the evaluation of the floor response spectra in European RC
frame structures, i.e. 1-2- 3-5- and 10-story structures, is conducted. The structures,
designed according to Eurocode 8, are subjected to a set of earthquakes that are
compatible with the elastic design response spectrum for a life safety limit state.
Preliminary nonlinear static analyses show that the benchmark structures are
characterized by a significant overstrength, due to some geometric limitations
included in the Eurocode 8. Time-history analyses are performed both on elastic
and inelastic models of the benchmark structures. The comparison between elastic
and inelastic floor response spectra shows a substantial reduction of the peak
spectral ordinate associated to the first mode; moreover, the peak occurs at a longer
period due to the period elongation phenomenon. The peak spectral values asso-
ciated with the higher modes are only slightly reduced in the inelastic model. At
lower stories, the spectral values associated to higher modes can be even larger than
the elastic ones. The ratio between PFA and PGA trend with the relative structural
height shows that both the ASCE7 and EC8 provisions are safe-sided. A linear
trend that goes from 1 at the base of the structure to 2 at the top would better fit the
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outcome of the analyses. The yielding of the structure gives a significant contri-
bution to the peak floor acceleration reduction. The component amplification, i.e.
the ratio between the maximum floor spectral value and the PFA, is almost constant
with the height for both elastic and inelastic models. An unsafe-sided estimation of
the ap values in the actual building codes is clearly highlighted: the component
amplification ap values are significantly greater than 2.5, which is the value rec-
ommended by ASCE7 and EC8, and close to 4.5. It is found that Eurocode for-
mulation for the evaluation of the seismic demand on nonstructural components
does not fit well the results of the analyses. It underestimates the maximum floor
acceleration demand for a wide range of nonstructural component periods, whereas
it overestimates the acceleration demand on nonstructural components with a period
close to the design period of the structure. The underestimation is significant for
nonstructural component periods close to the higher modes structural periods, since
the Eurocode formulation does not include higher modes effect.

Furthermore, the floor spectra are evaluated according to a set of accelerograms
compatible to a frequent seismic input motion. The investigation of floor response
spectra induced by frequent earthquakes is motivated by a detailed analysis of the
limit states definition in the actual European and Italian Building Codes. Both
elastic and inelastic models of the benchmark structures are considered. A period
elongation phenomenon is shown in floor spectra of the inelastic models, which is
mainly caused by the cracking of the primary elements. The peak floor acceleration
shows an almost linear trend with the structural relative height. The predictions
included both in EC8 and ASCE 7 are conservative, i.e. they provide larger values
of peak floor acceleration compared to the accelerations that result from the anal-
yses. The peak component acceleration, i.e. the maximum floor spectral accelera-
tion value at a given story, normalized to the peak floor acceleration exhibits an
almost constant trend with the structural relative height. Moreover, the taller the
structure is, the smaller the component amplification factor becomes. A significant
unsafe-sided prediction of both EC8 and ASCE 7 provisions is demonstrated. The
comparison of the floor spectra of inelastic models with the EC8 provisions clearly
underlines that Eurocode 8 typically underestimates the acceleration demand on
nonstructural component for a wide range of periods. Eurocode floor spectra give a
good approximation, typically safe-sided, of the floor spectra for periods sufficiently
larger than the fundamental period of the structure. A significant underestimation is
recorded in the range of periods close to the higher mode periods of vibration of the
benchmark structures.

A novel formulation is then proposed, based on the Eurocode actual formulation
for an implementation in the future building codes. The proposed formulation is
shown to be able to envelope the floor spectral peaks due to the higher modes.
Moreover, it yields conservative floor spectral acceleration for a wide range of
periods, especially for periods close to the fundamental period. However, such an
overestimation could cover the uncertainty in the estimation of the structural and the
nonstructural component periods during the design phase.

It should be underlined that the above presented results and conclusions are
related and limited to a set of five RC “simple” structures designed according to
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Eurocode 8. A larger set of structures should be considered in a future study to
further validate the proposed formulation.
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Design of RC Sections with Single
Reinforcement According to EC2-1-1
and the Rectangular Stress Distribution

Vagelis Plevris and George Papazafeiropoulos

Abstract Nowadays, the design of concrete structures in Europe is governed by
the application of Eurocode 2 (EC2). In particular, EC2—Part 1-1 deals with the
general rules and the rules for concrete buildings. An important aspect of the design
is specifying the necessary tensile (and compressive, if needed) steel reinforcement
required for a Reinforced Concrete (RC) section. In this study we take into account
the equivalent rectangular stress distribution for concrete and the bilinear
stress-strain relation with a horizontal top branch for steel. This chapter presents
three detailed methodologies for the design of rectangular cross sections with
tensile reinforcement, covering all concrete classes, from C12/15 up to C90/105.
The purpose of the design is to calculate the necessary tensile steel reinforcement.
The first methodology provides analytic formulas and an algorithmic procedure that
can be easily implemented in any programming language. The second methodology
is based on design tables that are provided in Appendix A, requiring less calcu-
lations. The third methodology provides again analytic formulas that can replace the
use of tables and even be used to reproduce the design tables. Apart from the direct
problem, the inverse problem is also addressed, where the steel reinforcement is
given and the purpose is to find the maximum bending moment that the section can
withstand, given also the value and position of the axial force. For each case
analytic relations are extracted in detail with a step-by-step procedure, the relevant
assumptions are highlighted and results for four different cross section design
examples are presented.
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1 Literature Review and Introduction

During the last decades, well-established procedures have been used for the design
of reinforced concrete cross-sections against bending and/or axial loads [8]. Three
Model Codes have been published in the past [2, 3, 5, 6], which are guiding
documents for future codes, making recommendations for the design of reinforced
and prestressed concrete structures. In the first two, improved models were
developed for a more accurate representation of the structural behaviour of rein-
forced concrete structures. In Model Code 1990 [3] constitutive equations for the
proper description of concrete material properties were introduced (concrete
strengths up to C80 were considered), in view of the possibility of nonlinear finite
element analysis of structures. Model Code 1990 [3] became the most important
reference document for the future development of EC2-1-1 [4]. A detailed pre-
sentation of the Model Code 2010 [5, 6] is given in [13].

It is common knowledge that all relevant national standards of European
countries regarding the design and construction of reinforced concrete structures
will eventually be replaced by the Eurocode 2 (EC2), which will be valid
throughout the whole Europe and not only. EC2-Part 1-1 [4] specifies the strength
and deformation characteristics of 14 classes of concrete, classified according to
their strength. For all of these, stress–strain relationships are defined for: (a) struc-
tural analysis, (b) design of cross-section and (c) confinement of concrete. In the
second case, three stress-strain relationships are defined for concrete as follows:
(a) parabolic-rectangular stress distribution (b) bi-linear stress distribution,
(c) rectangular stress distribution.

In the past research has been conducted regarding the degree of simplification,
conservative design, safety and equivalence in between the three above cases of
stress-strain distributions, as well as their application for modern types of rein-
forcement (e.g. Fibre Reinforced Polymer, FRP). In [9] the design of a reinforced
concrete section subjected to bending using two stress–strain relationships men-
tioned in EC2, namely the parabola-rectangle stress distribution and the rectangular
distribution, is studied and the differences are underlined. Two dimensionless
quantities are used to convert the parabola-rectangle stress distribution to an
equivalent concentrated force for the concrete in compression. Also analytic rela-
tions which determine the limit between single reinforcement (only tensile) and
double reinforcement (tensile and compressive) are provided. The results drawn
from the use of these two stress distributions, namely, parabola–rectangle and
rectangle, showed that the differences between the amounts of reinforcement are
less than 1 % for singly reinforced sections and less than 2 % for doubly reinforced
sections.

Due to the different characteristics of higher strength concrete (higher strain
before reaching yield, and much reduced stress plateau after yield) some design
procedures traditionally used in normal strength concrete structures had to be
revised. In [7], Jenkins compared the results of the revised rectangular stress block
specified in the Australian Standard Concrete Structures Code AS 3600-2009 [11]
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regarding concrete strengths higher than 50 MPa, with those in the main interna-
tional codes (e.g. ACI 318-2005 [1], EC2-1-1 [4]), and with stress-strain distri-
butions closer to the actual behaviour of high strength concrete. It was found that
the equivalent rectangular stress block derived from the parabolic-rectangular stress
block of EC2 (assuming the same positions of centroids and the same resultant
compressive force) gave almost identical results to the parabolic-rectangular curve
of EC2 for all concrete strengths when used on a rectangular section.

In [10] the influence of the assumed stress-strain curve for concrete on the
prediction of the strength of conventional and high strength concrete columns under
eccentric axial load is investigated. It was concluded that the traditional
parabola-rectangle stress-strain relationship of the CEB-FIP Model Code 90 (for
fck < 50 MPa) leads to unsafe results when used for high strength concrete.

A general methodology for determining the moment capacity of FRP RC sec-
tions by using the general parabola-rectangle diagram for concrete in compression,
according to the model of EC2 is proposed in [12]. Non-dimensional equations are
derived independently of the characteristics of concrete and FRP reinforcement, and
a simplified closed-form equation is also proposed for the case of failure due to FRP
rupture. These equations can be used to obtain universal design charts and tables,
which can facilitate the design process. A comparative study is also presented
between the predictions of the proposed methodology and experimental results
from 98 tests available in the literature.

Although the above studies deal with the application of the most suitable
stress-strain diagram for concrete for the “optimal” design of cross sections using
different approaches, to the authors’ knowledge, there is no study in which explicit
closed formulas, design charts and design tables are provided to achieve the design of
RC sections according to EC2-1-1 [4]. In the present study, the case of the rectan-
gular stress distribution of EC2-1-1 for concrete is thoroughly studied and three
different but equivalent methodologies are provided for the design of RC sections
with single tensile reinforcement. The first and the third of the methodologies provide
analytic formulas and step-by-step instructions for the design, while the second is
based on easy-to-use design tables that are provided in Appendix. In addition, the
inverse problem is also investigated, again using the three methodologies, where
given the steel reinforcement the aim is to find the maximum bending moment that
the RC section can withstand, given also the axial force acting on the section.

2 Concrete

2.1 Concrete Properties

According to EC2-1-1 [4] the compressive strength of concrete is denoted by
concrete strength classes which relate to the characteristic (5 %) cylinder strength
fck, or cube strength fck,cube, in accordance with EN 206-1. Higher strength
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concretes, up to the class C90/105 are covered by Eurocode 2. The strength classes
for concrete are presented in Table 1 where fck is the characteristic compressive
cylinder strength of concrete at 28 days and fck,cube, is the corresponding cube
strength.

The design compressive strength is defined as

fcd ¼ acc
fck
cc

ð1Þ

where:

• cc is the partial safety factor for concrete at the Ultimate Limit State, which is
given in Table 2.1 N of EC2-1-1 [4]. For persistent and transient design situ-
ations, cc = 1.5

• acc is the coefficient taking account of long term effects on the compressive
strength and of unfavourable effects resulting from the way the load is applied.
The value of acc for use in a country should lie between 0.8 and 1.0 and may be
found in its National Annex. The recommended value is 1, although various
countries have adopted lower values, leading to more conservative designs.

It should be noted that higher concrete strength shows more brittle behaviour,
reflected by shorter horizontal branch, as will be shown in the stress-strain relations
and diagrams, later.

2.2 Concrete Stress-Strain Relations for the Design of Cross
Sections

Eurocode 2 Part 1-1 suggests the use of three approaches for the stress-strain
relations of concrete for the design of cross sections:

1. Parabola-rectangle diagram (more detailed)—EC2-1-1 Par. 3.1.7(1)
2. Bi-linear stress-strain relation (less detailed)—EC2-1-1 Par. 3.1.7(2)
3. Rectangular stress distribution (simplest approach)—EC2-1-1 Par. 3.1.7(3)

The three different approaches are described in detail in the following sections.
In the present study, only the 3rd approach has been used for the design of RC
sections.

Table 1 Strength classes for concrete according to EC2-1-1

fck (MPa) 12 16 20 25 30 35 40 45 50 55 60 70 80 90

fck,cube (MPa) 15 20 25 30 37 45 50 55 60 67 75 85 95 105
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2.2.1 Rectangular Stress Distribution

According to Paragraph 3.1.7(3) of EC2-1-1, a rectangular stress distribution may
be assumed for concrete, as shown in Fig. 1 (Fig. 3.5 of EC2-1-1 [4]).

In the figure, d is the effective depth of the cross-section, x is the neutral axis
depth, As is the cross sectional area of the tensile steel reinforcement, es is the tensile
strain at the position of the steel reinforcement, Fc is the concrete force (com-
pressive, positive, as in the figure), Fs is the steel reinforcement force (tensile,
positive, as in the figure). The factor k defining the effective height of the com-
pression zone and the factor η defining the effective strength, are calculated from:

k ¼ 0:8 for fck � 50 MPa
0:8� fck�50

400 for 50\fck � 90 MPa

�
ð2Þ

g ¼ 1:0 for fck � 50 MPa
1:0� fck�50

200 for 50\fck � 90 MPa

�
ð3Þ

According to EC2-1-1, Table 3.1 [4] the value of ecu3 is given by

ecu3ð&Þ ¼ 3:5 for fck � 50 MPa
2:6þ 35 90�fck

100

� �4
for 50\fck � 90 MPa

�
ð4Þ

Table 2 and Fig. 2 show the values of the parameters k, η and ecu3 for each
concrete class.

Note: According to EC2-1-1 [4], if the width of the compression zone decreases
in the direction of the extreme compression fibre, the value η∙fcd should be reduced
by 10 %. This case is not examined in the present study, as the cross section is
assumed to be rectangular and the width of the compression zone does not decrease.
In any case, if needed, this correction can be very easily implemented in the
calculations.

Fig. 1 Rectangular stress distribution
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3 Steel

3.1 Steel Properties

The design strength for steel is given by

fyd ¼ fyk
cs

ð5Þ

where cs is the partial safety factor for steel at the Ultimate Limit State, which is
given in Table 2.1 N of EC2-1-1 [4] (for persistent and transient design situations,
cs = 1.15) and fyk is the characteristic yield strength of steel reinforcement.

Table 2 The parameters k, η and ecu3 for each concrete class

Concrete Class k η ecu3 (‰)

C12/15–C50/60 0.80 1.00 3.50

C55/67 0.79 0.98 3.13

C60/75 0.78 0.95 2.88

C70/85 0.75 0.90 2.66

C80/95 0.73 0.85 2.60

C90/105 0.70 0.80 2.60
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Fig. 2 The parameters k, η and ecu3 for each concrete class
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Table 3 (derived from Table C.1 of Annex C of EC2-1-1 [4]) gives the prop-
erties of reinforcement suitable for use with the Eurocode. The properties are valid
for temperatures between −40 and 100 °C for the reinforcement in the finished
structure. Any bending and welding of reinforcement carried out on site should be
further restricted to the temperature range as permitted by EN 13670.

The application rules for design and detailing in Eurocode 2 are valid for a
specified yield strength range, fyk from 400 to 600 MPa. The yield strength fyk is
defined as the characteristic value of the yield load divided by the nominal cross
sectional area. The reinforcement should have adequate ductility as defined by the
ratio of tensile strength to the yield stress, (ft/fy)k and the characteristic strain at
maximum force, euk. Typical values of fyk used in the design practice nowadays are
400 and 500 MPa.

3.2 Steel Stress-Strain Relations for the Design
of Cross-Sections

According to Paragraph 3.2.7(2) of EC2-1-1, for normal design, either of the fol-
lowing assumptions may be made for the stress-strain relation for steel, as shown in
Fig. 3 (Fig. 3.8 of EC2-1-1 [4]):

Table 3 Properties of steel reinforcement according to EC2-1-1

Product form Bars and de-coiled rods Requirement or
quantile value (%)

Class A B C –

Characteristic yield strength fyk
or f0,2k (MPa)

400–600 5.0

Minimum value of k = (ft/fy)k � 1.05 � 1.08 � 1.15
<1.35

10.0

Characteristic strain at maximum
force, euk (%)

� 2.5 � 5.0 � 7.5 10.0

Fig. 3 Idealised and design
stress-strain diagrams for
reinforcing steel (for tension
and compression)
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1. An inclined top branch with a strain limit of eud and a maximum stress of k∙fyk/cs
at euk, where k = (ft/fy)k.

2. A horizontal top branch without the need to check the strain limit.

The parameter k defines the inclination of the top branch. The special case k = 1
corresponds to a horizontal top branch (no inclination).

In the present study we use the second of the above approaches, i.e. a horizontal
top branch for steel (k = 1). According to this approach, there is no need to check
the strain limit of steel and as a result in the design of RC cross sections, the
concrete is always assumed to be the critical material. In this case, the steel design
stress is given by

rs ¼ fyd � es
eys

¼ Es � es if 0\es\eys
fyd if es � eys

�
ð6Þ

where fyd is the design steel strength given by Eq. (5) and eys is the design yield
strain given by

eys ¼ fyd
Es

ð7Þ

The design value of the steel modulus of elasticity Es may be assumed to be 200
GPa according to EC2-1-1 [4].

Table 4 shows the parameters fyk, fyd and eys for each steel class (B400, B500,
B600), with the assumptions Es = 200 GPa and cs = 1.15, in accordance with
EC2-1-1 [4].

4 Design Assumptions

The following design assumptions are made in this study, in accordance with
Eurocode 2—Part 1-1:

1. The design is based on characteristic concrete cylinder strengths, not cube
strengths.

2. Plane sections remain plane.
3. Strain in the bonded reinforcement, whether in tension or compression, is the

same as that of the surrounding concrete.
4. The tensile strength of concrete is completely ignored.

Table 4 The parameters fyk,
fyd and eys for each steel class,
assuming Es = 200 GPa and
cs = 1.15

Steel Class fyk (MPa) fyd (MPa) eys (‰)

B400 400 347.83 1.74

B500 500 434.78 2.17

B600 600 521.74 2.61
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5. The concrete stress is considered according to the simplified rectangular dis-
tribution shown in Fig. 1. This gives the opportunity to obtain elegant
closed-form solutions for the design process.

6. Stress in steel reinforcement is considered according to the stress-strain relation
of EC 2-1-1 [4] for steel (Fig. 3), with a horizontal top branch without the need
to check the strain limit. As a result, concrete is assumed to always be the critical
material, reaching its maximum strain at ULS.

5 Rectangular Stress Distribution Case Definitions

Figure 4 shows a typical rectangular cross section and the distribution of strains,
stresses and corresponding forces.

Since the horizontal top branch for the steel stress-strain relationship is adopted
in this study (Fig. 3), there is no need to check the strain limit of steel and at the
Ultimate Limit State (ULS) the concrete is the critical material (ec = ecu3) as shown
in Fig. 4, where:

• h and b are the height and width of the rectangular section, respectively
• d1 is the distance from the lower edge of the section to the centre of the tensile

reinforcement
• d is the effective depth of the rectangular section
• x is the neutral axis depth
• es is the tensile strain in the steel reinforcement
• ec = ecu3 is the compressive strain in the concrete upper edge
• k is a factor defining the effective height of the compression zone, given by

Eq. (2)

Fig. 4 Cross section, strain, stresses and forces distribution and section equilibrium, assuming
ec = ecu3 (concrete at limit strain)

Design of RC Sections with Single Reinforcement … 213



• η is a factor defining the effective strength of the compression zone, given by
Eq. (3)

• Md is the applied external bending moment (if positive, it puts the lower edge of
the section in tension)

• Nd is the applied external axial force (tensile for the section if positive), applied
at a position yN measured from the top of the section towards the lower edge of
it. Note: If the axial force is central, acting at the middle of the section height,
then yN = h/2

• ys is the distance from the tensile steel reinforcement to the position of the
external applied axial force

• z is the distance of the resultant concrete force Fc from the steel reinforcement
• Fc is the concrete (compressive) force
• Fs is the steel (tensile) force
• As is the required steel reinforcement.

5.1 Definition of the Direct and the Inverse Problem

In the direct problem, the loading conditions (bending moment Md, axial force Nd,)
are given and the purpose is to calculate the required tensile reinforcement (steel
area) As. In the inverse problem, As and Nd (applied at yN) are given and the purpose
is to calculate the maximum bending moment Md that the cross section can
withstand.

6 Investigation of the Direct Problem

6.1 Analytical Calculation of the Required Tensile
Reinforcement Area As

In the direct problem, the loading conditions are given and the purpose is to
calculate the required tensile reinforcement (steel area) As. In order to calculate As,
the unknown quantities x and z for the given loading conditions have to be cal-
culated first. After moving the external force Nd to the position of the steel rein-
forcement and imposing force and moment equilibrium for the cross-section, the
situation is depicted in Fig. 5.

From the equilibrium of the section in the x-direction, we have:

RFx ¼ 0 ) Fc þNd � Fs ¼ 0 ) Fs ¼ Fc þNd ð8Þ
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We have also:

d1 þ d ¼ h ) d ¼ h� d1 ð9Þ

ys þ yN ¼ d ) ys ¼ d � yN ð10Þ

The effective bending moment applied at the location of the steel reinforcement is:

Msd ¼ Md � Nd � ys ð11Þ

From the geometry of the section (Fig. 4), we have:

d ¼ zþ kx
2

) z ¼ d � kx
2

ð12Þ

The concrete force, assuming a rectangular distribution of stresses, is given by:

Fc ¼ kxgbfcd ð13Þ

From the equilibrium of moments at the position of the steel reinforcement
(Fig. 5) we have (clockwise moment taken as positive):

RMsteel ¼ 0 ) Fc � z�Msd ¼ 0 ) Msd ¼ Fc � z ð14Þ

By substituting Eq. (13) into Eq. (14), we obtain:

Msd ¼ kxgbzfcd ð15Þ

Fig. 5 Equilibrium after moving the external force Nd to the position of the steel reinforcement
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By substituting Eq. (12) into Eq. (15), we have:

Msd ¼ kxgbfcd � d � kx
2

� �
¼ x � kgbdfcdð Þ � x2 � nb

k2

2
fcd

� �
) ð16Þ

gbk2fcd
2

� �
� x2 � kgbdfcdð Þ � xþMsd ¼ 0 ð17Þ

The above quadratic equation needs to be solved for the neutral axis depth x. All
quantities except for x are known and the solution of the quadratic equation can be
easily obtained as

x1;2 ¼ d
k
�

ffiffiffiffiffiffi
D1

p
2A1

ð18Þ

where

A1 ¼ gbk2fcd
2

ð19Þ

and D1 is the discriminant of the quadratic equation:

D1 ¼ k2gbfcd gbd2fcd � 2Msd
� � ð20Þ

According to Eq. (2), it is always k < 1, as k = 0.80 for fck � 50 MPa and
k < 0.80 for 50 < fck � 90 MPa and as a result d/k > d which leads to
x2 > d which is not acceptable, since the requirement is that 0 � x� d for sections
under bending. Therefore the only acceptable solution is x = x1 and thus:

x ¼ x1 ¼ d
k
�

ffiffiffiffiffiffi
D1

p
2A1

ð21Þ

After calculating x from Eq. (21), it is easy to calculate also z, Fc and Fs from
Eqs. (12), (13), (8). The required tensile reinforcement is then calculated by

As ¼ Fs

rs
ð22Þ

where rs is the steel stress at the Ultimate Limit State (ULS) of the section, cal-
culated by Eq. (6). In our case, at the ULS the concrete zone is always at the critical
strain, ec = ecu3 while the steel strain es can be calculated considering the geometry
of Fig. 4 as follows:
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ecu3
x

¼ ecu3 þ es
d

) es ¼ d
x
� 1

� �
ecu3 ð23Þ

If the steel does not work in full stress (rs < fyd), although the required rein-
forcement area As can be calculated, the design with a single tensile reinforcement
is not economic. Either compressive reinforcement should be also added, or an
increase in the dimensions of the cross section, in particular its effective depth d.

6.1.1 Maximum Effective Moment Msd,max that the Section Can
Withstand

The maximum effective bending moment that the section can withstand (either
economically, with steel working at full strength or not) can be calculated by setting
x = d, so that the concrete compressive zone obtains its maximum value. In order to
find the corresponding maximum effective bending moment Msd,max, we set
x = d in Eq. (16) and we obtain:

Msd;max ¼ k 1� k
2

� �
gbd2fcd ð24Þ

It should be noted that the maximum effective bending moment Msd,max is the
upper limit of the effective moment, but the design for Msd,max is in fact impossible,
as for x = d, it is es = 0, rs = 0 and as a result an infinite amount of steel rein-
forcement would be needed according to Eq. (22).

The effective bending moment Msd can be also expressed in general in a nor-
malized (dimensionless) form as follows

lsd ¼
Msd

bd2fcd
ð25Þ

where lsd is called the normalized effective bending moment. For the maximum
normalized effective bending moment, we have

lsd;max ¼
Msd;max

bd2fcd
¼ k 1� k

2

� �
g ð26Þ

It can be seen that lsd,max depends only on the concrete class, as k and η are both
direct functions of the concrete strength only [Eqs. (2) and (3)].
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6.1.2 Critical Effective Moment Msd,lim that the Section Can
Withstand Economically

Theoretically, the steel area can be calculated for any Msd < Msd,max (or equiva-
lently lsd < lsd,max) but as mentioned earlier, for the cases Msd,lim < Msd < Msd,max

(or lsd,lim < lsd < lsd,max) the design is not economic as steel works below its yield
point. In order for the design to be economic, the steel reinforcement has to work
above the yield limit, at full strength (es � eys and rs = fyd). At the limit of this
condition, we set es = eys in Eq. (23), and solving for x, we have the corresponding
limit value xlim of x:

xlim ¼ ecu3
ecu3 þ eys

d ð27Þ

In order to find the corresponding effective moment Msd,lim, we set x = xlim in
Eq. (16)

Msd;lim ¼ xlim � kgbdfcdð Þ � x2lim � gb
k2

2
fcd

� �
ð28Þ

By substituting xlim from Eq. (27) into Eq. (28), we finally obtain:

Msd;lim ¼ ecu3 1� k
2

� �þ eys

ecu3 þ eys
� �2 ecu3 � gkbd2fcd ð29Þ

The corresponding dimensionless limit value lsd,lim is then

lsd;lim ¼ Msd;lim

bd2fcd
¼ ecu3 1� k=2ð Þþ eys

ecu3 þ eys
� �2 gkecu3 ð30Þ

If for a given design problemMsd � Msd,lim (or equivalently lsd � lsd,lim) then
an economic design can be achieved using single steel reinforcement only. On the
other hand, if Msd > Msd,lim (or lsd > lsd,lim) then an economic design cannot be
achieved using only single steel reinforcement. Either double reinforcement (tensile
and also compressive) is needed, or an increase in the dimensions of the cross
section (especially d, but also b). As shown in Eq. (30), the value of lsd,lim depends
on the concrete strength class and the steel yield strain eys which is dependent on the
steel strength, as shown in Eq. (7) and Table 4.
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6.1.3 Summary of the Analytical Methodology for the Design of Cross
Sections

The full methodology for the calculation of the needed steel reinforcement As is
summarized below:

Known quantities for the design:

• Materials properties: fck, fyk, Es (EC2-1-1 value is 200 GPa)
• Safety factors: cc (EC2-1-1 value is 1.5), cs (EC2-1-1 value is 1.15), acc

(EC2-1-1 recommended value is 1, National Annexes can enforce values
between 0.8 and 1.0)

• Section geometry: b, h, d1
• Loading conditions: Md, Nd applied at yN position

Quantities to be calculated and corresponding equation to use:

• k: Eq. (2), η: Eq. (3)
• fcd,: Eq. (1), ecu3: Eq. (4), fyd: Eq. (5), eys: Eq. (7)
• d: Eq. (9), ys: Eq. (10), Msd: Eq. (11)
• Msd,max: Eq. (24). If Msd < Msd,max then proceed with the next calculations,

otherwise stop, the design cannot be achieved
• Msd,lim: Eq. (29). If Msd < Msd,lim then the design using single steel reinforce-

ment is economic (steel working at full strength), otherwise the design using
single steel reinforcement can be achieved, but it is not economic (steel working
below full strength)

• A1: Eq. (19), D1: Eq. (20), x: Eq. (21), z: Eq. (12)
• Fc: Eq. (13), Fs: Eq. (8)
• es: Eq. (23), rs: Eq. (6), As: Eq. (22)

The above procedure is straightforward and can be easily implemented in any
programming language. A simple spreadsheet program, such as Microsoft Excel,
can be also used in order to make the necessary calculations, without even the need
for any complicated programming macros.

6.2 Design of Cross Sections Using Design Tables

In this section, we explain how the steel reinforcement area can be calculated using
the design tables that are provided in Appendix A. We define the dimensionless
value x as

x ¼ Fc

bdfcd
ð31Þ
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From Eq. (8) we have

Fc ¼ Fs � Nd ð32Þ

Substituting Fs from Eqs. (22) in (32) and then substituting Fc from Eq. (32)
into Eq. (31) we obtain

x ¼ Asrs � Nd

bdfcd
ð33Þ

By solving Eq. (33) for As, we obtain

As ¼ 1
rs

xbdfcd þNdð Þ ð34Þ

It is obvious that if x and rs are both known, then it is easy to calculate the
needed steel reinforcement area As from Eq. (34). In Appendix A there are six
tables which provide the values of x and rs for given values of the normalized
effective bending moment lsd, for each concrete class. In Sect. 6.3 we will explain
how the values of the tables can be calculated. Each table gives the value of x for a
given value of lsd, together with the values of n = x/d, f = z/d, es (‰) and also rs
for three different steel classes (B400, B500, B600). Of these parameters, only rs is
affected by the steel quality and that’s why it is given in three columns.

It should be noted that the first nine concrete classes (C12/15, C16/20, C20/25,
C25/30, C30/37, C35/45, C40/50, C45/55, C50/60) share the same table (Table 10)
while for the other five concrete classes (C55/67, C60/75, C70/85, C80/95 and
C90/105) there are separate tables for each case.

The tables are independent of the values of the concrete parameters acc and cc.
Of course these parameters affect the final design, but they are taken into account
through the calculation of fcd in Eq. (34) which affects the calculation of As. The
first 5 columns, lsd, x, n, f, es are also independent of the steel parameters cs and
Es. Only the steel stress at the ultimate state (last three columns of the tables)
depends on the steel parameters cs and Es and these three columns have been
calculated with the assumption Es = 200 GPa and cs = 1.15 (in accordance with
EC2-1-1 [4]). This is also the case for the limit values lsd,lim and xlim which depend
also on Es and cs.

6.2.1 Linear Interpolation for the x-lsd Tables

In most cases, the value of lsd is not an exact value of the table, but rather lies
between two neighbouring values lsd1 and lsd2 (lsd1 < lsd < lsd2). In this case
linear interpolation is needed in order to obtain the value of x that corresponds to
the given lsd. This is of course an easy-to-solve problem, but nevertheless we will
provide an explicit analytic solution here.
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If x1 corresponds to lsd1 and x2 corresponds to lsd2 then we have the linear
interpolation problem that is depicted in Table 5.

The solution is given below

lsd2 � lsd1
x2 � x1

¼ lsd � lsd1
x� x1

) ð35Þ

x ¼ x1 þ lsd � lsd1
lsd2 � lsd1

x2 � x1ð Þ: ð36Þ

6.3 Analytic Formulas and Investigation of the Design
Parameters x, n, f, es

In this section, we will investigate the parameters x, n, f, es and we will end up to
closed formulas for their calculation. Using these formulas, one can easily generate
the design tables of Appendix.

6.3.1 Parameter x

Although the values of the parameter x can be taken from the design tables using
the design approach described before, it is very interesting to investigate also x
analytically, using closed formulas. From Eq. (8) we have

Fs ¼ Fc þNd ð37Þ

By substituting the concrete force from Eq. (13) and the steel force from
Eq. (22) into Eq. (37), we have

As � rs ¼ kx � gfcd � bþNd ð38Þ

By substituting As from Eq. (34) into Eq. (38), we have

1
rs

xbdfcd þNdð Þ � rs ¼ kx � gfcd � bþNd ) ð39Þ

kxg
d

¼ x ð40Þ

Table 5 The linear
interpolation problem of the
lsd-x tables

lsd values from Table x values from Table

lsd1 x1

Our lsd (lsd1 < lsd < lsd2) Our x = ?

lsd2 x2
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By definition it is

lsd ¼
Msd

bd2fcd
ð41Þ

By substituting Msd from Eq. (15) into Eq. (41) we have

lsd ¼
kx � gfcd � b � z

bd2fcd
¼ kgxz

d2
ð42Þ

By substituting z from Eq. (12) into Eq. (42) we obtain

lsd ¼
kgx d � kx

2

� �
d2

¼ kxg
d

� 1
2g

kxg
d

� �2

ð43Þ

By substituting kxη/d from Eq. (40) into Eq. (43) we finally get

lsd ¼ x� 1
2g

x2 ð44Þ

The above is a simple analytic formula for the calculation of lsd when x is
known. This is very useful in the inverse problem which will be investigated later.
Now we will try to solve Eq. (44) for x. It can be written in the following form:

1
2g

x2 � xþ lsd ¼ 0 ð45Þ

The solution of the quadratic equation is:

x1;2 ¼ g 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
ð46Þ

From the above two solutions, only the one with the negative sign (x1) is
acceptable (proof will follow) and as a result:

x ¼ g 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
ð47Þ
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Proof that x2 (with the positive sign) is not an acceptable solution of
Eq. (45)
Assuming that x2 is an acceptable solution, then from Eq. (40) we have

x2 ¼ g � kx2
d

ð48Þ

Since

x2 ¼ g 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
ð49Þ

Then it should be

g � kx2
d

¼ g 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
) ð50Þ

k
x2
d
¼ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s
) ð51Þ

x2 ¼
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

q
k

� d ð52Þ

Since the numerator is greater than 1 and the denominator k is less than 1,
then x2 > d which is not acceptable. As a result, x2 is not an acceptable
solution.

Figure 6 depicts Eq. (47) showing x as a function of the dimensionless effective
bending moment lsd, for every concrete class.

Using Eq. (47) for x and setting as lsd the values of lsd,max [Eq. (26)] and lsd,lim
[Eq. (30)] for each steel class, it is easy to calculate the corresponding values xmax

and xlim for every steel class, and obtain the closed formulas as follows:

xmax ¼ gk ð53Þ

xlim ¼ g 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ecu3 2� kð Þþ 2eys

ecu3 þ eys
� �2 kecu3

s !
ð54Þ
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Maximum and limit values for lsd and x

Table 6 shows the values of the parameters lsd,max, xmax (the same for all steel
classes) and lsd,lim, xlim (for steel B400, B500 and B600), for every concrete class.
It should be noted that the values of the limit parameters (lim) of the table have been
calculated for Es = 200 GPa and cs = 1.15, in accordance with EC2-1-1 [4].

Figure 7 shows the corresponding lsd,max, xmax and lsd,lim, xlim, as functions of
the concrete strength. Figure 8 depicts xmax and xlim versus lsd,max and lsd,lim for
each concrete and steel class.

Fig. 6 x as a function of lsd for every concrete class

Table 6 The values of the parameters lsd,max, xmax, lsd,lim, xlim

Concrete class max. (any steel) lim (B400) lim (B500) lim (B600)

lsd,max xmax lsd,lim xlim lsd,lim xlim lsd,lim xlim

C12/15–C50/60 0.4800 0.8000 0.3916 0.5344 0.3717 0.4935 0.3533 0.4584

C55/67 0.4655 0.7678 0.3685 0.4933 0.3477 0.4528 0.3287 0.4185

C60/75 0.4510 0.7363 0.3482 0.4593 0.3270 0.4198 0.3079 0.3865

C70/85 0.4219 0.6750 0.3155 0.4079 0.2946 0.3712 0.2761 0.3405

C80/95 0.3929 0.6163 0.2892 0.3695 0.2695 0.3358 0.2521 0.3078

C90/105 0.3640 0.5600 0.2652 0.3356 0.2469 0.3050 0.2307 0.2795
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6.3.2 Parameter n

The parameter n is the normalized neutral axis depth. The neutral axis depth is
normalized with respect to the effective height d of the section and is defined as
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Fig. 7 For each concrete class and steel class: a lsd,max and lsd,lim, b xmax and xlim

Fig. 8 xmax and xlim versus lsd,max and lsd,lim for each concrete and steel class
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n ¼ x
d

ð55Þ

Using Eq. (40) and also substituting x from Eq. (47) we have

n ¼ x
d
¼ x

kg
¼ 1

k
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
ð56Þ

The corresponding values nmax and nlim are

nmax ¼ 1 ð57Þ

nlim ¼ 1
k

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ecu3 2� kð Þþ 2eys

ecu3 þ eys
� �2 kecu3

s !
ð58Þ

In Fig. 9 n is shown as a function of the normalized moment lsd for various
concrete strength classes. It is apparent that for higher concrete classes, the nor-
malized neutral axis depth is higher, for the same value of lsd. All curves increase
with increasing normalized moment, until n gets equal to one (x = d).

Fig. 9 n as a function of lsd for every concrete class
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6.3.3 Parameter f

The parameter f is the normalized distance of the resultant concrete force from the
tensile reinforcement z with respect to the effective section height d and is defined
as

f ¼ z
d

ð59Þ

Using Eq. (12) and also Eq. (56) we have

f ¼ z
d
¼ d � kx

2

� �
d

¼ 1� k
2
� x
d
¼ 1� k

2
� n ¼ 1� x

2g
ð60Þ

Substituting n from Eq. (56) we obtain also

f ¼ 1� k
2
� 1
k

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
¼ 0:5 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
ð61Þ

The corresponding values fmin (corresponding to xmax and lsd,max) and flim are

fmin ¼ 1� k
2

ð62Þ

flim ¼ 0:5 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ecu3 2� kð Þþ 2eys

ecu3 þ eys
� �2 kecu3

s !
ð63Þ

In Fig. 10 f is plotted against the dimensionless design bending moment lsd for
various concrete strength classes. It is observed that f decreases with increasing
concrete strength class for the same value of lsd and it decreases generally with
increasing lsd.

Table 7 shows the values of the parameters nmax, fmin (the same for all steel
classes) and nlim, flim (for steel B400, B500 and B600), for every concrete class. It
should be noted that the values of the limit parameters (lim) of the table have been
calculated for Es = 200 GPa and cs = 1.15, in accordance with EC2-1-1 [4].

6.3.4 Steel Strain es

From the definition of n, it is

d
x
¼ 1

n
ð64Þ
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Substituting Eq. (64) into Eq. (23) and also using Eq. (56) we have

es ¼ 1
n
� 1

� �
ecu3 ¼ 1

x
kg

� 1

 !
ecu3 ¼ kg

x
� 1

� �
ecu3 ð65Þ

or in terms of lsd

es ¼ 1
n
� 1

� �
ecu3 ¼ 1

1
k 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

q� 	� 1

0B@
1CAecu3 ¼

kg 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

q� 	
2lsd

� 1

0B@
1CAecu3

ð66Þ

Fig. 10 f as a function of lsd for every concrete class

Table 7 The values of the parameters nmax, fmin, nlim, flim

Concrete class max./min.
(any steel
class)

lim (B400) lim (B500) lim (B600)

nmax fmin nlim flim nlim flim nlim flim
C12/15–C50/60 1 0.6000 0.6680 0.7328 0.6169 0.7533 0.5730 0.7708

C55/67 1 0.6063 0.6425 0.7470 0.5898 0.7678 0.5450 0.7854

C60/75 1 0.6125 0.6238 0.7583 0.5702 0.7791 0.5250 0.7966

C70/85 1 0.6250 0.6043 0.7734 0.5499 0.7938 0.5045 0.8108

C80/95 1 0.6375 0.5995 0.7827 0.5450 0.8025 0.4995 0.8189

C90/105 1 0.6500 0.5992 0.7903 0.5446 0.8094 0.4992 0.8253
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The strain of the reinforcement es is shown in Fig. 11, as a function of the
normalized design bending moment lsd (for lsd � 0.01), for various concrete
strength classes, where the x-axis (lsd) is in logarithmic scale for better clarity. In
general, it is shown that the steel strain decreases for increasing normalized bending
moment lsd. If the horizontal top branch of the steel stress-strain diagram is con-
sidered (as in this study), the steel strain is not supposed to have a maximum and in
theory it can extend to infinity. Therefore, for very small values of the dimen-
sionless bending moment lsd the es curves tend asymptotically towards infinity.
Furthermore, for higher values of lsd, the steel strain decreases and for lsd,max it
becomes zero, as shown in the figure.

In Fig. 12 we zoom in the area of higher values of lsd, 0.2 � lsd � 0.48. The
yield (limit) values for es (eys, shown in Table 4) have been plotted in this diagram
also, as horizontal lines, for each steel class.

6.3.5 Analytic Formulas of lsd, x, n, f, es for Concrete Classes
up to C50/60

For the special case of concrete classes up to C50/60, calculations are much sim-
pler. For this case, it is η = 1 and k = 0.8 and as a result we obtain the following
simplified formulas.

Fig. 11 es as a function of lsd for every concrete class (lsd in logarithmic scale)
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For lsd:

lsd ¼ x� 0:5 � x2 ð67Þ

lsd;max ¼ 0:48 ð68Þ

lsd;lim ¼ 0:48ecu3 þ 0:8eys

ecu3 þ eys
� �2 ecu3 ð69Þ

For x:

x ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

p
ð70Þ

xmax ¼ 0:8 ð71Þ

xlim ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 0:96ecu3 þ 1:6eys

ecu3 þ eys
� �2 ecu3

s
ð72Þ

For n:

n ¼ 1:25x ¼ 1:25 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

p� 	
ð73Þ

nmax ¼ 1 ð74Þ

Fig. 12 es as a function of lsd for every concrete class (lsd � 0.2, lsd in logarithmic scale)

230 V. Plevris and G. Papazafeiropoulos



nlim ¼ 1:25� 1:25

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 0:96ecu3 þ 1:6eys

ecu3 þ eys
� �2 ecu3

s
ð75Þ

For f:

f ¼ 1� 0:5x ¼ 0:5 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

p� 	
ð76Þ

fmin ¼ 0:6 ð77Þ

flim ¼ 0:5þ 0:5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 0:96ecu3 þ 1:6eys

ecu3 þ eys
� �2 ecu3

s
ð78Þ

For es:

es ¼ 0:8
x

� 1
� �

ecu3 ¼ 0:4
lsd

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

p� 	
� 1


 �
ecu3 ð79Þ

Figure 13 shows the parameters x, n, f and es as functions of the normalized
bending moment lsd for concrete classes C12/15 up to C50/60.

Fig. 13 x, n, f, es as functions of lsd for concrete classes C12/15 up to C50/60
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7 Investigation of the Inverse Problem

In the inverse problem, the tensile reinforcement (steel area) As and the axial force
Nd (which is applied at yN) are given and the purpose is to calculate the maximum
bending moment Md that the cross section can withstand.

7.1 Analytical Calculation of the Maximum Bending
Moment Md

In this problem there are generally again two cases:

• Steel working at full strength (es � eys, rs = fyd)
• Steel working below full strength (es < eys, rs < fyd)

Case A: We assume that steel works at full strength

If steel works at full strength, then es � eys and rs = fyd and we have:

As ¼ Fs

fyd
) Fs ¼ As � fyd ð80Þ

RFx ¼ 0 ) Fc þNd � Fs ¼ 0 ) Fc ¼ Fs � Nd ð81Þ

Fc ¼ kxnbfcd ) x ¼ Fc

knbfcd
ð82Þ

ecu3
x

¼ ecu3 þ es
d

) es ¼ d
x
� 1

� �
ecu3 ð83Þ

Using Eq. (83) we can now check our principal assumption. If es � eys then the
assumption was right and we can continue, otherwise the assumption was not right
and we have to move to Case B. By substituting Eqs. (80), (81), (82) into Eq. (83)
and doing some calculations, the criterion for Case A becomes as follows:

if
dknbfcd

Asfyd � Nd
� 1

� �
ecu3
eys


 �
� 1 then es � eys otherwise es\eys ð84Þ

If the criterion of Eq. (84) is satisfied, then es � eys. If this is the case, then we
calculate x from Eq. (82) and we continue with the Final step below, otherwise we
move to Case B where es < eys.
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Case B: Steel working below the yield limit (with less than full strength)

If the criterion of Eq. (84) is not satisfied then steel works below the yield point,
es < eys and rs < fyd and we have:

rs ¼ fyd � eseys ¼ Es � es ð85Þ

As ¼ Fs

rs
) Fs ¼ As � rs ð86Þ

ecu3
x

¼ ecu3 þ es
d

) es ¼ d
x
� 1

� �
ecu3 ð87Þ

By substituting es from Eq. (87) into Eq. (85) and then rs from Eq. (85) into
Eq. (86) we obtain:

Fs ¼ AsEs � d
x
� 1

� �
ecu3 ð88Þ

We have also:

Fc ¼ kxnbfcd ð89Þ

Fs ¼ Fc þNd ð90Þ

By substituting Fs from Eq. (88) and Fc from Eq. (89) into Eq. (90) we have:

AsEs � d
x
� 1

� �
ecu3 ¼ kxnbfcd þNd ) ð91Þ

knbfcdð Þ � x2 þ Nd þAsEsecu3ð Þ � x� AsEsdecu3 ¼ 0 ) ð92Þ

The above quadratic equation needs to be solved for the neutral axis depth x. It
can be written as:

A2x
2 þB2xþC2 ¼ 0 ð93Þ

where

A2 ¼ knbfcd; B2 ¼ Nd þAsEsecu3; C2 ¼ �AsEsdecu3 ð94Þ

The quantities A2, B2 and C2 are all known, so by solving the quadratic Eq. (93)
we can determine the quantity x. The discriminant D2 of the quadratic equation is
given by:
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D2 ¼ B2
2 � 4A2 � C2 ¼ Nd þAs � Es � ecu3ð Þ2 þ 4k � n � fcd � b � As � Es � d � ecu3 ð95Þ

The solution of the quadratic equation is:

x1;2 ¼ �B2 �
ffiffiffiffiffiffi
D2

p
2A2

) x1 ¼ �B2�
ffiffiffiffi
D2

p
2A2

x2 ¼ �B2 þ
ffiffiffiffi
D2

p
2A2

(
ð96Þ

Given that �B2 �
ffiffiffiffiffiffi
D2

p
\0 and according to the requirement 0 � x� d, the

only acceptable solution is x = x2 and thus:

x ¼ x2 ¼ �B2 þ
ffiffiffiffiffiffi
D2

p
2A2

ð97Þ

After calculating x from Eq. (97), it is easy to calculate also es from Eq. (87). We
can now check again the validity of the principal assumption. It should certainly be
es < eys otherwise the assumption for Case B was not right and there must be a
problem in the calculations. If indeed es < eys then we continue with the Final step
below, with the value of x calculated with Eq. (97).

Final step:

Having obtained the value of x, either from Case A or Case B, we continue with
the following calculations:

Msd ¼ kxgbfcd d � kx
2

� �
ð98Þ

Msd ¼ Md � Nd � ys ) Md ¼ Msd þNd � ys ð99Þ

7.1.1 Summary of the Analytical Methodology for the Calculation
of the Maximum Bending Moment Md

The full methodology for the calculation of the maximum bending moment Md that
the section can withstand given the existing steel reinforcement As and the axial
force Nd (which is applied at yN) is summarized below:

Known quantities for the calculation of the strength: The known quantities
for the calculation of the cross section strength are the same as the ones of the direct
problem, with the exception of the applied external bending moment Md which is
now not known (and needs to be calculated). Instead, the existing steel reinforce-
ment As is now known.

Quantities to be calculated and corresponding equation to use:

• k: Eq. (2), η: Eq. (3), fcd: Eq. (1), ecu3: Eq. (4), fyd: Eq. (5), eys: Eq. (7), d:
Eq. (9), ys: Eq. (10)
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• If the Criterion of Eq. (84) is satisfied, then proceed with Case A, otherwise
proceed with Case B

• Case A
– Fs: Eq. (80), Fc: Eq. (81), x:

Eq. (82), es: Eq. (83) (should be � eys),
rs = fyd

• Case B
– A2, B2, C2: Eq. (94), D2: Eq. (95), x:

Eq. (97), es: Eq. (87) (should be < eys), rs: steel
stress, Eq. (85)

• Msd: Eq. (98), Md: Eq. (99).

The above is again a straightforward procedure that can be very easily imple-
mented in any programming language.

7.2 Solution of the Inverse Problem Using Design Tables

The inverse problem can be solved using the design tables provided in Appendix A,
without any complicated analytic calculations in the usual case of economic design
(steel working at full strength). In the case where the steel does not work at full
strength, then it is not very easy to use the design tables, as the unknowns in this
case are two (x and rs) and an iterated process is needed in order to calculate the
real value of x, as described in detail in the following sections.

Case A: We assume that steel works at full strength

Setting rs = fyd in Eq. (33) we obtain

x ¼ Asfyd � Nd

bdfcd
ð100Þ

Now we must calculate x with Eq. (100) and then read the design table and
ensure that for the given value of x, steel works indeed above the yield limit, at full
strength (rs = fyd) so our assumption was right. For this we can also simply read the
xlim value for the given steel class and check if the calculated x is below xlim

(x � xlim). Otherwise, if x > xlim then the assumption was not right and we have
to move to Case B. If indeed steel works at full strength, then for the given value of
x, we use the design table to take the corresponding value of lsd (linear interpo-
lation may be needed) Then we calculate Msd with the following formula which is
derived by solving Eq. (25) for Msd:

Msd ¼ lsd � bd2fcd ð101Þ

Then, as previously, Md can be easily calculated using Eq. (99)

Design of RC Sections with Single Reinforcement … 235



Case B: Steel working below the yield limit (with less than full strength)

If using Eq. (100) for the given As and Nd, we obtain a value of x equal to xcalc,

in for which it is xcalc,in > xlim, then the assumption that steel works at full strength
was wrong. In this case for the real value of x, it is x < xcalc,in because in fact
rs < fyd. We must start an iterative process in order to calculate the real value of x
from the values of the table. We continue with the first pair of xtable and rs,table
values from the table which correspond to an uneconomic design (first rs,table for
which it is rs,table < fyd). From each rs,table we calculate xcalc as follows:

xcalc ¼ Asrs;table � Nd

bdfcd
ð102Þ

and we move on with the next pairs (xtable, rs,table) until we find a value of xcalc for
which xcalc < xtable. Then we stop and the real value of x should be between the
last two values from the table, as shown in Table 8.

In Table 8, the real value of x should be between the two values x1 and x2 (the
word “table” has been omitted) of the table. In order to find x we have to find the
intersection of two lines in the 2D space of (rs, x), namely the line passing through
points (rs1, x1) and (rs2, x2) and the line passing through points (rs1, xa) and (rs2,
xb). The intersection point can be easily calculated as follows:

rs ¼ rs1 x2 � xbð Þþ rs2 xa � x1ð Þ
x2 � xb þxa � x1

ð103Þ

x ¼ x2xa � x1xb

x2 � xb þxa � x1
ð104Þ

Having calculated x, we read lsd from the table (linear interpolation may be
needed). Then as previously, we can calculate Msd and Md, by using Eqs. (101)
and (99), respectively.

Table 8 Schematic representation of how to use design tables when Steel works below the yield
limit

x (from table) rs (from table) x (calculated from rs with Eq. (102))

xlim rs = fyd xcalc,in (from rs = fyd) > xlim

xtable rs,table xcalc (from rs,table) > xtable

… … …

x1,table rs1,table xa,calc (from rs1,table) > x1,table

x2,table rs2,table xb,calc (from rs2,table) < x2,table
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7.2.1 Linear Interpolation for the x-lsd Tables

Generally, the value of x is not an exact value of the table, but rather lies between
two neighboring values x1 and x2 (x1 < x<x2), corresponding to lsd values lsd1
and lsd2. In this case linear interpolation is needed again. Solving Eq. (35) for lsd
we obtain

lsd ¼ lsd1 þ
x� x1

x2 � x1
lsd2 � lsd1ð Þ: ð105Þ

7.3 Analytic Formulas of x, n, f, es for the Solution
of the Inverse Problem

Again we have two cases: Steel working at full strength and steel working below
full strength.

Case A: We assume that steel works at full strength (lsd � lsd,lim)

Setting rs = fyd in Eq. (33) we obtain

x ¼ Asfyd � Nd

bdfcd
ð106Þ

Substituting x from Eq. (47) we have:

g 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2lsd

g

s !
¼ Asfyd � Nd

bdfcd
) ð107Þ

lsd ¼
g
2

1� 1� Asfyd � Nd

gbdfcd

� �2
" #

ð108Þ

Now we check if the lsd calculated from Eq. (108) is indeed less than lsd,lim (see
Table 6). If indeed lsd � lsd,lim then the assumption was right, otherwise we move
to case B. If the assumption was right, then we can calculate Msd and Md as
previously, by using Eqs. (101) and (99).

Case B: Steel working below the yield limit (less than full strength, lsd > lsd,lim)

If using Eq. (108) for the given As and Nd, the obtained value lsd is greater than
lsd,lim, then steel works below yield strain and the design is not economic. In this
case, we have es < eys and from Eq. (6) we have
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rs ¼ Es � es ð109Þ

Substituting rs from Eq. (109) into Eq. (33) we have

x ¼ AsEses � Nd

bdfcd
ð110Þ

Substituting es from Eq. (65) into Eq. (110) we have

x ¼
AsEs

kg
x � 1
� 	

ecu3 � Nd

bdfcd
) ð111Þ

bdfcdð Þ � x2 þ AsEsecu3 þNdð Þ � x� kgAsEsecu3 ¼ 0 ð112Þ

The above quadratic equation needs to be solved for x. It can be written in the
form:

A3x
2 þB3xþC3 ¼ 0 ð113Þ

where

A3 ¼ bdfcd ð114Þ

B3 ¼ AsEsecu3 þNd ð115Þ

C3 ¼ �kgAsEsecu3 ð116Þ

The quantities A3, B3 and C3 are all known. The discriminant D3 of the quadratic
equation is given by:

D3 ¼ B2
3 � 4A3C3 ¼ AsEsecu3 þNdð Þ2 þ 4kgbdfcdAsEsecu3 ð117Þ

The solution of the quadratic equation is:

x1;2 ¼ �B3 �
ffiffiffiffiffiffi
D3

p
2A3

) x1 ¼ �B3�
ffiffiffiffi
D3

p
2A3

x2 ¼ �B3 þ
ffiffiffiffi
D3

p
2A3

(
ð118Þ

Of the above solutions, only the second is acceptable, as the first leads to
negative values for x. So we have

x ¼ �B3 þ
ffiffiffiffiffiffi
D3

p
2A3

ð119Þ

Having calculated x, we calculate lsd with Eq. (44) and then as previously, we
can calculate Msd and Md, by using Eq. (101) and Eq. (99).
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8 Numerical Examples

Four concrete sections will be examined in total. For each section, the direct and the
inverse problem are solved using three methodologies:

1. Analytical calculations
2. Using the design tables provided in Appendix A
3. Using x analytic formulas without the use of tables

Below are the common properties for all numerical examples:

• cc = 1.50, acc = 1
• Steel class B500 (fyk = 500 MPa)
• Es = 200 GPa, cs = 1.15

The main different characteristics of the four test examples are summarized
below:

1. Concrete Class C20/25, no axial force (steel working at full strength).
2. Concrete Class C30/37, with tensile axial force (steel working at full strength).
3. Higher Concrete Class (C70/85), with tensile axial force (steel working at full

strength).
4. Concrete Class C30/37, with compressive axial force (steel working below the

yield limit, with less than full strength).

8.1 Numerical Example 1

The section of the first numerical example has the following properties (Fig. 14):

• Concrete class C20/25, Height h = 50 cm, Width b = 25 cm, d1 = 5 cm
• For the direct problem, we have: Md = 60 kNm, Nd = 0 (no axial force), yN: Not

applicable.

Fig. 14 The direct problem of the 1st numerical example (dimensions in cm)
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8.1.1 Direct Problem

In the direct problem, the external forces are known and we need to find the
required steel reinforcement area As.

A. Analytical calculations

1. k = 0.8
2. η = 1
3. fcd = 13,333.33 kPa
4. ecu3 = 3.5 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.45 m
8. ys = Not applicable
9. Msd = 60 kNm
10. Msd,max = 324 kNm, Msd < Msd,max so proceed with the next
calculations
11. Msd,lim = 250.91 kNm, Msd < Msd,lim so the design using
single steel reinforcement is economic (steel working at full
strength)

12. A1 = 1066.67
13. Md = 60 kNm
14. Nd = 0
15. D = 1,184,000
16. x = 0.052 m
17. z = 0.429 m
18. Fc = 139.85 kN
19. Fs = 139.85 kN
20. es = 26.53 ‰
21.
rs = 434,782.61 kPa
22. As = 3.22 cm2

B. Using design tables

After calculatingMsd as above, we calculate lsd from Eq. (25). Then using linear
interpolation we obtain the corresponding value of x from the values of lsd1, lsd2,
x1, x2 of Table 10. Finally, we read the corresponding value of rs from the table
(linear interpolation is not needed for rs, unless we are in the area of lsd > lsd,lim of
uneconomic design) and we calculate the value of As using Eq. (34), as follows

1. Msd = 60 kNm
2. lsd = 0.0889
3. For lsd1 = 0.08, x1 = 0.0835 (Table 10)
4. For lsd2 = 0.09, x2 = 0.0945 (Table 10)
5. x = 0.0933 (obtained with linear interpolation)
6. rs = 434.78 MPa
7. As = 3.22 cm2

C. Using x analytic formulas without the use of tables

Again, after calculating Msd, we calculate lsd from Eq. (25). Then, instead of
using the design tables in order to obtain x and rs, we calculate the value of x
using Eq. (47), the value of es using Eq. (66) and the value of rs using Eq. (6).
Finally, we obtain the value of As again using Eq. (34), as follows

1. Msd = 60 kNm
2. lsd = 0.0889
3. x = 0.0932
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4. es = 26.53 ‰ > eys
5. rs = 434.78 MPa
6. As = 3.22 cm2

8.1.2 Inverse Problem

In the inverse problem, the tensile reinforcement (steel area) As and the axial force
Nd (which is applied at yN) are given and the purpose is to calculate the maximum
bending moment Md that the cross section can withstand. We assume that we have
the same problem as previously, therefore:

• Nd = 0, yN: Not applicable
• As = 3.22 cm2

A. Analytical calculations

1. k = 0.8
2. η = 1
3. fcd = 13333.33 kPa
4. ecu3 = 3.5 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.45 m
8. ys = Not applicable

9. Criterion of Eq. (84) = 12.19 � 1, thus
we have Case A, steel working at full strength
10. Fs = 140.00 kN
11. Fc = 140.00 kN
12. x = 0.053 m
13. es = 26.50 ‰ � eys
14. Msd = 60.06 kNm
15. Md = 60.06 kNm

We see that we get a value of Md equal to 60.06 kNm, instead of 60.00 kNm of
the direct problem. This is because of the fact that in the inverse problem we set
As = 3.22 cm2 while in the direct problem, the exact value of the needed As had
more decimal digits (3.21662 cm2), but it was rounded to two decimal digits for the
definition of the inverse problem.

B. Using design tables

We assume that steel works at full strength. We calculate x using Eq. (100)

• x = 0.0933

We read rs from the table (Table 10) and we confirm that steel works at full
strength (rs = 434.78 MPa), so we proceed with Case A. We take the value of lsd
from the table (linear interpolation is needed):

• For x1 = 0.0835, lsd1 = 0.08 (Table 10)
• For x2 = 0.0945, lsd2 = 0.09 (Table 10)
• With linear interpolation: lsd = 0.0889 < lsd,lim = 0.3717
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Then we calculate Msd from Eq. (101) and Md from Eq. (99) as follows:

• Msd = 60.03 kNm
• Md = 60.03 kNm

C. Using x analytic formulas without the use of tables

We assume that steel works at full strength. We calculate lsd using Eq. (108)

• lsd = 0.0890

It is lsd � lsd,lim = 0.3713, so indeed steel works at full strength and the
assumption was right. We then calculate Msd from Eq. (101) and Md from Eq. (99)
as follows:

• Msd = 60.06 kNm
• Md = 60.06 kNm.

8.2 Numerical Example 2

The section of the second numerical example has the following properties (Fig. 15):

• Concrete class C30/37, Height h = 60 cm, Width b = 30 cm, d1 = 5 cm
• For the direct problem, we have: Md = 100 kNm, Nd = 50 kN, yN = h/

2 = 30 cm.

Fig. 15 The direct problem of the 2nd numerical example (dimensions in cm)
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8.2.1 Direct Problem

A. Analytical calculations

1. k = 0.8
2. η = 1
3. fcd = 20000 kPa
4. ecu3 = 3.5 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.55 m
8. ys = 0.25 m
9. Msd = 87.50 kNm
10. Msd,max = 871.20 kNm, Msd < Msd,max

so proceed with the next calculations

11. Msd,lim = 674.68 kNm, Msd < Msd,lim so the
design using single steel reinforcement is
economic (steel working at full strength)
12. x = 0.034 m
13. z = 0.536 m
14. Fc = 163.12 kN
15. Fs = 213.12 kN
16. es = 53.14 ‰
17. rs = 434782.61 kPa
18. As = 4.90 cm2

B. Using design tables

Using the same methodology as in the first example, we have:

1. Msd = 87.5 kNm
2. lsd = 0.0482
3. For lsd1 = 0.04, x1 = 0.0408 (Table 10)
4. For lsd2 = 0.05, x2 = 0.0513 (Table 10)
5. x = 0.0494 (linear interpolation)
6. rs = 434.78 MPa
7. As = 4.90 cm2

C. Using x analytic formulas without the use of tables

Using the same methodology as in the first example, we have:

1. Msd = 87.50 kNm
2. lsd = 0.0482
3. x = 0.0494
4. es = 53.14 ‰ > eys
5. rs = 434.78 MPa
6. As = 4.90 cm2.

8.2.2 Inverse Problem

We assume that we have the same problem as previously, therefore:

• Nd = 50 kN, yN = h/2 = 30 cm
• As = 4.90 cm2
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A. Analytical calculations

1. k = 0.8
2. η = 1
3. fcd = 20,000 kPa
4. ecu3 = 3.5 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.55 m
8. ys = 0.25 m

9. Criterion of Eq. (84) = 24.46 � 1, thus
we have Case A, steel working at full strength
10. Fs = 213.04 kN
11. Fc = 163.04 kN
12. x = 0.034 m
13. es = 53.17 ‰ � eys
14. Msd = 87.46 kNm
15. Md = 99.96 kNm

Again, there is a small errors due to rounding As to two decimal digits.

B. Using design tables

We assume that steel works at full strength. We calculate x using Eq. (100)

• x = 0.0494

We read rs from the table and we confirm that steel works at full strength
(rs = 434.78 MPa), so we proceed with Case A. We take the value of lsd from the
table (linear interpolation is needed):

• For x1 = 0.0408, lsd1 = 0.04 (Table 10)
• For x2 = 0.0513, lsd2 = 0.05 (Table 10)
• With linear interpolation: lsd = 0.0482 < lsd,lim = 0.3717

Then we calculate Msd from Eq. (101) and Md from Eq. (99) as follows:

• Msd = 87.48 kNm
• Md = 99.98 kNm

C. Using x analytic formulas without the use of tables

We assume that steel works at full strength. We calculate lsd using Eq. (108)

• lsd = 0.0482

It is lsd � lsd,lim = 0.3713, so indeed steel works at full strength and the
assumption was right. We then calculate Msd from Eq. (101) and Md from Eq. (99):

• Msd = 87.46 kNm
• Md = 99.96 kNm.
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8.3 Numerical Example 3

The section of the third numerical example has the following properties (Fig. 16):

• Concrete class C70/85, Height h = 70 cm, Width b = 30 cm, d1 = 5 cm
• For the direct problem, we have: Md = 150 kNm, Nd = 100 kN, yN = h/

2 = 35 cm.

8.3.1 Direct Problem

A. Analytical calculations

1. k = 0.75
2. η = 0.90
3. fcd = 46,667 kPa
4. ecu3 = 2.66 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.65 m
8. ys = 0.30 m
9. Msd = 120 kNm
10. Msd,max = 2495.38 kNm,
Msd < Msd,max so proceed with the next
calculations

11. Msd,lim = 1742.81 kNm, Msd < Msd,lim so
the design using single steel reinforcement is
economic (steel working at full strength)
12. x = 0.020 m
13. z = 0.643 m
14. Fc = 186.74 kN
15. Fs = 286.74 kN
16. es = 84.71 ‰
17. rs = 434782.61 kPa
18. As = 6.60 cm2

B. Using design tables

Using the same methodology as in the previous examples, we have:

1. Msd = 120 kNm
2. lsd = 0.0203

Fig. 16 The direct problem of the 3rd numerical example (dimensions in cm)
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3. For lsd1 = 0.02, x1 = 0.0202 (Table 13)
4. For lsd2 = 0.03, x2 = 0.0305 (Table 13)
5. x = 0.0205 (linear interpolation)
6. rs = 434.78 MPa
7. As = 6.59 cm2

C. Using x analytic formulas without the use of tables

Using the same methodology as in the previous examples, we have:

1. Msd = 120 kNm
2. lsd = 0.0203
3. x = 0.0205
4. es = 84.71 ‰ > eys
5. rs = 434.78 MPa
6. As = 6.60 cm2

8.3.2 Inverse Problem

We assume that we have the same problem as previously, therefore:

• Nd = 100 kN, yN = h/2 = 35 cm
• As = 6.60 cm2

A. Analytical calculations

1. k = 0.75
2. η = 0.90
3. fcd = 46666.67 kPa
4. ecu3 = 2.66 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.65 m
8. ys = 0.30 m

9. Criterion of Eq. (84) = 38.92 � 1, thus
we have Case A, steel working at full strength
10. Fs = 286.96 kN
11. Fc = 186.96 kN
12. x = 0.020 m
13. es = 84.61 ‰ � eys
14. Msd = 120.13 kNm
15. Md = 150.13 kNm

B. Using design tables

We assume that steel works at full strength. We calculate x using Eq. (100)

• x = 0.0205

We read rs from the table and we confirm that steel works at full strength
(rs = 434.78 MPa), so we proceed with Case A. We take the value of lsd from the
table (linear interpolation is needed):

246 V. Plevris and G. Papazafeiropoulos



• For x1 = 0.0202, lsd1 = 0.02 (Table 13)
• For x2 = 0.0305, lsd2 = 0.03 (Table 13)
• lsd = 0.0203 < lsd,lim = 0.2946

Then we calculate Msd from Eq. (101) and Md from Eq. (99) as follows:

• Msd = 120.28 kNm
• Md = 150.28 kNm

C. Using x analytic formulas without the use of tables

We assume that steel works at full strength. We calculate lsd using Eq. (108)

• lsd = 0.0203

It is lsd � lsd,lim = 0.2946, so indeed steel works at full strength and the
assumption was right. We then calculate Msd from Eq. (101) and Md from Eq. (99):

• Msd = 120.13 kNm
• Md = 150.13 kNm

8.4 Numerical Example 4

The section of the fourth numerical example has the following properties:

• Concrete class C30/37, Height h = 50 cm, Width b = 25 cm, d1 = 5 cm
• For the direct problem, we have: Md = 378 kNm, Nd = −50 kN (compressive),

yN = h/2 = 25 cm (Fig. 17).

Fig. 17 The direct problem of the 4th numerical example (dimensions in cm)
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8.4.1 Direct Problem

A. Analytical calculations

1. k = 0.8
2. η = 1
3. fcd = 20000 kPa
4. ecu3 = 3.5 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.45 m
8. ys = 0.20 m
9. Msd = 388 kNm
10. Msd,max = 486.00 kNm,
Msd < Msd,max so proceed with the next
calculations

11. Msd,lim = 376.37 kNm, Msd > Msd,lim so the
design using single steel reinforcement is not
economic (steel not working at full strength)
12. x = 0.291 m
13. z = 0.334 m
14. Fc = 1162.57 kN
15. Fs = 1112.57 kN
16. es = 1.92 ‰ < eys
17. rs = 383803.99 kPa < fyd
18. As = 28.99 cm2

B. Using design tables

Using the same methodology as in the previous examples, we have:

1. Msd = 388 kNm
2. lsd = 0.3832
3. For lsd1 = 0.38, x1 = 0.5101, rs1 = 397.82 (Table 13)
4. For lsd2 = 0.39, x2 = 0.5310, rs2 = 354.70 (Table 13)
5. x = 0.5168 (linear interpolation)
6. rs = 383979.01 kPa (linear interpolation)
7. As = 28.98 cm2

C. Using x analytic formulas without the use of tables

Using the same methodology as in the previous examples, we have:

1. Msd = 388.00 kNm
2. lsd = 0.3832
3. x = 0.5167
4. es = 1.92 ‰ < eys
5. rs = 383803.99 kPa
6. As = 28.99 cm2

8.4.2 Inverse Problem

We assume that we have the same problem as previously, therefore:

• Nd = −50 kN, yN = h/2 = 25 cm
• As = 28.99 cm2
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A. Analytical calculations

1. k = 0.8
2. η = 1
3. fcd = 20,000 kPa
4. ecu3 = 3.5 ‰
5. fyd = 434782.61 kPa
6. eys = 2.17 ‰
7. d = 0.45 m
8. ys = 0.20 m

9. Criterion of Eq. (84) = 0.60 < 1, thus we have Case B, steel
working below full strength
10. A = 4000, B = 1979.30, C = -913.19
11. D = 18,528,588
12. x = 0.291 m
13. es = 1.92 ‰ < eys
14. rs = 383784.87 kPa < fyd
15. Msd = 388.00 kNm
16. Md = 378.00 kNm

B. Using design tables

We first assume that steel works at full strength. Setting rs = fyd in Eq. (33) we
calculate x from Eq. (100) as follows

• xcalc,in = 0.5824

According to the design table, xlim = 0.4935, so it is xcalc,in > xlim. Also, if we
read the design table for the initially calculated x = 0.5824 we will see that steel
works below full strength (rs < fyd), which is in conflict with our assumption. This
means that the design is not economic and the assumption of steel working at full
strength was wrong. We must start the iterative process in order to calculate the real
value of x from the values of the table:

• We start with xlim which essentially corresponds to rs = fyd = 434.78 MPa.
From this value rs = fyd we calculate the new value of x (xcalc,in) with
Eq. (102). For xlim and rs = fyd the calculated value of xcalc should be xcalc,

in > xlim. See the 2nd line of Table 9.
• We continue with the first pair of xtable and rs,table values from the table which

correspond to an uneconomic design (first rs,table for which it is rs,table < fyd). In
our case, this first value is rs1,table = 397.82 MPa. We calculate xcalc again. In
this case, it is again xa,calc > x1,table. See the 3rd line of Table 9.

• We repeat the previous calculation with the next pairs until we find a value of
xcalc for which xcalc < xtable. In our case this happens in the next pair, as shown
in the 4th line of Table 9.

Then we stop and we use Eqs. (103) and (104) to calculate rs and x as follows:

• rs = 383894.86 kPa
• x = 0.5168

Table 9 Iterative process for the solution of the inverse problem of the 4th example

x (from table) rs (from table) x [calculated from rs with Eq. (102)]

xlim = 0.4935 rs = fyd = 434.78 xcalc,in (from rs = fyd) = 0.5824 > xlim

x1,table = 0.5101 rs1,table = 397.82 xa,calc (from rs1,table) = 0.5348 > x1,table

x2,table = 0.5310 rs2,table = 354.70 xb,calc (from rs2,table) = 0.4792 < x2,table
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For the calculation of lsd we then use linear interpolation:

• For x1 = 0.5101, lsd1 = 0.38 (Table 13)
• For x2 = 0.5310, lsd2 = 0.39 (Table 13)
• With linear interpolation we obtain: lsd = 0.3832 > lsd,lim = 0.3717

Then we calculate Msd from Eq. (101) and Md from Eq. (99) as follows:

• Msd = 388.02 kNm
• Md = 378.02 kNm

C. Using x analytic formulas without the use of tables

We first assume that steel works at full strength. We calculate lsd using
Eq. (108)

• lsd = 0.4128

It is lsd > lsd,lim = 0.3717, so the assumption was wrong—steel works below
full strength. We move to Case B. We need to solve a quadratic equation in order to
calculate x. We calculate A3, B3, C3 using Eqs. (114), (115), (116). Then we
calculate x using Eq. (119).

• A3 = 2250.00, B3 = 1979.30, C3 = −1623.44
• D3 = 18,528,588
• x = 0.5167
• lsd = 0.3832

We then calculate Msd from Eq. (101) and Md from Eq. (99) as follows:

• Msd = 388.00 kNm
• Md = 378.00 kNm

9 Conclusions

• Eurocode 2-Part 1-1 gives us new tools in order to design concrete cross sec-
tions. Three approaches may be used for the stress-strain relation of concrete and
another two approaches for the stress-strain relation of the steel reinforcement.
In this study we used the rectangular stress distribution for concrete together
with the bilinear stress-strain distribution for steel with a horizontal top branch
(no hardening, k = 1).

• EC2-1-1 allows the designer not to limit the ultimate strain for steel when a
horizontal top branch is assumed for its stress-strain diagram. In this case, the
concrete zone is assumed to be at the ultimate strain at the ULS and the steel
strain can take any value, without any limitation. This approach is followed in
the present study—in all the methodologies and the examples, concrete is the
critical material in all cases.
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• This chapter presents three detailed methodologies for the design of rectangular
cross sections with tensile (single) reinforcement, covering all concrete classes,
from C12/15 up to C90/105. The purpose in every case is to calculate the
necessary tensile steel reinforcement As. The first methodology provides an
analytical algorithmic procedure that can be easily applied in any programming
language. The second methodology is based on design tables that are provided
in Appendix A. The third methodology provides again analytic formulas that
can replace completely the use of tables and can in fact be used to reproduce
these tables.

• Apart from the direct problem, the inverse problem is also studied, where the
steel reinforcement is given and the purpose is to find the maximum bending
moment that the section can withstand, given also the value and position of the
axial force on the section. Again, the inverse problem is solved using the same
three methodologies of the direct problem.

• All methodologies provide the same results. The results of the two method-
ologies based on analytic formulas coincide, while the use of tables incorporates
small errors that can affect the decimal digits of the final result. The solution of
the inverse problem always leads to the bending moment of the direct problem.
Small errors are due to the fact that the steel area is “rounded” in two decimal
digits when the inverse problem is defined.

• All Eurocode parameters, such as acc, cc, cs, even Es and many others can be
adjusted according to the preferences of the designer, without any limitation.
That is with the exception of the Tables of Appendix where the last columns
(steel stress rs) and the limit values have been calculated for Es = 200 GPa and
cs = 1.15. Nevertheless, using the proposed methodology new tables can be
generated where the values of these parameters can be different.

• In this study detailed guidelines are provided for reinforced concrete section
design accompanied with special design curves for each case. The curves pre-
sented are based on equations which are given in closed form.

• The various regions of reinforced concrete section design are explicitly defined.
Two limits are defined for the normalized design bending moment: lsd,lim and
lsd,max > lsd,lim. We have three cases in general:

1. If for the direct problem, lsd � lsd,lim, then the design is economic and this
should be the case in practice.

2. If lsd,lim < lsd < lsd,max, then the design is possible, but not economic and it
should be avoided, as steel works below its full strength.

3. If lsd � lsd,max then the design is impossible. The dimensions of the section
must be increased and/or compressive reinforcement must be added.
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Appendix A: Tables for the Design of Cross Sections
with Single Reinforcement

Assumptions (in accordance with EC2-1-1 [4]): Es = 200 GPa and cs = 1.15,
affecting the calculation of lsd,lim,xlim and rs values, only (Tables 10, 11, 12, 13, 14
and 15).

Table 10 Design table for Concrete C12/15 up to C50/60

Concretes from C12/15 up to C50/60 − lsd,max = 0.4800

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3916
xlim = 0.5344

rs (B500)
lsd,lim = 0.3717
xlim = 0.4935

rs (B600)
lsd,lim = 0.3533
xlim = 0.4584

0.01 0.0101 0.0126 0.9950 275.09 347.83 434.78 521.74

0.02 0.0202 0.0253 0.9899 135.09

0.03 0.0305 0.0381 0.9848 88.41

0.04 0.0408 0.0510 0.9796 65.07

0.05 0.0513 0.0641 0.9743 51.06

0.06 0.0619 0.0774 0.9690 41.72

0.07 0.0726 0.0908 0.9637 35.05

0.08 0.0835 0.1044 0.9583 30.04

0.09 0.0945 0.1181 0.9528 26.14

0.10 0.1056 0.1320 0.9472 23.02

0.11 0.1168 0.1460 0.9416 20.47

0.12 0.1282 0.1603 0.9359 18.34

0.13 0.1398 0.1747 0.9301 16.53

0.14 0.1515 0.1893 0.9243 14.99

0.15 0.1633 0.2042 0.9183 13.64

0.16 0.1754 0.2192 0.9123 12.47

0.17 0.1876 0.2345 0.9062 11.43

0.18 0.2000 0.2500 0.9000 10.50

0.19 0.2126 0.2657 0.8937 9.67

0.20 0.2254 0.2818 0.8873 8.92

0.21 0.2384 0.2980 0.8808 8.24

0.22 0.2517 0.3146 0.8742 7.63

0.23 0.2652 0.3314 0.8674 7.06

0.24 0.2789 0.3486 0.8606 6.54

0.25 0.2929 0.3661 0.8536 6.06

0.26 0.3072 0.3840 0.8464 5.62

0.27 0.3218 0.4022 0.8391 5.20

0.28 0.3367 0.4208 0.8317 4.82

0.29 0.3519 0.4399 0.8240 4.46

0.30 0.3675 0.4594 0.8162 4.12

0.31 0.3836 0.4794 0.8082 3.80

0.32 0.4000 0.5000 0.8000 3.50

0.33 0.4169 0.5211 0.7915 3.22

0.34 0.4343 0.5429 0.7828 2.95
(continued)
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Table 10 (continued)

Concretes from C12/15 up to C50/60 − lsd,max = 0.4800

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3916
xlim = 0.5344

rs (B500)
lsd,lim = 0.3717
xlim = 0.4935

rs (B600)
lsd,lim = 0.3533
xlim = 0.4584

0.5653 0.7739 2.69

0.36 0.4708 0.5886 0.7646 2.45 489.34

0.37 0.4901 0.6126 0.7550 2.21 442.63

0.38 0.5101 0.6376 0.7449 1.99 397.82 397.82

0.39 0.5310 0.6637 0.7345 1.77 354.70 354.70

0.40 0.5528 0.6910 0.7236 1.57 313.05 313.05 313.05

0.41 0.5757 0.7197 0.7121 1.36 272.67 272.67 272.67

0.42 0.6000 0.7500 0.7000 1.17 233.33 233.33 233.33

0.43 0.6258 0.7823 0.6871 0.97 194.81 194.81 194.81

0.44 0.6536 0.8170 0.6732 0.78 156.81 156.81 156.81

0.45 0.6838 0.8547 0.6581 0.59 118.99 118.99 118.99

0.46 0.7172 0.8964 0.6414 0.40 80.86 80.86 80.86

0.47 0.7551 0.9438 0.6225 0.21 41.67 41.67 41.67

Table 11 Design table for concrete C55/60

Concrete C55/67 − lsd,max = 0.4655

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3685
xlim = 0.4933

rs (B500)
lsd,lim = 0.3477
xlim = 0.4528

rs (B600)
lsd,lim = 0.3287
xlim = 0.4185

0.01 0.0101 0.0131 0.9948 235.60 347.83 434.78 521.74

0.02 0.0202 0.0263 0.9896 115.61

0.03 0.0305 0.0397 0.9844 75.61

0.04 0.0409 0.0532 0.9790 55.61

0.05 0.0514 0.0669 0.9737 43.60

0.06 0.0620 0.0807 0.9682 35.60

0.07 0.0727 0.0947 0.9627 29.88

0.08 0.0836 0.1089 0.9571 25.58

0.09 0.0946 0.1232 0.9515 22.24

0.10 0.1057 0.1377 0.9458 19.57

0.11 0.1170 0.1524 0.9400 17.38

0.12 0.1285 0.1673 0.9341 15.55

0.13 0.1401 0.1824 0.9282 14.01

0.14 0.1518 0.1977 0.9221 12.68

0.15 0.1638 0.2133 0.9160 11.53

0.16 0.1759 0.2290 0.9098 10.52

0.17 0.1882 0.2451 0.9035 9.63

0.18 0.2006 0.2613 0.8971 8.83

0.19 0.2133 0.2779 0.8906 8.12

0.20 0.2263 0.2947 0.8840 7.48

0.21 0.2394 0.3118 0.8772 6.90

0.22 0.2528 0.3292 0.8704 6.37
(continued)
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Table 11 (continued)

Concrete C55/67 − lsd,max = 0.4655

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3685
xlim = 0.4933

rs (B500)
lsd,lim = 0.3477
xlim = 0.4528

rs (B600)
lsd,lim = 0.3287
xlim = 0.4185

0.3469 0.8634 5.88

0.24 0.2803 0.3650 0.8563 5.44

0.25 0.2945 0.3835 0.8490 5.02

0.26 0.3089 0.4024 0.8416 4.64

0.27 0.3238 0.4217 0.8340 4.29

0.28 0.3389 0.4414 0.8262 3.96

0.29 0.3544 0.4616 0.8182 3.65

0.30 0.3703 0.4823 0.8101 3.35

0.31 0.3867 0.5036 0.8017 3.08

0.32 0.4035 0.5255 0.7931 2.82

0.33 0.4208 0.5481 0.7842 2.58 515.41

0.34 0.4387 0.5714 0.7750 2.34 468.92

0.35 0.4572 0.5954 0.7655 2.12 424.66 424.66

0.36 0.4764 0.6204 0.7557 1.91 382.39 382.39

0.37 0.4963 0.6464 0.7455 1.71 341.89 341.89 341.89

0.38 0.5172 0.6735 0.7348 1.51 302.96 302.96 302.96

0.39 0.5390 0.7020 0.7236 1.33 265.39 265.39 265.39

0.40 0.5619 0.7319 0.7118 1.15 229.00 229.00 229.00

0.41 0.5863 0.7635 0.6994 0.97 193.57 193.57 193.57

0.42 0.6122 0.7973 0.6861 0.79 158.88 158.88 158.88

0.43 0.6401 0.8337 0.6717 0.62 124.65 124.65 124.65

0.44 0.6707 0.8735 0.6561 0.45 90.55 90.55 90.55

0.45 0.7046 0.9177 0.6387 0.28 56.09 56.09 56.09

0.46 0.7434 0.9682 0.6188 0.10 20.50 20.50 20.50

Table 12 Design table for Concrete C60/75

Concrete C60/75 − lsd,max = 0.4510

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3482
xlim = 0.4593

rs (B500)
lsd,lim = 0.3270
xlim = 0.4198

rs (B600)
lsd,lim = 0.3079
xlim = 0.3865

0.01 0.0101 0.0137 0.9947 208.29 347.83 434.78 521.74

0.02 0.0202 0.0275 0.9894 102.14

0.03 0.0305 0.0414 0.9840 66.75

0.04 0.0409 0.0555 0.9785 49.05

0.05 0.0514 0.0698 0.9730 38.43

0.06 0.0620 0.0842 0.9674 31.34

0.07 0.0728 0.0989 0.9617 26.28

0.08 0.0837 0.1137 0.9560 22.48
(continued)
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Table 12 (continued)

Concrete C60/75 − lsd,max = 0.4510

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3482
xlim = 0.4593

rs (B500)
lsd,lim = 0.3270
xlim = 0.4198

rs (B600)
lsd,lim = 0.3079
xlim = 0.3865

0.1287 0.9501 19.53

0.10 0.1059 0.1438 0.9443 17.16

0.11 0.1172 0.1592 0.9383 15.23

0.12 0.1287 0.1748 0.9323 13.61

0.13 0.1404 0.1907 0.9261 12.24

0.14 0.1522 0.2067 0.9199 11.07

0.15 0.1642 0.2230 0.9136 10.05

0.16 0.1764 0.2396 0.9072 9.15

0.17 0.1888 0.2564 0.9007 8.36

0.18 0.2013 0.2735 0.8940 7.66

0.19 0.2141 0.2908 0.8873 7.03

0.20 0.2272 0.3085 0.8804 6.46

0.21 0.2404 0.3266 0.8735 5.95

0.22 0.2539 0.3449 0.8663 5.48

0.23 0.2677 0.3636 0.8591 5.05

0.24 0.2818 0.3827 0.8517 4.65

0.25 0.2962 0.4023 0.8441 4.28

0.26 0.3109 0.4222 0.8364 3.95

0.27 0.3259 0.4426 0.8285 3.63

0.28 0.3413 0.4636 0.8204 3.34

0.29 0.3571 0.4851 0.8120 3.06

0.30 0.3734 0.5071 0.8035 2.80

0.31 0.3901 0.5298 0.7947 2.56 511.76

0.32 0.4073 0.5532 0.7856 2.33 465.71

0.33 0.4251 0.5774 0.7763 2.11 422.07 422.07

0.34 0.4435 0.6024 0.7666 1.90 380.58 380.58

0.35 0.4627 0.6284 0.7565 1.71 341.03 341.03 341.03

0.36 0.4826 0.6554 0.7460 1.52 303.18 303.18 303.18

0.37 0.5033 0.6837 0.7351 1.33 266.85 266.85 266.85

0.38 0.5251 0.7133 0.7236 1.16 231.83 231.83 231.83

0.39 0.5481 0.7445 0.7115 0.99 197.93 197.93 197.93

0.40 0.5725 0.7776 0.6987 0.82 164.94 164.94 164.94

0.41 0.5986 0.8130 0.6850 0.66 132.64 132.64 132.64

0.42 0.6267 0.8513 0.6701 0.50 100.77 100.77 100.77

0.43 0.6576 0.8932 0.6539 0.34 68.98 68.98 68.98

0.44 0.6921 0.9401 0.6357 0.18 36.77 36.77 36.77

0.45 0.7321 0.9943 0.6147 0.02 3.30 3.30 3.30
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Table 13 Design table for Concrete C70/85

Concrete C70/85 − lsd,max = 0.4219

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3155
xlim = 0.4079

rs (B500)
lsd,lim = 0.2946
xlim = 0.3712

rs (B600)
lsd,lim = 0.2761
xlim = 0.3405

0.01 0.0101 0.0149 0.9944 175.62 347.83 434.78 521.74

0.02 0.0202 0.0300 0.9888 85.98

0.03 0.0305 0.0452 0.9830 56.09

0.04 0.0409 0.0606 0.9773 41.14

0.05 0.0515 0.0763 0.9714 32.17

0.06 0.0621 0.0921 0.9655 26.19

0.07 0.0730 0.1081 0.9595 21.92

0.08 0.0839 0.1243 0.9534 18.71

0.09 0.0950 0.1408 0.9472 16.21

0.10 0.1063 0.1574 0.9410 14.21

0.11 0.1177 0.1744 0.9346 12.58

0.12 0.1293 0.1915 0.9282 11.21

0.13 0.1411 0.2090 0.9216 10.05

0.14 0.1530 0.2267 0.9150 9.06

0.15 0.1652 0.2447 0.9082 8.20

0.16 0.1775 0.2630 0.9014 7.44

0.17 0.1901 0.2816 0.8944 6.78

0.18 0.2029 0.3005 0.8873 6.18

0.19 0.2159 0.3198 0.8801 5.65

0.20 0.2292 0.3395 0.8727 5.17

0.21 0.2427 0.3596 0.8651 4.73

0.22 0.2566 0.3801 0.8575 4.33

0.23 0.2707 0.4011 0.8496 3.97

0.24 0.2852 0.4225 0.8416 3.63

0.25 0.3000 0.4444 0.8333 3.32

0.26 0.3152 0.4670 0.8249 3.03

0.27 0.3308 0.4901 0.8162 2.76

0.28 0.3468 0.5138 0.8073 2.51 502.63

0.29 0.3633 0.5383 0.7981 2.28 455.63

0.30 0.3804 0.5635 0.7887 2.06 411.42 411.42

0.31 0.3980 0.5896 0.7789 1.85 369.70 369.70

0.32 0.4163 0.6167 0.7687 1.65 330.18 330.18 330.18

0.33 0.4352 0.6448 0.7582 1.46 292.62 292.62 292.62

0.34 0.4550 0.6741 0.7472 1.28 256.80 256.80 256.80

0.35 0.4757 0.7048 0.7357 1.11 222.50 222.50 222.50

0.36 0.4975 0.7370 0.7236 0.95 189.51 189.51 189.51

0.37 0.5205 0.7712 0.7108 0.79 157.64 157.64 157.64

0.38 0.5450 0.8075 0.6972 0.63 126.67 126.67 126.67

0.39 0.5714 0.8465 0.6826 0.48 96.35 96.35 96.35

0.40 0.6000 0.8889 0.6667 0.33 66.40 66.40 66.40
(continued)
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Table 13 (continued)

Concrete C70/85 − lsd,max = 0.4219

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.3155
xlim = 0.4079

rs (B500)
lsd,lim = 0.2946
xlim = 0.3712

rs (B600)
lsd,lim = 0.2761
xlim = 0.3405

0.41 0.6317 0.9358 0.6491 0.18 36.44 36.44 36.44

0.42 0.6676 0.9891 0.6291 0.03 5.87 5.87 5.87

Table 14 Design table for concrete C80/95

Concrete C80/95 − lsd,max = 0.3929

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.2892
xlim = 0.3695

rs (B500)
lsd,lim = 0.2695
xlim = 0.3358

rs (B600)
lsd,lim = 0.2521
xlim = 0.3078

0.01 0.0101 0.0163 0.9941 156.89 347.83 434.78 521.74

0.02 0.0202 0.0328 0.9881 76.66

0.03 0.0305 0.0496 0.9820 49.92

0.04 0.0410 0.0665 0.9759 36.54

0.05 0.0516 0.0837 0.9697 28.51

0.06 0.0623 0.1011 0.9634 23.16

0.07 0.0731 0.1187 0.9570 19.33

0.08 0.0842 0.1366 0.9505 16.46

0.09 0.0953 0.1547 0.9439 14.22

0.10 0.1067 0.1731 0.9372 12.43

0.11 0.1182 0.1918 0.9305 10.97

0.12 0.1299 0.2108 0.9236 9.74

0.13 0.1418 0.2302 0.9166 8.71

0.14 0.1539 0.2498 0.9094 7.82

0.15 0.1663 0.2698 0.9022 7.05

0.16 0.1788 0.2902 0.8948 6.37

0.17 0.1916 0.3109 0.8873 5.77

0.18 0.2046 0.3321 0.8796 5.24

0.19 0.2179 0.3537 0.8718 4.76

0.20 0.2315 0.3757 0.8638 4.33

0.21 0.2454 0.3983 0.8556 3.93

0.22 0.2597 0.4214 0.8473 3.58

0.23 0.2742 0.4450 0.8387 3.25

0.24 0.2892 0.4693 0.8299 2.94

0.25 0.3046 0.4942 0.8208 2.66

0.26 0.3204 0.5199 0.8115 2.40 480.87

0.27 0.3367 0.5463 0.8020 2.16 432.38 432.38

0.28 0.3535 0.5737 0.7921 1.93 386.99 386.99

0.29 0.3709 0.6019 0.7818 1.72 344.35 344.35 344.35

0.30 0.3890 0.6313 0.7712 1.52 304.14 304.14 304.14

0.31 0.4078 0.6618 0.7601 1.33 266.07 266.07 266.07
(continued)
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Table 14 (continued)

Concrete C80/95 − lsd,max = 0.3929

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.2892
xlim = 0.3695

rs (B500)
lsd,lim = 0.2695
xlim = 0.3358

rs (B600)
lsd,lim = 0.2521
xlim = 0.3078

0.32 0.4275 0.6937 0.7485 1.15 229.89 229.89 229.89

0.33 0.4481 0.7272 0.7364 0.98 195.35 195.35 195.35

0.34 0.4699 0.7625 0.7236 0.81 162.22 162.22 162.22

0.35 0.4929 0.7999 0.7100 0.65 130.27 130.27 130.27

0.36 0.5176 0.8399 0.6955 0.50 99.26 99.26 99.26

0.37 0.5442 0.8831 0.6799 0.34 68.91 68.91 68.91

0.38 0.5734 0.9305 0.6627 0.19 38.90 38.90 38.90

0.39 0.6061 0.9835 0.6435 0.04 8.74 8.74 8.74

Table 15 Design table for concrete C90/105

Concrete C90/105 − lsd,max = 0.3640

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.2652
xlim = 0.3356

rs (B500)
lsd,lim = 0.2469
xlim = 0.3050

rs (B600)
lsd,lim = 0.2307
xlim = 0.2795

0.01 0.0101 0.0180 0.9937 142.08 347.83 434.78 521.74

0.02 0.0203 0.0362 0.9873 69.28

0.03 0.0306 0.0546 0.9809 45.01

0.04 0.0411 0.0733 0.9743 32.87

0.05 0.0517 0.0923 0.9677 25.58

0.06 0.0624 0.1115 0.9610 20.72

0.07 0.0734 0.1310 0.9541 17.25

0.08 0.0845 0.1508 0.9472 14.64

0.09 0.0957 0.1709 0.9402 12.61

0.10 0.1072 0.1914 0.9330 10.98

0.11 0.1188 0.2122 0.9257 9.65

0.12 0.1307 0.2333 0.9183 8.54

0.13 0.1427 0.2549 0.9108 7.60

0.14 0.1550 0.2768 0.9031 6.79

0.15 0.1675 0.2992 0.8953 6.09

0.16 0.1803 0.3220 0.8873 5.47

0.17 0.1934 0.3453 0.8791 4.93

0.18 0.2067 0.3691 0.8708 4.44

0.19 0.2203 0.3935 0.8623 4.01

0.20 0.2343 0.4184 0.8536 3.61

0.21 0.2486 0.4440 0.8446 3.26

0.22 0.2633 0.4703 0.8354 2.93

0.23 0.2785 0.4973 0.8260 2.63

0.24 0.2940 0.5251 0.8162 2.35 470.36

0.25 0.3101 0.5538 0.8062 2.10 419.05 419.05

0.26 0.3267 0.5834 0.7958 1.86 371.30 371.30
(continued)
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Table 15 (continued)

Concrete C90/105 − lsd,max = 0.3640

lsd x n = x/d f = z/d es (‰) rs (B400)
lsd,lim = 0.2652
xlim = 0.3356

rs (B500)
lsd,lim = 0.2469
xlim = 0.3050

rs (B600)
lsd,lim = 0.2307
xlim = 0.2795

0.27 0.3439 0.6142 0.7850 1.63 326.68 326.68 326.68

0.28 0.3618 0.6461 0.7739 1.42 284.82 284.82 284.82

0.29 0.3805 0.6794 0.7622 1.23 245.36 245.36 245.36

0.30 0.4000 0.7143 0.7500 1.04 208.00 208.00 208.00

0.31 0.4205 0.7509 0.7372 0.86 172.46 172.46 172.46

0.32 0.4422 0.7897 0.7236 0.69 138.48 138.48 138.48

0.33 0.4653 0.8310 0.7092 0.53 105.78 105.78 105.78

0.34 0.4902 0.8753 0.6936 0.37 74.09 74.09 74.09

0.35 0.5172 0.9235 0.6768 0.22 43.08 43.08 43.08

0.36 0.5470 0.9768 0.6581 0.06 12.34 12.34 12.34
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Multi-storey Structures with Seismic
Isolation at Storey-Levels

Marios C. Phocas and George Pamboris

Abstract Through increasing international research and application activities in
the last years, seismic isolation has proven to be an innovative passive control
technique in the area of performance-based design of buildings. Seismic isolation is
principally based on the incorporation of flexible isolators at the base of low-rise
buildings in order to shift the fundamental period outside of the dangerous for
resonance, range of periods. In extending the concept of base isolation, the present
contribution refers to the control of multi-storey structures under earthquake actions
by means of introducing seismic isolation at different elevations of the structure.
Thus, the structural response is influenced decisively by the vertically distributed
seismic isolation, which at the respective storey-levels is alone capable of con-
trolling the partial and overall stiffness, the force transmission and the energy
dissipation process of the respective dynamic adaptable system. During strong
earthquakes the effectiveness of the system in further enlarging the period of the
building, compared to the classical method of seismic isolation at a unique level, is
achieved, most often with decreased inter-storey deflections, and without
introducing extensive displacements at the building base, which are often limited by
practical constraints. The effectiveness of the proposed control system is investi-
gated in parametric studies, in the time-history range, for a 6-storey building under
ten selected earthquakes of the Greek-Mediterranean region, scaled to a maximum
ground acceleration of 0.25 g. Most effective vertical distribution of seismic iso-
lation at various storey-levels is proposed, based on the earthquake, structural and
isolation characteristics used in the numerical study.
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1 Introduction

The earthquake safety of building structures may be achieved with the isolation of
the building from the ground through isolation-damping devices. In this way the
input earthquake energy of the structure is itself minimized, and the earthquake
impacts are transmitted from the low tuned bearings to the building as smaller shear
forces, through oscillations of lower frequency. A limitation for the utilization of
base isolation is the seismic gap that must be provided around the structure to
accommodate the large relative displacements at the isolation level [1].
Furthermore, base isolation is usually not applicable in medium- to high-rise
buildings, since the natural period of such buildings is already relatively long.
Otherwise, this would require for optimal adjustment of the systems seismic per-
formance, an isolation mechanism with large flexibility, but also high vertical load
capacity [2].

In extending the concept of base isolation, the present contribution refers to the
control of multi-storey structures under earthquake actions by means of introducing
seismic isolation at different elevations of the structure, as originally proposed in [3,
4]. The isolation-damping devices are herewith defined as controllable complex
connections that provide in a compact technique different transmission character-
istics in accordance with the loading conditions. Conceptually, it is assumed that the
structural deformability is influenced decisively by the vertically distributed seismic
isolation, which at the respective storey-levels is alone able to control the partial
and overall stiffness, the force transmission and the energy dissipation process
during an earthquake event.

Limited research activities have been undertaken up to now on the distribution of
seismic isolation over the building height. The concept of partial mass isolation was
proposed for the utilization of seismic and wind energy transfer into sub-systems of
mega-structures [5] and in connection with the application of viscous damping
devices, as an economical approach for the seismic design of medium height- and
tall buildings [6]. Roof level isolation of multi-storey buildings for the reduction of
storey displacements and inter-storey deflections has been investigated analytically
and experimentally [7, 8]. The detached building roof is hereby utilized as an
absorber mass, which is connected to the building body over isolation-damping
mechanisms. The seismic response of isolated superstructures of base isolated
buildings, subjected to deterministic earthquake input and random excitations, has
been investigated in [9, 10]. The segmented buildings showed significant reduction
of the base displacements.

Following a brief presentation of the control concept of vertically distributed
seismic isolation in multi-storey buildings, the aim of the study is to investigate its
effectiveness under ten scaled earthquake motions of the Greek Mediterranean
region. In this frame multiple isolated configurations of a 6-storey symmetrical
structure with two possible isolation system characteristics are compared to the
original fixed supported system, with regard to the storey displacements, acceler-
ations and shear forces. The seismic response analyses of the isolated systems seek

262 M.C. Phocas and G. Pamboris



to comprehend relevant investigations made in [11]. In this respect [12] already
formulated favourable isolators’ configurations as a single-objective optimization
task through application of genetic algorithms. The proposed optimization proce-
dure has been verified in [13], while several recorded strong earthquake motions
were considered, which were applied either individually or in sets to the building in
the framework of time-history analyses.

Principally, the parametric studies conducted prove that the designer is provided
with numerous options to adjust the seismic response of the building. In terms of
most favorable isolation configurations over the height, the results obtained in the
present study are not in support of a straightforward decisions-making design task.
Due to different response parameters that need to be considered and their complex
effect on the structural behaviour, overall favorable solutions may be derived at first
place through a multi-criteria analysis, as exemplified in the final part of the paper.

2 Isolation Mechanism Parameters

The adaptable earthquake isolators with progressive nonlinear deformability,
developed and documented in [14, 15], serve as passive adaptable multi-functional
connections for the purposes of this study, Fig. 1. The devices consist of two
coupled elements in a single unit with different mechanical properties: A primary
bearing element, responsible for the vertical load transfer and the isolation and a
secondary bearing element, responsible for the displacement control, the unloading
of the primary element under large displacements and the provision of additional
damping. The primary element is a conventional steel plate reinforced elastomere,
formed as a single ring bearing (RL) or in 4 to 12 columns (SL). The secondary
element consists of a glass-fiber reinforced epoxy resin ball, embedded in a double
concave elastomeric pillow.

Fig. 1 Adaptable earthquake isolator with: a Ring bearing (RL700), b 12 columns bearing
(12SL468)
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The registered hysteretic loops of the isolators, derived from dynamic laboratory
tests, are characterized by a progressive nonlinearity with increasing resistance
under growing displacements, which affects favorably their stability. The maximum
deformation of the isolators accounts to DUi;max ¼ 10:0 cm. The load-deformation
diagrams of the isolators, obtained from laboratory dynamic tests, under constant
vertical loads of 700 and 468 kN respectively and a load frequency of 0.33 Hz are
shown in Fig. 2. In the present work, for simplicity, isolator forces behaviour is
modeled using an equivalent linear elastic model, which is characterized by an
effective stiffness and an effective damping coefficient. These parameters were
calculated based on the characteristic isolators’ skeleton curve as shown in Fig. 3,
[14, 15], and summarized in Table 1.

The isolator type with primary ring bearing and a normal vertical load of 700 kN
(RL700) was applied for the parametric analysis of a 6-storey building.
Subsequently, the isolator type with a twelve column bearing as primary element
and a vertical load of 468 kN (12SL468) was considered for the analysis, meaning a
relative reduction of the equivalent stiffness of each isolator of 41.51 % and an
increase of the damping ratio of 88.9 %.

Fig. 2 Isolators’ hysteretic behaviour under dynamic horizontal loading and differing vertical
load: a FZ ¼ 700kN (RL700), b FZ ¼ 468kN (12SL468)
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3 Isolated Structural Systems

The seismically isolated buildings are modeled as shear-beam buildings with
lumped masses at the floor levels, assuming that the structures remain elastic during
an earthquake excitation. Such an assumption is reasonable, considering the
intention of seismic isolation to avoid inelastic deformations of the superstructure.
The inertia, damping and elastic forces depend on total accelerations, relative
velocities and relative displacements, respectively. The damping and elastic forces
at an isolation level depend on the type and mechanical characteristics of the
isolation system.

For the numerical analyses, a 6-storey structure is considered, with possible
seismic isolation at the base (SL0), at any upper storey or several storeys
(SL1–SL5). The isolation levels of the upper storeys are introduced underneath the
respective storey masses, Fig. 4. Considering a six to six bay symmetrical structural
system, the concentrated masses for each storey are set toMs ¼ 500 tons, a constant
column stiffness of the MDF model was defined to Ki ¼ 1000MN=m, and the
damping ratio to fi = 0.02. The respective additional mass as to the introduction of
isolation accounts to Mi = 100 tons, i.e. Mi ¼ 0:20Ms. This results from the mass
of the devices and the mass of the required stiffening steel members underneath.
The properties of the seismic isolators account to a stiffness of a single device of

Fig. 3 Isolators’ typical
hysteretic loop

Table 1 Mechanical properties of passive adaptable isolators

Isolation
type

Vertical
load FZ

[kN]

Eq. stiffness
Keq [kN/cm]

Frequency
x [1/s]

Hysteretic
area LW
[kNcm]

Damping
ratio f
[%]

Damping
coefficient
C [kNs/cm]

RL 700 12.02 4.10 748 9.91 0.58

12SL 468 7.03 3.83 810 18.72 0.69
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Ki ¼ 1202 kN=m for the RL700 prototype and Ki ¼ 703 kN=m for the 12SL468
prototype. The stiffness of the isolator elements, introduced at a specific level refers
to the number of isolators used, as to the resulting vertical load from the upper
storeys, by taking into account a single device’s vertical loading of 700 kN for the
first analysis cycle and 468 kN for the second analysis cycle. The damping coef-
ficient of the isolator level results also from the number of isolators used, as to the
damping coefficient of a single device of 0.58 and 0.69 kNs/cm respectively.

In terms of the dynamic behaviour, the multiple isolated structures are to be
treated as non-stationary dynamic models, whose response can only be investigated
by means of time-history dynamic analysis. The analysis assumes in general form
the step-by-step integration of the system of 2nd order differential equations of
motion:

M � €u tð ÞþC � _u tð ÞþK � u tð Þ ¼ �M � 1 � €ug tð Þ ð1Þ

whereM,C,K are the mass, damping and stiffness matrices, respectively. €ug tð Þ is the
vector of ground acceleration at each time t, while 1 ¼ ½1. . .1�T when considering a
building with shear-beam behaviour oscillating in the one horizontal direction.
u; _u; €u are the vectors of the relative displacements, velocities and accelerations,
respectively, of the lumped masses of the building.

The Central Difference Method (CDM), an explicit direct integration method, is
used to compute the relative displacements and absolute accelerations at time tþDt

Fig. 4 Isolators configurations for a 6-storey building
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by numerically integrating the equations of motion at time t. In particular, assuming
that we know the relative displacements up to time t, the following equations are
used to approximate the corresponding relative velocities and accelerations:

_u tð Þ ¼ u tþDtð Þ � uðt � DtÞ
2Dt

ð2Þ

€u tð Þ ¼ u tþDtð Þ � 2 � u tð Þþ uðt � DtÞ
Dt2

ð3Þ

In order to calculate relative displacements at time tþDt, the equations of
motion can be expressed in matrix form:

bK � u tþDtð Þ ¼ bP tð Þ ð4Þ

with

bK ¼ 1
Dt2

Mþ 1
2 � DtC ð5Þ

bP tð Þ ¼ �M � 1 � €ug tð Þ � K � 2
Dt2

M
� �

� u tð Þ � 1
Dt2

M � 1
2 � DtC

� �
� uðt � DtÞ

ð6Þ

Thus, relative displacements, velocities and accelerations at time tþDt are
computed using Eqs. (4), (2) and (3), respectively.

A sufficiently small time step is used, in order to ensure the stability of the
numerical method (CDM). Specifically, a time step Dt much smaller than the
critical time step Dtcr is selected and used in the numerical simulations, based on the
smallest eigenperiod Tmin of the seismically isolated building:

Dt � Dtcr ¼ Tmin
p

ð7Þ

To facilitate the description in the numerical investigation, an index vector I is
defined to indicate the positions of isolators within the building under considera-
tion. The terms of vector I take values as follows, referring to the positions of
isolators within the height of the building under consideration:

Ii ¼ 0 ) without isolation at level i
1 ) with isolation at level i

�
ð8Þ

Vector I has nstorey terms (I0; I1; . . .; Instorey ), where nstorey is the number of storeys of
the building. I0 refers to the base isolator or isolator ‘0’ (i.e. storey ‘0’ represents the
base of the building), while the remaining terms Ii, i ¼ 1; 2; . . .; n� 1storey, are
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associated with the isolators at storeys 1; 2; . . .; n� 1storey, respectively. The two
extreme configurations refer to a non-isolated building (Ii ¼ 0 8i) and a fully iso-
lated building (Ii ¼ 1 8i), respectively. Base isolation is a special case of partial
isolation with I0 ¼ 1 and Ii ¼ 0 8i 6¼ 0. Thus, vector I holds the necessary infor-
mation regarding states (active/inactive) of isolators at the potential isolation levels,
which are just below the base and the slabs of the five storeys of the building.

4 Modal Properties

In contrast to traditional design methods that aim at increasing the earthquake
resistance capacity of structures, seismic isolation reduces the induced seismic loads
by shifting the natural period of the structure away from the period range of the
dominant components of the earthquake excitations. The period shift in an isolated
structure causes a reduction of the absolute accelerations, while increased dis-
placements are controlled only at the isolation levels. The effectiveness of the
isolated structural systems may be initially estimated, based on their natural period.
The number of isolators applied at different levels of the structure and the resulting
modes indicate respective contribution of inertial forces. Modal analysis of the
governing modes was performed for all systems (Table 2).

The fixed supported structure obtains a fundamental period of T1 ¼ 0:583s,
while the following two modes, with T2 ¼ 0:198 and T3 ¼ 0:124, also have a
significant contribution in the dynamic behaviour. The base isolated structure with a
fundamental period of T1 ¼ 0:764s has a most relatively predominant first mode
compared to the possible configurations of the isolated systems. This proves that the
first mode of the structure is dominated by the deformation of the isolator only at
the base level. By shifting the single seismic isolation towards the top storey-level,
a small reduction of the respective first period results, up to T1 ¼ 0:708s. The
contribution of higher modes with predominant deformations below the isolation
level seems to be substantial. The structures with two and three seismic isolation
levels develop relatively higher natural periods than the single mid-height isolated
system, in the range of 10–35 % higher. In accordance to the number of seismic
isolators of each system, the participation of higher modes is evident. The highest
fundamental period of the structure can be achieved, when all storey-levels are
isolated, i.e. T1 ¼ 1:256s. This system has the highest contribution of higher
modes.

The increase of the fundamental period of the isolated structures and most
importantly the development of higher modes, in several cases with a considerable
amount of effective mass participation, is an indication of the importance of the
damping properties of the isolation mechanism at the respective storey levels. Since
all major mode shapes exhibit large relative displacements at the isolation levels,
providing high velocity values between the adjacent storeys, the damping properties
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of the isolation mechanism refer primarily to the dissipation of the input seismic
energy to the upper storeys.

5 Time-History Analysis

The MDOF-systems were used in the dynamic analysis in the time-history range
(first 30 s) for ten representative earthquake components of the Greek
Mediterranean region, Table 3. The recorded peak ground accelerations amount
0:10g� 0:50g and the large majority of the earthquake motions develop in their
response spectra amplification values in the frequency area of x ¼ 4 to 8s�1, [16].
These values have been considered for the earthquake inputs in preliminary para-
metric analyses, conducted by the authors [11]. In the present study all earthquake
records have been scaled to acquire a maximum acceleration of 0.25g, in compli-
ance with the recommended maximum ground acceleration in the elastic response
spectrum for ground type A (rock formation) of Cyprus, CYS EN1998-1:2005 [17],
in order to facilitate a direct comparison of the earthquake responses as to the
respective seismic input characteristics.

For the purposes of the parametric response study an algorithm has been
developed with the program Matlab, enabling the calculation of the earthquake
induced total storey displacements (U), inter-storey deflections (DU), absolute
storey accelerations (Ag) and storey shear forces (F). The analysis has been con-
ducted for the ten selected scaled earthquake input motions and all possible com-
binations of the isolated structural systems (system alternatives).

In particular, limitation of horizontal displacements may be required also for
certain (or even all) floor slabs of a building. As an example, when the building
under consideration has a basement, then poundings with the surrounding moat wall

Table 3 Earthquake input components for the time-history analysis

Earthquake (record station, hor.
direction)

Rec. max. acceleration
€Ug [g]

Scale factor to obtain
€Ug = 0.25 g

E1: Aigio 95 (Aigio, 0°) 0.50 0.50

E2: Athens 99 (Sepolia, 0°) 0.33 0.76

E3: Ionian 83 (Argostoli, 90°) 0.24 1.04

E4: Kalamata 86 (Kalamata, 0°) 0.22 1.14

E5: Heraklio 84 (Heraklio, 90°) 0.21 1.19

E6: Aigio 90 (Aigio, 90°) 0.20 1.25

E7: Etolia 88 (Valsamata, 90°) 0.18 1.39

E8: Killini 88 (Zakinthos, 90°) 0.15 1.67

E9: Preveza 81 (Preveza, 0°) 0.14 1.79

E10: Gulf of Corinth 93
(Nafpaktos, 90°)

0.10 2.50
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need to be prevented both for the isolated base slab and for the slab of ‘storey 1’.
Thus, with the provided seismic gap the aim is to facilitate the horizontal dis-
placements of both aforementioned slabs. Another example is the potential of impact
with adjacent buildings. In that case, we need to control the horizontal displacements
of floor slabs, which may collide with components of neighbouring structures.

Inter-storey deflections are widely accepted as response parameters, with which
we can effectively measure structural damage as a result of seismic action.
Inter-storey deflections are also associated with damage of non-structural compo-
nents, as well as with damage or loss of building contents.

On the other side, seismic isolation is often applied as a mitigation measure to
allow critical facilities to remain safe and operational during and after a strong
earthquake. Frequently, these facilities house sensitive and expensive equipment,
which is also required to remain operational during and after the earthquake. Other
building contents may include important items of high (e.g. historical) value.
Damage to such contents is most commonly linked with the acceleration induced to
the contents during the earthquake. Thus, it is important to control the absolute
accelerations at the floors of a building, where these contents reside.

Finally, storey shear forces developed during an earthquake are directly related
to the necessary sizes of the primary structural members and therefore influence
decisively the resulting construction costs of the seismic isolated structures, com-
pared to the non-isolated ones.

In each analysis cycle, according to the characteristics of the isolation system
used (RL700 and 12SL468), the algorithm selects for every system alternative the
maximum respective induced responses for three different analysis cases: In the first
case, the maximum values of the four response parameters (U; DU; Ag; F) are
registered, that correspond to the maximum inter-storey deflection of every system
alternative under any of the ten earthquake motions; in the second case, to the
maximum absolute acceleration; in the third case, to the maximum shear forces.
Figures 5, 6, 7, 8, 9 and 10 present the favorable configurations of the isolated
systems as to their seismic response, in respect to each isolation system used and
analysis cases.

With a single isolation level over the height of the building, minimum relative
deformations of the isolators are favored by the base isolated alternative, “100000”,
followed by the alternatives as to the sequence of storeys over the height, irre-
spectively of the specific characteristics of the isolation system. With regard to the
maximum accelerations of the single isolated alternatives, most effective is the
system alternative “010000” with the RL700 isolation system and the alternative
“000100” with the 12SL468 isolation system. The maximum reduction of the base
shear force takes place, when the isolation level is at the fourth storey, “000100”.

By having two isolation levels over the height all maximum response criteria are
further reduced compared to the single case (“110000” for DU with both isolation
systems, “001001” with the RL700- and “010001” with the 12SL468 isolation
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system for Ag, and “000011” with the RL700- and “000110” with the 12SL468
isolation system for F), while the total displacements remain in the same range. The
same applies to the case of having three isolation levels (“111000” with both

Fig. 5 Analysis case 1, seismic responses of 6-storey structures with favorable multiple possible
isolation levels of the RL700 system, corresponding to a maximum inter-storey deflection of the
systems
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isolation systems for DU and Ag, and “101010” with the RL700- and “100110”
with the 12SL468 isolation system for F).

Fig. 6 Analysis case 1, seismic responses of 6-storey structures with favorable multiple possible
isolation levels of the 12SL468 system, corresponding to a maximum inter-storey deflection of the
systems
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Structures having more than three isolation levels develop insignificant further
reductions in their maximum responses compared to the three isolation levels
alternatives. In particular, lowest relative deformations of the isolators and lowest
absolute accelerations develop when the isolation levels are placed at the lower

Fig. 7 Analysis case 2, seismic responses of 6-storey structures with favorable multiple possible
isolation levels of the RL700 system, corresponding to a maximum absolute acceleration of the
systems
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storeys, i.e. “111100”. An optimized response with regard to the base shear
develops with both isolation levels, when the systems have most high stiffness
values at mid-height (“110011” and “111011”). In all cases the maximum relative
deformations of the isolation levels do not exceed the value of DUmax ¼ 5:0cm,

Fig. 8 Analysis case 2, seismic responses of 6-storey structures with favorable multiple possible
isolation levels of the 12SL468 system, corresponding to a maximum absolute acceleration of the
systems
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which is significantly lower than the actual maximum deformation capacity of the
isolators used in the study.

The numerical results of the most suitable isolated system configurations, as
described above, are included in Table 4. Based on the stiffness and damping

Fig. 9 Analysis case 3, seismic responses of 6-storey structures with favorable multiple possible
isolation levels of the RL700 system, corresponding to a maximum shear force of the systems
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properties of the isolators used for the analyses, the respective calculated values of
the isolation levels of the MDOF-systems are included in Table 5 and 6, for the
most suitable isolated system configurations.

Fig. 10 Analysis case 3, seismic responses of 6-storey structures with favorable multiple possible
isolation levels of the 12SL468 system, corresponding to a maximum shear force of the systems
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A comparison of all individual earthquake responses of the 6-storey structures
for the three respective analysis cases (DU; Ag; F) proves a reduction of all three
response criteria in the range of 10–30 %, achieved through the respective decrease
of the isolation stiffness and increase of the -damping coefficient, Fig. 11. In par-
ticular, in MDOF-systems with three isolation levels, the 12SL468 isolation system
leads compared to the RL700 isolation system, to a response parameters reduction
of on average approximately 20–30 %. In three other cases (structures with 1, 4,
5-isolation levels) the 12SL468 isolation system reduces further the maximum

Table 4 Isolated 6-storey structures (ISC) with selected seismic responses

A/A ISC Umax

[cm]
DUmax

[cm]
Ag;max

[m/s2]
Fmax

[MN]

F000000;max�Fi;max

F000000;max
[%]

Isolation System RL700

1 000000 8.961 2.129 12.619 21.285 0

2 100000 8.264 2.703 6.620 14.097 66.23

3 010000 8.032 2.821 6.602 13.354 62.74

4 001000 5.992 2.260 6.959 12.018 56.46

5 000100 8.333 3.458 6.911 10.152 47.69

6 110000 7.293 1.998 3.880 9.209 43.27

7 001001 8.384 3.191 5.556 9.397 44.15

8 000011 8.139 3.408 6.051 7.831 36.79

9 111000 7.313 1.718 3.309 7.789 36.59

10 101010 7.848 2.466 4.448 7.054 33.14

11 111100 9.769 1.998 3.818 8.156 38.32

12 110011 9.902 2.963 5.164 6.188 29.07

13 111110 12.262 2.386 4.147 8.738 41.05

14 111011 12.462 2.567 4.492 7.673 36.05

15 111111 13.429 2.360 4.090 8.167 38.37

Isolation System 12SL468

1 000000 8.961 2.129 12.619 21.285 0

2 100000 7.430 2.625 5.771 12.310 57.83

3 000100 7.365 3.283 6.103 8.795 41.32

4 110000 6.616 1.929 3.445 7.894 37.09

5 001100 5.379 1.807 4.632 6.529 30.67

6 010001 8.303 3.197 5.307 8.525 40.05

7 000110 5.915 2.016 4.016 6.236 29.30

8 111000 6.557 1.616 2.757 6.399 30.06

9 100110 7.627 2.454 4.086 5.471 25.70

10 111100 8.449 1.800 2.863 6.752 31.72

11 110011 8.608 2.468 4.094 5.664 26.61

12 111110 9.084 1.734 2.919 7.441 34.96

13 111011 9.893 2.117 3.487 6.835 32.11

14 111111 10.924 1.944 3.170 7.376 34.65
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accelerations. By having more than three isolation levels, the lower stiffness and
higher damping coefficient of the isolators influence increasingly higher the
inter-storey deflections (for the cases with 4 and 5-isolation levels), but less the
shear forces of the systems (for the cases with 4, 5 and 6-isolation levels).

Table 5 Isolated 6-storey structure’s stiffness [N/m]

A/A ISC 1-Isolation
level

2-Isolation
levels

3-Isolation
levels

4-Isolation
levels

5-Isolation
levels

6-Isolation
levels

Isolation System RL700

1 000000

2 100000 5.2E+08

3 010000 4.4E+08

4 001000 3.5E+08

5 000100 2.7E+08

6 110000 5.4E+08 4.4E+08

7 001001 3.7E+08 1.0E+08

8 000011 2.0E+08 1.0E+08

9 111000 5.6E+08 4.5E+08 3.5E+08

10 101010 5.6E+08 3.7E+08 1.9E+08

11 111100 5.7E+08 4.7E+08 3.7E+08 2.7E+08

12 110011 5.7E+08 4.7E+08 2.0E+08 1.0E+08

13 111110 5.9E+08 4.9E+08 3.9E+08 2.9E+08 1.9E+08

14 111011 5.9E+08 4.9E+08 3.9E+08 2.0E+08 1.0E+08

15 111111 6.1E+08 5.1E+08 4.0E+08 3.0E+08 2.0E+08 1.0E+08

Isolation System 12SL468

1 000000

2 100000 4.6E+08

3 000100 2.4E+08

4 110000 4.7E+08 3.8E+08

5 001100 3.2E+08 2.4E+08

6 010001 4.0E+08 8.8E+07

7 000110 2.5E+08 1.6E+08

8 111000 4.9E+08 4.0E+08 3.1E+08

9 100110 4.9E+08 2.5E+08 1.6E+08

10 111100 5.0E+08 4.1E+08 3.2E+08 2.4E+08

11 110011 5.0E+08 4.1E+08 1.8E+08 8.8E+07

12 111110 5.2E+08 4.3E+08 3.4E+08 2.5E+08 1.6E+08

13 111011 5.2E+08 4.3E+08 3.4E+08 1.8E+08 8.8E+07

14 111111 5.3E+08 4.4E+08 3.5E+08 2.7E+08 1.8E+08 8.8E+07
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6 Multi-criteria Analysis

A multi-criteria analysis of the numerical results obtained from the parametric
response-studies of the analysis cases has been conducted with the software pro-
gram Dlab, for all values of the response parameters of the systems (DU; Ag; F).
The classification as to each analysis case and response parameter may depend on
specific weight coefficients of all criteria applied in the analysis. The weight
coefficients have been set, based on a preliminary estimation made by the authors

Table 6 Isolated 6-storey structure’s damping [Ns/m]

A/A ISC 1-Isolation
level

2-Isolation
levels

3-Isolation
levels

4-Isolation
levels

5-Isolation
levels

6-Isolation
levels

Isolation System RL700

1 000000

2 100000 6.4E+06

3 010000 5.8E+06

4 001000 5.2E+06

5 000100 4.6E+06

6 110000 6.6E+06 5.8E+06

7 001001 5.4E+06 2.6E+06

8 000011 4.0E+06 2.6E+06

9 111000 6.8E+06 6.0E+06 4.9E+06

10 101010 6.8E+06 5.4E+06 3.5E+06

11 111100 7.0E+06 6.2E+06 5.1E+06 3.9E+06

12 110011 7.0E+06 6.2E+06 3.8E+06 2.4E+06

13 111110 7.2E+06 6.4E+06 5.3E+06 4.1E+06 3.0E+06

14 111011 7.2E+06 6.4E+06 5.3E+06 3.5E+06 2.2E+06

15 111111 7.4E+06 6.7E+06 5.5E+06 4.4E+06 3.2E+06 1.9E+06

Isolation System 12SL468

1 000000

2 100000 1.3E+07

3 000100 9.0E+06

4 110000 1.3E+07 1.2E+07

5 001100 1.1E+07 8.4E+06

6 010001 1.2E+07 5.2E+06

7 000110 9.5E+07 7.0E+07

8 111000 1.3E+07 1.2E+07 9.7E+06

9 100110 1.3E+07 9.5E+06 7.0E+06

10 111100 1.4E+07 1.2E+07 1.0E+07 7.8E+06

11 110011 1.4E+07 1.2E+07 7.4E+06 4.8E+06

12 111110 1.4E+07 1.3E+07 1.0E+07 8.2E+06 5.9E+06

13 111011 1.4E+07 1.3E+07 1.0E+07 6.9E+06 4.3E+06

14 111111 1.5E+07 1.3E+07 1.1E+07 8.6E+06 6.3E+06 3.9E+06
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Fig. 11 Earthquake performance of multiple isolated 6-storey structures with the 12SL468-
compared to the RL700 isolation system for all maximum responses

Table 7 Classification results of the structural systems seismic performance as derived from the
multi-criteria analysis

A/A RL700 12SL468 A/A RL 700 12SL 468 A/A RL 700 12SL 468

1 111000 111000 20 000111 110111 39 111111 010100

2 001101 010110 21 011000 101101 40 010111 011111

3 010110 101010 22 001100 110110 41 100100 010111

4 101100 111010 23 011110 001111 42 010010 111110

5 111001 011100 24 011011 111100 43 010011 000101

6 100110 111001 25 101001 000110 44 000101 000011

7 001110 011110 26 110110 000111 45 100011 100010

8 010101 110011 27 001111 110000 46 100010 100011

9 101010 011101 28 010100 101001 47 001001 010011

10 110101 001101 29 100111 111101 48 000100 001000

11 011100 110101 30 110000 101000 49 010001 001001

12 111010 011011 31 111101 100100 50 000011 010000

13 110011 101011 32 110111 010010 51 001000 000100

14 011101 100110 33 101000 101111 52 100001 010001

15 000110 010101 34 101111 100111 53 010000 100000

16 101011 101100 35 111011 111111 54 100000 100001

17 001010 111011 36 111110 001011 55 000010 000000

18 101101 001010 37 001011 001100 56 000000 000010

19 111100 001110 38 011111 011000 57 000001 000001
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with regard to the significance of each criterion; e.g. the shear force in respect to the
design of the structural members, the storey accelerations in respect to the safety of
the storey equipment, the inter-storey deflections in respect to the maximum relative
deformation values of the isolation devices, and the total displacements in respect to
the possibility for example of poundings with adjacent buildings.

For providing an evaluation example, based on the results obtained from the
time-history analyses of the systems, the weight coefficient for the first analysis case
(DUmax) is set to 8 %, for the second analysis case (Ag;max), to 28 %, and for the
third analysis case (Fmax), to 64 %. The weight coefficients of the response
parameters account to 6 % for U, 12 % for DU, 26 % for Ag and 56 % for F. In the
evaluation example, the method PROMETHEE II of the program has been used, a
ranking procedure that is based on the determination of the individual criteria and
the comparison of the analysis cases in pairs, i.e. outranking approach [18]. The
method consists of the complete ranking, whereas a net outranking flow is the
balance between the positive and the negative outranking flows. An indicative
classification of the structural systems seismic performance is provided in Table 7.

The results obtained from the multi-criteria analysis comply adequately with
those of the parametric studies, while the isolation of the first three storeys of the
building is to be favored, irrespectively of the isolation system used. Nevertheless,
in the specific numerical example, the fixed supported, the base and the single
top-storey isolated system alternative are the least favored.

7 Conclusions

The intention of this paper is to extend the approach of base isolation and to
investigate the potential effectiveness of multi-storey structures with seismic iso-
lators at different storey-levels. The control concept provides numerous options for
the designer in respect to the desired seismic performance of the building. The
respective fundamental period increases substantially, even with slight decrease of
the displacements. In the parametric studies conducted, the dynamic behaviour of a
6-storey structure has been substantially improved over the fixed supported- and
base isolated system, with regard to the inter-storey deflections, the absolute storey
accelerations and the base shear force. In particular, main improvements in the
response of the isolated 6-storey structures have been observed with three isolation
levels over the height. This has been also verified in relative terms, through a
multi-criteria analysis, based on the herewith defined weight coefficients of the
analysis cases and response parameters. Based on two different isolation systems
used in the analyses, the dynamic response of the isolated structures is indeed
substantially influenced by the isolation mechanisms characteristics. In contrast to
the concept of base isolation, relatively low stiffness values of the respective iso-
lation levels and increased damping act positively on the system’s seismic response.
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In order to obtain a thorough insight into the characteristics of the dynamic
response of the isolated systems, further design variables for the primary structures
and the earthquake isolators are to be determined and evaluated in parametric
studies. Finally the construction design of the proposed systems is a major influence
factor for any application potentials of the concept.
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the ‘OPTARCH’ research project.
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Integration Step Size and Its Adequate
Selection in Analysis of Structural Systems
Against Earthquakes

Aram Soroushian

Abstract True behaviour of an arbitrary structural system is dynamic and non-
linear. To analyze this behaviour in many real cases, e.g. structures in regions under
high seismic risk, a versatile approach is to discretize the mathematical model in
space, and use direct time integration to solve the resulting initial value problem.
Besides versatility in application, simplicity of implementation is an advantage of
direct time integration, while, inexactness of the response and the high computa-
tional cost are the weak points. Considering the sizes of the integration steps as the
main parameters of time integration, and concentrating on transient analysis against
ground acceleration, this chapter presents discussions on:

(1) the role of integration step size in time integration analysis, specifically, from
the points of view of accuracy and computational cost,

(2) conventionally accepted comments, codes/standards’ regulations, and some
modern methods for assigning adequate values to the integration step sizes in
constant or adaptive time integration,

and concludes with some challenges on time integration analysis and integration
step size selection in structural dynamics and earthquake engineering.

1 From Structural Analysis to Time Integration

Our lives and civilization rely on different construction we daily pass by. In order to
have sustainable buildings, bridges, tunnels, railways, infrastructures, etc., the
structures should be designed considering their lifetime behaviour. Even, regardless
of the randomness and stochastic nature of severe conditions and the complexity
existing in prediction of these conditions, the study of structural behaviour at severe
conditions is not simple. Theoretical and experimental approaches can be addressed
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as means to study the structural behaviour. Nevertheless, mainly with attention to
their simplicity, versatility, and inexpensiveness, numerical computations are the
widely accepted and generally the superior tool.

With an initiation point in the seventeenth century (i.e. the Hooke’s law),
analysis of structural systems, as taken into account in the soft ware packages,
started less than a century ago, by relating behaviour and excitation, via the
structural property, i.e.

KX ¼ F ð1Þ

In Eq. (1), X stands for the vector of unknowns, F represents the known external
information (in general the excitation), and the structural geometry, topology, and
material are reflected in K. (In time dependent problems, the initial status affects
both K and F, and the solution implies the behaviour at a specific time instant.) In
computerized structural analysis, the behaviour is being represented by the
unknown general displacement, as the vector X in Eq. (1). For structural behaviour
not representable by finite number of unknowns, in the mid of the past century,
methods (mainly discretization methods) were developed to systematically replace
continuous systems, with systems with finite number of unknowns or DOFs (de-
grees of freedoms). Finite difference, finite volume, finite element, and boundary
element methods, are some of the major discretization methods. Development of
these methods, specifically the finite elements, and the invention of computers, at
1950s, led to significant rise in the size and complexity of structural systems. For
instance, the dependence of K and F in Eq. (1) to X causing nonlinearity could be
simply tackled by incremental consideration of F and when needed implementation
of different definitions for strain and stress. Not much later, attention to time
dependent phenomena, including structural behaviour against earthquakes, aero-
dynamics, etc., increased significantly. In study and analysis of arbitrary structural
dynamic behaviour, the inertial force, and even in cases the damping effects, are of
high importance. The linear dynamic behaviour of semi-discretized structural sys-
tems can be expressed as [1–3]:

M€uþC _uþKu ¼ fðtÞ 0� t\tend
uðt ¼ 0Þ ¼ u0
_uðt ¼ 0Þ ¼ _u0

ð2Þ

where, M, C, and K, respectively denote the mass, damping, and stiffness matrices,
f stands for the dynamic excitation, each top dot implies once differentiation with
respect to time, u is the unknown general displacement, t represents the time, u0 and
_u0 introduce the initial conditions, and tend is the length of the time interval under
consideration. In 1950, the first broadly accepted method to solve Eq. (2), in a
step-by-step manner, also addressed as a time integration method, was proposed by
J.C. Houbolt [4–6] (see Fig. 1, where f int implies the internal force, essential in
presence of material nonlinearity and discussed later in this chapter). The history of
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step-by-step integration of initial value problems returns to the eighteenth century
and the Euler method [7, 8] (see also [9], for the implementation of different Runge
Kutta methods in structural dynamics); Houbolt suggested the first method,
specifically dedicated to the solution of the equation of motion in structural
dynamics [4]. For the Houbolt method, as well as many other time integration
methods, the basic idea is to approximate the solution of Eq. (2), with sufficient
accuracy, while avoiding complex mathematical functions, e.g. exp, sinh, cosh. The
general approach is to carry out the analysis in a step-by-step manner, using simple
relations instead of the exact computationally complex relations [10, 11]. The new
relations are generally linear algebraic equations, set such that to maintain the
adequacy of some mainly accuracy-related features. On this basis, many time
integration methods have been proposed in the past decades [4–6, 12–17]; still,
investigations for better approximate methods are in progress, in different disci-
plines and branches of engineering and science; see [18–26]. The most practically
important and broadly accepted time integration methods are the Newmark family
[1, 9–11, 27–32], central difference [1, 9–11, 14, 28–32], Wilson-Theta [9, 10, 15–
17, 32], Houbolt [4–6], HHT [12, 30–32] and C-H [13] methods. All these methods
convert Eq. (2) to (see also Eq. (1)):

Keffu ¼ feff ð3Þ

or equivalently to the equation below:

�KeffDu ¼ Dfeff ð4Þ

(considering the dynamic effect in Keff , feff , �Keff , and Dfeff ), to be solved for the
status u; _u; €u; . . . and f intð Þ at sequential integration stations, starting from the initial
conditions; see Fig. 1. (Du and Dfeff respectively represent the increment or to say
better the increase of u and feff from the previous integration station to the current
integration station.) Equation (4) can be treated in a way conceptually identical to
Eq. (1). However, because of the approximation existing in the time integration
formulation, the results are inexact depending on the integration formulation. This,
plus the versatility of time integration analysis, has caused broad and continuous
studies on time integration e.g. see [19–26, 33–38]. In the next section, after a brief
review on time integration analysis, the parameters, and specifically the most
important parameter, i.e. the integration step size, are discussed. In Sect. 3, the
influence of the integration step size, on different features of time integration, is
studied. In Sects. 4 and 5, conventional and modern comments and approaches to
assign adequate values to the integration step size are addressed. Later, in Sects. 6
and 7, techniques for more efficient analysis against digitized excitations are
reviewed, and the seemingly most successful technique is introduced in detail.
Finally, the chapter is concluded, in Sect. 8, with a brief look on the key points, and
addressing some of the challenges existing on time integration and step size
selection.
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2 Time Integration and Its Parameters

As implied in Sect. 1, time integration is the most versatile tool to analyze Eq. (2)
and its nonlinear counterpart, stated below [31]:

M€uþ f int ¼ fðtÞ 0� t\tend
uðt ¼ 0Þ ¼ u0
_uðt ¼ 0Þ ¼ _u0
f intðt ¼ 0Þ ¼ f int0
Q

ð5Þ

In Eqs. (5), the new parameter, Q, implies additional restrictions representing the
nonlinear behaviour (see [39, 40]), and the essentiality of f int, as an initial condition, is
explained in [41, 42]. In the analysis process, the status or indeed the responses, i.e.
u; _u; €u; . . . and f int are being computed, for distinct sequential time instants, starting
from the station just after the initial conditions, using simple algebraic formulation
(see Fig. 1). No eigen-solution is essential in ordinary direct time integration analysis.
The determination of the status proceeds, in a step-by-step manner, and at each time
instant, the status of the structural system is being determined approximately [10, 28,
31, 32]. In nonlinear analyses, after the computation associated with each step,
occurrence of nonlinearity is being checked. When a nonlinearity is detected, some
iterations are generally implemented (see Fig. 1), by methods such as Newton
Raphson, to decrease the error in modelling the nonlinearity (see [1, 2, 43–46]). The
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step-by-step procedure continues, till the end of the integration interval, tend .
Considering these, time integration is a simple step-by-step computational tool. The
simplicity of the step-by-step computation and the algebraic formulation bring about
positive and negative consequences; some are listed below [31, 32]:

1. Approximation in the obtained responses.
2. Versatility of application to different equations of motion, and even to initial

value problems originated in other branches of engineering and science, e.g. see
[13, 19–23, 26, 34–37].

3. Existence of many different time integration methods, e.g. see [1, 11, 12, 14–17,
24–34, 47, 48].

4. Considerably high computational cost [31, 32, 49].

The negative features are the approximation and the high computational cost (re-
spectively the first and forth points above). Especially the first is very important;
without sufficient accuracy, implementation of time integration analysis loses its
explanation. Provided acceptable accuracy, we are interested in: (1) low compu-
tational cost, where computational cost implies the in-core storage of the hardware
involved in the computation [50, 51], and (2) the capability to increase the accuracy
and/or decrease the computational cost. Other features of time integration analysis
are also directly or indirectly associated with the inexactness of the response;
numerical stability, order of accuracy, numerical damping, and overshoot, are the
most important features [31–33, 52]. These features are under the control of some
parameters, to which, the remainder of this section is dedicated.

In exact computations, the parameters affecting the results imply real notions.
For instance, in the computation of the integral below:

I ¼
Zb

a

d x
1þ x2

¼ arctan b� arctan a ð6Þ

a and b are parameters with real meaning (see Fig. 2), appearing in the definition of
the problem, as well as, in its exact solution; see the ending part of Eq. (6).
Similarly, when using the analytical relations below [53, 54]:

RA ¼ W
l3 l� að Þ2 lþ 2að Þ; RB ¼ Wa2

l3 3l� 2að Þ
MA ¼ �Wa

l2 l� að Þ2; MB ¼ �Wa2
l2 l� að Þ ð7Þ

for determining the end moments and end shears of the beam in Fig. 3, l, a, and W,
are real parameters, defining the problem and its exact solution. Returning to time
integration and Eqs. (2) and (5), the initial conditions, the mass, the damping,
the stiffness, the excitations, the parameters defining the nonlinear behaviour (im-
plied specifically in Q in Eqs. (5)), and finally the tend , are the real parameters.
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There are many problems, for which, analytical solutions are either not derived
(yet unavailable) or the analytical solutions are mathematically/numerically com-
plicated, e.g. problems with analytical solutions in terms of special infinite series.
To solve these problems, numerical approximate computation is the broadly
accepted tool [7, 8, 55]. In approximate computations, besides real parameters,
there exist parameters, essential (and even crucial) for the computation, that have no
real meaning and no role in the definition of the problem and the exact solution; see
[55, 56]. For instance, when using Simpson or Trapezoidal integration, for deter-
mining the value of I in Eq. (6), as apparent in the relations below [57, 58]:

Simpson: I ¼ h
6

y0 � yN þ 2
XN
i¼1

2y
xi þ xi�1

2

� �
þ yi

� �( )

Trapezoidal: I ¼ h
2

y0 � yN þ 2
XN
i¼1

yi

( )

h ¼ b� a
N

; yi ¼ y xið Þ ¼ 1
1þ xi2

ð8Þ
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Fig. 2 An illustration of
Eq. (6)
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dimensional beam
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the total number of integration steps, N, or equivalently the integration step size, h,
is an additional parameter. Although the division of the integration interval to
integration steps can be displayed in Fig. 2, the number of the divisions, N, and the
integration step size, h, are not real parameters of the problem, and do not affect the
exact solution. These parameters, having main role in the computation and no role
in the definition of the problems and their exact solutions, are generally addressed
as analysis or algorithmic parameters [55, 56]. It is meanwhile worth noting that it
is conventional to define/redefine the algorithmic parameters, such that convergence
[59, 60] of the approximate solutions to the exact solutions can be studied in the
neighbourhood of zero values of the algorithmic parameter [49, 55, 56, 61]. As
implied above, in the numerical integrations addressed in Eq. (8), h (or N) is the
algorithmic parameter. In static analysis of the beam in Fig. 3 by specific finite
elements, the size or number of the elements is a parameter, defining the compu-
tation and its accuracy [1, 30]. Accordingly, considering the basics of finite ele-
ments [1, 2], we can address the element size as the algorithmic parameter.

In time integration analysis, the main analysis (algorithmic) parameters are the
sizes of integration steps throughout the integration interval; considered either
constantly (as one parameter) or adaptively (according to a specific criterion). It is a
broad convention to consider the integration time step D t as a parameter linearly
controlling the sizes of integration steps throughout the integration interval [49]. In
view of Eqs. (2) or (5), and Fig. 1, D t is a parameter, with no effect on the exact
solution, but main role in the time integration analysis. For nonlinear problems,
there exist algorithmic parameters, in addition to D t, affecting the features of the
analysis, again independent from the problem and its exact response. These
parameters are:

1. Nonlinearity continuation method and the special parameters to be set for
implementation of the nonlinearity iterations [1, 2, 44–46, 62–64].

2. Nonlinearity tolerance [1, 44–46, 63, 64], �d, as an indicator for the accuracy of
nonlinearity iterations.

3. Maximum number of iterations (e.g. see [63–65]), as a representative for the
computational facilities available, essential with attention to the always-existing
round-off.

We would rather address the above parameters as nonlinearity analysis or nonlin-
earity algorithmic parameters. (Practically, the second parameter, i.e. �d, is the most
important parameter.) Besides D t and nonlinearity analysis parameters, parameters
precisely defining the integration method are of the algorithmic parameters of time
integration and can be addressed as method algorithmic parameters. These
parameters do not exist for all time integration methods. For instance, equations
governing the one-step Houbolt method [4–6], stated below:
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M€ui þ f inti ¼ f i

ui ¼ q0 þ b0 Dvui�1

_ui ¼ q1 þ b1 Dvui�1

€ui ¼ q2 þ b2 Dvui�1

vui ¼ q3 þ b3 Dvui�1

q0 ¼ ui�1 þ _ui�1Dtþ 1
2
€ui�1Dt

2 þ 1
6
vui�1Dt

3

q1 ¼ _ui�1 þ €ui�1Dtþvui�1
Dt2

2
q2 ¼ €ui�1 þvui�1Dt

q3 ¼ vui�1

b0 ¼ Dt3; b1 ¼ 11
6
Dt2; b2 ¼ 2Dt; b3 ¼ 1; i ¼ 1; 2; 3; . . .

ð9Þ

are not parametric (for vu0, see [6]), while, the relations defining the HHT method
[12, 30–32], stated below:

M€ui þ ð1þ aÞf inti � a f inti�1ð Þ ¼ ð1þ aÞf i � a f i�1ð Þ
_ui ¼ _ui�1 þDt ð1� cÞ€ui�1 þ c€uið Þ

ui ¼ ui�1 þDt _ui�1 þDt2
1
2
� b

� �
€ui�1 þ b €ui

� �
; i ¼ 1; 2; 3; . . .

ð10Þ

depend on a, b, and c, and hence, a, b, and c are the method parameters of the HHT
time integration method, precisely defining the integration method, and highly
affecting the approximate response, with no effect on Eqs. (2) or (5) and the exact
response. (Inequality restrictions on these parameters, for issues such as numerical
stability (e.g. see [30, 31]), do not reduce the number of these parameters.)
Consequently, time integration analysis, according to a specific time integration
method, while implementing a specific nonlinearity continuation method [44],
potentially depends on three groups of analysis parameters:

1. The main analysis parameter: D t (or parameters defining the sizes of integration
steps in adaptive time integration; see [66]).

2. Nonlinearity analysis parameter: �d and some less important parameters, e.g.
maximum number of nonlinearity iterations.

3. Method analysis parameters: parameters completing the definition of the inte-
gration methods.

From the above parameters, the main parameters, controlling different features of
the analyses (specifically the computational cost and accuracy-related features, e.g.
numerical stability), are D t and �d (shortly disregarding the method parameters).
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With regard to accuracy, since implementation of an approximate method
implies that the exact solution is at least not simply available, the accuracy instead
of being studied in view of the definition of error, E [67], i.e.

E ¼ Ua � Uk k ð11Þ

(a as a right superscript implies that the argument is an approximation and kk
denotes an arbitrary norm [68]) needs to be evaluated indirectly, in terms of con-
vergence [1, 7, 30–32, 56, 59–61, 67], i.e.

lim
D t!0

E ¼ 0 � lim
D t!0

Ua ¼ U ð12Þ

For an arbitrary time integration analysis, Eq. (12) is theoretically equivalent to
Figs. 4, as well as Fig. 5. Ei stands for the error of the response Ua

i , obtained from
time integration analysis with step sizes equal to D t i, L and L0 denote the length of
the region in the two plots implying decrease of error with positive integer slopes
(not precisely defined and determinable yet), and Di, is defined below:

Di ¼
Ua

i � Ua
i�1

�� ��
Dti�1
Dti

� �q
�1

ð13Þ

and addressed as pseudo-error [69, 70]. For many problems, the convergence of Di

to zero is equivalent to Eq. (12). Similarly, Figs. 4 and 5 are equivalent in the sense
that either both Ei and Di imply convergence to zero or neither do so. Furthermore,

L

1

q
convergenceImproper  0

econvergencProper  0
≡=
≡>

L
L

+∈ Zq

−∞ ( )tΔlog

( )Elog

( )ii Et ,Δ

Fig. 4 Typical changes of errors for converging approximate solutions

q′
LLqq ≅′=′ ,

L′

1

−∞ log(Δt)

log(D)

( )ii Dt ,Δ

Fig. 5 A substitute for the study of convergence via Fig. 4
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either the convergence trends in both convergence and pseudo convergence plots
(displayed in Figs. 4 and 5, respectively) are as straight lines (with positive integer
slopes towards zero errors/pseudo-errors at zero D t) or neither display such a
convergence trend. Even more, when both of the trends are as lines with positive
integer slopes, the slopes in the two plots are identical and equal to the order of
accuracy (in cases, less than the order of accuracy [32, 49, 71]); see [55, 69, 70]. In
Eq. (13), q is a positive integer, introducing the rate of convergence (see Figs. 4 and
5), and Ua

i�1 and Ua
i are named such that D ti�1 [D ti [ 0; see [70]. In nonlinear

analyses, for maintaining Fig. 4 (with L[ 0) and specifically to ensure the
equivalence between Figs. 4 and 5 and Eqs. (12), or even the validity of

lim
D t!0
�d!0

E ¼ 0 � lim
D t!0
�d!0

Ua ¼ U ð14Þ

we can assign very small values (depending on the problem), or values consistent
with D t, to �d [2, 42, 63, 72].

And regarding computational cost, in analysis of a specific linear problem, by a
specific time integration method, and on a specific computer, the computational cost
depends on the total number of integration steps; and since tend is a constant value
known in advance, the computational cost increases when D t decreases. This
implies a contradiction with the accuracy, for which, it is beneficial to assign
smaller values to D t (while larger values of D t are beneficial for computational
cost). Considering this and the fact that different from �d, D t affects both linear and
nonlinear analyses, the remainder of this chapter is dedicated to D t and the
approaches to select D t (see also [72, 73]).

3 Integration Step Size and Its Influence on Analysis
Quality

As the major algorithmic parameter of time integration, the integration step size or
D t affects almost all features of arbitrary linear or nonlinear time integration
analysis. The features under study in this section are accuracy, convergence, order
of accuracy, stability, artificial damping, overshoot, and computational cost.

You can generally increase the accuracy, by reducing the integration step size.
“Smaller integration steps lead to more accuracy” is a practically general rule (see
Fig. 6 and Tables 1 and 2), with the potential to be obviated in analysis of nonlinear
or complex behaviours (see Figs. 7 and Tables 3; the units are all in S.I. and each
dash-dot-dash centreline, marked with CL, is associated with one mass). The
nonlinear structural model is set such that the exact solution can be simply derived;
see Fig. 8 [63]. Disagreement with the above-mentioned general rule corresponds
to L ¼ 0, in Figs. 4 and 5. Meanwhile, Tables 2 and 3 evidence that the amount of
error depends also on the response under consideration. In analysis of nonlinear
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structural dynamic systems, the details of the iterative nonlinearity analysis can
significantly affect the accuracy as well as the changes of accuracy with respect to
the integration step size; see [63, 72–78]. No general rule seems to exist for the
changes of D t and �d, or other analysis parameters (addressed in Sect. 2), guaran-
teeing more accuracy for arbitrary nonlinear or complex analysis; some comments
exist, for piece-wisely linear systems, e.g. see [42, 63]. (Accordingly, the responses
computed for nonlinear problems or problems with complex behaviour are in
general unreliable [42, 63, 72–80].)
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Fig. 6 An example to display the general rule of less error in analysis with smaller integration
step: a structural system, b ground acceleration

Table 1 Characteristics of the undamped structural system introduced in Fig. 6

Floor 1 2 3 4 5 6 7

Mass (ton) 2068 2064 2060 2056 2052 2048 2044

Stiffness (MN/m) 840 820 700 680 660 640 620

Table 2 Changes of error with respect to step size in average acceleration time integration
analysis [27] of the system introduced in Fig. 6 and Table 1

D t (s) 0.02 0.01 0.005 0.0025 0.00125 0.000625

E (%)
Top displacement (L2 norm) 23.5 6.89 1.99 0.508 0.127 0.0319

Maximum mid-height drift 6.16 1.83 0.153 0.095 0.0141 0.0029

Final base shear 107 94.2 43.3 6.93 2.04 0.51
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Regarding convergence and order of accuracy, in view of the Lax-Richtmyer
equivalence theorem [59, 60, 81], for well-posed problems [31, 32, 81] (including
almost all real engineering problems), convergence is equivalent to consistency plus
numerical stability. Consistency implies that the order of accuracy is not less than
one [31, 32], and order of accuracy of a time integration method is the highest rate,
by which, the responses computed by the integration method converge to the exact
response; see also [7, 31, 32, 49, 56], equivalently definable in terms of local
truncation errors [31, 32]. Numerical stability can be defined as the capability of
time integration methods to lead to responses (for physically stable problems [82])

102 =k33
16

1 =k

2
35

1 =m 12 =m

Impacts are all elastic

2m

LC LC

x

1u 2u

5.0=d

0.1 0.1

displacements

Static  equilibrium  
positions

1m

Initial 2500 t

Fig. 7 An example to display the possibility of more error in time integration analysis with
smaller integration step [63]

Table 3 Changes of error with respect to the step size in average acceleration analysis [27] of the
system introduced in Fig. 7, where, the continuation method is fractional time stepping [62, 65],
�d ¼ 10�2, and 0.1 and 5 are the scaling factor and maximum number of iterations

D t (s) 1
80

1
160

1
320

1
640

1
1280

1
2560

E (%)

Force in the left spring
(L∞ norm)

7.17 4.83 6.15 6.15 3.49 2.85

Maximum velocity of
the centre of mass

0.0539 0.568 0.744 0.744 0.443 0.317

Final spaces between
Mass 1 and Mass 2

121 26.8 2.70 2.70 1.92 1.37
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that do not diverge, even after arbitrary large number of integration steps [1, 30–33,
52, 59, 60, 81, 83]. Therefore, it is reasonable to expect the convergence to be
influenced, from D t, via numerical stability and order of accuracy.
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Fig. 8 Mid 50s of the exact response for the system introduced in Fig. 7
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Taking into account terms like “conditionally stable”, the effect ofD t on numerical
stability might be crucial [1, 10, 11, 28–33, 52]. By concentrating on one-step time
integration methods (recommended in the literature [30–32]), for SDOF
(Single-Degree-Of-Freedom) systems, the free vibration time integration computa-
tion, can be expressed, as stated below (multi-step methods can in many cases be
rewritten as one-stepmethods, e.g. central difference andHoubolt methods [4–6, 32]):

u
_uD t
€uD t2

..

.

uðaÞ D ta

2
66664

3
77775
i

¼ A

u
_uD t
€uD t2

..

.

uðaÞ D ta

2
66664

3
77775
i�1

; i ¼ 1; 2; 3. . . ð15Þ

where, a implies the highest order of time differentiation in the one-step integration,
e.g. a ¼ 3 for the one-step Houbolt method [4–6], and a ¼ 2 for the HHT method
[12, 30–32, 84], the right subscripts represent the same subscript for u, the temporal
derivatives of u, and D t, inside the brackets, i denotes the number of the integration
step under study, and A is the amplification matrix, with members depending on the
natural angular frequency, x, the integration step size D ti, and the coefficient of
viscous damping n [31, 32], i.e.

A ¼ Aj;k x; n;D tið Þ� � ð16Þ

Numerical stability is provided, when the spectral radius [68] of A, is not more than
one throughout the analysis, i.e.

q ¼ Max k1j j; k2j j; . . . kaj jð Þ 6[ 1 ð17Þ

In Eq. (17), q stands for the spectral radius, and ki¼1;2;...a implies the i th
eigen-value of A (a real or complex number [57]). In more detail, for numerical
stability, the absolute values of the eigen-values of A are to be less than one, when
with multiplicity more than one, and less than or equal to one, when not repeated
[29–33, 52]. The discussion is valid for forced vibrations and MDOF
(Multi-Degree-Of-Freedom) systems, when considering all natural modes sepa-
rately [1, 29–32]. In practice, it is conventional to study numerical stability, based
on the changes of spectral radius, with respect to xD t (where, x and D t respec-
tively imply an arbitrary natural frequency of the structural system and the constant
step size in the analysis), preferably for different values of n; see [29–33, 52, 57]
and Fig. 9. In Fig. 9, T stands for arbitrary natural period of the MDOF system,
T ¼ 2px�1 [31–33, 52], and the steps sizes are considered constant throughout the
integration interval. (For non-proportionally damped MDOF systems, Eq. (15) can
be considered directly for the whole MDOF system based on which the remainder
of the discussion remains unchanged; see [84]). Consequently, q\1 or q� 1 is
necessary and sufficient for the stability of linear analyses, and is necessary for the
stability of nonlinear time integration analyses; see [33, 63, 72]. The outcome
restricts x D t, generally leading to:
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D t\D tcrðx; nÞ or D t�D tcrðx; nÞ ð18Þ

where, D tcr stands for the integration step size corresponding to q ¼ 1; see Fig. 9b,
d, h. In view of the Lax-Richtmyer equivalence theorem [32, 59, 60, 81, 86, 87],
Eq. (18) needs to be satisfied, in order to maintain responses stability and
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Fig. 9 Changes of spectral radius with respect to D t
T for several time integration methods:

a Houbolt [4–6], b Central difference [14], c Average acceleration [27], d Linear acceleration [10,
27], e Wilson-h [15–17] ðh ¼ 1:42Þ, f Quasi-Wilson-h [24] ðh ¼ 1:5Þ, g HHT [12] ða ¼ �0:3Þ,
h Fox-Goodwin [85], i C–H [13] ðq1 ¼ 0:8Þ
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convergence. Accordingly, unconditional stability (for linear analyses) is recom-
mended by times [30–33, 52] and many conventional time integration methods are
unconditionally stable, i.e.

8x; 8n : D tcr ! 1 ð19Þ

Consequently, and as displayed in Eq. (18) and Fig. 9, the effect of integration step
size, on numerical stability, can be described as that, the smaller the integration step
size, the more the analysis has the chance to be numerically stable. In view of the
Lax-Richtmyer equivalence theorem [32, 59, 60, 81, 86, 87], and since order of
accuracy is a constant value computable theoretically independent from the inte-
gration step size [32, 60], a similar claim sounds reasonable, for the influence of
integration step size on convergence. Nevertheless, with attention to the inequality
sign in Eq. (18) and the definition of convergence in Eqs. (12) and (14), conver-
gence is independent from D t, unless when D tcr ¼ 0, i.e. the unconditionally
unstable condition. The trend of convergence however depends on D t; see Figs. 4
and 5 and the Taylor series [57] correspondence between convergence and these
figures [30–32, 55]. From the standpoint of Lax-Richtmyer equivalence theorem,
the above-mentioned different effects of D t on convergence and numerical stability,
while order of accuracy is not under the effect of D t may cause questions. To avoid
ambiguities, it is worth noting that in numerical determination of the order of
accuracy [84], we need to carry out the time integration analyses with steps smaller
than D tcr. (Sufficient smallness of D t is also implied in the theoretical computation
of the order of accuracy [32, 60].) Meanwhile, though order of accuracy is con-
ceptually independent from numerical stability, restrictions exist that relate order of
accuracy and numerical stability, depending on the number of steps involved in the
computation for each new station, e.g. Dalquist Barriers [32].

Models resulted from discretization in space, by methods, such as finite ele-
ments, are different from the original continuous models, specifically in the higher
modes of oscillation [30–32, 88]. To say better, though the piece-wise exact
analyses [10, 11] can lead to exact responses for Eq. (2), the so-called exact
responses are different from the exact responses of the PDE (Partial Differential
Equation) models prior to the semi-discretization. The difference can be consider-
able in the higher modes of oscillations. A way to omit or reduce the errors is to
somehow eliminate the higher modes with trivial contribution in the response, and
time integrate the lower modes with sufficient accuracy. An assumption in this
approach is the existence of higher modes with trivial contribution in the response;
this is a valid assumption at least in many real structural systems [10, 31, 32, 89–
91]. Numerical or artificial damping is the capability of some time integration
methods, in controlling the errors of semi-discretization [1, 11, 28–33, 52].
Artificial damping provides the capability to eliminate the higher modes and ana-
lyze the lower modes with sufficient accuracy (in direct time integration of the total
structural system). Time step size affects artificial damping. If, in view of the modal
description of linear proportionally damped MDOF systems, we concentrate on an
arbitrary SDOF system, the amplitude of the plot of the spectral radius of A, i.e. q,
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with respect to xD t (or equivalently D t
T ), inversely represents the capability to

damp out the higher modes (see Fig. 9) [30–32]. In more detail, when q\1, smaller
values of q imply more elimination of the higher frequency oscillations [29–31]
(q ¼ 0 implies complete elimination). The general trend displayed in Fig. 9, and the
presented explanation, regarding the more elimination at larger values of xD t, are
valid for MDOF and SDOF linear systems, considering the modes under consid-
eration (and the corresponding values of x or T), separately. However, the
numerical details are different for different time integration methods and different
values of viscous damping, and meanwhile, are differently desired for different
behaviours with different contributions of higher modes of oscillation [30–33, 52].
With these considerations, and specifically, from Fig. 9, provided proper artificial
damping, values of D t larger than essential to damp out the higher modes may lead
to the elimination of lower modes (see Fig. 9a, e, g, i; the last when physically
damped slightly). (Proper artificial damping implies guaranteed more numerical
damping for higher values of D t

T , addressed here as proper artificial damping for the
first time.) In other words, with assigning larger/smaller values to the integration
step size, more/less oscillatory modes (starting from the highest modes) will be
affected and eliminated. This can entail undesired inaccuracy. The presented dis-
cussion is valid, only for linear analysis of MDOF systems damped proportionally.
Nevertheless, for many practical applications (e.g. seismic analysis), the nonlinear
behaviour is of piecewise-linear type (e.g. linear-elastic/perfect-plastic and
pounding [10, 28, 78, 91–94]) and meanwhile proportional damping is a broadly
accepted assumption [28, 52]. Accordingly, expressions such as xD t, spectral
radius q, and artificial damping, can be defined/considered in a piece-wise manner.
Therefore, in many practical cases, depending on the selection of the parameters of
nonlinearity analysis and the severity of nonlinear behaviour, we can use the linear
theory of artificial damping to build up an idea about the artificial damping in
analysis of nonlinear structural systems. Still, in nonlinear as well as linear anal-
yses, special attention should be paid to selection of parameters of the integration
method controlling artificial damping. Alternatively, and even preferably, the
results are to be checked for accuracy [7, 28, 55, 95–97], also to prevent elimination
of the important lower modes from the final response.

Overshoot is the tendency of integration methods to cause significant errors in
the few steps after the start of the oscillations or after abrupt changes of the status or
the excitation. Accordingly, smaller integration step sizes would likely cause less
error, originated in overshoot; see [30–33, 52].

Regarding computational cost, assigning smaller values to the integration step
size, without changing the computer (computational facility), increases the number
of integration steps, while the computational cost per integration step remains
unchanged. Accordingly, the runtime, the total usage of the in-core memory, and
hence the computational cost, CC, will increase, i.e. considering / as a sign for
“dependence”,
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CC / D t�1 ð20Þ

In more detail, in linear time integration analysis of an arbitrary system, with
equally sized integration steps,

CC1

CC2

¼ D t2
D t1

ð21Þ

where, CC1 and CC2 denote the computational costs of two arbitrary analyses (on
one computer and when disregarding the pre- and post-processing), respectively,
with steps equal to D t1 and D t2 D t1 6¼ D t2ð Þ. To say better,

CC1Dt1 ¼ CC2Dt2 ¼ � � � ¼ C ¼ Const: ð22Þ

where, C is a positive-definite constant, representing a scale of the computational
cost per integration step C�

C (C can also be defined as the computational cost of the
analysis carried out with integration steps equal to one), i.e.

C�
C ¼ CC

N
¼ D t CC

tend
¼ C

tend
ð23Þ

N stands for the total number of integration steps, CC is the associated computa-
tional cost of the analysis, and tend is defined in Eq. (2). The computational cost
associated with an integration step C�

C, depends on the semi-discretized model, the
computational facility (capabilities), i.e. how powerful is our computer?, and the
integration method. Different from accuracy (including stability) and overshoot, for
the sake of which, we prefer to assign smaller values to the integration step size, for
reducing the computational cost, it is beneficial to time integrate with larger steps;
the case is in between, when talking about artificial damping.

In an arbitrary nonlinear analysis, it is essential to check the occurrence of
nonlinearity after determination of the status at each integration station. When
nonlinearity is detected, appropriate changes should be implemented in the char-
acteristics of the system [see the Q in Eq. (5)]. Furthermore, and before the
changes, it is conventional to localize the nonlinearity by implementing some
nonlinearity iterations [2, 42–46]. Accordingly, Eqs. (21) and (22) are not valid, in
time integration analysis of nonlinear systems. Even, without nonlinearity itera-
tions, because of the essentiality of status check and characteristics change, it is
reasonable to consider

CC1 ffi ~CC1 þ nNL 1CQ

CC2 ffi ~CC2 þ nNL 2CQ

ð24Þ

In Eq. (24), ~CC1 and ~CC2 imply computational costs, not including nonlinearity
iterations and status change, i.e.
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~CCi¼1; 2 ¼ CCi¼1; 2

	 

Linear þCStatus Check ð25Þ

nNL 1 and nNL 2 stand for the number of nonlinearity detections in analysis with steps
sized D t1 and D t2 respectively, CQ is an indicator for the computational cost at a
nonlinearity detection averaged out among all nonlinearities detected in the anal-
ysis, and includes the costs of nonlinearity iterations and change of status. It is
worth noting that the independency of CQ from D t is a reasonable assumption,
implemented in Eqs. (24), and leading to the approximation signs in Eqs. (24).

A special case happens when the nonlinear behaviour is piece-wisely linear (e.g.
linear-elastic/perfect-plastic behaviour, impact, simple friction) [63], and no
non-linearity iteration is implemented. In this case,

nNL1 ffi nNL2 ffi nNL ð26Þ

and in view of Eqs. (24) and (26) and provided analysis with equally sized steps,

CC1

CC2

ffi
~CC1 þ x
~CC2 þ x

; x ¼ nNLCQ [ 0 ð27Þ

Taking into account that ~CCi¼1;2 [ 0, and the fact that in view of Eq. (25), similar to
Eq. (21),

~CC1

~CC2

¼ D t2
D t1

ð28Þ

Eq. (27) implies that, in analysis of piece-wisely linear systems on a specific
computer, when we do not implement nonlinearity iterations and CQ is sufficiently
smaller than ~CCi¼1;2 , the computational cost resists against changes because of D t.
To say better, in the special case addressed above,

CC2�CC1

CC1

����
����\ D t2 � D t1

D t2

����
���� ð29Þ

(the above-mentioned smallness of CQ is generally valid, for implicit analyses [1,
30, 31], recommended for many real nonlinear dynamic analyses; see [1, 43]).
Another special case occurs, when nonlinearities are detected at almost all inte-
gration steps, regardless of the integration step size, and no non-linearity iteration is
being implemented. In this case, provided analysis with equally sized steps,

CC1 ¼ ~CC1 þ
tend
D t1

CQ

CC2 ¼ ~CC2 þ
tend
D t2

CQ

ð30Þ
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and, in view of Eq. (28),

CC1

CC2

¼ D t2
D t1

ð31Þ

comparable with Eq. (21). Equation (31) implies that, in a nonlinear analysis
with equally sized steps and nonlinearities detected at all integration steps, if we
do not implement nonlinearity iterations, the changes of computational cost with
respect to the integration step size would be very similar to linear analyses. The
discussion above seems new, and presented for the first time, in this chapter.
Accordingly, further study is surely essential, not followed here, for the sake of
brevity. Extension of the discussion to general nonlinear behaviour/analysis is being
recommended for further research.

4 Practical Comments for Integration Step Size Selection

The most conventional and broadly accepted comment for selection of integration
step sizes, specifically, when the steps are equally sized, is as stated in Eq. (32) [1,
10, 28, 49, 66, 97–99]:

D t ¼ Min D tcr; fD t;D td ;
Tr
v

� �
ð32Þ

The new parameters are defined below:

fD t: Step size, by which, the excitation is digitized (fD t ¼ 1, when the excitation
is continuous)

D td: Largest step size, according to which, we accept to obtain the history of the
response (generally unimportant)

Tr: Smallest period of oscillations with considerable contribution in the response
v: A factor, changing from 10 (or even 5) in linear simple analyses to 1000 in

analyses involving impact, severe nonlinearity, complex or mathematically

stiff behaviour, etc., such that
Tr
v
turns to be an integration step size sufficient

for accuracy

The definitions of D tcr [see Eq. (18)], fD t, and D td , are clear. However, the
definitions of Tr and v are somehow imprecise and vague, and furthermore, serious
arguments can be made on the typology of Eq. (32) and the computation of D tcr.
This section is dedicated to these ambiguities.

The typology of Eq. (32) has five major deficiencies. First, with the exception of
period elongation and amplitude decay [1, 10, 29, 33, 52], no theoretical relevance

seems to exist between
Tr
v
and accuracy, and period elongation and amplitude decay
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cannot well explain the role of
Tr
v

in Eq. (32); see [1, 29–32]. Secondly, the inte-

gration step size should be set, such that, with negligible additional inaccuracy, for
the lower modes, the higher erroneous modes of oscillation can be eliminated
(when Eq. (5) is obtained from discretization in space). Accordingly, in view
of Fig. 9, artificial damping and the origin of Eq. (5) would rather be included in
Eq. (32). Alternatively, since the details of Fig. 9 are different, for different inte-
gration methods, the integration method needs to be taken into account in Eq. (32);
as a third alternative, the obtained responses are to be controlled, also for adequate
selection of the parameters. Neither of these approaches seems to be properly
addressed in Eq. (32) (or its implementation). In addition, the existing ambiguities
on the notion of small and large modes highlight the ambiguities on the role of
artificial damping in Eq. (32). Thirdly, a deficiency in the typology of Eq. (32) is
the fact that, when the excitation is available as a digitized record (i.e. fD t is finite),
and the consequence of Eq. (32) is such that:

D t\fD t ð33Þ

it is not simple to carry out the time integration analysis with values of D t satisfying
Eqs. (32) and (33). A supplementary practical equation, to be satisfied, while taking
into account Eq. (33), is as stated below:

D t ¼ fD t
m

; m 2 Z þ � f1g ð34Þ

An approach, to consider Eqs. (32) and (34) simultaneously, seemingly addressed
for the first time in this chapter, is to replace Eq. (32) with (D t0 is used merely for
the computation of D t):

D t0 ¼ Min D tcr;D td;
Tr
v

� �

D t ¼
fD t when D t0 � fD t

fD t
m

when 9m 2 Z þ � f1g; fD t
m

�D t0\ fD t
m� 1

8<
:

ð35Þ

The forth deficiency in the typology of Eq. (32) originates in v. In fact, besides the
nonlinearity and its type, it is essential to take into account the severity of the
nonlinear behaviour. As a simple example, the impact between two undamped
single degree of freedom systems can be neglected when the velocities are about
zero at all instants of impact. This leads to the negligibility of the nonlinear
behaviour. The case is completely different when the impacts occur at considerable
velocities. The difference between these two cases (and in general the difference
between cases with different severity of a special type of nonlinear behaviour)
seems not taken into account in Eq. (32). Towards a replacement for Eq. (32),
attention can be paid to the discussions reported in the literature on nonlinearity
quantification and measurement, e.g. see [100].
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Finally, the fifth deficiency in the typology of Eq. (32) is that, though the
nonlinear behaviour and its complexity affect Eq. (32) via v, the effect of nonlin-
earity analysis parameters (e.g. the tolerance, �d) on the accuracy is disregarded.
Two approaches to overcome this deficiency is to take into account the value of D t,
while assigning values to the nonlinearity parameters (see [42, 63, 64, 79]), or
alternatively, to control the errors after the time integration analysis [28, 55, 95–97].
The latter might be unexpectedly costly.

In practical implementation of Eqs. (32) or (35), there is no ambiguity about the
values to be assigned to fD t and D td . However, D tcr is under the effect of damping,
and still, we cannot guarantee that, disregarding viscous damping is necessarily on
the safe side of numerical stability, resulting in larger values of D tcr [30–33, 52].
Without a safe side assumption, D tcr needs to be computed considering the amount
of viscous damping in different natural modes. The smallest D tcr, not necessarily
associated with a special mode, would then control the numerical stability. The
computation is not only complicated and computationally expensive (because of
several reasons, including determination of the natural frequencies and the corre-
sponding viscous dampings), but also the eigen-solution is in conceptual contra-
diction with the nature of direct time integration. The deficiency highlights in
presence of nonlinearity, where the natural frequencies change throughout the
integration interval. With the safe side assumption, independent of the amount of
viscous damping, the natural mode causing the smallest D tcr, mostly the last natural
mode, would control the numerical stability in Eqs. (32) and (35) (see Eq. (18) and
the existing conditionally stable methods [1, 10, 11, 15, 24, 28–33, 52]).
Furthermore, if the help of viscous damping to numerical stability is guaranteed, the
definition of unconditional stability in Eq. (19) can be changed to:

8x : D tcr ! 1 ð36Þ

The above discussion and assigning an adequate value to D tcr, in Eqs. (32) and
(35), are more complex in presence of non-proportional damping; in view of the
versatility of time integration in analysis of non-proportionally damped systems
[28–33], this complexity is indeed a practical drawback. Considering these, it is
essential to emphasize once again on the existing comment not to use integration
methods with finite D tcr [30–32] (when possible regardless of the type of damping),
causing the simplification below in Eq. (35):

D t0 ¼ Min D td;
Tr
v

� �

D t ¼
fD t when D t0 � fD t

fD t
m

when 9m 2 Z þ � f1g; fD t
m

�D t0\ fD t
m� 1

8<
:

ð37Þ

A seemingly last and most crucial deficiency in Eqs. (32), (35), and (37), is in
the notion of Tr. Theoretically, Tr implies the smallest period, with considerable
contribution in the response [49, 66, 101]. The expression considerable
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contribution is vague, and besides, while the response is not at hand before the
analysis, how we can determine the periods of oscillations?! Furthermore, even if,
the response could somehow be predicted, no specific comment seems to exist
regarding determination of the value of Tr and besides the computation of the
oscillatory modes is computationally expensive. To overcome these shortcomings
partly, we can compute Tr, by using the comments on the natural modes with
considerable contribution in the response, if existing (e.g. see [90, 91, 99]). This
approach, though leads to determination of Tr independent from the response, lacks
sufficient theoretical explanation.

A practical way (in cases costly), to lessen accuracy-related shortcomings,
including those originated in Tr and v, is to upper estimate Tr (in view of the low
cost of the computation, no especial approach is essential for the upper-estimation),
assign the value obtained from Eqs. (32), (35), or (37), to D t, carry out a first
analysis, repeat the analysis with half steps, compare the two responses, if the
difference is not sufficiently small (the error of the response is in the size of the
difference), once again repeat the analysis with half steps, and eventually, stop the
repetitions, when the difference is negligible. Considering that such repetitions are
recommended in the literatures of numerical solution of differential equations, and
practical engineering applications specifically structural dynamics [7, 28, 55, 99,
102, 103] and considerable theoretical explanations exist for repetition-based
accuracy controls, e.g. see [42, 96, 97], it is reasonable to rely on these repetitions
to compensate the ambiguities and arrive at sufficient accuracy. Meanwhile, it is
worth noting that implementation of the repetitions might be insufficient, because of
the probable improper convergence, in problems with complex oscillatory beha-
viour, specifically those involved in nonlinearity [42, 74–76, 78, 104, 105].
Implementation of more advanced error control methods can cause more reliability,
e.g. see [55].

5 Time Integration and Step Size Selection in Seismic
Codes

The material, presented in the previous sections, was mostly theoretical, discussed
in different branches of science and engineering; see [13, 17, 19–22, 26, 35, 37,
106–108]. In this section, attention is paid to seismic analysis and design, as a very
important and crucial research area, with direct and indirect effects on human lives
and civilization. Accordingly, with attention to seismic activities, locations in the
world map and issues like how developed are codes/standards?, how developed are
countries/regions?, how much populated are countries/regions?, and finally, the
availability of the codes/standards for the author, the following seismic
codes/standards are reviewed for issues on time integration and step size selection:

1. National code/standard of India [109, 110].
2. European code/standard [111].
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3. National code/standard of Turkey [112].
4. National code/standard of Greece [113].
5. National code/standard of China [114].
6. National code/standard of New Zealand [109, 115].
7. National code/standard of Iran [90].
8. National code/standard of United States [116].
9. National code/standard of Japan [117].

10. National code/standard of Mexico [118, 119].
11. National code/standard of Chile [120, 121].
12. National code/standard of Romania [122].
13. National code/standard of Taiwan [123, 124].

The footprints of time integration in seismic codes/standards are investigated by
directly looking for integration, time integration, time domain analysis, and time
history analysis, or indirectly by looking for nonlinear analysis, non-proportional
damping, un-classical damping, and provisions regarding analyses out of the scope
of mode superposition analysis, e.g. analysis of systems equipped with modern
control devices providing non-proportional damping.

Time integration analysis against several ground motion records and putting the
results together (according to a seismic code/standard), in order to arrive at a time
history record for each response (or to arrive at responses) to be used in seismic
designs, is called time history analysis. All of the seismic codes/standards, with the
exception of the code/standard of Chile [120, 121], consider time history analysis
(and time integration) as an analysis alternative. Some of the important consider-
ations in the seismic codes/standards are briefly addressed in Table 4; the numbers
in the last column stand for the seismic codes/standards, as stated in the start of this
section. (Table 4 does not present all the related regulations; it attempts to present a
brief overview.) Meanwhile, the codes/standards, that in some cases consider time
history analysis as the superior analysis tool, are as listed below:

• National code/standard of India [109, 110]: in stack like industrial structures,
• European code/standard [111]: when an isolation system may not be modelled

with an equivalent linear method,
• National code/standard of China [114]: for buildings taller than specific heights,
• National code/standard of New Zealand [99, 115]: for long period structures and

when the directivity effects (e.g. see [125]) can be significant,

Table 4 A brief look on some regulations regarding time history analysis in seismic codes

Some main considerations in implementation of time history analysis Codes/standards

Selection of records 1–9, 12, 13

Scaling and combining the results of analyses against different records 2, 3, 5, 6, 12, 13

Type and philosophy of analysis (linear/nonlinear, safe side) and material
model

1, 2, 4, 7, 10

Details of analysis 6

Control on final results 6
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• National code/standard of Japan [117]: for high-rise buildings,
• National code/standard of Romania [122]: similar to European code/standard,

where, for each code/standard, cases at which time history analysis is recommended
or is the only seismic analysis tool, are addressed after the code/standard. And
finally, the code/standard having comments on integration step size is the national
code/standard of New Zealand [99, 115], while, the code/standard explicitly
addressing integration as the mean for time history analysis is that of the United
States [116]. The information above and those in Table 4 are clear evidences for the
advancement of the code/standard of New Zealand [109, 115] (the code/standard
introduced with “6” in Table 4), from the point of view of time history analysis and
specifically the integration step size selection.

The comment of the national code/standard of New Zealand on integration step
size (see Sect. 6.4.5 in [99]) is summarized in the equation below:

D t�Min D tcr; fD t;
T1
100

; Tn; 0:01
� �

ð38Þ

In Eq. (38), T1 is the largest translational period of the first mode, judged by the
largest mass contribution, in the direction of principal component of the earthquake,
and Tn denotes the period of the highest mode in the same direction required to
achieve the 90 % mass as described in the modal response spectrum method [99].
The guidance of the commentary [115] regarding implementation of Eq. (38) is as
stated below:

The time step should generally be not greater than T1
100, where T1 is the period associated

with the first mode of vibration. For analyses involving impact (building pounding, rocking
walls, or uplifting foundations), the time step will need to be significantly lower and a
starting value of T1

1000 is recommended. If convergence is not obtained with a particular time
step, reduce it by a factor of 2 and re-run. Once convergence is obtained, make a further
reduction and compare the peak results for the target response parameter. If they are within
5 %, the longer time step (which requires less computing running time) is satisfactory
[115].

The above considerations, and specifically, the selection of integration step sizes, is
a significant initiation in seismic regulations (the author has not met similar details
in seismic codes/standards in the past; also see [126]); and hence, the consideration
in the code/standard of New Zealand [99, 115] is to be deeply appreciated and
acknowledged. Still, some drawbacks and ambiguities seem to exist, to which the
remainder of this section is dedicated.

As the first ambiguity, since each time history analysis is composed of several
time integration analyses, the cost of time history analysis is generally considerable
and the selection of step sizes in the first analysis (before any repetition) is of high
importance. It is unclear why selection of the step size and the way the step size
decrease in the repetitions of the first analysis disregard many features of the ground
motion record (fD t is an exception), as well as, the nonlinearity analysis parameters
(the nonlinear behaviour is briefly taken into account via v). To explain better,
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theoretically, depending on the excitation and the linear or nonlinear behaviour, a
system may oscillate in frequencies different from its first natural frequencies,
leading to different essentialities of integration step sizes. This seems not well taken
into account in Eq. (38); compare Eqs. (32) and (38). Furthermore, depending on
the values assigned to nonlinearity tolerances, proper convergence [105] of the
analyses and reliable estimation of the errors can be considerably affected; e.g. see
[42, 63, 78, 80]. Disregarding these issues in Eq. (38) may lead to additional
repetitions, and accordingly considerable additional computational cost, and even in
cases failure of the repetitions because of round-off.

The second ambiguity is that the theory backing the validity of the recommended
accuracy control is not addressed in the code/standard and the supporting material
[99, 115]. Specifically, it is worth noting that the partly theoretical backing, which is
the proper convergence (see Fig. 4 and [42, 63, 105]) may not be fulfilled, in
nonlinear time integration analysis; this is while the purpose of the control in the
code/standard of New Zealand is nonlinear analysis; see [42, 63, 72, 74, 75, 80, 104].

Finally, after repeating an analysis and comparing the two responses, until being
within 5 % difference at the peak, the seismic code/standard of New Zealand does
not explicitly address the resulting response and merely mentions that the response
obtained using the larger step is satisfactory [115]. As clearly stated in [115], the
reason of referring to the response obtained from analysis with larger integration
step size as satisfactory is that the other analysis is more costly. This implies that the
comment is indeed to consider the response obtained from analysis with larger steps
as final. Since, the two analyses are to be carried out, prior to checking whether the
responses are in 5 % difference, it seems reasonable to pay attention to accuracy
rather than computational cost and consider the response obtained from the analysis
with smaller step size as the final response. (The more accuracy of the response
when using smaller step sizes can be explained by the theory behind the error
controlling approach; see [97].) Practically, ambiguities exist, also regarding the
5 % difference, the notion of 5 %, and the error control on the peaks, not discussed
here, for the sake of brevity.

6 Efficient Step Size Selection

As implied in the previous sections, D t affects the accuracy and computational cost
in reverse manners; also see [30–33, 49, 52]. Therefore, the more we eliminate the
restrictions on D t, the better the computational cost and accuracy can be balanced.

Methods are developed to eliminate the equality of the sizes of integration steps
throughout the integration interval, e.g. see [66, 127]. The resulting time integration
analysis is in general addressed as adaptive time stepping or adaptive time inte-
gration analysis. Adaptive time integration analysis starts with selection of step
sizes for the first or first few steps. Carrying out ordinary time integration for the
starting steps, the analysis continues in a step-by-step manner. After each or each
several steps, a pre-assigned criterion to determine whether the sizes of the next

310 A. Soroushian



steps need to be changed, and if a change is needed, to determine the amount of the
change, is examined; see [66]. This process continues till the end of the integration
interval, i.e. tend (see Eqs. (2) and (5)). Adaptive time integration analysis started in
about 1970s by the studies of Hibbit and Karlson, Oughourlian and Powell, Flippa
and Park, Park and Underwood, and Underwood and Park (see the brief review
reported in [66]), continued in the past decades [66, 127–129], and is in progress,
specifically, for nonlinear analyses, e.g. see [22, 130–132]. Returning to the process
of adaptive time integration, as explained above, implementation of a pre-assigned
criterion is essential in arbitrary adaptive analysis. Some main bases for the criteria
are as noted below [66, 127]:

1. Errors at the integration stations, because of the integration approximation,
associated with the last integration step; or to say better, the amount of error at
the end of the integration step, originated in the approximate integration for-
mulation, assuming zero errors at the start of the integration step and linear
behaviour throughout the step. This error is broadly known as the local trun-
cation error [31, 32].

2. Periods (or equivalently frequencies) of important oscillations in the response, at
the integration steps, or for large MDOF systems, the ‘current characteristic
frequency’, defined based on expressions similar to the Rayleigh ratio [66].

3. Complexity of the transient behaviour, defined, based on a measure named
curvature of the response [66].

The computational costs associated with implementation of the criterion and the
step size change (factorization) negatively affect the efficiency of adaptive time
integration. The significance of these effects depends on the size of the structural
system, the complexity of the dynamic behaviour, the length of the integration
interval 0 tend½ 	, the adaptive time stepping criterion, and the time integration
method. Consequently, from the standpoint of computational cost, analysis con-
sidering adaptive time stepping is not necessarily superior to analysis with constant
time steps.

For implementation of the criteria and adaptive time stepping, sizes of the
starting steps, and some analysis parameters, should be set adequately and in
advance. Parameters to prevent very slight or very frequent changes of the inte-
gration step size are samples [66]. These selections complicate implementation of
adaptive time integration, compared to constant time stepping. It is also worth
noting that, in implementation of adaptive time stepping, we cannot predict the
computational cost of the analyses; in constant time stepping the prediction is
simple in linear analyses. Considering these, constant time stepping and adaptive
time stepping are both broadly accepted in practice, and research in either direction
is in progress [21, 34, 115, 132–134], revealing the likely balanced needs in future.
In seismic analyses, that the excitations are digitized in equal steps and the digi-
tization step size complicates the selection of integration step size even further,
constant time stepping is popular, e.g. see [10, 28, 29, 99, 135]. Accordingly, the
discussion in the remainder of this section is concentrated on efficient step size
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selection in analysis against digitized excitations using constant time steps (i.e.
fD t\1, and in Fig. 1, 8 i : tiþ 1 � ti ¼ Const:).

In view of Eqs. (35) and (37), conventional time integration analysis using
constant time steps is more efficient, when D td , fD t, Tv, and D tcr (in Eq. 35) are closer
to each other and the largest possible. In other words, unless, when D tcr ! 1
(unconditional stability; where D tcr disappears from the relations) or D tcr ¼ 0
(unconditional instability; this is an impractical case), it would be ideal to guarantee

Dt ¼ Dtd ¼ fDt ¼ Dtcr ¼ T
v
;

8 e[ 0 : D t ¼ T
v
þ e ) Practically Unacceptable Accuracy

ð39Þ

once again, implying the advantages of unconditionally stability. Based on this idea
and towards more efficient step size selection, approaches are developed to enlarge
D tcr and fD t and close the gap between the terms in Eqs. (35), e.g. see [49, 135–
138]. Considering this, the title of this chapter, and the existing comments, on using
unconditionally stable methods (see Eqs. (19) and (36)), the discussion is contin-
ued, concentrated on techniques that enlarge fD t, while the integration methods are
unconditionally stable, in analysis of linear systems.

Since the discussion is narrowed to transient analysis against digitized excita-
tions (cases with finite fD t), as a practical application, it is reasonable to simplify
Eq. (5), to seismic analysis against ground accelerations, by considering

fðtÞ ¼ �O ð40Þ

and

u ¼ ug þ ur ð41Þ

In Eq. (41), ug stands for the static displacements of the un-supported degrees of
freedom, because of the ground (support) displacement, and ur denotes the dis-
placements of the un-supported degrees of freedom, additional to the static dis-
placements. In view of Eqs. (40) and (41), Eqs. (5) can be rewritten as stated below
[10, 28, 91–93, 139]:

M €ur þ f int ¼ �MC €ugðtÞ 0� t\tend
urðt ¼ 0Þ ¼ �O

_urðt ¼ 0Þ ¼ �O

f intðt ¼ 0Þ ¼ f int0
Q

ð42Þ
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In Eq. (42), €ug tð Þ represents the ground acceleration, digitized at steps sized fD t,
and C is a vector implying the static effect of the ground (support) displacement on
the displacements of un-supported degrees of freedom [10].

Four techniques, to materialize time integration analysis with steps larger than
the excitation steps without disregarding the excitations, are as briefly reviewed
below:

1. Time integration of integrated problems.
This technique, is proposed by S-Y. Chang in 2002 [137], not as a technique to
enlarge the integration steps. Ordinary time integration is implemented in
analysis of the original problem, modified slightly. The modified problem
consists of the integral of the equation of motion and the corresponding initial
conditions. Accordingly, the original digitized fðtÞ is integrated, and fD t loses
its meaning and can be eliminated from Eqs. (32), (35), and (37). This is a
considerable achievement, obtained in the price of the additional computational
cost essential mainly for numerical integration of fðtÞ. Few examples are
studied; in all, the loss of accuracy is small and the save of computational cost is
considerable.

2. Convergence-based replacement of excitations.
This technique is proposed, by the author in 2008 [49], specifically in order to
replace digitized excitations with excitations digitized at larger steps, i.e.

fD t new ¼ nfD t; n 2 2; 3; 4; . . .f g ð43Þ

and later extended to non-integer enlargements [138], i.e.

fD t new ¼ r fD t; r ¼ n1
n2

; n1 [ n2; n1 2 2; 3; 4; . . .f g; n2 2 1; 2; 3; . . .f g
ð44Þ

Both versions of the technique are successfully implemented in analysis of
many real problems, including frames, short mid-rise and tall buildings, different
bridges, space structures, silos, water tanks, a cooling tower, etc. [49, 135, 139–
154], and undergone theoretical studies [138, 155–163]; see more details in
Sect. 7.

3. Impact-based replacement of excitations.
This technique, proposed by M. Hosseini and I. Mirzaei in 2012 [164], replaces
each section of the excitation record located totally above or totally below the
€ug ¼ 0 axis, with a single data €ug

	 

equal to the area of the section, above or

below the €ug ¼ 0 axis, applied at the centroid of the section (see Fig. 10).
Implementation of the technique in analysis of several problems has been
successful.

4. Integration after combining several sequential integration steps analytically.
This technique, first suggested by the author in 2009 [165], combines ordinary
time integration computations in p0 p0 2 Z þ � f1gð Þ sequential steps
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analytically, in order to arrive at up; _up; €up
	 


directly from up�p0 ; _up�p0 ; €up�p0
	 


,
and hence, provides the capability of time integration with integration steps p0

times larger than the excitation steps, with no sacrifice of accuracy
p 2 Z þ � f1g; p� p0ð Þ. However, the additional computational cost is not
necessarily negligible [160, 166]. The technique, first proposed for SDOF linear
systems [165], later enhanced towards further reduction of computational cost
[166], afterwards, in one attempt, extended to implementation in analysis of
MDOF systems [160], and in another attempt, to implementation in nonlinear
analyses [167]. Though the loss of accuracy is zero, because of the additional
computational cost and for the sake of efficiency, the enlargement is limited to
specific values of n in Eq. (43) (four seems an appropriate upper-bound for n;
Eqs. (43) and (44) are common between the second and forth techniques).

Table 5 A comparison between four techniques to enlarge the digitized excitations step sizes

Technique 1 2 3 4

Accuracy (compared to
conventional analysis)

Better than
Technique
3

Better than Techniques
1 and 3

Good Excellent
(perfect)

Computational cost Negligible Negligible Negligible Small (for
small values
of n)

Simplicity Good Better than Techniques
1, 3, and 4

Good Not as good as
Techniques 1–
3

Numerical tests Few ffi 150 successful tests Few Few

Consistency with
D t ¼ fD t

No Yes (practically) No Yes

Control on
enlargement

Excellent
(perfect)

To all positive rational
numbers (practically
perfect)

No To all positive
integers

(a) (b)

All negative
(2)

All positive
(1)

Area= A1 , Centroid at t1

Area= A2 , Centroid at t2

gu

t

( )11, At

( )22 , At −

gu

t

Fig. 10 Impact-based replacement [164] of two typical sequential sections of a typical digitized
record respectively above and below the horizontal axis: a before the replacement, b after the
replacement
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A brief comparison between these four techniques is presented in Table 5, where
the numbers in the first row are in accordance with the numbers introducing the
techniques, introduced above. In view of Table 5 and the fact that there exists a
rational number in any arbitrary neighbourhood of a real number [57] (see the last
row in Table 5), the second technique can be considered as the superior technique.
The next section is dedicated to a review on the second technique and its most
recent advancements.

7 Recent Advancements of a Step Size Enlargement
Technique

As stated in the previous section, towards more efficient seismic analysis by con-
stant time step integration, a technique is proposed in 2008 [49], and later extended
in 2013 [138]. The efficiency is provided by enlarging fD t, such that to prevent it
from dominating Eqs. (35) and (37), while also bounding the induced inaccuracy.
Special attention is paid to: (1) convergence, as the main essentiality of approximate
computations [55, 59, 60], (2) the recommended second order of accuracy [30–32],
and (3) the effect of approximations in the initial conditions, excitations, etc., on the
rate of convergence [32, 49, 71]. These considerations lead to the replacement of
the excitation f, with a new excitation, ~f , defined below:

ti ¼ 0 : ~f i ¼ ~f tið Þ ¼ g tið Þ;

0\ti\t0end :
~f i ¼ ~f tið Þ ¼ 1

2
g tið Þþ 1

4n0
Xn0
k¼1

g tiþ k=n1

	 
þ g ti�k=n1

	 
� �
ti ¼ i

n1
n2

fDt i ¼ 0; 1; 2; . . .

ti ¼ t0end ~f i ¼ ~f tið Þ ¼ g tið Þ;

; ð45Þ

and digitized at steps sized fD tnew, introduced in Eq. (44). Regarding the new
symbols in Eqs. (44) and (45), when the excitation step size, fD t, governs Eqs. (35)
or (37), the replacement addressed in Eq. (45) changes the case by assigning the
smallest positive integers to n1 and n2 satisfying

n1

n2
fD t�Min D tcr;

Tr
v
;D td

� �
\

n1 þ 1
n2

fD t ð46Þ

The value of n0 in Eq. (45) can be obtained from
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n0 ¼ n1 � 1 when t ¼ D t
n2

n0 ¼
n1
2 n1 ¼ 2j; j 2 Z þ
n1�1
2 n1 ¼ 2jþ 1; j 2 Z þ

�
when D t

n2
\t\t0end � D t

n2

n0 ¼ n1 � 1 when t ¼ t0end � D t
n2

ð47Þ

t0end is the only number satisfying

tend � t0end\tend þ n1
n2

fD t;
t0end

n 1
n2 fD t

2 Z þ ð48Þ

and gðtÞ is available from

g tið Þ ¼ �g tið Þ when 0� t� tend
�O when tend\t\t0end

�
ð49Þ

where, �O is the zero vector and �g is a linear enrichment of f, defined below:

8 i ¼ 0; 1; 2; . . . n2 t
0
end

fD t : ti ¼ i fD t
n2

;

�g tið Þ ¼ f tið Þ; when i
n2
2 Z þ þf0g

�g tið Þ ¼ f k1 fD t
	 
þ i� k1

n2

� �
f k2 fD t
	 
� f k1 fD t

	 
	 

;

k1 ¼ kn2; k2 ¼ k1 þ n2; k � i
n2

\kþ 1; k 2 Z þ þf0g
when i

n2
62 Z þ þf0g

8>>>><
>>>>:

ð50Þ

Although, the technique is proposed in 2008 [49] and then extended in 2013
[138], it is now the first time that the formulation is presented in the detail stated
above, considering rational number enlargements. The technique is implemented in
many time integration analyses resulting in considerable reduction of computational
cost in the price of negligible loss of accuracy (see Table 6). Even more, it is worth
noting that, in two cases, the computational cost is reduced, while the accuracy is
increased [152, 154].

A seemingly weak point in implementation of the technique is the vagueness in
the notion and determination of Tr in Eq. (46), potentially entailing ambiguities in
selection of n (or to say better n 1

n 2
). Nevertheless, as implied in Sects. 4 and 5, these

ambiguities exist, also in ordinary time integration analyses, using constant inte-
gration steps, as well as, some adaptive time stepping methods. Therefore, the
ambiguities in defining and computing Tr are not deficiencies of the technique
proposed in [49], but deficiencies of ordinary time integration, affecting the per-
formance of the technique proposed in 2008. The ambiguities can be lessened by
comparing the computed response with the response obtained from analysis with
smaller steps [7, 28, 55, 95–97, 102], discussed in the ending parts of Sect. 4.
However, questions persist. How should we set the integration step size and the
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excitation for the analysis with smaller steps? Should the technique also contribute
in the decrease of the step size (by assigning smaller values to n or n1

n2
), or it suffices

to reduce the size of the excitation step and determine the excitation by linear
interpolation? What is the role of the errors originated in the technique in the total
accuracy? As a brief response, or to say better comment, the repetition of the first
analysis can be considered as means to control the additional errors, also because of
the technique. The repetitions can be first considered with respect to the technique,
and then after ensuring that the additional errors associated with the technique are
sufficiently small, repetitions need to be carried out with respect to D t; the details
explained in [135, 159], imply no considerable additional cost compared to ordi-
nary repetition-based accuracy controls.

Furthermore, the computational cost associated with Eqs. (45)–(50) is negligible
compared to the cost of time integration (unless for systems with one or two degrees
of freedom [49, 147, 157]). Accordingly, the amount of the computational cost
reduction in linear analyses [135] can be stated as

AC ¼ 100
n1 � n2

n2
ð%Þ ð51Þ

and the changes of the cost reduction with respect to the enlargement, can be
expressed as:

Table 6 Experiences on implementation of the technique proposed in [49] in time integration
analysis against digitized ground motions

System analyzed Cost reduced in the price
of negligible errors (%)

Source

SDOF system 75 [49]

2-DOF nonlinear system 49.27 [49]

Eight storey shear frame 80 [140]

Thirty-storey building 50 [141]

3-component earthquakes 66.7 [142]

Silo 77.65 [143, 144]

Water tank 66.7 [145, 156]

Building in pounding 12.7 [146]

Bridge with linear and nonlinear behaviors 45–80 [139, 147]

Power stations >50 [148]

Regular residential buildings 50–87 [149, 150]

Bridges with pre-stressed elements, subjected to
multi-support excitation, and nonlinearities

30–70 [139]

Residential building with irregularities in height 50–80 [152]

Space Structures >50 [151]

A cooling tower >50 [153]

Milad telecommunication tower >50 [154]
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@AC

@ n 1
n2

� � ¼ n22
n21

ð52Þ

With attention to Eqs. (51) and (52), recently,

n1

n2
� 5 ð53Þ

is suggested as a reasonable practical restriction on the selection of n (and n 1
n 2
) [139,

159], changing Eqs. (46) to

9n01 2 2; 3; 4; . . .f g; 9n02 2 1; 2; 3; . . .f g :
n01
n02

fD t�Min D tcr;
Tr
v
;D td

� �
\

n01 þ 1
n02

fD t

n2 ¼ n02; n1 ¼
n01 when n01

n02
� 5

5n02 when n01
n02

[ 5

8<
:

ð54Þ

Equation (54) should be considered together with Eqs. (44), (45), (47)–(50), when
the original excitation step size is the governing term in Eqs. (35) or (37) (to say
better, when the technique can be implemented). The consequence is
upper-bounding the computational cost reduction of linear analyses, by

AC � 80 ð%Þ ð55Þ

Another important challenge for the technique [49] is its performance, when
implemented in a nonlinear time integration analysis. According to the carried out
numerical studies (see Table 6), the performance of the technique is better, in
implementation in analysis of linear behaviour (both from the standpoint of accu-
racy and also from the point of view of computational cost reduction) [135, 146,
150, 152]. Two main reasons are: (1) While convergence and second order of
accuracy are the main concepts of the technique, accuracy, numerical stability,
consistency, and convergence are still unresolved issues in nonlinear analyses [2,
42, 63, 72–80, 168]. (2) With larger integration steps, the number of iterations in the
nonlinearity solutions may increase; the computational cost associated with these
iterations can compensate the reductions of computational costs originated in the
technique, and accordingly, diminish the efficiency of the technique.

Considering issues like those stated above, further study to clarify the persisting
ambiguities is essential. Some main directions towards more efficient step size
enlargement by the technique proposed in [49] are listed below:

1. Further clarifications regarding the values to be assigned to Tr in Eqs. (35) and
(37) and more reliable selection of the enlargement scaling factor (n or n 1

n 2
) to be

implemented in Eq. (44),
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2. Better performance, in implementation of the technique in analysis of complex
(including nonlinear) structural systems.

3. Better control of accuracy.
4. Implementation in adaptive time integration analysis.

Meanwhile, the first point above can be considered of high importance in
improvement of integration step size enlargement techniques other than that pro-
posed in [49].

8 Closure

Time integration is a versatile tool to analyze semi-discretized equations of motion,
and many other initial value problems from different origins. Integration step size,
or to say better, D t, is the main analysis parameter of time integration analysis
which together with nonlinearity and methods’ parameters, affect the analysis
features, as stated below:

(a) Smaller values of D t generally lead to more accurate responses. This is not
necessarily true in analysis of nonlinear systems or systems with complex
behaviour (e.g. highly oscillatory behaviour). For linear analysis, with suffi-
ciently small integration steps not under the effect of round-off, we can
guarantee more accuracy, when repeating the analysis, with smaller steps (the
smallness depends on the problem, the integration method, and the compu-
tational facilities).

(b) Unless for unconditionally stable and unconditionally unstable analyses,
smaller D t can be beneficial for numerical stability.

(c) D t has no effect on the order of accuracy.
(d) D t has no effect on convergence, though can affect the convergence trend.
(e) Smaller values of D t imply more computational cost for linear analyses. The

case might be different for nonlinear analyses, depending on the type of
nonlinear behaviour, severity of the nonlinear behaviour, the nonlinearity
parameters, and the time integration method. Some special cases are discussed.

(f) Smaller values of D t in general imply less artificial damping. This would
rather be valid for both undamped and damped analyses. Values to be assigned
to the parameters of artificial damping should be set carefully.

In selection of the integration step size, especially, for analysis of MDOF
structural systems with constantly sized steps, emphasis is on using unconditionally
stable time integration methods (the case is different for wave propagation prob-
lems; addressed in the literature by times). The requirements of numerical stability
of linear analyses, obtained from spectral analysis of the amplification matrix, i.e.
spectral stability, are necessary and sufficient for linear analyses, but merely nec-
essary, for nonlinear analyses. Even in time integration analyses with uncondi-
tionally stable time integration methods, ambiguities exist in conventional step size
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selection, as well as, in the comment of the national seismic code/standard of
New Zealand (a code/standard with comments on integration step size selection).
The ambiguities are more in nonlinear analyses. Some comments are discussed.
Specifically, with attention to the ambiguities existing in the integration step size
selections, control of the accuracies, for instance, by repetition of the analyses with
smaller steps is necessary. Some additional details are to be satisfied in presence of
nonlinearity.

From the thirteen seismic codes/standards reviewed in this chapter, many
codes/standards (all with the exception of the code/standard of Chile) have con-
sidered time history analysis and time integration as tools for seismic analysis.
Nevertheless, only in few codes/standards, time history analysis is recommended as
the only or superior tool to analyze the semi-discretized equations of motion. There
are also few codes/standards, with specific regulations on the details of time history
analysis, and specifically, there is one code/standard, i.e. code/standard of
New Zealand, with comments on the details of time integration analysis and the
selection of integration step sizes. Although, the initiative of the seismic
code/standard of New Zealand is worthy of sincere and deep appreciation and
acknowledgement, ambiguities and flaws exist; some discussed in this chapter.

In time integration analysis against digitized excitations, the excitation step size
should be taken into account in the selection of integration step size. In order to
increase the efficiency, digitized excitations can be replaced with excitations digi-
tized in larger steps. The existing techniques are briefly reviewed, and for the one
seemingly superior, detailed explanations are presented, and the challenges are
addressed.

Besides time integration analysis using constant integration steps, time inte-
gration can be carried out using steps sized adaptively, still not seriously imple-
mented in seismic analysis. Adaptive time integration, although, directed towards
more efficiency, is not necessarily more efficient compared to analysis with con-
stantly sized steps. The efficiency depends on several parameters, including the
complexity of the behaviour, the probable nonlinearity, the method of adaptive time
integration and adequate selection of the details, and even the time integration
method.

Some areas for further research on time integration and the step size selection are
stated below:

1. Effects of viscous damping on the numerical stability of time integration
methods are to be studied further.

2. The theory of numerical stability and its practical consideration are yet not well
established, when the damping is not proportional.

3. The existing comments on integration step size selection need to be improved
for more reliability, more rigorous supporting theory, and consideration of more
issues, while preserving the simplicity.

4. Further investigation on step size selection, for implementation in nonlinear
analyses, is essential.
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5. More reliable still simple practical error controlling methods are to be devel-
oped and considered in seismic codes/standards. In this regard, the initiative of
the code/standard of New Zealand is sincerely acknowledged.

6. Even for integration methods with numerical (artificial) damping, practical
methods for selecting the parameters of the integration methods need to be
developed.

7. The existing approaches for adaptive time stepping is involved in selection of
parameters that are partly problem dependent. Further research for simplifica-
tions sounds essential.

8. A priori estimations do not exist for the computational cost of adaptive, as well
as, nonlinear time integration analyses; accordingly, different from linear
constant time-stepping analysis, the efficiencies are unclear, in the start of
nonlinear or/and adaptive analyses. Further research is essential.

9. More adequate methods techniques and approaches are to be developed for
time integration analysis of nonlinear systems, specifically to guarantee the
simplicity, continuation, and sufficiency of accuracy, without high computa-
tional cost.

10. In view of the stochastic nature of earthquakes, the necessity to study structural
systems seismic behaviour in many codes/standards, and the everyday more
complexity and larger sizes of structural systems, efforts towards more efficient
time history analysis and more reasonable selection of D t are essential.
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Seismic Fragility Analysis of Faulty Smart
Structures

Yeesock Kim and Jong-Wha Bai

Abstract In this chapter, seismic vulnerability of smart structures is assessed using
fragility analysis framework. The fragility analysis framework is effective to
evaluate the performance and the vulnerability of structures under a variety of
earthquake loads. To demonstrate the effectiveness of the seismic fragility analysis
framework, a three-story steel frame building employing the nonlinear smart
damping system is selected as a case study structure. To investigate the impact of
sensor failures, various sensor damage case scenarios are considered. The seismic
capacity of the smart building is determined based on the typical structural per-
formance levels used in the literature. The unknown parameters for the seismic
demand models are estimated using a Bayesian updating algorithm. Finally, the
fragility curves of the smart structures under a variety of sensor damage cases are
compared. It is proved from the extensive simulations that the proposed seismic
fragility analysis framework is very effective in estimating the control performance
of smart structures with sensor faults.

1 Introduction

In recent years, great attention has been shown to the smart structures in the society
of structural engineering because smart control technology can increase the struc-
tural vibration performance without adding too much structural mass [5, 14, 15, 25,
29, 31–34, 41, 42]. Numerous studies on smart structures have tended to center
around the question of how to develop effective control algorithms. However,
structural reliability of smart structures has not been researched much. In particular,
relatively few studies have been devoted to the analysis of the seismic vulnerability
of smart control systems [10, 13, 47].
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In designing smart control systems, it is important to bear in mind that the
control performance can degrade when sensors and/or actuators have faults.
However, the systematic evaluation of seismic risk of smart structures with faulty
sensor/actuators is still vastly underexplored. Choe and Baruh [16] proposed the use
of the modal observers to the sensor damage detection within a linear time-invariant
(LTI) dynamic system. The modal observer-based sensor fault diagnosis method
needs an accurate mathematical model for the LTI systems. Plus, the approach is
strictly limited in scope: linear systems only. On the contrary, neural network
algorithms have also been applied to linear dynamic systems for sensor damage
detection without developing an accurate analytical model [6, 39]. Sharifi et al. [45]
developed an effective diagnosis approach for detecting and isolating faults of
sensors and smart dampers in a nonlinear time-varying dynamic system.

Therefore, the present chapter is intended to propose a systematic analysis
framework for seismic fragility evaluation of smart structures with sensor faults
under a variety of seismic excitations. It is expected that the proposed fragility
analysis framework may lead to better understanding of the complex behavior of
smart structures. The improved understanding can be an instrument of much more
effective control system design. In this study, a performance-based design method
will be employed to conduct fragility analyses. The fragility analysis framework
will be implemented, based on the functionality of the smart building and the
seismic risk [23, 24]. It is quite clear that sensor failures in smart structures should
be evaluated in a systematic way, since the seismic resisting performance of smart
structures can be improved.

This chapter is organized as follows: Sect. 2 presents an analytical model for a
case study smart building structure equipped with a magnetorheological
(MR) damper; the fundamentals of seismic fragility analysis are described briefly in
Sect. 3; seismic fragility curves are developed to assess seismic vulnerability for the
case study building-MR damper systems with healthy, fully damaged, and partially
damaged sensing units in Sect. 4; and concluding remarks are given in Sect. 5.

2 Smart Building Description and Analytical Model

Smart systems have been adopted from many engineering fields because the per-
formance of structural/mechanical systems can be improved without either signif-
icantly increasing the mass of the structure or adding high costs for control power
[30, 35, 43]. They may be called intelligent structures, adaptive structures, active
structures, and the related technologies adaptronics, structronics, etc. [26]. In
general, smart structures are developed through the integration of smart
materials-based actuators/sensors, control units, signal processing units and a
structural system. The smart materials might include piezoelectrics, shape memory
alloys, electrostrictive and magnetostrictive materials, polymer gels, etc. Smart
material-based actuators (or smart damping devices) have been proposed for
large-scale civil structures because semi-active control strategies combine favorable
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features of both active and passive control systems: reliable operation, low power
consumption, low manufacturing cost, etc. Semi-active control devices include:
variable-orifice dampers, variable-stiffness devices, variable-friction dampers,
controllable-fluid dampers, shape memory alloy actuators, piezoelectrics, etc. [25,
41, 42].

2.1 Building Equipped with MR Dampers

In this section, a three-story building structure employing an MR damper is pre-
sented for use in the fragility analyses. The MR damper is installed on the 1st floor
through a chevron brace as shown in Fig. 1 [2, 37].

The introduction of the MR damping device creates a nonlinear building-MR
system, and the associated equations of motion are given by

M€xþC _xþKx ¼ CfMR �MK€wg ð1Þ

Fig. 1 Integrated building structure-MR damper system
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In Eq. (1), the system matrices are given by

M ¼
m1 0 0
0 m2 0
0 0 m3

24 35 ð2Þ

C ¼
c1 þ c2 �c2 0
�c2 c2 þ c3 �c3
0 �c3 c3

24 35 ð3Þ

K ¼
k1 þ k2 �k2 0
�k2 k2 þ k3 �k3
0 �k3 k3

24 35 ð4Þ

fMR t; x1; _x1; v1ð Þ ¼
fMR t; x1; _x1; v1ð Þ

0
0

24 35 ð5Þ

is the MR damper force matrix. The following notation is observed: €wg denotes the
ground acceleration; mi is the mass of the ith floor; ki is the stiffness of the ith floor
columns; ci is the damping of the ith floor columns; x, _x, and €x are the displace-
ment, velocity, and acceleration relative to the ground, respectively; x1 and _x1 are
the displacement and the velocity at the 1st floor level, respectively, relative to the
ground; v is the voltage level to be applied; and C and K are location vectors of
control forces and disturbance signal, respectively. This second-order differential
equation can be converted into standard state-space form

_z ¼ AzþBfMR � E€wg

y ¼ CzþDfMR þ n
ð6Þ

A ¼ 0 I
�M�1K �M�1C

� �
ð7Þ

B ¼ 0
M�1F

� �
ð8Þ

C ¼
I 0
0 I

�M�1K �M�1C

24 35 ð9Þ

D ¼
0
0

M�1F

24 35 ð10Þ
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E ¼ 0
F

� �
ð11Þ

F ¼
�1 1 0
0 �1 1
0 0 �1

24 35 ð12Þ

The dynamic properties of the three-story building structure are adopted from a
scaled model [19] of a prototype building structure: the mass of each floor m1 =
m2 = m3 = 98.3 kg; the stiffness of each story k1 = 516,000 N/m,
k2 = 684,000 N/m, and k3 = 684,000 N/m; and the damping coefficient of each
floor c1 = 125 Ns/m, c2 = 50 Ns/m and c3 = 50 Ns/m. For this case study,
SD-1000 MR damper is considered, and its parameters are given in Spencer et al.
[46].

2.2 Magnetorheological (MR) Damper

Magnetorheological (MR) damper, one of the controllable-fluid dampers, has
attracted attention from civil engineering in recent years because it has many
attractive characteristics such as reliable operation and low power consumption [3].
In general, an MR damper consists of a hydraulic cylinder, magnetic coils, and MR
fluids that consist of micron-sized magnetically polarizable particles floating within
oil-type fluids as shown in Fig. 2.

To fully use the best features of the MR damper, a mathematical model that
portrays the nonlinear behavior of the MR damper has to be developed first.
However, this is challenging because the MR damper is a highly nonlinear hys-
teretic device. As shown in Fig. 3, Spencer et al. [46] proposed a modified version
of the Bouc-Wen model

Fig. 2 Schematic of an MR damper
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fMR ¼ c1 _yþ k1ðx� x0Þ ð13Þ

_zBW ¼ �c _x� _yj jzBW zBWj jn�1�bð _x� _yÞ zBWj jn þAð _x� _yÞ ð14Þ

_y ¼ 1=ðc0 þ c1Þ azBW þ c0 _xþ k0ðx� yÞf g ð15Þ

a ¼ aa þ abu ð16Þ

c1 ¼ c1a þ c1bu ð17Þ

c0 ¼ c0a þ c0bu ð18Þ

_u ¼ �gðu� vÞ ð19Þ

where zBW and a, called evolutionary variables, describe the hysteretic behavior of
the MR damper; c0 is the viscous damping parameter at high velocities; c1 is the
viscous damping parameter for force roll-off at low velocities; k0 controls the
stiffness at large velocities; k1 represents the accumulator stiffness; the x0 is the
initial displacement of spring with stiffness k1, c, b and A are adjustable shape
parameters of the hysteresis loops, i.e., the linearity in the unloading and the
transition between pre-yielding and post-yielding regions; v and u are input and
output voltages of a first-order filter, respectively; and η is the time constant of the
first-order filter.

Note that nonlinear phenomena occur when the highly nonlinear MR dampers
are applied to structural systems for efficient energy dissipation [1, 4, 40]. Such an
integrated system behaves nonlinearly although the structure itself is usually
assumed to remain linear [17, 36]. In what follows, the equations of motion for a
building structure employing MR dampers are described.

Fig. 3 Bouc-Wen model of
the MR damper
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2.3 Smart Control Algorithm

In the MR damper applications, the development of appropriate control algorithms
has an impact on the performance of smart control systems [5, 11, 27, 31]. Effective
smart control algorithms that have been commonly used for hazard mitigation of
civil structures include modern control theory such as linear quadratic Gaussian
(LQG) [14, 15] and intelligent controls such as fuzzy logic [29, 32, 33, 44] and
neuro/emotional controls [28, 34]. In this study, H2/LQG algorithm is used to
implement controllers into the case study smart building model as shown in Fig. 4.

H2/LQG algorithm consists of two components: Linear Quadratic Regulator
(LQR) and Kalman filter. LQR is an optimization problem that finds control input
signals u(t) to minimize a quadratic performance criterion or cost function defined
in the following equation

J ¼ lim
T!1

1
2T

E
ZT
�T

xTQxðtÞþ uTRuðtÞ� �
dt

8<:
9=; ð20Þ

where Q and R should be positive semi-definite state weighting matrix and positive
definite control weighting matrix, respectively; T is the time; and E denotes the
expected value. The full state feedback gain matrix K is found from

u ¼ �Kbx ð21Þ

where bx is the Kalman estimate of the state vector, and K is given by

K ¼ R�1BTP ð22Þ

where B is the input matrix (Eq. 8), and P denotes the solution of the matrix Riccati
differential equation. The parameters of the LQR and Kalman filter are adopted

Fig. 4 Integrated building
structure-MR damper system
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from Dyke et al. [19]. However, the H2/LQG algorithm should be modified to
operate the MR damper for smart structure applications because it generates control
force signals while current signals are used as an input signal of the MR damper.
Thus, an inversion algorithm that converts the control force into current or voltage
is combined with the H2/LQG controller. The converting algorithm can be either an
inverse MR damper model or a clipped algorithm. In this chapter, a clipped
algorithm is utilized. A clipped algorithm proposed by Yoshida and Dyke [49] is
given by

v ¼ VaH fH2=LQG � fm
� �

fm
� 	 ð23Þ

Va ¼ lc � fH2=LQG for fH2=LQG � fmax

Vmax for fH2=LQG [ fmax



ð24Þ

where v is the voltage level, H is a Heaviside step function, fm is a measured MR
damper force, fH2/LQG is a control force signal generated by the H2/LQG controller,
and lc is a value relating the MR damper force to the voltage.

2.4 Sensor Damage Scenario

The smart structure employs three accelerometers to implement the output feedback
control system LQG. An accelerometer fault is introduced into the simulations to
investigate the seismic hazard due to sensor fault/failures. To explore a number of
representative fault conditions, the health status of the smart building is divided into
four categories, defined as follows. (1) Healthy smart structure: all of the actuators
and sensors are optimally operated in the smart structure. (2) Fully damaged
structure: all the acceleration sensors within the smart structure have faults.
(3) Partially damaged structure: in this case there is a fault in the 3rd floor
accelerometer of the smart structure while there is no fault on the 1st and 2nd floor
accelerometers. The reason that the 3rd floor sensor is selected as a target in this
study is that it produces the worst responses, compared to either the 1st or 2nd floor
accelerometer fault cases. (4) Uncontrolled structure: this is the original structure
without any smart devices as a baseline of performance assessment. To mathe-
matically model damage in the sensing units, uniform random noise signals, as
shown in Fig. 5, with the signal-to-noise ratio (SNR) of 100 are added into the
original acceleration responses during 2–6 s. The magnitude of the noise signal
(i.e., error function) is adjusted according to structural responses to a variety of
earthquake records because different earthquakes produce different levels of the
magnitudes in seismic responses of smart structures.
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3 Seismic Fragility Analysis

Seismic fragility is essential to predict potential loss estimates. It is defined as the
conditional probability of attaining or exceeding a specific damage limit state
during an earthquake event with a given intensity measure (IM), such as spectral
acceleration (Sa) or peak ground acceleration (PGA). In this study, seismic fragility
is determined as

F PGA;Hð Þ ¼ P C � D PGA;Hð Þ� 0 PGAj½ � ð25Þ

where C and D represent the capacity and seismic demand imposed on the smart
building, respectively, and H is a vector of unknown parameters that contribute to
uncertainties in the demand model. For frame building structures, demand models
and capacity limits are expressed in terms of limiting interstory drifts which are
defined as relative lateral displacements between the top and the bottom of each
floor. The overall maximum interstory drift over the height of a building is a
convenient measure to describe the structural response of a building to lateral loads.
Fragility curves can be developed from statistical methods applied to physical data
gathered from building responses in past earthquake events or from analytical
methods based on mathematical modeling and simulation of building responses to a
series of earthquakes. Since limited historical records and physical data are avail-
able to estimate failure probabilities for smart structures of various characteristics
and control systems, the following sections provide details on a proposed analytical
method to determine the conditional failure probabilities or fragility functions.
Herein, PGA is used as a measure of earthquake intensity because Sa corresponding
to the fundamental period can vary during seismic excitation when the structure is
equipped with a highly nonlinear hysteretic device. It is also noted that direct
comparisons of fragility estimates for different structural systems are available when
PGA is used as an earthquake intensity measure.

Fig. 5 Normalized error
function used for simulating
sensor fault/failures
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3.1 Fragility Curve Development

To estimate seismic fragility, two approaches can be used: (1) an approximate
closed form and (2) Monte Carlo simulation. For the closed form equation, Wen
et al. [48] developed the following approximate equation to estimate F(PGA; H):

FðPGA;HÞ ffi 1� U
kC � kDffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2D þ r2C þ r2M
p !

ð26Þ

where kC is the median capacity limit for a given performance level in the loga-
rithmic scale; kD is the median drift demand given PGA in the logarithmic scale;

rD and rC represent the uncertainties associated with the demand and capacity,
respectively; rM is the modeling uncertainty.

When using the multiple demand models to consider multiple failure mecha-
nisms, Monte Carlo simulation can be used. In this study, the seismic fragility
curves for the case study structures are developed using the Monte Carlo simula-
tions [18].

3.2 Probabilistic Capacity Limits

The structural capacity relates to a specific damage limit state, and it can be defined
in terms of a maximum force or dynamic response characteristics, such as maxi-
mum displacement, maximum interstory drift, maximum acceleration, or maximum
velocity. The practice of performance-based seismic design requires defining the
acceptable damage limit states for a given earthquake intensity, and these limits are
based on input from project stakeholders and consideration of the building’s con-
tents and function. In this research, ASCE/SEI 41-11 [7] criteria are used to express
the seismic capacity of the case study smart building. ASCE/SEI 41-11 [7] provides
guidance for performance-based seismic evaluation and rehabilitation of existing
building structures and is based on FEMA 356 [8]. ASCE/SEI 41-11 defines a set of
performance levels: Immediate Occupancy (IO), Life Safety (LS), and Collapse
Prevention (CP). Defining these levels conveys expectations for the maximum
damages sustained, or damage limit states. For example, structures capable of
providing the IO performance level should have only minor damage. Structures
exhibiting the LS performance level may have sustained significant damage, but
still provide an appreciable margin against collapse. The CP performance level
describes structures that are expected to remain standing, but with little margin
against collapse. In addition to providing a standard vocabulary for discussing
performance, ASCE/SEI 41-11 also provides both global-level (drift) limits and
member-level (plastic rotation) limits to quantitatively define the damage limit
states for various types of construction. For an approximate global assessment, the
guidelines suggest limiting drift values for steel moment frame structures to 0.7,
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2.5, and 5.0 % for the IO, LS, and CP performance levels, respectively. For braced
steel frames, the corresponding drift values are 0.5, 1.5, and 2 %, respectively. For
the controlled case study buildings, it is assumed that the limiting drift values are
close to those for braced steel frames. For fragility curve development, uncertainty
associated with the capacity model is assumed to be equal to 0.3 based on Wen
et al. [48] and Bai et al. [9].

3.3 Probabilistic Demand Model Formulation

Probabilistic demand models have been developed to describe the relationship
between earthquake intensity and the overall maximum interstory drift over the
height of a building. Equation (27) shows the model form of a probabilistic linear
model:

D PGA;Hð Þ ¼ h0 þ h1 lnðPGAÞþ re ð27Þ

where D(PGA; H) = ln[d(PGA; H)] = natural logarithm of the drift demand for a
given peak ground acceleration PGA, H = (h0, h1, r) is a vector of unknown
parameters; e is a random variable representing the error in the model with zero
mean and unit standard deviation, and r is the standard deviation of the model
error. The logarithmic transformation is used to approximately satisfy the normality
assumption (i.e., e has the Normal distribution) and the homoscedasticity
assumption (i.e., r is constant). The unknown parameters in this equation are
estimated using the Bayesian updating rule [12].

f Hð Þ ¼ cL Hð Þp Hð Þ ð28Þ

where p(H) is the prior distribution of H, which is based on previous knowledge
before obtaining the observation; L(H) is the likelihood function representing the
objective information on H, which is proportional to the conditional probability for
given values of H; c is a normalizing factor; and f(H) is the posterior distribution of
H that incorporates the prior information in p(H) and the information from the
observation. The mean vector, MH, and the covariance matrix, RHH, can be
obtained once f(H) is known. In the analysis presented in this section, a
non-informative prior distribution is assumed to reflect that there is little or no
information available about H before collecting the observation.

The posterior statistics of the unknown model parameters are obtained using an
adaptive MCMC simulation method, the DRAM method, which combines the
Delayed Rejection (DR) method and the Adaptive Metropolis (AM) [38]. Markov
chains are generated with the likelihood formulation of the demand models based
on the initial points and non-informative prior distribution until a convergence
criterion is met. To check the convergence of the simulated Markov chains, the
Geweke convergence criterion is used [22]. More details on the formulation of the
likelihood formulation can be found in Gardoni et al. [21].
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4 Analytical Results

4.1 Ground Motion Records

For estimating seismic demand, synthetic ground motions for Memphis, Tennessee,
developed by Fernandez and Rix [20] are used. A total of 40 ground motions are
provided for each of two earthquake hazard levels: 2 and 10 % probability of
exceedance in 50 years. Each hazard level has 20 ground motions for each of two
types of soil conditions (lowlands and uplands) for Memphis, Tennessee. Figure 6
shows the median of response spectra for the ground motion records used in this
study.

4.2 Probabilistic Seismic Demand Models

A linear regression model based on the overall maximum interstory drift for the
entire building is used to predict the seismic demand relationship. Equation (27) is
used to predict the seismic demands. The posterior statistics of the unknown model
parameters are obtained using an adaptive MCMC simulation method. Figures 7
and 8 show the sets of the Markov chains and the corresponding probability dis-
tributions of the posterior estimates for the controlled case study structures. These
are generated with the likelihood formulation of the demand models based on the
initial points and non-informative prior distribution until a convergence criterion is
met. To check the convergence of the simulated Markov chains, the Geweke
convergence criterion is used [22]. It is based on the comparison between the mean
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values of the first 10 % and last 50 % of the samples. If the difference of the mean
values is less than 5 %, the MCMC simulation is terminated.

Figure 9 shows the relationship between maximum interstory drift and the
corresponding PGA values for the case study building with the sensor damage
scenarios from the simulation results. For comparison, the demand relationship for
the uncontrolled structure is also presented. The regression lines are defined by
Eq. (27). The predicted demands (solid line) are shown along with the one standard
deviation confidence interval (dashed line) in the logarithmic space. A total of 40
points are considered, where each data point represents the demand relationship for
one ground record.

As shown in Fig. 9, different slopes and variation of the demand models, which
are generated based on the simulation results indicate the level of damage in terms
of the maximum interstory drift values. Figure 10 shows the comparison between
the computed and the predicted drifts using the probabilistic demand models. The
dashed lines represent uncertainty based on standard deviation (r) in Eq. (27).
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Fig. 7 Markov chains of unknown parameters for controlled structures. a Healthy smart structure,
b Fully damaged structure, c Partially damaged structure
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Based on Fig. 10, median drifts with the controlled cases (a) through (c) have
lower values than those with the uncontrolled case (d). In addition, the uncertainty
for the partially damaged case is the highest among those from the controlled
structures. Tables 1 and 2 show the posterior statistics of the unknown parameters
and the correlation coefficient values for all the scenarios. Based on the posterior
statistics, partially damaged structure has the highest uncertainty (r) in the demand
model.
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4.3 Seismic Fragility Analysis

In this study, the seismic fragility curves for the case study structures are developed
using Monte Carlo simulations [18]. As shown in Eq. (25), probabilistic models of
the structural capacity limits and seismic demand are needed to develop seismic
fragility curves. Figure 11 shows the fragility curves based on the ASCE/SEI 41-11
global-level limits for the smart structure equipped with healthy, fully damaged, and
partially damaged sensors while the uncontrolled system is used as a baseline. It can
be observed that the four building categories are similar to a certain extent. For
instance, the fragility curves tend to flatten as the ground motion intensity levels
increase and as the performance level shifts from IO to LS to CP. The steeper
curves for the IO performance level represents much more variability of maximum
drift than for the other two performance levels. All four structures have higher
sensitivities to exceeding the IO performance level.
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Fig. 9 Probabilistic demand models for the case study structures. a Healthy smart structure,
b Fully damaged structure, c Partially damaged structure, d Uncontrolled structure
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Fig. 10 Predicted versus computed drift for the case study structures. a Healthy smart structure,
b Fully damaged structure, c Partially damaged structure, d Uncontrolled structure

Table 1 Posterior statistics of unknown parameters for the demand models

Case study structures Parameters Mean Standard deviation

Healthy smart structure h0 −0.108 0.127

h1 1.250 0.079

r 0.244 0.031

Fully damaged structure h0 0.041 0.128

h1 1.070 0.080

r 0.239 0.029

Partially damaged structure h0 0.388 0.188

h1 1.310 0.116

r 0.353 0.042

Uncontrolled
structure

h0 1.680 0.168

h1 1.290 0.104

r 0.309 0.036
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Table 2 Correlation
coefficients of unknown
parameters for the demand
models

Case study structures Correlation coefficient

h0 h1 r

Healthy
smart structure

h0 1

h1 0.950 1

r 0.022 −0.005 1

Fully damaged
smart structure

h0 1

h1 0.955 1

r 0.027 0.030 1

Partially damaged
smart structure

h0 1

h1 0.955 1

r −0.021 −0.023 1

Uncontrolled structure h0 1

h1 0.956 1

r −0.002 0.005 1
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Fig. 11 Seismic fragility curves for the case study structures. a Healthy smart structure, b Fully
damaged structure, c Partially damaged structure, d Uncontrolled structure
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It is noted that direct comparison of fragility estimates is available when PGA is
used as an earthquake intensity measure. Therefore, the impact of the sensor fault
within smart structures on the fragility curves for each limit state can be assessed.
Figure 12 provides comparisons of fragility curves for each performance level
Immediate Occupancy (PL1), Life Safety (PL2), and Collapse Prevention (PL3). In
all three figures, the fragility curves for the healthy smart structure provide lower
probabilities of exceedance for comparable limit states than those for the smart
system with faulty sensors. Additionally, the unhealthy smart structures provide
lower probabilities of exceedance for comparable limit states than those for the
uncontrolled system. This shows the impact of the smart controller in terms of the
seismic fragility to prove that smart structures are effective in reducing the fragility
for all the performance levels.

As shown in the figures, the fragilities of the smart control system with fully
faulty sensors are lower than those of the ones with partially faulty sensors. These
comparisons also show that the fragilities of the smart control system with fully
faulty sensors are marginally higher than the healthy smart control system for LS
and CP performance levels. The reason could be found in the estimated state values
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Fig. 12 Comparisons of seismic fragility curves. a IO performance level, b LS performance level,
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that serve as feedback to the linear quadratic regulator. The Kalman filter estimates
all the state values from three contaminated acceleration responses measured from
the fully damaged sensing units (i.e., three accelerometers). Because the damaged
signals are created through the addition of random noise signals (SNR of 100) into
original accelerations, the higher level of acceleration outputs are applied to the
Kalman filter estimator. The much larger acceleration responses might be led to the
larger displacement and velocity response estimations. The larger state estimations
would cause the control algorithm to calculate larger control forces, i.e., higher
levels of current signals to be fed to the MR damper, eventually lead to larger
control forces (i.e., close to passive-on status). Although the larger control forces
would be effective in reducing the drift responses of the smart structures, larger
control forces would also increase the absolute acceleration at the installed location
of the MR dampers because the passive-on system attempts to lock up the floor on
which the MR damper is installed [27]. Thus, the passive-on status would increase
seismic base shear forces in the smart structures. In near future, the research team
plans to study systematically the impact of the state estimator on the performance of
the smart control systems.

5 Conclusion

This chapter has attempted to present a framework to develop seismic fragility
assessments and to investigate the impact of faulty sensors on the smart structure
performance under a variety of seismic excitations, using fragility analysis tech-
niques. A case study of a three-story building equipped with highly nonlinear
hysteretic control devices, magnetorheological (MR) dampers, is investigated. The
current signals providing feedback to the MR dampers are determined by a linear
quadratic Gaussian (LQG) control algorithm. Probabilistic demand models using a
Bayesian approach are constructed. The fragility curves for the smart control sys-
tem with partially faulty sensors, with fully faulty sensors, and with no sensor fault
are developed. Fragility curves for the original three-story building without any
smart devices are also established as baselines. It is confirmed from the fragility
analysis that: (1) seismic fragilities of buildings can be reduced by adopting smart
control technology as previous studies have demonstrated, (2) smart control system
shows improvement in seismic performance even if the sensing units have some
faults, and (3) based on the comparison on fragility among the controlled structures,
seismic performance is still enhanced when the sensors are fully damaged because
semiactive control techniques are always stable in general.
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Actuating Connections for Substrusture
Damage Identification and Health
Monitoring

Stavros Chatzieleftheriou and Nikos D. Lagaros

Abstract Vibration-based damage detection and localization are often performed
aiming to relate modal analysis’ results with appropriate metrics that express
structural damages. The problem of structural damage identification is generally
formulated as an inverse problem aiming to detect changes encountered on the
global stiffness matrix of the structure’s model. In most cases, the measured
quantities are less than the damage parameters to be identified, thus an infinite
number of possible damage configurations is expected to satisfy the measurements.
Therefore, damage identification problems are often proven to be ill-conditioned. In
addition, as in situ measurements are interpreted by a computer model, a number of
uncertainties play an important role in the success of the identification procedure.
The class of uncertainties consist of model, discretization, material and measure-
ment errors. Furthermore, a large number of parameters need to be identified in
order to assess arbitrary damage scenario and time consuming structure monitoring
need to be implemented. In the majority of the developed methods the tendency is
to use measurements from sensors while the vibrations are caused either by random
(e.g. wind, earthquake etc.) causes or from force actuators in one or more points of
the structure. In this work the implementation of actuator connections that divide a
structure in several substructures is proposed. These connections can be installed on
the structure during construction or retrofit. As it will be demonstrated, these
connections can be controlled and excite each substructure separately and record its
fundamental frequencies. In this way, each substructure can be monitored in arbi-
trary time while the complexity and often ill-conditioning of damage localization
for large structures can be drastically reduced.
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1 Introduction—Motivation

In the last thirty years, the subject of damage identification has been studied
extensively and many researchers have presented important findings. The methods
proposed so far, generally belong into two categories: vibration or wave propaga-
tion based ones. Vibration based methods utilise modal data, taking advantage of
the fact that some first natural frequencies (and/or the corresponding mode shapes
and damping ratios) of the damaged and undamaged structural system can be
attained through observation of the system over time using an array of sensors in
order to record its dynamic response. Vibration-based damage identification usually
utilizes eigenfrequencies and eigenmodes, often though acceleration measurements
and frequency response functions are directly used in the process.

A great deal of work has been carried out in order to determine location and
extent of damages in structural systems utilizing measured modal parameters
(limited number of modal frequencies and/or mode shapes). The literature is vast
and obviously cannot be completely covered here. A detailed survey can be found
in the work by Doebling et al. [1] and in a recent one by Fan and Qiao [2]. Among
others, Liang et al. [3] adopted a physical model using a massless rotational spring
to represent the crack‐induced local flexibility. Hassiotis and Jeong [4] correlated
the changes on the eigenfrequencies with reductions on elements of the stiffness
matrix using first order perturbation theory and an optimality criterion aiming to
minimize the difference between the eigenvalue problem for the damaged and
undamaged structural system resulting into a quadratic optimization problem.
Bicanic and Chen [5] proposed a procedure for damage identification of framed
structures where both location and extent of structural damage is determined using
limited number of measured natural frequencies, while no knowledge of the modal
shapes of the damaged structure is required. Vestroni and Capecchi [6] dealt with
damage detection in beams, where damage was simulated with concentrated
decrease in stiffness. In [7] Kim et al. presented a methodology to non-destructively
locate and estimate the size of damage in structures for which a few natural fre-
quencies or a few mode shapes are available. Alvandi and Cremona [8] reviewed
some vibration-based damage identification techniques when used for structural
damage evaluation for the case of a simply supported beam with different damage
levels. Friswell [9] proposed that the first few natural frequencies can be sufficiently
measured, whereas the eigenmodes are noisy data and that it is very difficult to
assess the error in mode shapes. Yang [10] proposed a structural flexibility disas-
sembly method to compute the perturbed parameters of the stiffness matrix which
indicate damages. In the work by Li et al. [11], it was shown that the sensitivity
method can be used in conjunction with a denser discretization in order to simulate
crack-like defects. Yao and Pakzad [12] proposed two novel regression-based
techniques that use local acceleration responses of a frame structure to estimate its
local stiffness that were proven effective in their application to data collected from
two laboratory specimens that are subjected to white noise excitation. Metaheuristic
search algorithms have also been used in order to obtain solutions in such problems.
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In particular, the simulated annealing algorithm was employed by He and Hwang
[13], modified variants of the genetic algorithm were used by Guo and Li [14] and
Jeong et al. [15], the particle swarm optimization (PSO) algorithm was applied
among others by Saada et al. [16] and a hybrid PSO-simplex algorithm was used by
Begambre and Laier [17].

Measurements’ noise is a factor that should be taken into account during the
identification procedure. In this direction Xia and Hao [18] presented a statistical
damage identification procedure based on frequency changes in order to account for
the effects of random noise in both vibration data and finite element model, while
the effects of using different number of modal frequencies, noise level and damage
level on damage identification results were also discussed. Chatzieleftheriou and
Lagaros [19] presented an iterative damage identification algorithm for assessing
underdetermined problems when combined with measurements’ noise and model
uncertainties. Furthermore, as suggested by Currie et al. [20], an important char-
acteristic that should be taken into account when applying such procedures is the
measurements’ noise.

A great deal of work has been conducted in the field of substructure damage
identification, indicatively Hou et al. [21, 22] presented a substructure isolation
method for local structural health monitoring both in time [21] and frequency
domain [22]. In order to perform substructure damage identification, measurements
at the boundaries of the substructure are required along with a sufficient number of
excitation forces in various positions of the global structure. In general substructure
damage identification is more practical in large complex structures with hundreds of
natural frequencies where only particular parts of a structure may be of interest and
as the global identification schemes require a great deal of computational effort as
well as time consuming monitoring.

Summarizing the literature review, most of damage identification and heath
monitoring schemes adopt a semi-passive framework where the structure is mon-
itored during ambient excitation. In order to perform damage identification, usually
large scale inverse problems have to be solved and these problems are often
ill-conditioned and/or sensitive to measurement noise, model and environmental
uncertainties. In order to overcome these difficulties an active substructure moni-
toring scheme is proposed herein. The term active refers to actuating structural
connections that can be installed on the global structure and selectively excite
different substructures. The price one has to pay is of course the actual installation,
where in many structures could be difficult or even impossible. However, the
benefit is that the substructure frequency response can be directly measured. When,
exciting each substructure, the natural frequencies are directly obtained and prac-
tically should be unaffected of a series of uncertainties during data acquisition,
modal analysis and post processing algorithms that are usually implemented for the
entire structure in most structural health monitoring schemes. In this way a direct
damage localization can be achieved.

In this work the implementation of actuator connections that divide a structure in
several substructures is proposed and theoretically verified. These connections can
be installed on the structure during construction or retrofit (replacing existing
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elements). The actuator connections as they are presented herein take the form of a
flange that can actively connect beam parts. The connecting flange can be
mechanically controlled (by hydraulic and piezo electric means) and can exert
horizontal and vertical forces in the two beam parts it unites. Between two or more
connecting elements, a substructure is defined. The objective is to use one (or more)
connecting elements as a force actuator, while the others will serve as controlling
elements in order to stabilize the other ends of the substructure examined. As it will
be demonstrated, these connections can be controlled and excite each substructure
separately and record its fundamental frequencies. The controlling forces that
minimize the displacements at the nodes to be stabilized are assumed to follow an
unconstrained optimization algorithm which as it will be demonstrated is effective
in the control procedure.

2 Connecting Elements and Control Algorithm

In the presented work, the implementation of an actuating connecting element for
damage identification and health monitoring is proposed. In Fig. 1 a brief schematic
of the connecting element is presented.

When the connection is inactive, the force acting elements as well as the
adjustable pins are in “locked” position forbidding the relative displacement and
rotation of the two beam parts. At the activation of the connection, the forcing
elements start to exert equal but opposite forces in the two beam parts. The vertical
forces shall be denoted as Q. The pairs of horizontal forces are exerted in a way that
are equal and opposite at all times during the excitation producing an equivalent
moment that shall be denoted as M. As soon as the internal forces have been
captured by the forcing elements, the adjustable pins can “move” a few mm in order

Fig. 1 Schematic of the proposed connecting element
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to free the relative rotation among the beam parts. It is important for the safety of
the connection, that both the adjustable pins, as well as the relative displacements of
the forcing elements is small enough and that the connection is secured in case of a
malfunction. At each beam part, sensors capable of recording the position, accel-
eration and force should be installed. The forces from the force acting elements are
controlled using the sensor information as output in a feedback loop.

As the substructure excited is expected to be damaged it is not possible to extract
the system transfer function from the mathematical model of the structure since the
size and position of the damage(s) is not a priori known. The system performs a
frequency sweep in order to capture the substructure natural frequencies. At each
frequency step, the control procedure is implemented until the displacements in
some nodes are minimized (zeroed) and the magnitude and phase of the controlling
generalized forces (Q,M) for these nodes are recorded.

Although no numerical model for the structure is needed to perform the pro-
cedure, in order to verify the method, the analysis of the connecting system is done
by numerical simulations of the structural system vibrations (see Fig. 2). In par-
ticular, the controlling forces exerted by the connecting system are fed to a
numerical simulation whose output is fed back to the system that implements a
control procedure by mimicking an unconstrained optimization algorithm in order
to minimize a set of generalized displacements. The optimization algorithm used is
of the BFGS Quasi-Newton family [23]. The same procedure can be followed in the
physical implementation by calculating the gradients from recording the displace-
ments after perturbing the control forces.

Fig. 2 Block diagram of the controlled connection system in order to stabilize certain degrees of
freedom of the substructure
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3 Simulation of Structure Vibration and Damage

The structure is simulated with standard finite element analysis, in particular, the
generalized eigenvalue problem is formulated as follows:

ðK � kiMÞUi ¼ 0; i ¼ 1; 2; . . .; n ð1Þ

and

UT
i KUj ¼ kjdij; ð2aÞ

UT
i MUj ¼ dij ð2bÞ

where K and M are the global stiffness and mass matrices of the excited sub-
structure, Ui (i = 1, 2,…, n) are the normalized eigenvectors with respect to the
mass matrix M of the n degrees of freedom (DOFs) substructure, ki is the eigen-
value for the ith eigenmode, and dij is the Kronecker delta. In this work a scalar
damage model is implemented. The substructure is considered to be separated from
the rest of the structure which implies that the first natural frequencies will be equal
to zero according to the rigid body movements of the considered substructure. The
global stiffness matrix of the substructure can be expressed as an assembly of the
element stiffness matrices as follows:

KðSÞ ¼
Xne
e¼1

kese ¼
Xne
e¼1

keð1þ dkeÞ ð3Þ

where K(S) is the global stiffness matrix which is considered as a function of vector
S, that contains the damage factors for each finite element (FE) as the residual
stiffness and represent the level of damage, they are also bounded ð0� se � 1Þ.
They can alternatively be defined as the stiffness degradation dke ð�1� dke � 0Þ.
Each component se multiplies the corresponding element global stiffness matrix ke.
As proposed in [11] this kind of analysis with a dense discretization, can simulate
crack-like defects. The equations of motions for the structural system are given by

KUþMU
:: þCU

: ¼ F1ðtÞþF2ðtÞ ð4Þ

where C is the damping matrix, F1(t), F2(t) are the steady sinusoidal and controlled
regarding the magnitude and phase sinusoidal controlling forces respectively. In
other words, F1(t) are considered as the excitation forces whose nodes of appli-
cation are free to move while F2(t) are sinusoidal forces exerted on the nodes in
order to render them “fixed”. Regarding the frequency response of the system it can
be written that
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ðK � x2Mþ ixCÞUf e
ixt ¼ Ff 1e

ixt þFf 2e
ixt

Uf ¼ A�1ðFf 1 þFf 2Þ; A = K � x2Mþ ixC
ð5Þ

While the forces that are sought by the control procedure, given that the
knowledge of matrix A is not available due to damages are such that the dis-
placements of the nodes of F2 equal to 0.

A ¼ A11 A12

A21 A22

� �
Uf 1

Uf 2

� �
¼ Ff 1

0

� �
þ 0

Ff 2

� �
Uf 2 ¼ 0 ) Ff 2 ¼ A21A�1

11 Ff 1

ð6Þ

Fig. 3 a Magnitude of
control force Q in order to
stabilize the second end of the
beam substructure. The blue
line represents the results
from the optimization while
the red circles the exact
solution from Eq. (6), and
b Phase of control force Q in
order to stabilize the second
end of the beam substructure.
The blue line represents the
results from the optimization
while the red circles the exact
solution from Eq. (6)
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4 Description of the Test Examples—Numerical Results

In order to verify the performance of the proposed control procedure a thin steel
beam substructure with solid rectangular cross-section is used for the numerical
verification. The beam is divided in 100 beam elements (i.e. ne = 100). The
Young’s modulus of elasticity is equal to 200 GPa, the beam length is
Ltot = 0.55 m and the density considered is equal to 7850 kg/m3. The width of the
rectangular cross-section is equal to b = 7.86 mm and the corresponding height
is equal to h = 7.86 mm. In order to simulate an accelerometer, a small mass
(maccel = 0.03 kg) was added to the finite element model. The Rayleigh damping
matrix for 2 % damping ratio is used to simulate damping.

The control procedure is performed initially for the intact structure. A frequency
sweep is performed as follows: At the first end of the substructure beam a constant

Fig. 4 a Magnitude of
control moment M in order to
stabilize the second end of the
beam substructure. The blue
line represents the results
from the optimization while
the red circles the exact
solution from Eq. (6) and
b Phase of control moment M
in order to stabilize the second
end of the beam substructure.
The blue line represents the
results from the optimization
while the red circles the exact
solution from Eq. (6)
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regarding magnitude and phase sinusoidal force Q1 with frequency x is applied. At
the other end the forces that minimize its displacements are sought by optimization.
These forces have the same frequency x but different magnitude and phase. The
optimization algorithm starts with random values for the magnitude and phase of Q2

and M2 at first, but at each successive frequency step (Dx) uses the optimum values
from the previous optimization procedure. The results are then compared with the
exact solution from Eq. (6) as depicted in Figs. 3 and 4. It is evident that a con-
trolling procedure mimicking the optimization algorithm can stabilize the second
end of the substructure, allowing it to vibrate in essence like a cantilever. From the
frequency response of the magnitude and phase of Q and M the resonant fre-
quencies of the intact substructure are also revealed.

Fig. 5 a Magnitude of
control force Q in order to
stabilize the second end of the
damaged and intact beam
substructure. The blue line
represents the results from
damaged beam while the red
dashed line those from the
intact case and b Phase of
control force Q in order to
stabilize the second end of the
damaged and intact beam
substructure. The blue line
represents the results from
damaged beam while the red
dashed line those from the
intact case
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In order to examine the efficiency of the proposed method in terms of damage
identification, a deep crack is considered and modeled by reducing the damage
factor of the 100th finite element. The procedure is than implemented again and the
results are depicted in Figs. 5 and 6. It is evident from the swift of the peaks in the
frequency response for the magnitude and the phase of both Q and M that the
identification of damage in the particular substructure is straightforward. After the
resonant frequencies of the damaged structure have been recorded, it is possible to
proceed with one of the global damage identification algorithms (that uses natural
frequencies) for the substructure in order to further localize the damages.

Fig. 6 a Magnitude of
control moment M in order to
stabilize the second end of the
damaged and intact beam
substructure. The blue line
represents the results from
damaged beam while the red
dashed line those from the
intact case and b Phase of
control moment M in order to
stabilize the second end of the
damaged and intact beam
substructure. The blue line
represents the results from
damaged beam while the red
dashed line those from the
intact case
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5 Conclusions

In this work the implementation of actuator connections that divide a structure in
several substructures is proposed and theoretically verified. These connections can
be installed on the structure during construction or retrofit. A control procedure
mimicking an unconstrained optimization algorithm can be implemented that
allows certain degrees of freedom of the substructure to be stabilized. In this way,
real vibration data can be directly measured from the excited substructure while its
natural frequencies are recorded with minimal error. The proposed procedure was
numerically verified in a beam substructure and the capability of substructure
damage identification was demonstrated.
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Fuzzy Neural Network Based Response
of Uncertain System Subject
to Earthquake Motions

S. Chakraverty and Deepti Moyi Sahoo

Abstract Earthquakes are one of the most destructive natural phenomena which
consist of rapid vibrations of rock near the earth’s surface. Because of their
unpredictable occurrence and enormous capacity of destruction, they have brought
fear to mankind since ancient times. Usually the earthquake acceleration is noted
from the equipment in crisp or exact form. But in actual practice those data may not
be obtained exactly at each time step, rather those may be with some error. So those
records at each time step are assumed here as fuzzy. Using those fuzzy acceleration
data, the structural response is found. The primary aim of the present study is to
model Fuzzy Neural Network (FNN) and to compute structural response of a
structural system by training the model for Indian earthquakes at Chamoli and
Uttarkashi using fuzzified ground motion data. The neural network is first trained
here for real fuzzy earthquake data. The trained FNN architecture is then used to
simulate earthquakes by feeding various intensities and it is found that the predicted
responses given by FNN model are good for practical purposes. The above may
give an idea about the safety of the structural system in case of future earthquakes.
The present chapter demonstrates the procedure for an example case of a simple
shear structure (SDOF) but the procedure may easily be generalized for higher
storey structures as well.

1 Introduction

One of the most frightening and destructive phenomena of nature is a severe
earthquake and its terrible after effects. An earthquake is the sudden and rapid
shaking of the earth caused by the breaking and shifting subterranean rock as it
releases stress that has accumulated over a long time. Earthquakes are one of the
most costly natural hazards faced by the world posing a significant risk to the public
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safety. The risks that earthquakes pose to society, including death, injury and
economic loss, can be greatly reduced by better planning, construction, mitigation
practices before earthquakes happen, providing critical and timely information to
improve response after they occur. There is no way to stop these natural phe-
nomena, but seismologists have several methods so that they can estimate
approximately or predict future earthquake events. By studying the amount of
earthquakes and the time that they happen in a certain area, seismologist can then
guess the probability of another earthquake occurring in the area within a given
time. This will certainly give an idea to people about the time period of the
occurrence of the next earthquake, so that they can prepare themselves for another
possible quake. The prediction of the real earthquake ground motion at a particular
building site is very complex and difficult. Earthquakes usually occur without
warning.

When it is strong enough the earthquake ground motion sets the building in
motion, starting with the foundation and transfers the motion throughout the rest of
the building in a very complex way. Dynamic response of a structure to strong
earthquake ground motion may be investigated by different methods. One of these
methods consists of constructing a good theoretical model of a structure and cal-
culating the exact dynamic response for an assumed known motion of the foun-
dation. Although this approach is relatively time consuming and costly. It has
frequently been used for the final design of important structures recently. The other
method that has been used here may be to create a trained black box containing the
characteristics of the structure and of the earthquake motion which can predict the
dynamic response for any other earthquake for a particular structure.

System Identification (SI) techniques play an important role in investigating and
reducing gaps between the structural systems and their structural design models.
This is also true in structural health monitoring for damage detection. A great
amount of research has been conducted in SI. SI techniques are also applied to
determine vibration characteristics, modal shapes and damping ratios of complex
structural systems so as to frame knowledge for modelling and assessing current
design procedures. The result of such process identification is usually a mathe-
matical model by which the dynamic behaviour can be estimated or predicted.
Various methodologies for different types of problems in system identification were
given by Masri et al. [1], Natke [2], Perry and Koh [3], Nandakumar and Shankar
[4], Billmaier and Bucher [5], Chakraverty [6] and Khanmirza et al. [7]. Studies
related to structural damage detection have been done by various researchers.
Angeles and Alvarez-Icaza [8] used an efficient reparameterization of least-squares
algorithm to identify parameters of linear models of buildings under orthogonal
bi-dimensional seismic excitation in a 3 DOF system. Niu [9] proposed a structural
parameter identification and damage detection approach using displacement mea-
surement time series and the performance of this approach is validated experi-
mentally with a frame structure model in a healthy condition and with joint
connection damages. This approach also provides an alternative way for damage
detection of engineering structures by direct use of structural dynamic displacement
measurements. Various methods namely Derras and Bekkouche [10], Lagaros and
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Papadrakakis [11], Zamani et al. [12], Robles and Hernandez-Becerril [13], Liu and
Lee [14] and Ramhormozian et al. [15] were introduced for response prediction and
estimation and for structural control. Hegde and Sinha [16] presented an efficient
procedure to determine the natural frequencies, modal damping ratios and mode
shapes for torsionally coupled shear buildings using earthquake response records.
An identification of dynamic models of a building structure using multiple earth-
quake records has been developed by Hong et al. [17].

Artificial Neural Network (ANN) has gradually been established as a powerful
tool in various fields. ANN has recently been applied to assess damage in structures.
They have been successfully applied for identification and control of dynamic
systems in various field of engineering because of their excellent learning capacity
and high tolerance to partially inaccurate data. In this regards lots of works in
structural health monitoring and damage detection using ANN have been done by
various researchers. A nonparametric structural damage detection methodology
based on nonlinear system identification approaches has been given by Masri et al.
[18] for health monitoring of structure-unknown systems. Kao and Hung [19]
considered two steps for structural damage detection. The first step involves system
identification using Neural System Identification Networks (NSINs) to identify the
undamaged and damaged states of a structural system and the second step involves
structural damage detection using the aforementioned trained NSINs to generate
free vibration responses with the same initial condition or impulsive force.
A multistage identification scheme for structural damage detection with the use of
modal data using a hybrid neural network strategy has been proposed by Pillai and
Krishnapillai [20]. Bakhary et al. [21] presented an approach to detect structural
damage using ANN method with progressive substructure zooming. This method
also uses the substructure technique together with a multi-stage ANN models to
detect the location and extent of the damage. The applications of neural networks to
damage detection in structures are also studied by Zhang et al. [22]. To avoid the
false positives of damages in the deterministic identification method induced by
uncertainties in measurement noise, Zhang et al. [23] proposed a probabilistic
method to identify damages of the structures with uncertainties under unknown
input. The proposed probabilistic method is developed from a deterministic
simultaneous identification method of structural physical parameters and input
based on dynamic response sensitivity. The application of artificial neural networks
and wavelet analysis to develop an intelligent and adaptive structural damage
detection system has been investigated by Shi and Yu [24]. A probabilistic
approach for damage identification considering measurement noise uncertainties
has been given by Lei et al. [25]. The probability of identified structural damage is
further derived based on the reliability theory. Hakim and Razak [26] developed an
Adaptive Neuro-Fuzzy Inference System (ANFIS) and ANNs technique to identify
damage in a model steel girder bridge using dynamic parameters. Other advanced
studies include application of neural network techniques for damage detection are
Oliva and Pichardo [27], Kerh et al. [28], Xu et al. [29], Aghamohammadi et al.
[30] and Suryanita and Adnan [31]. Chakraverty et al. [32] used artificial neural
network model to compute response of structural system by training the model for a
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particular earthquake. In order to simulate and estimate structural response of
two-storey shear building by training the model for a particular earthquake using
the powerful technique of artificial neural network models has been presented by
Chakraverty et al. [33]. It may be seen from above that artificial neural networks
provide a fundamentally different approach to damage detection problems subjected
to different earthquakes.

It is revealed from the above literature review that various authors developed
different identification methodologies using ANN. They supposed that the data
obtained are in exact or crisp form. But in actual practice the experimental data
obtained from equipments have errors, either due to human or equipment, thereby
giving uncertain form of the data. One may also use probabilistic methods to handle
such problems. Yet, the probabilistic methods require huge quantity of data which
may not be easy or feasible in particular to the structural parameters. In view of the
above various research works are being developed using Fuzzy Neural Networks
(FNN) in different fields. Ishibuchi et al. [34] developed an architecture for neural
networks where the input vectors are in terms of fuzzy numbers. A methodology for
fuzzy neural networks where the weights and biases are taken as fuzzy numbers and
the input vectors as real numbers has been proposed by Ishibuchi et al. [35].
A fuzzy neural network with trapezoidal fuzzy weights was also presented by
Ishibuchi et al. [36]. They have developed the methodology in such a way that it
can handle fuzzy inputs as well as real inputs. In this respect Ishibuchi et al. [37]
derived a general algorithm for training a fuzzified feed-forward neural network that
has fuzzy inputs, fuzzy targets and fuzzy connection weights. The derived algo-
rithms are also applicable to the learning of fuzzy connection weights with various
shapes such as triangular and trapezoidal. Another new algorithm for learning
fuzzified neural networks has also been developed by Ishibuchi et al. [38]. Sahoo
and Chakraverty [39] proposed identification methodologies for multi-storey shear
buildings using fuzzy neural network which can estimate the structural parameters.
Pankaj and Wilscy [40] proposed a method for face recognition using a fuzzy neural
network classifier based on the Integrated Adaptive Fuzzy Clustering (IAFC)
method. Umoh et al. [41] developed a fuzzy-neural network model and applied the
model for effective control of profitability in paper recycling to improve production
accuracy, reliability, robustness and to maximize profit generated by an industry.
Vijaykumar et al. [42] used T–S fuzzy neural network in speech recognition sys-
tems. Various deterrent factors influencing the supply chain to forecast the pro-
duction plan have been presented by Sharma and Sinha [43]. Use of neural network
combined with fuzzy logic for long term load forecasting has been given by
Swaroop [44]. Zhang and Dai [45] reviewed the state of the art for the application
of fuzzy neural network in diagnosis, recognition, and image processing and
intelligent robot control of medicine and finally they prospected the application of
fuzzy neural network in medicine. A recent work on robust fuzzy neural network
for sliding mode control scheme for interior permanent magnet synchronous
motor (IPMSM) drives was developed by Leu et al. [46]. Zahedi et al. [47] pre-
sented the prediction of ozone pollution as a function of meteorological parameters
around the Shuaiba industrial area in Kuwait by a FNN modelling approach.
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An adaptive FNN controller for missile guidance has been given by Wang and
Hung [48].

For present work, Chamoli and Uttarkashi earthquake recorded at Barkot,
Uttarakhand, India in NE (North-East) direction have been taken. The Chamoli
earthquake occurred in 28 March 1999 and the Uttarkashi earthquake occurred in
20 October, 1991. The magnitude of Chamoli Earthquake is 6.8 Mw and its depth
is about 21 km. the magnitude of Uttarkashi Earthquake is 6.8 Mw and its depth is
10 km. These earthquakes ground accelerations in fuzzified form have been con-
sidered. From the fuzzified ground acceleration, the responses in fuzzified form are
computed using the proposed procedure. Then the ground acceleration and the
corresponding response in fuzzified form are trained using FNN with damping and
frequency parameters. After training the network with one earthquake, the con-
verged weight matrices are stored. The earthquake acceleration data are actually
both positive and negative. But due to complexities in fuzzy computation these data
are transferred from bipolar to unipolar by a transformation and again it is trans-
ferred back from unipolar to bipolar by an inverse transformation. These trans-
formations are used to reduce the computational complexity and to handle these
data in a-cut form. In order to show the power of the trained networks, different
intensity earthquake data (generated numerically) are used as input to predict the
direct response of the structure without using any mathematical analysis of the
response prediction. Similarly, various other results related to the use of these
trained networks are discussed for future/other earthquakes.

2 Fuzzy Set Theory and Preliminaries

Here we briefly describe fuzzy set, fuzzy numbers and basic fuzzy arithmetic
operations. The following fuzzy arithmetic operations are used in this paper for
defining our fuzzified neural network Lee [49].

A. Let X be a universal set. Then the fuzzy subset A of X is defined by its
membership function

lA : X ! 0; 1½ � ð1Þ

which assign a real number lAðxÞ in the interval 0; 1½ �, to each element x 2 X,
where the value of lAðxÞ at x shows the grade of membership of x in A.

B. Given a fuzzy set A in X and any real number a 2 0; 1½ �, then the a� cut or a�
level or cut worthy set of A, denoted by Aa is the crisp set

Aa ¼ x 2 X lAðxÞ� ajf g ð2Þ
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C. A Triangular Fuzzy Number (TFN) A can be defined as a triplet a; a c; a½ �. Its
membership function is defined as

lAðxÞ ¼
0; x\a
x�a
a c�a ; a� x� a c
a�x
a�a c ; a c� x� a
0; x[ a

8>><
>>: ð3Þ

Above TFN may be transformed to an interval form Aa by a - cut as

Aa ¼ a að Þ; a að Þ
h i

¼ a c� að Þaþ a; � a� a cð Þaþ a½ � ð4Þ

where a að Þ and a að Þ are the lower and upper limits of the a-level set Aa.

2.1 Operation of Fuzzy Numbers

In this section, we consider arithmetic operations on fuzzy numbers and the result is
expressed in the membership function 8 x; y; z 2 R we define.

(1) Addition:lA þð Þ B zð Þ ¼ max lA xð Þ ^ lB yð Þ z ¼ xþ yjf g
(2) Multiplication:lA �ð Þ B zð Þ ¼ max lA xð Þ ^ lB yð Þ z ¼ x � yjf g
(3) Non Linear Mapping: lf Netð Þ zð Þ ¼ max lNet xð Þ z ¼ f ðxÞjf g

Assuming A and B as two a-level sets, the operations of fuzzy numbers can be
rewritten for a-level sets as follows:

(1) Addition:

a að Þ; a að Þ
h i

ðþ Þ b að Þ ; b að Þh i
¼ a að Þ þ b að Þ; a að Þ þ b

að Þh i
ð5Þ

(2) Multiplication:

a að Þ; a að Þ
h i

ð�Þ b að Þ; b
að Þh i

¼ fminða að Þ � b að Þ ; a að Þ � b að Þ
; a að Þ � b að Þ ; a að Þ � b að ÞÞ;

maxða að Þ � b að Þ ; a að Þ � b að Þ
; a að Þ � b að Þ ; a að Þ � b að ÞÞg

ð6Þ
(3) Non Linear Mapping:

f ðNet að Þ; Net að ÞÞ ¼ f Netað Þ; f Net
a� �� �

: ð7Þ
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2.2 Transformation of Data from Bipolar to Unipolar

The data are in fuzzified form, hence they are first converted to a-cut form and then
the transformation is applied. The data are transferred from bipolar to unipolar i.e.,
from [−1, 1] to [0, 1] by the following transformation. Here the input is considered
as the ground acceleration and output as the response of the structure

~Aa
m ¼ 1þ ~bam

2
ð8Þ

where ~bam is the output in a-cut form.

3 Fuzzy Neural Network and Learning Algorithm
for FNN

Fuzzy Neural Network (FNN) is a network in which either inputs, outputs and the
connection weights or all of them are in fuzzified form. The topological architecture
for FNN is identical to the crisp neural network. Traditional Neural Network
(NN) and Error Back Propagation (EBP) are well known but here for the sake of
completeness those are developed for fuzzy numbers. The inputs, weights and
biases of the standard feed forward neural network can be extended for fuzzy
numbers. It may be noted that the fuzzification does not change the neural network
architecture.

Here for given R training pairs ~Z1; ~d1; ~Z2; ~d2; . . .~ZR; ~dR
� �

where ~Zi I � 1ð Þ are

input and ~di M � 1ð Þ are target values for the given inputs. ~Zi, ~Pj and ~Ok are input,
hidden and output layer respectively. The weights between input and hidden layers
are denoted by ~vji and the weights between hidden and output layers are denoted by
~wmj which are all in fuzzified form. The input ~Zi ¼ ~€ai ¼ €ai ; €aci ; €ai

� �
are the

ground acceleration and the output ~Om ¼ ~€xm ¼ €xm; €xcm; €xm
� �

are responses of the
structure in fuzzified form. The procedure may easily be written for the processing
of this algorithm as below.

Hence the input-output relation of the fuzzified neural networks can be written
for a fuzzy input vector ~Z1; ~Z2; . . .~ZR

� �
as follows:Input units:

~Oi ¼ ~Zi; i ¼ 1; 2; . . .; I ð9Þ

Hidden units:

~Pj ¼ ~f Netj
� �

; j ¼ 1; 2; . . .; J ð10Þ
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Netj
� � ¼ XI

i¼1

~vji ~Oi þ ~hj; j ¼ 1; 2; . . .; J ð11Þ

where f is the unipolar activation function defined by f ðnetÞ ¼ 1= 1þ expð�c netÞ½ �.
Output units:

~Om ¼ ~f Netmð Þ; m ¼ 1; 2; . . .;M ð12Þ

Netmð Þ ¼
XJ
j¼1

~wmj ~Pj þ ~hm m ¼ 1; 2; . . .;M ð13Þ

where ~vji and ~wmj are fuzzy weights and ~hj and ~hm are fuzzy biases. The architecture
of the fuzzified neural network is shown in Fig. 1. It should be noted that the fuzzy

1
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1
~p
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2
~O

2
~p

3
~p
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~

mO~
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IZ
~

MO~
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~
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Jp
~

Input Layer

Hidden Layer

jiv~

mjw~

jθ~

mθ~

Fig. 1 Layered feed-forward fuzzy neural network
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target output ~dm may be non-symmetric while fuzzy weights and the fuzzy biases
are symmetric triangular fuzzy numbers. Let us denote the a-level sets of the fuzzy
desired output as ~Oa

m ¼ Oa
m; O

a
m

� �
and the corresponding fuzzy target output as

~dam ¼ dam; d
a
m

� �
.

The error is then computed as

~E ¼ a
2

dam � Oa
m

� �2 þ d
a
m � O

a
m

� �2h i
m ¼ 1; 2; . . .;M ð14Þ

Thus the weights between input and hidden layer are updated by the following
equation

~vajiðNewÞ ¼ vajiðNewÞ; vajiðNewÞ
h i

¼ vajiðOldÞ; vajiðOldÞ
h i

þ Dvaji ; Dv
a
ji

h i
j ¼ 1; 2; . . .; J and i ¼ 1; 2; . . .; I

ð15Þ

where change in weights are calculated as

D~vaji ¼ Dvaji ; Dv
a
ji

h i
¼ �g

@~E
@vaji

; �g
@~E
@vaji

" #
j ¼ 1; 2; . . .; J and i ¼ 1; 2; . . .; I ð16Þ

Consequently, weights between output and hidden layers are adjusted as,

~wa
mjðNewÞ ¼ wa

mjðNewÞ; wa
mjðNewÞ

h i
¼ wa

mjðOldÞ; wa
mjðOldÞ

h i
þ Dwa

mj ; Dw
a
mj

h i
m ¼ 1; 2; . . .;Mand j ¼ 1; 2; . . .; J

ð17Þ

where change in weights for these layers are calculated as

D~wa
mj ¼ Dwa

mj ; Dw
a
mj

h i
¼ �g

@~E
@wa

mj
; �g

@~E
@wa

mj

" #
m ¼ 1; 2; . . .; Mand j

¼ 1; 2; . . .; J ð18Þ

And η is the learning constant.
All the computations and calculations are done based on the fuzzy operation

defined in the above section.
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4 Strategy for Response Prediction

The basic concept behind the proposed methodology is to predict the structural
response (in fuzzified form) of an uncertain shear structural system subject to
earthquake forces which are also in fuzzified form. Two scenarios namely, without
damping and with damping have been considered for the analysis.

4.1 Without Damping

Here we discuss the procedure for an example problem of a Single Degree of
Freedom (SDOF) system. Let ~M be the mass of the generalized one storey structure
in fuzzified form, ~K the stiffness of the structure in fuzzified form and ~X be the
displacement relative to the ground also in fuzzified form. Then the equation of
motion may be written as

~M ~€Xþ ~K~X ¼ � ~M~€a ð19Þ

~€X = Acceleration in fuzzified form,

~X = Displacement in fuzzified form,
~€a = Ground acceleration in fuzzified form

Equation (19) may be written as,

~€Xþ ~x2 ~X ¼ �~€a ð20Þ

where ~x2 is the fuzzified natural frequency parameter of the undamped structure. It
may be noted that the above equation can be solved by Fuzzy Duhamel integral.
Here to obtain the solution for Eq. (20), the Duhamel integral are considered for
different sets of lower, centre and upper form. This is done to avoid complicacy
raised while getting the above solution. And that is why now we will drop ‘*’ from
all notations and will consider the case for lower form first and similarly for centre
and upper form.

Hence Eq. (20) in lower form is written as,

€Xþx2X ¼ �€a ð21Þ

where x2 ¼ K
M is the natural frequency parameter of the undamped structure in

lower form.K is the stiffness parameter and M is the mass of the storey in lower
form.
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€X = Acceleration in lower form,
X = Displacement in lower form,
€a = Ground acceleration in lower form

Hence the solution of Eq. (21), Newmark and Rosenblueth [50] in lower form is
written as

X tð Þ ¼ � 1
x

Z t

0

€a sð Þ sin x t� sð Þ½ �ds ð22Þ

From this solution the response of the structure namely acceleration in lower
form is obtained for no damping. In a similar fashion we can compute for centre and
upper form.

4.2 With Damping

Let ~M be the mass of the generalized one storey structure in fuzzified form, ~K the
stiffness of the structure in fuzzified form, ~C the damping and ~X be the displace-
ment relative to the ground all are in fuzzified form. Then the equation of motion
may be written as

~M ~€Xþ ~C~_Xþ ~K~X ¼ � ~M~€a ð23Þ

Equation (23) may be written in lower form as,

€Xþ 2nx _Xþx2X ¼ �€a ð24Þ

where nx ¼ C
M and x2 ¼ K

M are the natural frequency parameter of the damped and

undamped structure in lower form. C is the damping and _X is the velocity in lower
form.

Here also solution is obtained for different sets in lower, centre and upper form.
Hence the solution of Eq. (24) in lower form is given as

X(t) ¼ � 1
x

Z t

0

€a sð Þexp �nx t� sð Þ
h i

sin x t� sð Þ½ �ds ð25Þ

From this solution the response of the structure namely the acceleration in lower
form with damping is obtained. In a similar manner we can compute for the centre
and upper form. Hence, the neural network architecture is constructed by taking the
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fuzzified form of ground acceleration as input and the responses obtained from the
above solution as output for each time step which is also in fuzzified form.

5 Numerical Results and Discussions

For the present study two Indian earthquakes, the Chamoli Earthquake at Barkot in
NE (north east) direction and the Uttarkashi earthquake at Barkot in NE (north-east)
direction have been considered for training and testing for different cases. The
various cases considered are shown below:

Case (i): Without damping: Ground acceleration as well as response data in
fuzzified form with crisp frequency.
Case (ii): Same as (i), but with fuzzy frequency
Case (iii): With damping: Ground acceleration as well as response data in fuzzified
form with crisp frequency and fuzzy damping.
Case (iv): Same as (iii), but with fuzzy frequency
Case (v): Testing for different earthquake data with /without damping.

The earthquake acceleration data are actually both positive and negative. As
mentioned in the Introduction that the transformation Eq. (8) first converts the data
from bipolar to unipolar i.e., from range [−1, 1] to range [0, 1], then the data are
transferred back to its bipolar form. The data in fuzzified form are converted to
a-cut form first and then the transformation is applied.

As mentioned earlier for case (i), initially the system without damping is studied
and for that the system is subjected to Chamoli Earthquake with maximum ground
acceleration in fuzzified form as [19.088, 19.588, 20.088] cm/sec2at Barkot in NE
(north-east) direction. The response of the structure is obtained by solving Eq. (22).
The ground acceleration in fuzzified form is converted to a-cut form and is used for
training. The mass in fuzzified is taken as ~M ¼ 1; 1; 1½ � for all cases. The
stiffness parameter is not used here directly as we are considering the frequency
parameter in the model. Frequency parameter in crisp form is taken as x = 0.02
with time range 0 to 14.96 s. (749 data points) for the mentioned earthquake.
Comparisons between desired and FNN are shown in Fig. 2a–c. Figure 2a shows
the plot for lower values, Fig. 2b shows the plot for centre values and Fig. 2c
depicts the upper values. Simulations have been done for different hidden layer
nodes and it was seen that the response result is almost same and good for 15 to 18
nodes in the hidden layer. However, 18 hidden layer nodes are used here to generate
the results for 749 data points.

In case (ii), the system is considered without damping with the same earthquake.
Here ground acceleration is taken as input and structural displacement as output.
The neural network architecture is trained within the time range 0 to 14.96 s.
(749 data points) taking frequency parameter in fuzzified form as
x ¼ 0:4; 0:5; 0:6½ �. Training has been done for different hidden layer nodes.
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Fig. 2 a Comparison between the desired and FNN acceleration for lower values (without
damping) b Comparison between the desired and FNN acceleration for centre values (without
damping) c Comparison between the desired and FNN acceleration for upper values (without
damping)
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Again 18 hidden layer nodes are used to generate the results for 749 data points.
The displacement time plots are plotted in Fig. 3a–c.

The system with damping is taken in case (iii). The ground acceleration of
Uttarkashi earthquake at Barkot (NE) and the displacement in a-cut form are used
as training patterns. The training patterns are trained by the FNN model with
frequency parameter in crisp form as x = 0.68981 and damping ~C = [1.48033,
1.58033, 1.68033]. Training was done for a total time range of 0 to 14.96 s (749
data points). After training ground acceleration and response data for Uttarkashi
earthquake for various nodes in hidden layer it was confirmed that 18 nodes are
again sufficient for the prediction. So, the weights corresponding to 18 hidden
nodes are stored and they are used to predict responses for various intensity
earthquakes. Figure 4a–c show the displacement time plots between the desired and
FNN.

For case (iv), the system is again considered with damping. The response of the
structure in fuzzified form is computed using Eq. (25). Then the ground accelera-
tion and structural response in a-cut form is used for training. Here frequency
parameter in fuzzified form is taken as x ¼ ½0:58981; 0:68981; 0:78981� and
damping ~C = [1.48033, 1.58033, 1.68033]. The data are trained with different
hidden nodes in the hidden layer and it was found that 16 hidden nodes are suf-
ficient to get an accuracy of 0.001. Comparison between the desired and FNN is
shown in Fig. 5a–c. After training the ground acceleration and response data for
Uttarkashi earthquake at Barkot (NE) for different hidden nodes in hidden layer, the
weights are stored and they are used to predict responses for various intensity
earthquakes.

Finally in case (v) the training is extended with damping and without damping
for various intensities with time range 0 to 9.98 s. (500 data points) and are tested
with different hidden nodes in hidden layer. It was found that the response result is
almost the same and good for 15 to 20 nodes in the hidden layer. But here 16
hidden layer nodes are used to generate the results for 500 data points without
damping with frequency parameter in fuzzified form. Figure 6a–c show displace-
ment time plot comparison between FNN and desired for 80 % of Uttarkashi
earthquake at Barkot (NE) for x ¼ 0:01; 0:02; 0:03½ � using the stored converged
weights of Chamoli earthquake directly. Similarly the training with damping for
time range 0 to 9.98 s (500 data points) is done and is tested with different hidden
nodes. It was found that the response result is almost the same and good for 16
hidden layer nodes. The comparison between the desired and FNN response data
for 120 % of Chamoli earthquake acceleration at Barkot (NE) with x ¼
½0:58981; 0:68981; 0:78981� and damping ~C = [1.48033, 1.58033, 1.68033]
using the converged weights of Uttarkashi earthquake are shown in Fig. 7a–c.

A comparison between desired and FNN peak acceleration values (testing) with
various intensities of Uttarkashi (without damping) and Chamoli earthquake
acceleration at Barkot (NE) (with damping) is presented in Table 1. The error %
between desired and FNN Peak values of predicted data is given in Table 2.
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Fig. 3 a Comparison between the desired and FNN displacement for lower values (without
damping) b Comparison between the desired and FNN displacement for centre values (without
damping) c Comparison between the desired and FNN displacement for upper values (without
damping)
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Fig. 4 a Comparison between the desired and FNN displacement for lower values (with damping)
b Comparison between the desired and FNN displacement for centre values (with damping)
c Comparison between the desired and FNN displacement for upper values (with damping)
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Fig. 5 a Comparison between the desired and FNN acceleration for lower values (with damping)
b Comparison between the desired and FNN acceleration for centre values (with damping)
c Comparison between the desired and FNN acceleration for upper values (with damping)
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Fig. 6 a Comparison between the desired and FNN (Testing) displacement of 80 % for lower
values (without damping) b Comparison between the desired and FNN (Testing) displacement of
80 % for centre values (without damping) c Comparison between the desired and FNN (Testing)
displacement of 80 % for upper values (without damping)
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Fig. 7 a Comparison between the desired and FNN (Testing) acceleration of 120 % for lower
values (with damping) b Comparison between the desired and FNN (Testing) acceleration of
120 % for centre values (with damping) c Comparison between the desired and FNN (Testing)
acceleration of 120 % for upper values (with damping)
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6 Conclusion

This chapter uses the powerful soft computing technique, Fuzzy Neural Network
(FNN) to compute fuzzified structural response of structural system subject to
Indian Earthquakes at Chamoli and Uttarkashi ground motion data. The difficulty
faced in the present problem is when the data are in bipolar form. The fuzzy model
cannot handle the negative data easily due to it computational complexities. So as to
avoid these complexities first the fuzzified data are converted to a-cut form, then a
transformation is used which changes these bipolar data to unipolar form. Once the
training is done with these unipolar data then it is transferred back to its bipolar
form by an inverse transformation. Different intensity earthquake data which are
numerically generated are used as input to predict the direct response of the
structure without using any mathematical analysis of the response prediction.

It is shown here that once the training is done then the trained architecture may
be used to simulate for various intensity earthquakes, thereby showing the
responses of the system which depend upon the structural properties (mass, stiffness
and damping) of the structure. If the FNN is trained for various time periods of one
earthquake with its corresponding maximum responses then the model can predict
the fuzzified form of maximum response directly (to the corresponding time period)
for another earthquake that had not been used during the training. In this way the
safety of the structural systems may be predicted in term of fuzzy bound in case of
future earthquakes.

Table 1 Comparison between the desired and FNN peak acceleration values (Testing values)

Case Intensities
(%)

Desired FNN

Lower Centre Upper Lower Centre Upper

Without damping
(Uttarkashi at Barkot NE)

80 15.27 15.67 16.07 14.95 15.34 15.71

120 22.90 23.50 24.10 22.46 23.08 23.64

With damping (Chamoli at
Barkot NE)

80 13.10 13.50 13.90 12.72 13.12 13.51

120 19.66 20.26 20.86 19.42 20.81 20.21

Table 2 Error % between desired and FNN (Peak values)

Case Response Error %

Lower Centre Upper

Without damping (Chamoli
at Barkot NE)

Acceleration
x = 0.02

2 2 2

Displacement
x ¼ 0:4; 0:5; 0:6½ �

2 2 2

With damping (Uttarkashi at
Barkot NE)

Displacement
x = 0.68981

0.08 0. 06 0. 04

Acceleration
x ¼ 0:589; 0:689; 0:6789½ �

0.8 0.00 0.00
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Smart Control of Seismically Excited
Highway Bridges

Yeesock Kim and Aniket Anil Mahajan

Abstract This chapter proposes a novel smart fuzzy control algorithm for miti-
gation of dynamic responses of seismically excited bridge structures equipped with
control devices. The smart fuzzy controller is developed through the combination of
discrete wavelet transform, backpropagation neural networks, and Takagi-Sugeno
fuzzy model. To demonstrate the effectiveness of the proposed smart fuzzy con-
troller, it is tested on a highway bridge equipped with magneto rheological
(MR) dampers. It controls the smart dampers installed on the abutments of the
highway bridge structure. The 1940 El-Centro and Kobe earthquakes are used as
disturbance signals. It is demonstrated that the smart fuzzy controller is effective in
reducing the structural responses of the highway bridge under a variety of seismic
excitations.

1 Introduction

In recent years, smart control strategies have attracted a great deal of attention from
the structural engineering community [39, 3, 4, 5, 6, 10, 28, 29, 31]. However, a
difficult problem in dealing with smart structures is creating an effective control
model for a nonlinear dynamic structure under a variety of environmental forces
[21, 23–26, 37, 6, 15]. Nonlinear systems occur when highly nonlinear hysteretic
dampers, such as the magnetorheological (MR) dampers, are implemented into a
structure to aid in the structure’s ability to withstand the destructive environmental
forces such as strong winds and earthquake loads [36]. Being able to mathemati-
cally model the structure-nonlinear damping system and its corresponding con-
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troller is a challenging task in smart control. Therefore, the challenge is to create a
mathematical model to develop a relationship between the input and output of a
smart structure that uses a nonlinear damping device. This chapter proposes a new
smart control system for reducing nonlinear behavior of a seismically excited
highway bridge structure with smart dampers.

The development of an effective smart control algorithm is essential in smart
structures to operate the smart dampers within large civil structures. The goals of an
effective smart controller is to reliably control how a system will behave under a
variety of dynamic loading scenarios such as far- and near-field earthquakes,
considering interactions between the structure and the smart dampers. Smart control
algorithms can be separated into two categories: model-based and model-free
algorithms [25]. The model-based control methods use the structural properties of
the system, including stiffness and damping systems that are intrinsically imbedded
in the structure and its materials [7, 8]. The model-free control approaches are
implemented through training data to the input-output map of the structure
employing the smart dampers [37, 38]. This model-free approach is useful to bridge
the gap between the linear and nonlinear parts of the smart system. This has
successfully been done with neural networks as well as fuzzy logic systems. In
particular, the incorporation of the two systems provides a better learning model to
use for training the model-free control models.

In this chapter, a new smart control model is developed through the integration
of best features of discrete wavelet transform (WT), and fuzzy logic theory and
neural network (NN). The first model used as a part of the proposed system in this
chapter is a rule-based fuzzy logic. The fuzzy logic model has the main advantage
of being used as a nonparametric method for system identification and control
system design, and has been researched previously [44, 40, 21, 22, 27–33, 35], as
well as general studies into the uncertainties and complexities of the dynamic
system [34, 23]. Using a Takagi-Sugeno (TS) model for fuzzy logic theory allows
for a representation of nonlinear systems using fuzzy rules and local linear models
[40, 19, 41, 12, 20, 9, 11, 23, 42]. A disadvantage of using fuzzy inference systems
as a control model is that it needs a time consuming optimization process of the
parameters. The optimization process can be very complex, leading itself to the
inclusion of NNs. The use of a NN is to develop a learning mechanism that
emulates that of the human brain, such that it creates a network of interlinked nodes.
These nodes, being connected, compute an output from the input to the node, and
create a series of links between all nodes. As mentioned previously, the use of a
fuzzy inference system can be complex and difficult in computations. Using a NN
in combination with a fuzzy inference system can create a model that is more
efficient. The NN adjusts parameters throughout the entirety of computation. The
regulated parameters improve performance and decreases errors of the system. It is
able to learn patterns and make adjustments as needed to further create a more
improved model because it emulates the human brain and its cognitive mechanism.
It has been studied previously to create a full model structure [16].

388 Y. Kim and A.A. Mahajan



However, due to the complexities of training the using NNs, computation time
can become excessive. Therefore, wavelet transform (WT) is used in conjunction
with the combined fuzzy inference system, and NNs to compress input data and
decrease computation time. WTs, combined with the neuro-fuzzy (NF) model, leads
to a wavelet-based NF model (WNF). The WT can be used to filter out high or low
frequency components from a time series. The WT improves upon previous
methods due to its ability to incorporate an adjustable window function. It allows a
user to analyze particular data points in a time series, rather than the entire time
window, which is the case in Fourier transforms. Fast Fourier transforms
(FFT) have been used previously for damage detection, system identification, and
control systems, but require a fixed time-window for the entire data set [14]. This
limitation of the FFT can induce difficulty when analyzing data for long periods of
time, as in the case of real-time structural control, and can lead to missing key
components, such as a particular control frequency. The WT allows for an adjus-
table window, and therefore is able to look into any portion of a time series. WTs
can also be used as a means of filtering, which is critical in the use of the WNF
control model. As previously mentioned, the NF system requires high computation
time due to the stochastic learning mechanism of the NNs. Being able to decrease
the amount of data points while still maintaining the important components allows
for a reduced computational cost. The proposed model uses two levels of discrete
WTs for compressing input data. Note that fuzzy logic controllers [2] and
neuro-fuzzy controllers [13] have been widely researched previously. However,
these controllers need extensive computation time to achieve adequate performance.
Therefore, the creation of the new WNF system provides for decreased computation
times while maintaining the performance. Thus, the creation of the WNF system for
means of smart control algorithm is innovative in its application to smart damping
systems for mitigation of responses of highway bridge structures.

2 Smart Highway Bridge Systems

2.1 Highway Bridge

To facilitate research in structural control, a benchmark bridge was developed based
on an existing structure located at the crossing of the 91 and 5 highways in Orange
County of California, USA [1]. A prestressed concrete box-girder is used with the
span of 58.5 m. The deck has a width of 12.95 and 15 m for the east and west
spans, respectively. The bridge carries four lanes of traffic atop columns of 6.9 m in
height. The location of the bridge is within 20 km of two faults, the
Whittier-Ellsinore and Newport-Inglewood fault zones, showing a great need for
structural control due to its susceptibility to seismic events. Figure 1 shows the
bridge schematic.
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2.2 Magnetorheological (MR) Dampers

In recent years, smart structures have emerged from many engineering fields
because the performance of structural systems can be improved without either
significantly increasing the structure mass or requiring high cost of control power.
They may be called intelligent structures, adaptive structures, active structures, and
the related technologies adaptronics, structronics, etc. The reason to use these ter-
minologies is that a smart structure is an integration of actuators, sensors, control
units, and signal processing units with a structural system. The materials that are
commonly used to implement the smart structure: piezoelectrics, shape memory
alloys, electrostrictive, magnetostrictive materials, polymer gels, magnetorheolog-
ical fluid, etc., researched in detail by Hurlebaus and Gaul [17].

Semiactive control systems have been applied to large structures because the
semiactive control strategies combine favorable features of both active and passive
control systems. Semiactive control devices include variable-orifice dampers,
variable-stiffness devices, variable-friction dampers, controllable-fluid dampers,
shape memory alloy actuators, piezoelectrics, etc., as described by Hurlebaus and
Gaul [17]. In particular, one of the controllable-fluid dampers, magnetorheological
(MR) damper has attracted attention in recent years because it has many attractive
characteristics.

Fig. 1 Highway bridge structure
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In general, a MR damper consists of a hydraulic cylinder, magnetic coils, and
MR fluids that consist of micron-sized magnetically polarizable particles floating
within oil-type fluids as shown in Fig. 2.

The MR damper is operated as a passive damper; however, when a magnetic
field is applied to the MR fluids, the MR fluids are changed into a semi-solid state in
a few milliseconds. This is one of the most unique aspects of the MR damper
compared to active systems: the active control system malfunction might occur if
some control feedback components, e.g., wires and sensors, are broken for some
reasons during a severe earthquake event; while a semiactive system is still oper-
ational as at least a passive damping system even when the control feedback
components are not functioning properly. Its characteristics are summarized by Kim
et al. [23].

2.3 Smart Controller

In 1985, Takagi and Sugeno suggested an effective way for modeling complex
nonlinear systems by introducing linear equations in consequent parts of a fuzzy
model. It has led to reduction of computational cost because it does not need any
defuzzification procedure. The fuzzy system used in the WNF model is of the form
[22].

Fig. 2 Schematic of the prototype 20-ton large-scale MR damper
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Rj : If u1FZ isP1;j and u2FZ isP2;j. . .and uiFZ isPi;j

Then z ¼ fj u
1
FZ ; . . .; u

i
FZ

� �
; j ¼ 1; 2; . . .;Nr

ð1Þ

where Rj is the jth fuzzy rule, Nj is the number of fuzzy rules, Pij are fuzzy sets
centered at the jth operating point, and uiFZ are premise variables that can be either
input or output values. The equation of the consequent part z ¼ f ðu1FZ ; . . .; uiFZÞ can
be any linear equation. Using fuzzy interpolation methods, all of the local sub-
systems are integrated

y ¼
XNr

j¼1

Wj uiFZ
� �

fj u1FZ ; . . .; u
i
FZ

� �� �
=
XNr

j¼1

Wj uiFZ
� � ð2Þ

where WjðuiFZÞ ¼
Qn

i¼1 lpi;jðuiFZÞ, n is the number of input variables and lpi;jðuiFZÞ is
the membership grade of uiFZ in Pi;j. However, the main challenge in using a fuzzy
model is the optimization of its parameters. Therefore, incorporating NNs to create
a neuro-fuzzy system allows for these parameters to be optimized during
computation.

The architecture of a NF model is shown in Fig. 3. This figure represents a two
inputs, one output, and three membership functions (MFs). Each layer has particular
tasks to complete before the data moves to the next layer.

In layer 1, the function of the node is represented by

F1;j
FZ ¼ lPi;j

uiFZ
� � ð3Þ

Fig. 3 Neuro-fuzzy model architecture
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For a Gaussian MF used in this simulation,

lPi;j
uiFZ
� � ¼ exp � u� a1ð Þ2=2a22

h i
ð4Þ

where a1 and a2 are adjustable parameters of the Gaussian function. This MF is
applied to each input in layer 1. Layer 2 then outputs the product of all inputs into
layer 2, known as the firing strength

F2;j
FZ ¼ lPi;j

u1FZ
� �� lPi;j

u2FZ
� �� � � � � lPi;j

uiFZ
� � ð5Þ

Layer 3 takes a ratio of these layer 2 firing strengths in order to normalize the
layer 2 outputs, such that

F3;j
FZ ¼ F2;j

FZ=
X
j

Yn
i¼1

lPi;j
uiFZ
� � ð6Þ

Layer 4 then applies a node function to the normalized firing strengths

F4;j
FZ ¼ F3;j

FZ � fj ¼ F3;j
FZ fj u

1
FZ ; . . .; u

i
FZ
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The last layer summates the layer inputs
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� �
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FZ ; . . .; u

i
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The output of this NF system is then used in a hybrid learning algorithm to
create a linear combination of the consequent parameters. The key parameters for
this simulation include the number of iterations, or epochs, the number of MFs and
the type of MF, as well as the step size of the function. In this study, the premise
part is determined by backpropagation algorithm while the consequent parameters
are optimized using the least square estimator. Four Gaussian membership func-
tions are adopted, the number of iterations is 300, the iteration step size is 0.9 and
the increase rate of the step size is 1.2. Types of MFs can vary from a generalized
bell function, Gaussian functions, sigmoidal functions, trapezoidal function, as well
as other forms. Each change of variables will yield different output results [18, 43].
The fuzzy inference system sets up rules based on the number of MFs used in
simulation. Fuzzy rules are set up for a five MF system. Each number represents
one of the twenty-five fuzzy regions that are created through the use of five MFs in
the neuro-fuzzy model. The fuzzy region is defined by the premise, and the output
is generated through the consequent.

The inclusion of discrete wavelet transforms allows for an effective method to
rid the control system of extraneous data, or noise. This methodology uses
Daubechie wavelets filters in order to de-noise response data that are then used as
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inputs to the smart fuzzy control model. As mentioned earlier, the use of discrete
wavelet transforms allows for a fixed time-frequency resolution. It means that the
window function is chosen, and then the resolution is fixed through processing.
A reduction in the number of data points required for accurate representation of the
system is possible due to representation of the function with several discretization
steps. The proposed algorithm for the smart fuzzy control is shown in Fig. 4.

Fig. 4 Flowchart of the proposed algorithm

394 Y. Kim and A.A. Mahajan



This control model proposes the use of two levels of discrete wavelet transform
as a means of filtering as well as training the optimal control force. The architecture
of this proposed smart fuzzy control system is depicted in Fig. 5. The smart fuzzy
control algorithm is a two-input, one-output system to determine the control force
of an MR damper. For this study, the inputs to the smart fuzzy control system are
displacement and acceleration measurements. These were determined through an
iterative process to maximize the results from training of the smart fuzzy control
system, where velocity and drift responses were also studied to find the combina-
tion with the most favorable results. Next, simulations were performed on a
highway bridge under a variety of earthquake loads to successfully reduce the
seismic responses.

2.4 Simulation

Many simulations were performed to determine the best arrangement of control
forces. It was found that the computation of only two control forces would need to
be calculated for optimal voltage signals: x-direction and y-direction. This bridge is
equipped with sixteen MR dampers in each x- and y-directions; all the MR dampers
in each direction are commanded by a single control signal. To train the
input-output mapping function of the smart fuzzy control model, an artificial
earthquake signal that includes characteristics of the 1940 El-Centro and Kobe
earthquake, as shown in Figs. 6 and 7.

Figures 8, 9, 10, 11, 12 and 13 show the simulation results. Figures 8 and 9 are
the relative displacement responses to the 1940 El-Centro and Kobe earthquakes,
respectively. Figures 10 and 11 are the absolute acceleration responses to the 1940
El-Centro and Kobe earthquakes, respectively. Figures 12 and 13 are the base shear

Fig. 5 Configuration of the proposed smart control
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forces at the column to the 1940 El-Centro and Kobe earthquakes, respectively. The
dotted lines represent the uncontrolled responses; while the solid red lines are the
responses of the smart fuzzy control systems. As shown in figures, the proposed
smart fuzzy control system is effective in mitigating the dynamic responses of
highway bridge structures for most cases.

Fig. 6 1940 El-Centro earthquake

Fig. 7 Kobe earthquake
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As a means of validation and comparison, several evaluation indices are used.
These indices compare structural responses and control outputs of the proposed
smart control system to that of the uncontrolled structure, showing how much each
index is reduced [1].

Fig. 8 Displacement: 1940 El-Centro earthquake

Fig. 9 Displacement: Kobe earthquake
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here F̂biðtÞ is the time history of shear force of the ith degree of freedom of the
control system, F̂0b;max is the maximum shear force of the uncontrolled structure,
MbiðtÞ is the time history of overturning moment, M0b;max is the maximum over-
turning moment of the uncontrolled structure, ŷmiðtÞ is the time history of the

Fig. 10 Acceleration: 1940 El-Centro earthquake

Fig. 11 Acceleration: Kobe earthquake
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midspan displacement, ŷ0m;maxðtÞ is the maximum midspan displacement of the
uncontrolled structure, €̂ymiðtÞ

�� �� is the time history of the midspan acceleration,
€̂y0m;maxðtÞ is the maximum acceleration of the uncontrolled structure, ŷbiðtÞ is the
time history of the abutment displacement, ŷ0b;max is the maximum abutment

Fig. 12 Base shear: 1940 El-Centro earthquake

Fig. 13 Base shear: Kobe earthquake
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displacement of the uncontrolled structure, ÛiðtÞ is the time history of the ductility,
Ûmax is the maximum ductility of the uncontrolled structure, dÊi is the dissipated
energy of curvature at the column, Êmax is the maximum dissipated energy of the
curvature at the column of the uncontrolled structure, N̂c;d is the number of plastic
connections of the control system, N̂d is the number of plastic connections of the
uncontrolled system, :j j denotes the absolute value, :k k denotes the normalized
value, f̂lðtÞ is the time history of the control force from the control device, Ŵ is the

Table 1 Control
performance evaluation

ElCentro Kobe

J1 ¼ max
max F̂bi tð Þj j

F̂0b;max

� �
0.6967 0.8696

J2 ¼ max
max M̂bi tð Þj j

M̂0b;max

� �
0.5268 0.5901

J3 ¼ max max ŷmi tð Þj j
ŷ0m;max

n o
0.5627 0.6856

J4 ¼ max
max €̂ymi tð Þj j

€̂y0m;max

� �
0.9211 1.2205

J5 ¼ max max ŷbi tð Þj j
ŷ0b;max

n o
0.2942 0.5292

J6 ¼ max
max Ûi tð Þj j

Ûmax

� �
0.5268 0.5901

J7 ¼ max
max

R
dÊi

Êmax

� �
0 0

J8 ¼ max N̂c;d

N̂d

n o
0 0

J9 ¼ max
max F̂bi tð Þk k

F̂0b;maxk k
� �

0.5679 0.7387

J10 ¼ max
max M̂bi tð Þk k

M̂bi;maxk k
� �

0.2954 0.5178

J11 ¼ max max ŷmi tð Þk k
ŷ0m;maxk k

� �
0.3052 0.5396

J12 ¼ max
max €̂ymi tð Þk k

€̂y0m;maxk k
� �

0.8069 1.0767

J13 ¼ max max ŷbi tð Þk k
ŷ0b;maxk k

� �
0.2330 0.4155

J14 ¼ max
max Ûi tð Þk k

Ûmaxk k
� �

0.2954 0.5178

J15 ¼ max max f̂l tð Þ
Ŵ

	 
n o
0.0244 0.0248

J16 ¼ max max d̂l tð Þ
x̂0m;max

	 
n o
0.2705 0.5218

J17 ¼ # of control devices 16 16

J18 ¼ # of required sensors 12 12

J19 ¼ dim x̂c;k
� �

28 28
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seismic weight of the system, d̂lðtÞ is the stroke of the control device, x0m;max is the
maximum bearing deformation of the uncontrolled system, P̂lðtÞ is the time history
of the instantaneous power required for the control device, _̂x0m;max is the maximum
velocity of bearing of the uncontrolled system, and x̂c;k is the discrete state vector
for the control algorithm. Table 1 shows the evaluation results of the proposed
smart control systems. It is observed from Table 1 that the “Max” peak response
quantities using the smart controller are quite effective in reducing structural
vibration to both the El-Centro and Kobe earthquakes. In particular, peak evaluation
criteria J2, J3, J5 * J11, and J13, J14, J16 and J18 are significantly reduced during
both ground motions. It should be noted that structural displacement responses are
directly related to safety of the bridge structures.

3 Conclusion

In this chapter, a novel smart control system is proposed for seismic response
controls of seismically-excited bridge structures employing magnetorheological
(MR) dampers. The smart control system is an integrated model of Takagi-Sugeno
fuzzy model, wavelet transforms, and artificial neural networks. Using the smart
fuzzy control system combines the positive attributes of the three described
methodologies to create a system that is believed to yield more efficient results for
system control of smart structures and shorter training times. To train the input–
output mapping function of the smart fuzzy control model, an artificial earthquake
signal and an MR damper force signal are used as a disturbance input signal and a
control input, respectively, while acceleration response is used as output data. It is
demonstrated from the simulation that the proposed smart fuzzy control model is
effective in reducing the behavior of the seismically excited bridge-MR damper
system.
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A Real-Time Emergency Inspection
Scheduling Tool Following a Seismic Event

Nikos Ath. Kallioras and Nikos D. Lagaros

Abstract Emergency infrastructure inspections are of the essence after a seismic
event as a carefully planned inspection in the first and most critical hours can reduce
the effects of such an event. Metaheuristics and more specifically nature inspired
algorithms have been used in many hard combinatorial engineering problems with
significant success. The success of such algorithms has attracted the interest of
many researchers leading to an increased interest regarding metaheuristics. In the
present literature many new and sophisticated algorithms have been proposed with
interesting performance characteristics. On the other hand, up to date developments
in the field of computer hardware have also had a significant influence on algorithm
design. The increased computational abilities that are available to researchers
through parallel programming have opened new horizons in architecture of algo-
rithms. In this work, a methodology for real-time planning of emergency inspec-
tions of urban areas is presented. This methodology is based on two nature inspired
algorithms, Harmony Search Algorithm (HS) and Ant Colony Optimization (ACO).
HS is used for dividing the area into smaller blocks while ACO is used for defining
optimal routes inside each created block. The proposed approach is evaluated in an
actual city in Greece, Thessaloniki.

1 Introduction

Following a catastrophic seismic event, the first hours are critical as far as rescue
operations, evacuation procedures and infrastructure repair procedures are consid-
ered. As such events can lead to severe short and long-term economic losses, the
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efficiency of the civil services has to be of a great level. In case of a hazardous
seismic events civil services are challenged by damaged infrastructure networks,
communities in a panicking state-of-mind and system vulnerabilities. Post-disaster
management is a multi-level procedure which includes a thorough planning of
system response, as well as tactical and operational management. Designing of an
optimized inspection plan is definitely a very complex NP-hard combinatorial
problem. Metaheuristics present a very successful behavior when dealing with such
problems as the one previously described.

Latest advances in metaheuristic algorithms and specifically nature inspired
algorithms present automated trial-and-error techniques mostly based on the
survival-of-the-fittest principal as species evolution does. It is also important to
point-out that the advances in the available hardware and parallel programming
have also offered a significant assist in the implementation of metaheuristics. As
performance features of single cores of Central Processing Units (CPUs) have not
improved significantly in the last years, CPU manufacturers turned to producing
multi-core CPUs to increase performance through parallel processing. Graphic
processing units (GPUs) also consist of processing cores which in the recent past
have been used for mathematical programming. Modern hi-end CPUs consist of 18
cores with clock rates up to 3.6 GHz. On the other hand, high-end GPUs have more
than 2.500 cores with clock rates up to 875 MHz. These two different types of
processors, each with advantages and disadvantages, offer the ability to efficiently
handle problems that in the past were too demanding to be solved.

In this work, two algorithms are used for designing the emergency inspection
plan of urban areas. The first algorithm, Improved Harmony Search (IHS), was
presented by Kallioras et al. [1] in 2014 while the original version of the algorithm
was introduced by Geem et al. [2] in 2001. The second algorithm used in this work
is Ant Colony Optimization (ACO) which was presented by Dorigo and Stützle [3]
in 2004. The problem of finding the optimal inspection plan of urban structures
following a seismic event can be divided into two sub-problems. Firstly, the urban
area must be divided into smaller areas, one for each available inspection crew
(districting sub-problem), while for each defined area, an optimal route is designed
inside its premises (routing sub-problem). The districting sub-problem is dealt with
the use of IHS as presented later on in this work while the routing sub-problem is
solved with the use of ACO. The biggest challenge in designing this formulation
apart from the quality of proposed results, is the necessary computational work-time
for the algorithms to locate the solution. In order for this implementation to be able
to act as a real-time solution, executional time is rather critical. With the use of GPU
programming, computational times are reduced to minimum as can be seen in this
work.
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2 Post-earthquake Response Mechanism

Inspection time required for assessment of possible damages in structure and
infrastructure systems is critical for minimizing cost of effects of a possible haz-
ardous event. Every scheduled event such as support, recovery and rehabilitation
can only be properly scheduled after the inspection of infrastructures is completed.
This proves the importance of a carefully designed inspection plan towards dealing
with a seismic event in an urban area. Generally speaking, we can divide the
disaster response procedure [4] into four basic steps:

• Mitigation [5], which includes assessment of seismic hazards, probabilistic
damage projection [6, 7], and integration of emergency processes through
decision support systems [8, 9].

• Preparedness, which includes preparation for dealing with seismic events and
evacuation procedures [10–15].

• Response, which basically deals with creating a plan for response-relief oper-
ations [16–19] and post-disaster infrastructure performance evaluation [20–23].

• Recovery which deals with relief performance assessment [24], protection of
infrastructure element [25], and repair-fund allocation [26, 27].

Emergency response has attracted the interest of many researchers and signifi-
cant work has been done in this field in the past years. Despite that, after reviewing
up-to-date literature, it can be seen that very little work is done considering the
proper planning of inspection crews following a seismic event though it is a very
important procedure. This can be explained due to the fact that necessary data is
difficult to be collected, solving the associated mathematical problem is very
demanding and also, formulating an algorithm that can handle such data and cal-
culations in real-time procedure is exceptionally difficult. In this work, we present
the mathematical formulation and solution of such a problem while we also present
the parallel formulation of a software that solves such problems in real-time.

3 IHS and ACO Metaheuristic Algorithms

In this work, two metaheuristic algorithms are used for real-time inspection
scheduling. As discussed previously, IHS is applied on the districting problem
while ACO is used for solving the routing problem. IHS algorithm consists of four
basic actions similar to HS. These actions are [1]:

• Parameter Initialization
In this step, the parameters of the algorithm and the problem are defined: n is the
number of decision variables, sLi � si � sUi ; i ¼ 1; 2; . . .; n are the lower and
upper bounds of each ith decision variable, HMS is the size of the harmony
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memory (HM) of solution vectors and HMCR is the rate for considering the
harmony memory.

• Harmony Memory Initialization
In this step, the initialization of the algorithm’s memory is executed

HM ¼
s11 s12 s13. . . s1n
s21 s22 s23. . . s2n
. . . . . . . . . . . .
sHMS
1 sHMS

2 sHMS
3 . . . sHMS

n

2
664

3
775 ð1Þ

where si
j is the ith element of the jth solution vector s

• New Harmony Improvisation
In this step, a new harmony-solution vector is generated with the use of the
random selection procedure or memory consideration procedure. In random
selection, each member of the solution vector is randomly generated with
probability 1-HMCR (0 � HMCR � 1). In memory consideration, each
variable of the solution vector is randomly chosen from HM with probability
HMCR

sNewi ¼ si 2 ½sLi ; sUi �with probability 1� HMCR
si 2 HM ¼ fs1i ; s2i ; . . .; sHMS

i gwith probability HMCR

�
ð2Þ

where sNew is the new generated solution vector
• Harmony Memory Update

In this step, the generated solution vector is compared to the worst one stored in
HM according to the objective function of each problem. If it is better, it
replaces it. If not, it is dropped.

This procedure is repeated as many times as the population of the maximum
function evaluations set by the user. Once the maximum function evaluations are
completed, the best solution stored in HM is the solution of the problem.

ACO algorithm [3] was inspired by the food searching pattern of ants in nature.
As ants search inside an area for possible food resources and the shortest route
between the nest and the food position, artificial ants search inside a weighted graph
for the optimal path. The search space consists of nodes which represent the places
that need to be visited by the ants. At first, a colony of m ants are positioned
randomly inside the search space. At each repetitive step of the algorithm, ant
k decides which of the nodes it will visit next with the use of a random proportional
rule. In order to avoid visiting nodes which are already visited by the same ant, ant
k currently positioned at node i, maintains a memory Mk containing all nodes
previously visited. This memory defines the feasible neighbourhood Ni

k which
contains the nodes that have not been visited by ant k. Ant k, positioned at node i,
chooses to move to node j with a probability defined as follows:
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pki;j ¼
ðsi;jÞa � ðgi;jÞbP

‘2Nk
i

ðsi;‘Þa � ðgi;‘Þb
� � ; if j 2 Nk

i ð3Þ

where si,j is the amount of pheromone between nodes i and j, a is a parameter
controlling the pheromone’s influence, ηi,j is a heuristic information denoting the
desirability of the path between nodes i and j where:

gi;j ¼
1
di;j

ð4Þ

while b is a parameter controlling the influence of the path’s desirability ηi,j. The
probability of choosing a particular connection i,j increases with the value of the
pheromone trail si,j and the heuristic information value ηi,j. When all ants have
completed their routes, the pheromone concentration for each connection between
i and j nodes, is updated for the next iteration t + 1 as follows:

si;jðtþ 1Þ ¼ ð1� qÞ � si;jðtÞþ
Xm
k¼1

Dski;jðtÞ; 8ði; jÞ 2 A ð5Þ

where q is the rate of pheromone evaporation, A is the set of paths (edges or
connections) that fully connects the set of nodes and Dsi,j

k (t) is the amount of
pheromone ant k has deposited on connections it has visited during its tour Tk and it
is given by:

Dski;j ¼
Q

LðTkÞ
if connection(i; jÞbelongs to Tk

0 otherwise

(
ð6Þ

The main concept behind the ACO algorithm is that connections chosen by
many ants and have a shorter length, receive bigger amounts of pheromone due to
more deposition and less evaporation. This ensures that these paths are more likely
to be chosen by other ants in future iterations of the algorithm resulting to the path
with the minimum distance.

4 Optimal Inspection Problem Formulation

As described previously, the optimal inspection problem is divided into the dis-
tricting and the routing sub-problem. In the first sub-problem, the urban domain is
divided into a number of areas of responsibility equal to the population of the
available inspection crews. In the second sub problem, for each area of responsi-
bility, the optimal route is designed. Urban areas consist of building blocks and
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road structures. Each building block is defined by the coordinates of its edges, its
area, use of land, building factor and maximum allowed height of constructions.
These characteristics provide us with the demand evaluation of each building block.
Neighbouring city blocks with similar characteristics regarding use of land,
building factor and allowed height can be joined and considered as one in order to
reduce the dimensionality of the problem without degrading the quality of the
solution. The problem is formulated as a nonlinear optimization problem and the
objective function is:

min
XNIC

i¼1

XnðiÞSB
k¼1

DðkÞ
Uin

þ dðSBk;CiÞ
Utr

� �
� rIC ð7Þ

where NIC is the number of the available inspection crews, nSB
(i) is the number of

structural (or building) blocks assigned to the ith inspection crew, d(SBk,Ci) is the
distance between the SBk building block and Ci is the starting block of the crew
responsible for the ith group of structural blocks, Uin is the inspection speed of the
inspection crews, and Utr is the travelling speed of the inspection crews. D(k) is
inspection “demand” for the kth building block defined as the product of the
building block total area A(k) times the building factor fB(k) (i.e. the structured
percentage of the area) and rIC is the value of the standard deviation of the working
hours of all inspection crews. Thus, the districting problem is formulated as a
discrete unconstrained nonlinear optimization problem where the objective is to
define which inspection crew is responsible for which building block. The node of
each building block is placed in its geometrical centre while all Euclidean distances
are calculated with respect to the centre of weight of the building block.

According to the described formulation, every available inspection crew is
assigned to a specific district. In the general form of the districting problem, the
population of the design variables is equal to the number of building blocks. This
leads to a problem with increased complexity. In order to avoid this complexity, the
authors suggest a modification to the problem formulation by setting the starting
point of the inspection crews as the design variables. This reduces the complexity
from nSB to NIC. This is accomplished with the use of a four-step procedure where
at first

• The starting positions of the inspection crews are defined
• Areas of responsibility are defined by assigning each building block to the

closest inspection crew
• The centre of gravity of each area of responsibility is found and this becomes the

starting point of each inspection crew and finally,
• New areas of responsibility are created around the new starting positions.

The optimal routing (also called scheduling) problem of the inspection crews is
formulated as a travelling salesman problem (TSP). TSP is represented by a
weighted graph G = (N, A), where N is the set of nodes and A is the set of
connections/paths that connect all N nodes. A cost function is assigned to paths
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between two nodes (i and j), represented by the distance between the two nodes di,j
(i 6¼j). A solution of the TSP is a permutation p = [p(1), …, p(N)]T of the node
indices [1, …, N], as every node must not appear more than once in a solution. The
solution that minimizes the total length L(p) given by:

LðpÞ ¼
XN�1

i¼1

dpðiÞ;pðiþ 1Þ
� �þ dpðNÞ;pð1Þ ð4Þ

is noted as the optimal one. The corresponding scheduling problem is defined as
follows:

min
XnðiÞSB�1

k¼1

dðSBk; SBkþ 1Þþ dðSB
nðiÞSB

; SB1Þ
2
4

3
5; i ¼ 1; . . .;NIG ð5Þ

where d(SBk, SBk+1) is the distance between the kth and kth + 1 building blocks.
The desired result is to locate the shortest route between all structural blocks
assigned to each inspection crew.

5 Numerical Tests

The development and testing of the proposed real-time application is executed on
pragmatic data of a city. The chosen city Thessaloniki is the second biggest city in
Greece and has in the past suffered from a seismic event. On the 20th of June of
1978 an earthquake with a magnitude of 6.5 R took place in Thessaloniki and
caused the death of 45 people while 9.480 buildings suffered non-repairable
damages. The city’s area is equal to 154,205,128 m2 while it consists of 471 joint
structural blocks as it can be seen in Fig. 1. A hypothetical seismic event is applied
in the urban structure of Thessaloniki and an inspection scenario is examined.

According to the scenario, there are 40 inspection crews available for the
required task. These crews work in 8-hours shifts per day resulting to having 20
crews working in the city at any moment for 16 h per day. As we were expecting
small differences in the necessary working hours of each crew, we set the time
needed for the whole inspection to be completed equal to the maximum inspection
time of the various crews. The parameter values for IHS and ACO algorithms are
chosen with respect to a previous work of the authors which included a thorough
sensitivity analysis [28]. In detail, HMS is chosen equal to 12 and HMCR is equal
to 0.105693 regarding IHS. Regarding ACO, a = 1.0, b = 2.0, q = 0.10, m = 65
and Q = 0.306. The average inspection speed of the crews, Uin is set equal to 50
square meters per minute while the average traveling speed of the crews, Utr is set
equal to 10 km/hour. For IHS the maximum iterations for are equal to 200,000
while for ACO they are equal to 200.
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The hours needed for the inspection crews to complete the task can be seen in
Table 1. In particular, the maximum time which also corresponds to the end of the
inspection is equal to 5683.006 h. The average working hour of the ten crews is
equal to 5142.285 h while the maximum variation from the average time needed for
the crews to finish the inspection crew is equal to 11.11 %. The value of the
objective function is equal to 18650882.911. The best and worst value of the
objective function stored in IHS memory per each of the 200,000 iterations can be
seen in Fig. 2.

Fig. 1 The city-plan of Thessaloniki and the 471 joint city blocks
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In Fig. 3, the results of IHS applied on the districting problem can be seen. Each
colour represents an inspection crew and an area of responsibility. In Fig. 4 the
routing results of ACO are presented while in Fig. 5, a closer look on 5 of the
designed routes are visible.

The minimization of the computational effort and time needed to solve this
problem is accomplished with the use of GPU programming applied on the ACO
algorithm and parallelization of the IHS algorithm. In order to evaluate the gain of
such an implementation, the same problem is solved twice, first with the suggested
techniques and then without them. Both implementations are solved ten times and
the average execution times are presented. The GPU version is completed after
T1 = 225.65 s while the unmodified version demands T2 = 1242.87 s. The accel-
eration factor is equal to T2/T1 = 5.508 which is rather significant. The acceleration

Table 1 Inspection time and travel time per crew

Inspection crew Inspection time (hours) Travel time (hours) Total time (hours)

Inspection crew 1 5556.778 3.150 5559.928

Inspection crew 2 5574.094 1.722 5575.816

Inspection crew 3 5679.853 3.152 5683.006

Inspection crew 4 4569.000 1.707 4570.708

Inspection crew 5 5154.745 1.764 5156.509

Inspection crew 6 4918.512 1.595 4920.107

Inspection crew 7 4826.740 1.676 4828.417

Inspection crew 8 5087.935 1.800 5089.735

Inspection crew 9 5097.223 1.554 5098.777

Inspection crew 10 4936.829 3.022 4939.851

Fig. 2 Best and worst
objective function value per
IHS iteration
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factor increases as the dimensionality of the problem increases as presented by
Kallioras et al. [28] in a previous work. It is also important to point out that a more
up to date GPU processing unit than the one used here would have given even
better acceleration results. None the less, solving such a problem in less than 4 min
does satisfy the criterion as a real-time solver. The experiments of the current study

Fig. 3 Districting results for the city of Thessaloniki. Each color represents an area of
responsibility for each of the 10 inspection crews
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were performed using the Intel i7 3610QM 2.30 Ghz processor with 4 cores paired
with 12 GB memory and the NVIDIA GeForce GTX 660 M with 384 stream
processors (CUDA cores) with 2 GB of memory and supports CUDA compute
capability 3.0.

Fig. 4 Routing results for the city of Thessaloniki. The route of each of the 10 inspection crews is
marked with a different color
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6 Conclusions

In this work, a real-time emergency inspection scheduling application following a
seismic event is presented. This application is based on two nature-inspired
metaheuristic algorithms, IHS and ACO. The first is a variation of the well-known
and established Harmony Search algorithm while the second one is the also
established Ant Colony Optimization algorithm. Both algorithms have proven their
ability to handle hard combinatorial problems in literature. Both algorithms have
also proven their robustness when applied on such problems. Through this work, a
parallel GPU implementation of the algorithm is presented in order to minimize the
computational time needed to solve such problems. Computational time is very

Fig. 5 Closer look on the routes for 5 of the inspection crews inside their area of responsibility

416 N.Ath. Kallioras and N.D. Lagaros



important when we are dealing with situations where solutions need to be presented
in real-time. Dealing with a seismic event is such a situation as a delay in
scheduling support and relief efforts can cost dramatically.

Our approach is implemented on the urban environment of the second largest
city in Greece, Thessaloniki, who has suffered from a seismic event in the recent
past. With the assumption that 20 inspection crews will be available and working on
8-hour shifts, we have 10 crews inspecting the urban structures for 16 h per day.
Based on these estimations, along with the inspection and traveling speed of crews,
the necessary time for the inspection of the whole area was equal to 5683.006 h
while the variation between crews is also very small.

By implementing the algorithms with the use of GPU programming, a significant
acceleration factor equal to 5.508 is achieved which is very important in real-time
applications. It is also important to point out that the acceleration factor increases
with the increase of the dimensionality of the problem. The proposed formulation
has the ability to robustly solve the described problem in less than four minutes. In
the future, it might be useful to apply modifications on the algorithm which will
offer the end-user the ability to choose before executing the algorithm a series of
joint city blocks that need to be inspected first. It can also be modified to resolve the
problem while city blocks with increased level of damage are set by the user
according to emergency calls. Another modification that is worth investigating is
giving the algorithm the ability to un-assign city blocks from crews with large
inspection areas and assigning them to those who finish first.
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