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Preface 

Operations Research/Management Science (OR/MS) approaches have 
helped people for the last 40 years or so, to understand the complex func-
tioning of the systems based upon natural resources, as well as to manage 
this type of systems in an efficient way. The areas usually viewed within the 
natural resources field are: agriculture, fisheries, forestry, mining and water 
resources. 

 
Even though, the above areas are usually viewed as separate fields of 

study, there are clear links and relations between them. In fact, all of them 
share the common problem of allocating scarcity along time in an optimal 
manner. The scale of time or length of the planning horizon is very different. 
Thus, we have almost a continuous renewal in the case of the fisheries, 
periodic cycles in the case of agriculture and forestry (ranging from some 
few months in the case of a horticultural crop to more than a century for 
some forest species), and enormous periods of time much beyond the human 
perception in the case of mining resources. But in all the cases, the key 
matter is to obtain an efficient use of the resource along its planning horizon. 

 
Another element of connection among the different natural resources is 

due to the interaction between the use of the resource, and the environmental 
impact caused by its extraction or harvest. This type of interaction implies 
additional complexities in the underlying decision-making process, making 
the use of OR/MS tools especially relevant. 
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The above views are corroborated by the massive use of quantitative 
approaches in the management of natural resources. It can be said that this 
broad field was one of the first where the OR/MS discipline was successfully 
applied. 

 
The papers presented correspond to invitations made to the specialists  

we considered the most distinguished in each area, and we are extremely 
satisfied with the positive response we obtained from them. In defining the 
subject matters, we tried to cover comprehensively the most relevant topics 
in each area, from the application point of view, as well as consideration  
of the operations research techniques involved. In particular, we wished to 
highlight the successes of the OR approach to deal with problems, which 
involves a conceptual view of problems, modelling of complex realities, and 
development of algorithms for problems increasingly difficult to solve. 
Issues of large scale, uncertainty, multiple objectives appear increasingly in 
these decision processes. Also, we view the integration in multidisciplinary 
approaches, where specialists in the specific areas need to interact with 
operations research specialist, and the need to incorporate information tech-
nologies for implementations is also present. 

 
The set of papers compiled in this volume attempts to provide readers 

with significant OR/MS contributions in each one of the applied areas 
previously defined. In this way, we hope to encourage the use of quantitative 
techniques in order to manage the use of the different natural resources 
efficiently from an economic as well as an environmental point of view. 

 
The papers are divided by area of application: agriculture, fisheries, 

forestry and mining. 
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PART I 

AAGGRRIICCUULLTTUURREE  
In the area of agriculture we have eight chapters with different concerns such 
as conceptual problems related with risk analysis, the interaction between 
agriculture and the environment, water resources planning, agroforestry sys-
tems management, simulation of effects on agriculture of changes in the 
common agriculture policy, and so on. OR/MS techniques used are basically 
the following: linear programming, multi-objective fractional programming, 
goal programming, multi-attribute utility theory and control dynamic optimi-
zation. 

The chapter “Importance of whole-farm risk management in agriculture”, 
by Huirne, Meuwissen and Van Asseldonk, deals with the problems associ-
ated with the definition and measurement of risk at the whole-farm level. 
The conceptual framework is tested through a questionnaire survey among 
livestock and arable farmers in the Netherlands. 

The chapter “Dealing with multiple objectives in agriculture”, by Hayashi, 
presents state-of-the-art of multiple criteria decision-making approaches app-
lied to the selection problems in agricultural systems. The chapter pays special 
attention to matters related with attributes definition and problem struct-
uring, in order to build suitable models for agri-environmental decision-
making. 

The chapter “Modelling multifunctional agroforestry systems with environ-
mental values: Dehesa in Spain and woodland ranches in California”, by 
Campos, Caparrós, Cerdá, Huntsinger and Standiford, deals with modelling 
agroforestry systems (“dehesas”) with the help of optimal control techni-
ques. Two studies, one in California and the other one in Spain, are accom-
plished under a comparison basis. 

The chapter “Environmental criteria in pig diet formulation with multi-
objective fractional programming”, by Peña, Castrodeza and Lara, incorpor-
ates environmental criteria in pig diet formulation. The proposed model is 
satisfactorily solved by resorting to an interactive multigoal programming 
model that allows the incorporation of goals of fractional nature. 

The chapter “Modelling the interactions between agriculture and the 
environment”, by Zekri and Boughanmi, reviews the integration of different 
OR/MS approaches for modelling the interaction between agriculture and the 
environment. In this way, the authors propose a decision support system 
based upon multi-criteria techniques and geographical information systems 
within a participatory decision-making perspective. 
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The chapter “MCDM farm system analysis for public management of 
irrigated agriculture”, by Gómez-Limón, Berbel and Arriaza, proposes a 
multi-criteria approach to assist policy decision-making on water manage-
ment for irrigated agriculture. The methodology is a hybrid between multi-
attribute utility theory and goal programming. The methodology is applied to 
several Spanish case studies within the recent European Water Framework 
Directive. 

The chapter “Water public agencies agreeing to a covenant for water 
transfers: How to arbitrate price-quantity clauses”, by Ballestero, deals with 
inter-basin water covenants guided by the principle of arbitration and imple-
mented through public agencies. The methodology is illustrated with the 
help of a realistic example in a maritime region near the Mediterranean Sea. 

Finally, the chapter “Positive mathematical programming for agriculture 
and environmental policy analysis: Review and practice”, by de Frahan, 
Buysse, Polomé, Fernagut, Harmignie, Lauwers, van Huylenbroeck and van 
Meensel, introduces a farm-level sector model, called SEPALES, based upon 
the approach known as a positive mathematical programming. After this, 
SEPALES is used to simulate several economic and environmental effects on 
Belgium agriculture, due to some possible changes in the European Common 
Agricultural Policy. 



Chapter 1 

IMPORTANCE OF WHOLE-FARM RISK 
MANAGEMENT IN AGRICULTURE 

Ruud Huirne, Miranda Meuwissen, and Marcel Van Asseldonk 
Institute for Risk Management in Agriculture, Wageningen University, The Netherlands 

Abstract Risk management is an increasingly important topic. At the farm level, it 
received little attention in Europe. Research indicates that whole-farm risk-
management approaches, that is approaches in which multiple risks and farm 
activities are considered simultaneously, seem more efficient than ‘single risk 
and commodity strategies’. This chapter first gives an overview of risk 
management and then it discusses the results of a questionnaire survey among 
livestock and arable farmers in the Netherlands. The survey deals with farmers’ 
perceptions of risk and risk-management strategies. Risk-management stra-
tegies include both ‘single risk’ strategies as well as strategies for simultane-
ously covering multiple risks. The latter are restricted to the type of strategies 
currently available in the Netherlands. Next, opportunities for broadening 
the scope of risk-management strategies covering multiple risks are dis-
cussed. The paper concludes by identifying areas for further research in the 
field of whole-farm risk management. 

Keywords: Risk management, agriculture, whole-farm approach, multiple risks, question-
naire survey 

1 INTRODUCTION 

The agricultural firm is constantly developing. The farm is and remains an 
essential player in the agricultural supply chain and in the rural area. The 
differences between the agricultural sector and the rest of the industry are 
getting smaller and smaller. Increasing farm sizes result in a more indus-
trialized way of undertaking such operations. Important ‘new’ characteristics 
of such bigger, industrialized farms include: importance of manufacturing 
processes (vs. commodities); a systems approach to production and distri-
bution; separation and realignment of the stages in the food chain for the 
purpose of efficiency and low cost-price; negotiated coordination among 
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those stages and with the environment (rural area); concern about system 
power and control; and new kinds of risk combined with a more important 
role for information. This implies that risk considerations are becoming more 
important and should be addressed in a more formal way. 
 

Income from farming is usually considered rather volatile because of a 
whole series of stochastic factors, that is risk. Over the years, a range of risk-
management strategies has been used to reduce, or to assist farmers to 
absorb, some of these risks (see later). Risk-management strategies, especially 
risk-sharing strategies, generally deal with only one type of risk at a time. 
For instance, futures market contracts deal with price risks, hail and storm 
insurance schemes cover weather-related production risks, and livestock insu-
rance schemes cover the death of animals. Even disaster relief programs in 
such events as droughts and floods consider only one type of risk (which, in 
itself, is relevant if the whole – or a notable part of the – crop or herd is 
destroyed). 

 
This chapter first discusses risk management in general (definition, sources 

of risk, risk-management strategies) and then the results of a questionnaire 
survey among livestock and arable farmers in the Netherlands. Because 
Dutch farms are not really representative compared to farms in many other 
countries, the results of the survey should be seen as an example. The survey 
deals with farmers’ perceptions of risk and risk-management strategies. Risk-
management strategies include both ‘single risk’ strategies as well as strategies 
for simultaneously covering multiple risks. The latter are restricted to the 
type of strategies currently available in the Netherlands. Next, opportunities 
for broadening the scope of risk management strategies covering multiple 
risks are discussed. The chapter concludes by identifying areas for further 
research in the field of whole-farm risk management. 

2 RISK MANAGEMENT 

The concepts of ‘risk’ and ‘uncertainty’ have already been referred to several 
times. It is time to elaborate upon them. The meanings of ‘risk’ and 
‘uncertainty’ come close (Hardaker et al., 2004). Uncertainty is the result of 
incomplete knowledge. Risk can be defined as uncertain consequences or 
results at the time of making decisions. Risk particularly concerns exposure 
to unwanted, negative consequences. Risk management concerns the way 
in which managers deal with risk and uncertainty (Meuwissen et al., 1999, 
2001; Huirne et al., 2000; Van Asseldonk et al., 2001; Huirne, 2002). 
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2.1 Types of Risk 

The current government policy has increasingly been aimed at creating an 
open market system. This results in, amongst other things, the fact that 
agriculture in the Netherlands is increasingly confronted with price-making 
in international markets, such as the world market, which generally means 
lower and definitely more fluctuating prices (Huirne et al., 1997; Meuwissen 
et al., 1999). Further modernization of the sector has resulted in increasing 
economic consequences. Dealing with such risks, that is risk management, is 
gaining more and more importance, not only for individual farmers, but for 
all firms in the agricultural supply chain. 

 
Many activities of an agricultural firm take place outdoors and are weather-

dependent. The agricultural sector also deals with live material. Because of 
this the sector is an outstanding example being exposure to risks (Anderson 
et al., 1977; Barry et al., 2000; Van Asseldonk et al., 2001; Hardaker et al., 
2004). Production risks are caused by the unpredictable character of the 
weather and hence uncertainty as to the physical yield of animals and crops. 
Diseases and infestations can have a great influence on farm results, as the 
classical swine fever outbreaks in 1997/1998 and the foot-and-mouth disease 
outbreaks in 2001 clearly showed. 

 
Moreover, the prices of production means most often purchased (such 

as concentrates, fertilizer, pesticides and machines) and of products sold 
(such as milk, tomatoes and cut flowers) are not known, at least not at the 
time decisions on these have to be taken. As already mentioned, farmers 
are increasingly exposed to price-making forces in unpredictable markets. 
Thus, market and price risks are important factors. 

 
Governments form another source of risk to farmers. Changes in laws 

and regulations with respect to running the farm can have far-reaching 
consequences for farm results. Examples are the continuing changes in the 
regulations regarding environment, pesticides, animal diseases and animal 
welfare. On the other hand, governments have also set off particular risks 
(up to now). 

 
Farmers working on their farms are themselves a risk to the profitability 

and continuity of the farm. The farm’s survival may be threatened by death 
of the owner, or by divorce of a couple together running the farm. Long-
term illness of the owner or employees can also cause considerable losses 
or can increase the costs considerably. Such risks are called human or per-
sonal risks. 
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There are also financial risks involved (Belli et al., 2001). These are 
related to the financing of the farm. Using borrowed capital (such as 
mortgages and the like) means that first the interest needs to be paid before 
increasing one’s equity capital. For farms with relatively much debt capital 
(for example, as a result of large investments), little will be left as a reward 
to one’s equity capital at times of high interest rates. Only farms that are 
entirely equity-financed are not subject to such financial risks, but yet can 
sustain capital loss. Other risks connected to the use of credit and loans are 
uncertain interest rates and inability to obtain a loan or mortgage. 

2.2 Reducing and Sharing Risk 

Risks are thus unavoidable and influence almost any decision the farmer 
takes. That is to say risks are present, but can be counteracted. The farmer 
should anticipate such risks by his management. But how? In what way can 
risks be reduced? There are two categories of measures to reduce risks: 
taking measures within the farm and sharing risks with others (Huirne et al., 
1997; Belli et al., 2001; Huirne, 2002; Hardaker et al., 2004). 

 
During many uncertain events (extra) information can be obtained easily. 

For example, asking for the weather forecast, analyzing feed or soil samples 
and consulting experts. Also particular risks can possibly be avoided or 
prevented. It is known that certain activities carry more risks than others. 
Reducing farm contacts can, for example, reduce the risk of disease intro-
duction considerably. Another good strategy to minimize risks is not to 
invest all of one’s money on a single farm activity. By selecting a combi-
nation of activities, risks can be considerably reduced. The same holds for 
having various suppliers and buyers. Flexibility can be mentioned as a last 
measure at the farm level. Flexibility refers to how well a farm can anticipate 
changing conditions. For example, by investing in multipurpose machines 
and buildings. 

 
The second set of measures refers to sharing risks with others (Huirne 

et al., 1997; Hardaker et al., 2004). One possibility here is buying insurance. 
At present, there are several types of insurance available, with which, by 
payment of a premium, risks can be reduced or even eliminated. The farmer 
can also conclude contracts for example with suppliers and buyers in which 
price agreements are laid down. Agreements can be made on the duty to 
deliver and to buy as well as on the quality of the products or raw materials. 
Lastly, by using the futures market, price risks can largely be eliminated. 
The futures market is not yet well known in the Netherlands, but in the USA 
it is popular for a number of agricultural products. 
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Most farmers try to reduce risks when they face decisions that may have 
a considerable influence on their income or wealth (Anderson et al., 1977; 
Belli et al., 2001; Hardaker et al., 2004). Examples of such decisions are 
sizeable investments in milk quotas or in a second farm enterprise. The 
attitude of reducing exposure to risks is called risk aversion. A risk-averse 
person is willing to sacrifice part of his income to reduce risks. This consi-
deration serves as a means to make a choice among the above measures. 
However, reducing risks will generally involve a cost. 

2.3 Risk Perception 

Managers, policy makers and researchers alike often have a binary way  
of dealing with risk and uncertainty. One either assumes certainty and an 
exactly predictable future, or uncertainty and an entirely unpredictable 
future. In the latter case further analyses are often omitted and decisions are 
made either intuitively or not made at all. Under- as well as overestimating 
the risks is potentially dangerous. Further analysis reveals that there are at 
least four levels of risk and uncertainty (Courtney et al., 1997): 

 
1. A clear-enough future; a single forecast precise enough for the purpose of 

decision making 
2. Alternate futures; a few discrete outcomes that define the future  
3. A range of futures; a whole range of possible outcomes 
4. True ambiguity; no basis to forecast the future 

 
Levels 1 and 4 do not occur very often in practice; they are extreme situations. 
Therefore, it is all the more distressing that many managers and advisors 
regularly operate at these levels of risk. Particularly working at level 1 where 
calculations are carried out and advice is given under the assumption of 
complete information and certainty, is alarming. 

3 FARMERS’ PERCEPTIONS OF RISK 
MANAGEMENT 

3.1 Materials 

The questionnaire survey included questions on: (i) the farm, (ii) farmers’ risk 
attitude, (iii) farmers’ perception of risk-management strategies, (iv) their 
perceptions of risks and the extent to which risks are managed on their  
own farm, (v) farmers’ ability to define ‘risk management’, and (vi) farmers’ 
interest into assistance for setting up a whole-farm risk-management plan 
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for their own farm. Most questions were closed questions, mainly in the  
form of Likert-type scales ranging from 1 to 5 (Churchill, 1995). In total, the 
questionnaire included 177 variables. The (pretested) questionnaire was 
sent in July 2001 to 390 clients of the Rabobank (major agricultural bank 
in the Netherlands). These included cattle, pig, poultry and arable farmers. 
After screening on completeness, the questionnaires of 101 farmers were 
available for statistical analyses, that is, the effective response rate was 26%. 

3.2 Results 

The majority of respondents has more than one type of farming: 44 farmers 
have dairy cattle on their farm, 58 have pigs, 9 respondents have poultry and 
84 of the respondents are (also) crop farmers. In order to get insight into 
farmers’ risk attitudes, 5 statements were rated. Table 1 shows the results. 

Table 1. Farmers’ attitude towards risks, n = 101 (1: don’t agree; 5: fully agree). 
 

 1 
(%) 

2 
(%) 

3 
(%) 

4 
(%) 

5 
(%) 

Average Std 

I am willing to take more risks 
than other farmers   7 16 44 22 11 3.14 1.04 

I need to take risks to be 
successful   9 15 26 40 10 3.27 1.12 

I am reluctant to introducing 
new ideas  14 27 29 25   5 2.79 1.12 

New technologies first need to 
be proved at other farms 16 23 27 26   8 2.88 1.20 

I am more concerned about 
losses than forgoing some 
profits 

20 17 40 18   5 2.71 1.14 

 
From the scores in Table 1 it can be concluded that based on these ques-

tions respondents have a risk-seeking attitude. It is noteworthy that this holds 
for all statements.  

Table 2 shows farmers’ perceptions of risk-management strategies. We 
subdivided the strategies into strategies that cover single risks and strategies 
that simultaneously cover multiple risks. In making this subdivision we 
assumed that new technologies are primarily implemented to deal with 
production risks, that leasing machinery has mainly to do with financial risks 
and that leasing milk quota mostly deals with production risks. In the 
category ‘multiple risk strategies’, we assumed that vertical and horizontal 
cooperation deal with both price and production risks. In relation to spatial 
diversification we supposed that this has not only to do with diversifying 
production risks but most likely also with diversifying institutional risks (e.g. 
in case of environmental requirements) and/or price risks. 
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Table 2 shows that, in general, farmers perceive the single risk-manage-
ment strategies as more relevant than the strategies covering multiple risks: 
of the ten strategies ranked highest (see last column ‘overall rank’) only 
four strategies are within the multiple risk category. These strategies include 
increasing the solvency rate, comprising financial reservations, on-farm diver-
sification and vertical cooperation. Popular risk-management strategies in 
‘single-risk strategies’ are strict hygiene rules, business insurance, personal 
insurance and the application of new technologies. 

Table 2. Perception of risk-management strategies, n = 101 (1: not relevant at all; 5: very 
relevant). 
 

 Average Std Overall rank 

Single-risk strategies   (1) 
Strict hygiene rules 4.08 0.96    1 
Business insurance 3.80 0.98    4 
Personal insurance 3.71 1.09    5 
Application of new technologies 3.64 0.93    6 
Manure delivery contracts  3.54 1.35    7 
Leasing/renting machinery 3.44 1.24 8/9 
Price contracts for farm input 2.90 1.10  12 
Price contracts for farm output 2.88 1.10  13 
Leasing/renting milk quota 2.43 1.09  15 
Futures and options market 2.35 0.92  16 
Multiple risk strategies   (2) 
Increase solvency rate  4.02 0.96    2 
Comprise financial reservations 3.81 0.99    3 
On-farm diversification 3.44 1.21 8/9 
Vertical cooperation  3.40 1.20  10 
Horizontal cooperation  3.27 1.20  11 
Off-farm investments  2.75 1.21  14 
Off-farm employment 2.27 1.31  17 
Spatial diversification 2.15 1.00  18 

 
Asking respondents for their ‘top 3’ risk-management strategies resulted 

in the following answers (the percentage of respondents indicating a parti-
cular strategy is given in parentheses): 
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1. Increase solvency rate (16%), on-farm diversification (16%), comprise 

financial reservations (14%); 
2. Increase solvency rate (11%), comprise financial reservations (10%), 

strict hygiene rules (10%); and 
3. Vertical cooperation (14%), on-farm diversification (12%), application of 

new technologies (12%). 
 

From these answers it can be seen that from the ‘top 4 strategies’ from  
Table 2 (i.e. 1: strict hygiene rules; 2: increase solvency rate; 3: comprise 
financial reservations; 4: business insurance) multiple risk strategies (option 
2 and 3) are favourite in among top 3. 

 
Table 3 illustrates farmers’ perceptions of risks and the extent to which 

they believe that the risks are dealt with on their own farm. There are seven 
risk categories. Besides the ones distinguished by Hardaker et al. (2004) we 
added the categories ‘liability risks’ and ‘risks related to immovable objects’. 

Table 3. Perception of risk and the extent to which risks are managed on own farm, n = 101. 
 

 Relevance of risk  
(1: not relevant; 5: very 

relevant) 

Risk is managed on my farm 
(%) 

 Average Std Overall 
rank 

No 
 

Not 
yet 

Yes 
partly 

Yes n.a.1

 

PRODUCTION 
RISK 

  (1)      

Variability in tech-
nical results 

4.22 1.07   2   6 2 37 55 – 

Epidemics (livestock 
and crop) 

3.98 1.22   5   2 4 39 55 – 

Bad product quality 3.95 1.05   6   2 1 34 63 – 

Diseases (non-epide-
mic) 

3.76 1.21   8 15 2 34 47 2 

Suffocation and 
decay 

3.41 1.41 12 11 4 16 68 1 

PRICE OR MARKET 
RISKS 

  (2)      

Price variability 4.00 1.20   4 47 13 29 10 1 

Dependency on 
Dutch suppliers or 
buyers 

3.50 1.21 11 42 13 33 12 – 

 1 Not applicable 
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Dependency on 
foreign suppliers or 
buyers 

2.99 1.33 15 35 5 39 18 3 

INSTITUTIONAL   (3)      

Regulations and 
sanctions 

4.32 0.91   1   2   4 45 49 – 

Elimination of 
government support 

2.61 1.26 20 51 30 12   7 – 

PERSONAL RISKS   (4)      

Death 4.19 1.18   3 12 3 17 67 – 
Illness and disability 3.88 1.14   7   5 4 26 64 1 
Personnel 2.32 1.42 23 24 8 24 40 4 

RISKS RELATED 
TO ‘IMMOVABLE 
OBJECTS’ 

  (5)      

Fire and ignition 3.73 1.13 9 9 10 45 36 – 
Burglary 3.07 1.13 4 7   7 41 45 – 

LIABILITY RISKS   (6)      

Products and servi-
ces sold 

3.59 1.24 10 11 7 40 42 – 

Buildings 2.96 1.28 16   5   1 33 61 – 
Contracts (supply 
and delivery) 

2.95 1.37 17 23 13 36 28 – 

Environment 2.79 1.11 18   6   4 44 46 – 
Traffic 2.55 1.27 22 23   5 30 41 1 
Personnel 2.11 1.43 24 23 10 38 24 5 

FINANCIAL RISKS   (7)      

Changes in interest 
rates 

3.16 1.23 13 14   8 51 27 – 

Decrease in farm’s 
collateral value  

2.64 1.29 19 35 23 19 23 – 

Decrease in retirement 
provisions because of 
declining farm values 

2.61 1.13 21 28 14 16 42 – 
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Table 3 shows that farmers perceive production and price risks as very 
important. Liability risks and financial risks are ranked 6th and 7th respec-
tively. With respect to the management of the risks, farmers are convinced 
that they (largely) handled the production risks, institutional risks (as far  
as it concerns governmental regulations), personal risks, risks related to 
immovable objects, liability risks and financial risks. Note that for some 
type of risks the numbers in the column ‘yes I managed the risk partly’ are 
higher than for other risks. This is for instance the case for liability risks. 
Not (yet) adequately dealt with are price risks, risks related to the elimi-
nation of government support (e.g. in case of droughts and livestock 
epidemics) and the decrease in farms’ collateral value.  

 
The two remaining parts of the questionnaire, that is farmers’ ability to 

define risk management and farmers’ interest into assistance for setting up a 
whole-farm risk management-plan for their own farm, led to the following 
results:  

 
1. About 70% of the respondents was able to adequately define risk 

management. 
2. About 62% of the respondents showed interest in assistance for deve-

loping a risk management plan for their own farm. 
 
There was a significant positive relationship between farmers being able 
to define risk-management and those interested in a risk management plan 
(P ≤ 0.05). 

4 MULTIPLE RISK STRATEGIES 

The ‘multiple risk strategies’ included in the chapter so far are classical 
examples of on-farm diversification, off-farm employment, increasing the 
solvency rate, etc. Vertical and horizontal cooperation are more recent 
examples (Boehlje and Lins, 1998). This section discusses three further oppor-
tunities for simultaneously covering multiple risks: certification, revenue 
insurance and stabilization accounts. Certification can be categorized as an 
‘on-farm strategy’; revenue insurance and stabilization accounts are ‘risk-
sharing strategies’. 

 
Certification is already widely available in the Netherlands. Examples 

include KKM (Chain Quality Milk) for dairy farms, PVE/IKB (Integrated 
Chain Control) for pig farms, Safe Quality Food for primary producers 
(SQF-1000) and Good Agricultural Practices as defined in Eurep-GAP. 
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Certification reduces production risks (through, among others, improved 
internal efficiency and less failure costs), liability risks (since certification 
effectuates due diligence) and price risks – if markets for certified products 
are more stable than other markets (Unnevehr et al., 1999; Velthuis et al., 
2003; Meuwissen et al., 2003b). 

 
Revenue insurance is not (yet) available in the Netherlands. It simul-

taneously covers price and yield risks of a particular commodity. If the 
correlation between both parameters is negative (i.e. lower yields result in 
higher prices, and vice versa) revenue insurance should be less expensive 
than insurance for yields only. The concept has existed in the USA for 
many years (see for instance Goodwin and Ker, 1998). Schemes are highly 
subsidized by the US government (Skees, 1999). However, since these type 
of insurance schemes seem legitimate in the WTO-framework (i.e. they fit 
into the “green box” representing allowed forms of support), the European 
Commission is now considering similar tools (Meuwissen et al., 2003a). 

 
Stabilization accounts not only cover multiple risks but (if relevant for a 

particular farm) also multiple commodities. The principle of stabilization 
accounts is that farmers can put money into the account in high-income years 
(when marginal taxes are high) while withdrawing it in low-income years 
(when marginal taxes are low). Examples of stabilization accounts (curr-
ently not available in the Netherlands) include the Canadian Net Income 
Stabilization Accounts (NISA) and the Australian Farm Management Deposits. 
NISA is a whole-farm program in which farmers put money into a bank 
account, government matches the farmer’s deposits (“dollar for dollar”), and 
each farmer can withdraw from the account in adverse times. Also NISA  
is legitimate under WTO regulations. The Canadian government is currently 
reconsidering their program in order to also include on-farm food safety 
issues and environmental programs. The Australian scheme equals the 
Canadian one but without the matching contributions from the government 
(European Commission, 2001). 

5 FUTURE OUTLOOK 

This chapter was set up around ‘whole-farm risk management’. Results from 
the questionnaire indicate that farmers perceive that they have managed 
their farm risks quit well (with some exceptions, mainly in the field of 
price risks and risks related to the elimination of government support). 
Farmers generally prefer ‘single-risk and commodity strategies’. 
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Following a whole-farm risk-management approach, that is an approach 
in which multiple risks and farm activities are considered simultaneously, 
may be more efficient, but probably also more complicated. Of the respon-
dents 62% indicated that they were interested in assistance in setting up a 
whole-farm risk-management plan. This percentage may even have been 
higher if respondents had not known that the survey was initiated by the 
Rabobank (which has some direct interest in such risk-management plans). 

 
The multiple risk strategies discussed (i.e. certification, revenue insu-

rance and stabilization accounts) have some features of a whole-farm risk-
management approach. For instance, when designing revenue insurance 
schemes it is relevant to have insight into the correlation between prices and 
yields. When setting up (subsidized) stabilization accounts, insight is needed 
into the correlation of revenues among various farm activities. Certification 
programs require the identification of critical control points of a farm, for 
example with respect to food safety. 
 

From the above, we define the following areas for further research in 
the field of whole-farm risk management: 

 
1. An analysis of (the dynamics in) correlations between prices and yield of 

various agricultural activities. 
2. An analysis of the critical control points of a farm from the perspective of 

the overall farm viability. 
 

After these steps have been taken, whole-farm risk-management plans 
can be designed – and the ideal partners for advising about them can be 
identified. 

6 REFERENCES 

Anderson, J.R., Dillon, J.L., Hardaker, J.B., 1977, Agricultural Decision Analysis. Iowa State 
University Press, Ames, Iowa. 

Barry, P.J., Ellinger, P.N., Hopkin, J.A., Baker, C.B., 2000, Financial Management in 
Agriculture. Interstate, Danville, Illinois. 

Belli, P., Anderson, J.R., Barnum, H.N., Dixon, J.A., Tan, J.-P., 2001, Economic Analysis of 
Investment Operations. WBI Development Studies, The World Bank, Washington, D.C. 

Boehlje, M.D., Lins, D.A., 1998, Risks and risk management in an industrialized agriculture. 
Agric. Finance Rev. 58: 1–16. 

Churchill, G.A., 1995, Marketing Research Methodological Foundations. The Dryden Press, 
New York. 

Courtney, H., Kirkland, J., Viguerie, P., 1997, Strategy under uncertainty. Harvard Bus. Rev. 
75: 67–79. 



Importance of Whole-Farm Risk Management in Agriculture 15
 
European Commission, 2001, Risk Management Tools for EU Agriculture, with a Special 

Focus on Insurance. Working Document, Agriculture Directorate-General. 
Goodwin, B.K., Ker, A.P., 1998, Revenue insurance—a new dimension in risk management. 

Choices 13(4): 24–27. 
Hardaker, J.B., Huirne, R.B.M., Anderson, J.R., Lien, G., 2004, Coping with Risk in 

Agriculture, second edition. CAB International, Wallingford. 
Huirne, R.B.M., 2002, Strategy and risk in farming. Neth. J. Agr. Sci. 50: 249–259. 
Huirne, R.B.M., Hardaker, J.B., Dijkhuizen, A.A. (eds), 1997, Risk Management Strategies 

 in Agriculture: State of the Art and Future Perspectives. Mansholt Studies, No. 7, 
Wageningen Agricultural University, Wageningen. 

Huirne, R.B.M., Meuwissen, M.P.M., Hardaker, J.B., Anderson, J.R., 2000, Risk and risk 
management in agriculture: an overview and empirical results. Int. J. Risk Assess.  
Manage. 1: 125–136. 

Meuwissen, M.P.M., Huirne, R.B.M., Hardaker, J.B., 1999, Income Insurance in European 
Agriculture. Scientific Report EU-Project, European Economy, No. 2, DGII, Brussels,  
pp. 95. 

Meuwissen, M.P.M., Huirne, R.B.M., Hardaker, J.B., 2001, Risks and risk management 
strategies; an analysis of Dutch livestock farmers. Livest. Prod. Sci. 69: 43–53. 

Meuwissen, M.P.M., Huirne, R.B.M., Skees, J.R., 2003a, Income insurance in European 
agriculture. EuroChoices (Spring), 12–17. 

Meuwissen, M.P.M., Velthuis, A.G.J., Hogeveen, H., Huirne, R.B.M., 2003b, Traceability 
and certification in meat supply chains. J. Agribusiness 21: 167–181. 

Skees, J.R., 1999, Agricultural risk management or income enhancement? Regulation. Cato 
Rev. Bus. Gov. 22: 35–43. 

Unnevehr, L.J., Miller, G.Y., Gómez, M.I., 1999, Ensuring food safety and quality in farm-
level production: emerging lessons from the pork industry. Am. J. Agric. Econ. 81: 1096–
1101. 

Van Asseldonk, M.A.P.M., Meuwissen, M.P.M., Huirne, R.B.M., 2001, Stochastic simulation 
of catastrophic hail and windstorm indemnities in the Dutch greenhouse sector. Risk Anal. 
21: 761–769. 

Velthuis, A.G.J., Unnevehr, L.J., Hogeveen, H., Huirne, R.B.M. (eds), 2003, New Approaches 
to Food-Safety Economics. Kluwer Academic Publishers, Dordrecht, The Netherlands. 



Chapter 2 

DEALING WITH MULTIPLE OBJECTIVES  
IN AGRICULTURE 

Kiyotada Hayashi 
National Agricultural Research Center, 3-1-1 Kannondai, Tsukuba, Ibaraki 305–8666, Japan 

Abstract This chapter reviews the multicriteria analysis applied to the selection 
problems in agricultural systems. It also discusses life cycle impact assessment 
(LCIA) from the decision analytic framework. Special attention is paid to the 
attributes (evaluation criteria) used for evaluating agricultural systems by 
considering their impacts on the environment. Problem structuring in decision 
analysis, which is related to the definition of impact categories in LCIA, is 
also discussed to construct multiple objectives suitable for agri-environmental 
decision making. 

Keywords: Agricultural systems, sustainability, multicriteria analysis, selection problems, 
life cycle impact assessment (LCIA), category indicators 

1 INTRODUCTION 

The interactions between agriculture and the environment are causing major 
public concern over the appropriateness of modern agricultural practices 
(Pretty, 2002). For example, intensive agricultural practices that make 
excessive use of chemical fertilizers and manure have negative impacts on  
the environment and are therefore recognized as the cause of agricultural 
nonpoint pollution. Moreover, modern intensive agriculture is threatening 
wild biodiversity. Since agriculture is now spreading to the remotest parts of 
the world in destructive forms, wild biodiversity has been reducing, thus 
undermining the sustainability of the food production system (McNeely and 
Scherr, 2003). 

 
As a result, operations research for natural resource management has 

become important in assisting farmers and extension specialists decide 
whether to introduce alternative practices to make agriculture more sustainable 
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and in helping policy makers judge the appropriateness of policies designed 
to remedy agri-environmental issues. Multicriteria analysis can be a typical 
methodology used for these purposes. 

 
However, in most case studies, attention is centered on the relative per-

formance of several agricultural systems and the selection of an appropriate 
agricultural system. This means that the problems pertaining to how evalua-
tion criteria (attributes used for multicriteria analysis) should be constructed 
have not been sufficiently discussed, although the consideration of these pro-
blems is indispensable in the effective performance of multicriteria analysis. 
This is because the result of the analysis may be inadequate to ensure advan-
tageous behavior unless the problem is structured appropriately. 

 
Therefore, this chapter reviews the multicriteria analysis applied to analyze 

the relative performance of agricultural systems. Special attention is paid to 
the environmental impacts of agricultural practices. Life cycle impact assess-
ment (LCIA) is also included in the following survey and is discussed from 
the perspective of multicriteria analysis. Considering the appropriateness of 
multicriteria analysis and related methods for resolving agri-environmental 
problems will offer food for thought on problem structuring in decision ana-
lysis for agriculture, through clarifying the issues on how to set appropriate 
multiple objectives in agricultural decision making. 

 
Section 2 reviews the multicriteria analysis applied to the problems in 

selecting agricultural systems, in which the environmental impacts of agri-
cultural systems are evaluated, and discusses the problems with weighting. 
In Section 3, the applications of LCIA to agricultural production are sur-
veyed from the perspective of multicriteria analysis, after presenting a 
tripartite classification of methodology, which consists of the direct appli-
cation of multicriteria analysis, multicriteria analysis using the midpoint 
approach to LCIA, and multicriteria analysis using the end point approach  
to LCIA. In the subsequent section, some related topics are presented to 
better understand the applicability of multicriteria analysis to natural resource 
management. 

2 MULTICRITERIA EVALUATION  
OF AGRICULTURAL SYSTEMS 

This section describes the selection problems in agricultural systems, and 
agricultural systems are defined as discrete alternatives and are selected (or 
ranked) with respect to multiple attributes. Although multicriteria analysis 
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contains multiobjective planning (multiobjective mathematical programming, 
including goal programming), this chapter focuses on the methods for selecting 
discrete alternatives. (See Hayashi (2000) and Romero and Rehman (2003) for 
information on multicriteria analysis, including multiobjective mathematical 
programming, and see Hardaker et al. (2004) for information on decision ana-
lysis in agriculture.) 

 
Table 1 illustrates the models used for evaluating agricultural systems by 

considering their impacts on the environment. In these applications, both 
compensatory and noncompensatory methods are used. The former methods 
use multiattribute value functions or compromise programming, and the 
latter methods apply the concept of outranking (see, e.g., DETR, 2000). 
Since it is difficult to elicit attribute weights from decision makers (the 
farmers or experts), only ranking information is used in the applications  
of the former methods. For example, to obtain the best and worst overall 
values, Yakowitz et al. (1993) define the following mathematical program: 
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where v(ai) is the overall value of alternative ai, wj is the weight assigned to 
the jth attribute, vj(·) is the value function for the jth attribute, xij is the jth 
attribute level for alternative ai, and n is the number of attributes. 
 

Table 2 lists the attributes (criteria) used for analyzing the selection 
problems in agricultural systems. Since these are examples of evaluating 
agricultural systems on the basis of environmental impacts, attention is paid 
to the trade-offs between economic objectives and environmental objectives, 
with the exception of Arondel and Girardin (2000). This implies that the 
problems can be depicted graphically as value trees (objectives hierarchies) 
that contain profitability and the environmental quality of soil and water. 

 
Conducting multicriteria analysis for the selection problems provides us 

with an integrated perspective on the interaction between agriculture and the 
environment; thus, multicriteria analysis supports farmers’ and policy makers’ 
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Table 1. Models used for selecting an agricultural system. 

Authorsa Model Weighting method Decision maker(s) 
Yakowitz et al. (1993) MAVFb  Rankingc A farmerd 

Foltz et al. (1995) MAVFb  Pairwise rankinge A farmer 

Heilman et al. (1997) MAVFb  Rankingc Experts 

Lawrence et al. (1997) MAVFb  Rankingc Experts 

Tiwari et al. (1999) Compromise 
programming 

Verbal pairwise comp-
arison (AHP) 

Farmers and pro-
ject officials 

Arondel and Girardin 
(2000) 

Outranking 
(ELECTRE TRI) 

The revised “weighting 
with cards” method 

Experts 
 

Strassert and Prato 
(2002) 

Outranking 
(balancing and 
ranking) 

n.a.  n.a. 

a References are restricted to referred journals in English. 
b The multiattribute value function. 
c The same method is applied. 
d The explicit explanation of the decision maker is not provided. 
e Kirkwood and Sarin (1985) 

 
decisions on whether to introduce alternative agricultural systems. However, 
there are two difficulties in applying this methodology. One difficulty is the 
problem of weighting. Since the meaning of weights is dependent on models, 
weight parameters may have widely differing interpretations for different 
methodologies and different decision contexts (Belton and Stewart, 2002). In 
multiattribute value (utility) functions, which have clear algebraic meanings 
of attribute weights as compared with other methodologies such as outrank-
ing methods, weight elicitation methods that do not rely on attribute ranges 
might lead to biased weights (Von Nitzsch and Weber, 1993; Fischer, 1995; 
Belton and Stewart, 2002). Nevertheless, several of the applications listed 
in Table 2 elicit attribute weights without referring to attribute ranges. This 
difficulty with weighting is a common and serious mistake in the application 
of multicriteria analysis in various research fields, and this has already 
been realized in some application areas; for example, in the integration of 
geographical data by Geographical Information Systems (GIS), the range 
problem just mentioned has been recognized as a common source of error 
(Malczewski, 1999). 

 
The other difficulty is related to problem structuring, the importance of 

which has been stressed recently. Since, for example, the trade-offs between 
nitrate concentrations in surface water and atrazine concentrations in per-
colation are difficult to understand for decision makers and even for experts, 
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Table 2. Attributes used for selecting an agricultural system. 

Environmental Authorsa Economic 
Fertilizer Pesticide Others 

Yakowitz 
et al. 
(1993) 

Net income N (percolation)  
N (surface)  
P (surface) 

Atrazine 
(surface) 
Atrazine 
(percolation) 
Serin (surface) 
Carbofuran 
(surface) 

Sediment yield 

Foltz  
et al. 
(1995) 

Net returns N (surface)b 
N (percolation)b 

Atrazine 
(surface)c 
Alachlor 
(surface)c 

Soil lossd 

Heilman  
et al. 
(1997) 

Net returns N (runoff ) 
NO3–N (percolation)

Atrazine (runoff ) 
Atrazine 
(sediment) 
All other 
pesticides in 
surface or 
groundwater 

Soil detachment 
Sediment yield 

Lawrence 
et al. 
(1997) 

Above ground 
net primary 
production 

  Range condition 
Channel erosion 
Annual runoff 
Annual 
maximum peak 
runoff rate 
Quail and javalina 
[NRCSe wildlife 
habitat index] 

Tiwari  
et al. 
(1999) 

Farmers’ NPV 
Governmental 
NPV  
Societal NPV 

  Land suitability 
Energy 
output/input 
Water requirement 
Environmental 
cost 

Arondel 
and 
Girardin 
(2000) 

 N management 
(amount, balance, 
date, splitting up, 
improving 
techniques) 

Pesticide 
management 
(amount, half-
life, mobility, 
toxicity, 
location, date) 

Water 
management 
(hydric balance, 
amount) 

Strassert 
and Prato 
(2002) 

Net returns 
SD of net returns 
[as an economic 
risk] 

NO3–N (runoff ) 
[as aquatic 
ecosystems] 

Atrazine 
(application) [as 
drinking water 
quality] 

Soil erosion 

a See Table 1. 
b Estimated by the Erosion Productivity Impact Calculator (EPIC) 
c Estimated by Groundwater Loading Effects of Agricultural Management Systems (GLEAMS) 
d Calculated by the Universal Soil Loss Equation (USLE) 
e The USDA Natural Resources Conservation Service 
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it is necessary to introduce a methodology for transforming the evaluation 
data into other values to make the meaning easily comprehensible. This 
procedure can be considered as impact assessment. Although LCIA was 
developed in a research field different from decision analysis, it can be 
recognized as a type of multicriteria analysis. Hence, the subsequent section 
reviews the LCIA applied to agricultural production. 

3 LCIA FROM THE PERSPECTIVE  
OF MULTICRITERIA ANALYSIS 

As a preparation for discussing the earlier applications of LCIA in agri-
culture, this section first describes the trichotomy that consists of (1) the 
direct application of multicriteria analysis, (2) multicriteria analysis using 
midpoint approaches to LCIA, and (3) multicriteria analysis using end point 
approaches to LCIA. In the first category (Fig. 1), the inventory data are 
directly transformed into environmental indicators (overall values) by weight-
ing. Although the system boundary of LCIA in general includes fertilizer and 
pesticide production processes, these figures depict only the direct impacts  
of agricultural practices. In addition, although the figure lacks the economic 
criteria that the applications in the previous section have, it is possible to add 
the criteria that measure economic performance. 

 

Figure 1. The direct application of multicriteria analysis. A rectangular node depicts an 
agricultural practice, which can be considered as a decision because the decision maker can 
control it directly. A rounded rectangular node means any intermediate concept or variable. A 
hexagonal node depicts an overall value or indicator, which can be used to evaluate the 
relative desirability of agricultural practices or agricultural systems. (Adapted from Hayashi 
and Kawashima, 2004.) 
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Figure 2. Multicriteria analysis using a midpoint approach to LCIA. The classification is 
based on Guineé (2002). See Fig. 1 for the notation. Adapted from Hayashi and Kawashima 
(2004). 

The second category (Fig. 2) introduces the category indicators at the 
midpoint level, such as global warming potential (GWP), which correspond 
to the attributes in multicriteria analysis. In other words, inventory data are 
transformed into impact categories using, for example, GWP. Although the 
term “normalization” is used in the figure as is often the case with LCIA, it 
is recognized as the construction of value functions from the multiattribute 
value function framework. 

 
In the third category (Fig. 3), inventory data are integrated into more 

comprehensive concepts such as human health and ecosystem quality, which 
are the category indicators at the end point level. Fate analysis, exposure  
and effect analysis, and damage analysis are used to derive the category indi-
cators at this level. (For a discussion on the relationship between decision 
analysis and life cycle assessment (LCA), see Miettinen and Hämäläinen, 
1997; Hertwich and Hammitt, 2001a, b; and Seppälä et al., 2002). 

 
Table 3 illustrates the applications of LCA to the assessment of the envi-

ronmental impacts of agricultural systems. Examples include arable farming, 
milk production, and animal production. Most of the applications define the 
decision alternatives, although the problems in those applications are not 
explicitly formulated as decision problems. As for the functional unit, there 
are the unit weights of products and the unit area of production. 
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Table 3. Examples of LCA in agriculture (definition of the problem). 

Authorsa Issue Alternatives Functional 
Units 

Hanegraaf  
et al. (1998) 

Energy crop 
production in 
the Netherlands 

Route+Crop (GAP) 1 GJ and 1 ha 

Cederberg and 
Mattsson (2000) 

Milk production 
in Germany 

Conventional and organic 
farming 

1000 kg ECM 
(energy 
corrected milk) 

Haas et al. 
(2001) 

Grassland far-
ming in Germany

Intensive, extensive, and organic 
farming 

1 ha and 1 t 
milk 

Brentrup  
et al. (2001a, b) 

Sugar beet 
production in 
Germany 

Sugar beet production with 
calcium ammonium nitrate (solid 
fertilizer), urea (solid fertilizer), 
and urea ammonium nitrate 
solution (liquid fertilizer) 

1 t of 
extractable 
sugar 
 

Eide (2002) Industrial milk 
production in 
Norway 

Small, middle-sized, and large 
dairy 

1000 L of 
drinking milk 
brought to the 
consumers 

Bennet et al. 
(2004) 

GM sugar beet 
production in 
the UK and 
Germany 

Conventional and GM-herbicide-
tolerant sugar beet 

50,000 kg 
fresh weight 
of sugar beet 

Brentrup  
et al. (2004) 

Winter wheat 
production in 
the UK 

(Nitrogen fertilizer rate) 1 t of grain 

Basset-Mens and 
van der Werf 
(2005) 

Pig production 
in France 

Conventional GAP, a French 
quality label (red label), and 
organic agriculture 

1 ha and 1 kg 
of pig 

Antón et al. 
(2005) 

Greenhouse 
tomato produc-
tion in Spain 

Soil cultivation, open, and closed 
hydroponic systems (+3 waste 
management scenarios) 

1 kg of 
tomatoes 

Source: Hayashi et al. 2006 
a The references are restricted to referred journals in English. Papers that analyze only food processing 
are not included. Web of Science was used to search the papers. 
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Figure 3. Multicriteria analysis using an end point approach to LCIA. Cause and effect 
relationships in fate analysis, exposure and effect analysis, and damage analysis are based on 
Jolliet et al. (2003), although the relationships regarding global warming are based on Itsubo 
and Inaba (2003). (Adapted from Hayashi and Kawashima, 2004.) 

agriculture. The commonly used categories are climate change, human toxi-
city, acidification, and eutrophication. These categories can be recognized 
as attributes in multiattribute value functions, although weighting is not 

indicator 95 is used. 

Table 4. Examples of LCA in agriculture (impact categories). 

Authorsa (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
Hanegraaf et al. (1998) x  x   x  x  xb 
Cederberg and Mattsson (2000) x x x x  x x x x  
Haas et al. (2001) x x x x x     xc 
Brentrup et al. (2001)   x   x x  x  
Eide (2002)   x x x x x x x  
Bennet et al. (2004) x  x x x x x x x  
Brentrup et al. (2004) x x x x x x x    
Basset-Mens and van der Werf (2005) x x x  x x x   xd 
Antón et al. (2005) x  x x x x x x x xe 
Note: The column headings are as follows: (1) resource use, (2) land use, (3) climate change,  
(4) human toxicity, (5) ecotoxicity, (6) acidification, (7) eutrophication, (8) stratospheric ozone 
depletion, (9) photo-oxidant formation and (10) others. 
a The references are restricted to referred journals in English. Papers that analyze only food processing 
are not included. 
b Minerals to soil and water, pesticides, soil erosion, groundwater depletion, waste production and 
utilization, contribution to biodiversity, contribution to landscape values 
c Soil functions, water quality, and biodiversity 
d Pesticide use 
e Water resource 

performed except in the work of Brentrup et al. (2001) in which Eco-

Table 4 summarizes the impact categories used in the applications to 
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Although the applicability of the end point approaches to LCIA, such 
as Eco-indicator 99 (Goedkoop and Spriensma, 2001), to the evaluation 
of agricultural production has already been discussed (Jungbluth and 
Frischknecht, 2001), the impacts of fertilizer use and pesticide application, 
for example, are difficult to evaluate because of the difficulties in estimating 
related categorization factors. This may be the reason the case studies in 
Tables 3 and 4 applied the midpoint approaches. 

4 WHAT TYPES OF ATTRIBUTES/CATEGORIES 
SHOULD BE USED? 

This section discusses the problem of what types of attributes/categories 
should be used. First, the agri-environmental indicators developed by the 
OECD are presented, because they can be considered as attributes for eval-
uating the environmental impacts of agricultural systems and also because 
they can serve as a reference point for the ensuing discussion. Table 5 
illustrates some of the indicators; it presents issues related to the envi-
ronmental impacts of agriculture. This table contains a list of categories that 
are useful in establishing the midpoint categories (Issues in the table) suitable 
for assessing agricultural production. For example, Haas et al. (2001), used 
eight midpoint categories, of which four can be considered as impact cate-
gories that are particularly necessary for evaluating agricultural production. 
They are soil function/strain, biodiversity, landscape image (aesthetics), and 
animal husbandry (appropriate animal welfare). Except for the last category, 
all the other categories can be found in Table 5. Although “loss of biodiver-
sity” is included in the general midpoint approach to LCIA as a study-specific 
impact category (Guineé, 2002), it appears that the approach using agri-
environmental indicators as midpoint categories is useful in dealing with the 
problem of how to construct impact categories specific to agricultural 
production. 
 

Since establishing the appropriate categories for LCIA is equivalent to 
constructing the appropriate attributes for multicriteria analysis, it is neces-
sary to remark on certain aspects that are related to the discussion in the 
previous section. First, although radar charts are used to illustrate the 
results of LCIA, they do not provide adequate support for decision making; 
this is because dominance concepts can eliminate dominated alternatives  
but cannot determine the most preferable one. This is the reason weighting  
is necessary for supporting decisions. Although weighting is still difficult in 
the midpoint approaches to LCIA, discussing the general superiority of one  
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Table 5. List of OECD agri-environmental indicators (environmental impacts of agriculture). 

Issues Indicators 
Soil quality Risk of soil erosion by water 

Risk of soil erosion by wind 
Water quality Water quality risk indicator 

Water quality state indicator 
Land conservation Water-retaining capacity 

Off-farm sediment flow 
Greenhouse gases Gross agricultural greenhouse gas emissions 
Biodiversity Genetic diversity 

Species diversity 
Ecosystem diversity 

Wildlife habitats Intensively farmed agricultural habitats 
Semi-natural agricultural habitats 
Uncultivated natural habitats 
Habitat matrix 

Landscape The structure of landscape 
Landscape management 
Landscape costs and benefits 

Source: OECD (2001) 

 
approach over the other approach may be difficult; this is because it is pointed 
out that in LCIA, midpoint approaches yield results that are relatively certain 
but less environmentally relevant, whereas end point approaches yield results 
that are expressed in relevant terms but are relatively uncertain (Udo de Haes 
et al., 2002). Thus, it may be fruitful to construct a framework that integrates 
midpoint and end point approaches. 

 
Second, there is a possibility that establishing a set of categories that are 

suitable for assessing agricultural production could be complicated. That is, 
constructing a set of attributes that are nonredundant, which is one of the 
properties that fundamental objectives should satisfy (Keeney, 1992), would 
be difficult because of the confusion between general midpoint categories 
and agriculture-specific categories that are derived from agri-environmental 
indicators. 

 
The earlier discussion indicates the necessity of problem structuring.  

In this case, graphical models for decision making, including influence dia-
grams and Bayesian networks, will be useful. In reality, graphical represent-
ation techniques have already been used in the explanation of LCIA,  
although terms such as the cause–impact network (Udo de Haes et al., 
2002), the impact web (Hertwich and Hammitt, 2001a), and the impact 
chain (Hertwich and Hammitt, 2001b) are used. In the modeling, it is  
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important to be explicit regarding the complementarity between value-
focused thinking (preference modeling) and causality-focused thinking 
(physical modeling). 

 
Thus far, the discussion in this section has been based on the under-

standing that it is possible to calculate category indicators at the end point as 
well as the midpoint levels. In concluding this section, the other research 
directions have to be mentioned because it is unfair not to touch on them. 
The first example is the environmental accounting framework, which is 
used for comparing organic, integrated, and conventional farming systems 
(Pacini et al., 2003). In the analysis, the compliance of farming systems 
with environmental sustainability thresholds is monitored. The second 
example is the reference point methodology (Wierzbicki et al., 2000). 
Although this is originally a multiobjective programming method, it can 
be applied to the selection problems as in the case of compromise pro-
gramming. In the methodology, in general, indicators and their thresholds 
at the inventory level are used and the solution is refined interactively, 
although category indicators can be introduced into mathematical pro-
gramming. 

5 CONCLUDING REMARKS 

The topic contained in this final section is related to the reason we have 
discussed the problem of what types of attributes/categories should be 
used. Table 6 provides the explanation. 

Table 6. How to deal with objectives? 

Approach Research question How do researchers deal with 
objectives? 

Normative How should people behave? Mathematical theory 
Descriptive How do people behave? Surveys and experiments 
Prescriptive How to support people Decision analysis and support 

 
 
Normative approaches use mathematical theory to study how people 

should behave in a theoretical situation. Descriptive approaches attempt to 
find the explanation for people’s actual behavior. The purpose of prescrip-
tive approaches is to support people’s decision making. Here, we find a  
difference in the presumptions between LCA and decision analysis. For 
example, in LCIA, the weights for end points (areas of protection) are 
measured by conjoint analysis and the assessment factors are determined 
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on the basis of the weights. However, applying the weights to the assess-
ment is quite different from the procedure of decision analysis. In order to 
support a decision maker, the preference of the decision maker has to be 
used. Furthermore, this table provides an explanation of the relationship 
between the earlier analysis on farmers’ goals and behaviors (see, for exam-
ple, Gasson, 1973) and the discussion in this chapter. In other words, the 
former is classified as a descriptive approach. Thus, there are differences 
among the objectives presented in the research on farmers’ descriptive beha-
vior and the objectives discussed in this chapter. 
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AGROFORESTRY SYSTEMS WITH 
ENVIRONMENTAL VALUES: DEHESA IN SPAIN 
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Abstract The high environmental and amenity values of Mediterranean oak woodlands 
influence the response of the public and landowners to market forces and  
to public policies for the management of oak woodland areas. In California 
and in Spain, woodlands with a Quercus overstory open enough to allow the 
development of a significant grassy or shrubby understory harbor exceptional 
levels of biodiversity, provide watershed and habitat, sequester carbon, offer 
historically meaningful landscapes, and are pleasing to the eye. For historic 
reasons, and because of the social and environmental values of the woodlands 
for their owners, large private holdings based on sylvopastoral enterprises 
have and will have a crucial role in the future of the woodlands. Simple 
financial models for predicting landowner behavior based on response to 
market forces do not explain landowner retention of oaks without incorpo-
ration of landowner consumption of environmental and amenity values from 
the property, because landowner utility for oaks is not fully accounted for. By 
the same token, predicting the best afforestation approach considering carbon 
sequestration alone without consideration of the biodiversity and amenity 
values of native oaks risks an overvaluation of planting alien species that 
could have negative environmental and social consequences. Reforestation 
models for carbon sequestration that do not incorporate biodiversity and 
public amenity values might favor plantings of alien species such as euca-
lyptus; however, this does not take into account the high public and private 
consumption values of native oaks. 

Keywords: Oak woodlands, optimization model, carbon sequestration, firewood, optimal 
control 
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1 INTRODUCTION 

Mediterranean oak woodlands have high environmental and amenity values. 
Woodlands with a Quercus overstory open enough to allow the development 
of a significant grassy or shrubby understory harbor exceptional levels of 
biodiversity, provide watershed and habitat, sequester carbon, offer histo-
rically meaningful landscapes, and are pleasing to the eye. Such woodlands 
are important throughout the Mediterranean area, and also in California, 
where the climate and vegetation formations are similar (Fig. 1). Traditional 
sylvopastoral uses have proven to be essential in many cases and in others 
at least reasonably compatible with the continuance of these woodlands. For 
historic reasons, and because of the social and environmental values of the 
woodlands for their owners, large private holdings have had a crucial role. 
As a result, today the decisions of Spanish and Californian landowners will 
determine the fate of much of these woodlands. In this chapter we examine 
different economic models for predicting landowner response to various 
market forces, assessing the role of environmental and other social values for 
the landowner in explaining landowner decisions. We review the historical 
background of landownership and management; then examine the develop-
ment of an optimal control model for explaining and predicting landowner 
stewardship of oaks; and finally examine a model assessing the potential 
future impact of carbon sequestration incentives for afforestation and refo-
restation, comparing approaches that do and do not internalize biodiversity 
and other values. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Californian oak woodlands and Spanish dehesa. 
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2 SPANISH WOODLAND DEHESA OWNERSHIP  

AND MANAGEMENT HISTORY 

Known as dehesa in Spain and montado in Portugal, sylvopastoral oak 
woodlands extend for more than 3.2 million hectares in the west and south-
western Iberian Peninsula. The typical dehesa is a private property larger 
than 500 ha (Campos, 1984) (Table 1). Dehesa is most common in areas 
where powerful knights and Castillian nobility were rewarded with the 
woodlands of reconquered Muslim areas beginning in the 11th century and 
ending with the surrender of Granada to the Catholic kings in the 15th 
century (Hernández and Pulido, 2004).  

 
Despite evidence that dehesa was extant in the first millennium AD 

when land was divided among retired Roman legionnaires near Merida, in 
Extremadura (Cerrillo, 1984), widespread development of dehesa is rela-
tively recent. The historically sparse Castillian population could convert 
closed forest to dehesa only slowly, and manual clearing of the vigorous 
shrubby woodland understory to create dehesa pasture lasts only a few years 
without intensive grazing followed by renewed clearing or understory cereal 
cultivation (Díaz et al., 1997). Dehesa extent peaked only in the early 
twentieth century (Linares and Zapata, 2003). 

 
During the Middle Ages high-quality merino wool was increasingly mark-

eted to the textile industries of England, Flanders, and Genova. Livestock 
owners from the mountainous regions of Castilla and Leon found that the 
opened up Arab lands offered a solution for the problem of limited feed and 
winter forage. Transhumance, moving livestock to the south and southwest for 
the winter, began. The ease of collecting taxes and fees of all types as live-
stock threaded across bridges and through gates along the stockways meant 
that the transhumance was favored by the Crown. King Alfonso X the Wise 
sponsored a new association of transumant Castillian livestock producers 
under the powerful denomination of “Mesta” in 1273 (Klein, 1920).  

 
The Mesta was for a long time one of the principal financial institutions 

of the Crown of Castille, and the sylvopastoralist enterprises originating 
from the allocation of woodlands among those considered responsible for  
the re-taking of the Muslim lands benefited. The leadership of the reconquest 
of Castillian territory south of the Duero River and the creation of the vast 
majority of the dehesa is thus tightly linked. Such powerful interests were 
able to maintain large herds and extensive grazing lands for the wool produ-
ction, limiting expansion of the subsistence crops of local rural populations. 
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Only close to the towns are the lands mostly treeless and divided into small 
farms for intensive crop and pasture use. 

 
In the nineteenth century, most church and municipal lands, and lands of 

the knighted orders, were expropriated by the state and sold at public auction. 
Some municipal common grazing lands (Dehesa Boyal), watersheds, and 
forests were excluded, and some nobility, able to weather the disentailment 
fever, retained their dehesa. The process of disentailing the dehesa increased 
the number of rich landowners, in a way that tended to benefit landowners 
from distant Madrid, Barcelona, or the Basque provinces more than local land-
owners. 

 
This shared political history means that Iberian countries developed the 

large private ownerships that are today’s dehesa and montado. They are  
the only countries on the Mediterranean that maintain livestock production 
integrated with oak and crop production. In continental Europe oaks were 
eliminated quickly from the ubiquitous medium and small properties to 
allow for crop production and grass pasture, just as oaks were eliminated 
by similar classes of Castillian landowners. The recent North African popu-
lation explosion has led to an annual reduction in oak woodland cover of 
more than 1% per year (Campos, 2004). However, in the Iberian peninsula 
the woodlands are stable in extent in large part because of owners of large 
properties who value the environmental and other benefits they get from 
owning the land. Families with a history of dehesa and montado ownership 
consider them part of family identity and distinction. There is no doubt that 
newer landowners find dehesa and montado a means of achieving a higher 
social status. Dehesa and montado have persisted because owners have not 
responded to market signals that should have led them to clear oaks for 
cultivation. Instead they have kept their woodlands, profiting from woodland 
earnings, but profiting perhaps even more from family meaning, a second 
home, recreation, and the social status of rancher, a genteel status not en-
joyed by other kinds of rich agriculturalists in Spain. 

3 CALIFORNIA OAK WOODLAND RANCH 
OWNERSHIP AND MANAGEMENT 

Oak woodlands with a developed understory cover more than 2 million 
hectares in California’s Mediterranean climate zone, mostly in the rolling 
hills of the coast ranges or the Sierra Nevada foothills (CDF-FRAP 2003) 
(Table 1). Inhabited by more than 300 vertebrate species (Jensen et al. 
1990), they are perhaps the most significant of the state’s wildlife habitat 
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when extent is considered. An “oak woodland ranch” is a livestock enter-
prise based on grazing the comparatively stable grass understory that, unlike 
in dehesa, most often persists without ongoing human intervention. 

 
Before European settlement, California was home to an indigenous 

population of several hundred thousand with a long history of oak woodland 
management. What is known about the interaction of native management 
using fire and other methods, and the oak woodlands, is limited because  
of the widespread and rapid destruction of the indigenous way of life with 
the coming of Europeans (Keeley 2003), though California tribes today are 
making an effort to restore native management to some areas. The displace-
ment and depopulation of native California opened up large areas to settle-
ment, and as in Spain, the original land allocations were often made on the 
basis of service to the Kingdom. 

 
It is California’s Spanish and Mexican history that is largely responsible 

for the creation of large oak woodland ranch properties. California’s coastal 
areas were settled starting in 1769 with missions, presidios, pueblos, and 
large land grants, called ranchos, used for livestock production. The found-
ation of the colonial economy, livestock hides and tallow were traded to 
Europe. About 30 rancho grants of thousands of hectares of expropriated 
lands were made, mostly to retired soldiers. When California became part 
of Mexico in 1821, the new government broadened and accelerated the 
granting of lands in large parcels, with more than 770 grants to individuals, 
especially following the secularization and sale of mission lands in 1834 
(Perez, 1982). In surrounding states, the U.S. government allocated lands 
to private holders in much smaller parcels, resulting in most forest, wood-
land, and desert remaining in public ownership. 

 
With the end of the Mexican-American War in 1848, California became a 

territory of the United States. The ranchos were largely broken up because of 
legal disputes or owner impoverishment, but the ranch properties derived 
from these breakups, from the sale and granting of mission lands, and from 
various kinds of reclamation programs under the U.S. government, are relati-
vely large, averaging 800–960 hectares in size (Table 1). The few original 
ranchos that remain are generally of thousands of hectares. Today, 82% of 
oak woodlands are privately owned (CDF-FRAP 2003). 

 
The 1849 Gold Rush stimulated a huge short-term population increase, as 

gold seekers flooded in and then left. Already reduced by more than half 
under Spanish and Mexican governance, native populations continued a 
precipitous decline caused by disease, poverty, warfare, and genocide, all 
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now extended to the mountainous mining regions. In the post-Gold Rush 
vacuum, transhumance into the mountains developed in the 1860s. Cattle 
and sheep were driven to montane summer range, helping to compensate  
for the loss of watered lowlands to crop production. Though management  
of California oak woodland ranches is far less intensive than management of 
the dehesa because of a general lack of aggressive shrub growth as well as 
rural labor, ranchers do have some history of oak thinning, brush clearing, 
and seeding of improved forage. A single clearing, followed by grazing, will  
 

Table 1. Summary of California oak woodland and Spanish dehesa characteristics. 
 

 Californian oak woodland Spanish wooded dehesa 
Extent More than 2 million hectare total 

oak woodlands and grasslands 
(CDF-FRAP 2003). 

2.2 oak wooded dehesa out of 7 
million hectares of dehesa 
woodlands, shrublands, and 
grasslands (Díaz, Campos, and 
Pulido 1997; Campos 1984).  

Most common 
oak 

Blue oak (Quercus douglasii) Holm oak (Quercus ilex) 

Ownership 82% + private (CDF-FRAP 
2003). Public woodlands are part 
of large federal land holdings, 
utility corridors and watersheds, 
or regional, county, state and 
local parks. Sometimes they are 
leased for grazing. 
 

75–80% + private based on study  
of a representative area in 
Extremadura (Campos-Palacín 
1984). “Public dehesas, dehesa 
boyal and other municipal 
woodlands, are those maintained  
for community use and are less  
then 20% of the woodlands”. 

Average ranch 
size 

800–960 ha (Huntsinger, 
Buttolph, and Hopkinson 1997; 
Sulak and Huntsinger, 2002). 

500 ha+ (Campos, 1984). 

Amenity and 
investment 
ownership 

Increasing owner self- 
consumption of environmental 
services  

Increasing owner self-consumption 
of environmental services 

Land use Extensive sylvopastoral ranching 
over more than 60% of the 
woodland  

Agrosylvopastoral complex, 
“Dehesa” 

Stocking rate 
of livestock 
(does not meet 
total animal 
demand) 

5–10 ha/A.U./year (Ewing and 
others 1988). 

4 ha/A.U./year in Extremadura 
(Campos 1997) 

Large stock 92% of animal demand is cattle 
(California Agricultural 
Statistics, 1990–2001) 

42% of animal demand is cattle 
(Campos 1997).  

Commodity 
products 

Beef, lamb, wool, firewood, 
game, grazing resources. 

Beef, Iberian pig, lamb, acorns, 
firewood, hay, cereal grain, grazing 
resources, wool, cabrito, goat milk, 
game, trufa, charcoal, cheese, 
fodder, honey, cork. 
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often last indefinitely. The removal of oaks for more intensive livestock 
production was subsidized by the state government in the 1940s through 
1960s, as part of an effort to increase commodity production without consi-
deration of environmental costs. Despite this, and an oak firewood market 
supported by the state’s growing population, foothill and coastal ranches 
remain mostly oak woodland today, and studies have shown that ranchers do 
not often thin oaks or attempt to control them unless canopy cover becomes 
quite dense (Huntsinger et al., 1997). More than 80% of ranchers live on the 
ranch with their families and manage the enterprise themselves, with few,  
if any, employees. Some are multiple-generation family owners, while others 
are wealthy individuals seeking a part- or full-time way of life that is widely 
admired by Americans. Numerous studies have shown that ranchers are highly 
motivated by lifestyle values, willing to accept considerable opportunity 
costs to remain in ranching, and often take off-ranch jobs or use off-ranch 
income to support the ranching operation (Liffmann et al., 2000). 

4 GOALS OF THIS ANALYSIS 

Dehesa and California’s oak woodland ranches are the result of particular 
natural conditions, but also of a particular history of human intervention 
(Table 1). Thus, models aiming at the understanding of the evolution of 
these ecosystems need to pay particular attention to the implications of 
human intervention. The rest of the chapter presents two models developed 
to understand: (i) the current behavior of landowners in stewarding their oak 
woodlands in response to market forces and private environmental and 
social values (Model A), and (ii) the possible future development of these 
ecosystems under the development of carbon sequestration markets and 
policies (Model B).  

 
Model A is an optimal control model developed for ranches in California. 

The basic model was found to severely overestimate the cutting of oaks, so a 
positive mathematical programming (PMP) approach (Howitt, 1995) was 
used to derive missing elements of the true costs and returns of oak harvest 
that were omitted from the original, normative model. As shown below, this 
permits estimate of the environmental values consumed by the owners 
themselves. There are environmental values, not internalized in markets as 
flows (although they are indeed internalized in the price of land), which 
explain the actual behavior observed in California of not clearing oaks.  
In Spanish dehesa this “owner autoconsumption” of environmental services 
is also important, as work by Campos and Mariscal (2003) has shown.  
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In Spain, however this value was estimated using contingent valuation tech-
niques, and not modeling tools. 

 
Model B is a normative model proposed to evaluate the impact of carbon 

sequestration markets and policies in a model for two types of reforestations: 
cork oak (a native species with high environmental values, Q. suber) and 
eucalyptus (an alien species used in the past in Spain and California, 
Eucalyptus globulus). Although data for a full calibration are not available 
yet, the theoretical model is discussed to identify potential conflicts that may 
arise from internalizing only carbon sequestration, and not biodiversity and 
other values. Internalizing carbon sequestration only may imply an incentive 
to plant fast-growing alien species and a lower incentive to maintain or 
increase oak woodlands, which may have negative impacts on biodiversity 
and/or on scenic and other public and landowner values. Results from a 
contingent valuation study estimating the impact of these two different kinds 
of reforestations in Spain are presented to illustrate this concern. 

5 MODELING LANDOWNER INVESTMENT  
IN ENVIRONMENTAL VALUES (MODEL A) 

Models of likely silvopastoral management decisions must incorporate land-
owner values (utility), including landowner valuation of the environmental 
services from their lands. Poorly specified models based only on commodity 
production understate a manager’s own consumption of amenity and environ-
mental services and lead to erroneous conclusions about likely management 
behavior and appropriate public policies. 

 
Standiford and Howitt (1992) developed a normative dynamic oak 

woodland optimization model including cattle, firewood, and hunting. The 
basic structure of the model is as follows: 
 
 
 
 
 
 
 
 
 
 

the initial conditions 
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and the nonnegativity constraint: 
 
 

where: WD and HRD are the stock of wood and livestock (cows); WR, 
HR, and LR are the net revenues of firewood, hunting, and livestock, res-
pectively; WDSEL is the volume of firewood sold and CS a vector of the 
different classes of livestock sold; and FOR gives the number of forage 
quantity available. 

 
This model was calibrated for the early nineties and concluded that 

markets at that time would lead landowners to clear their oaks to increase 
forage yield for livestock production (Standiford and Howitt, 1992). Al-
though common in the 1940s to 1970s, this behavior was actually rare in the 
nineties, contradicting the prediction of the model (Standiford et al., 1996). 
The model’s shortcomings were due to failure to accurately account for a 
landowner’s desire to keep oaks for their amenity value. A PMP approach 
(Howitt, 1995) was used to derive missing elements of the true costs and 
returns of oak harvest that were not in the original normative model. The 
dynamic optimization model was constrained by actual landowner behavior 
to derive these missing values. The shadow prices from the behavior con-
straint represent the marginal benefit of retaining trees as it differs from what 
might otherwise be predicted. 

 
The firewood net revenue developed from market information and the 

hedonic pricing model calibrated from the actual behavior of oak woodland 
owners result in two curves (Fig. 2). The difference between them is the 
environmental self-consumption value of retaining trees –– the value of oak 
trees to the landowner, which cannot be explained by the price of wood or 
other commodity values. This specification incorporates actual landowner 
behavior, giving a more realistic assessment of landowner behavior than a 
model which omits the value of trees to the landowner (Fig. 3) (Standiford 
and Howitt, 1992). 

 
This optimization model, incorporating landowner utility, is used to 

evaluate oak cover, firewood harvest, and cattle grazing under different risk 
and land productivity conditions (Standiford and Howitt, 1992). Three major 
 

0

0
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=
=
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Figure 2. Net firewood return per cubic meter as a function of amount of wood harvested. 
Source: Standiford and Howitt (1992). 

 

 

 

 

 

 

 

 

Figure 3. Oak volume levels in California oak woodlands under normative and positive 
modeling approaches (Standiford and Howitt 1992). 

commercial enterprises typically contribute to total net present value of 
California oak woodlands (Fig. 4). With an initial oak volume of 50 m3/ha 
(Standiford and Howitt, 1993), cattle production on average has a positive 
economic value. Fee hunting can be an important enterprise, contributing 
from 40% (on good range sites) to 70% (on poor range sites) of the total 
silvopastoral value. The economic contribution of wood harvest is low.  
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The model showed that diversification of silvopastoral enterprises re-
duced tree harvesting and cattle grazing. The marginal value of retaining 
oaks for wildlife habitat for hunt clubs exceeded the marginal value of 
the extra forage or firewood harvest (Standiford and Howitt, 1992). Wood 
harvest is used in years with poor forage production or low livestock prices. 
The capital value of the trees is a hedge against years with low livestock 
profitability. Inclusion of a risk term shows that firewood harvest and live-
stock grazing intensity both increase. Policies reducing landowner risk, such 
as a subsidized loan program during poor forage production or low livestock 
price years, might reduce the need to cut the trees for an infusion of capital. 

 

Figure 4. Net present value of California oak woodlands from various commercial enter-
prises. Initial oak volume is 50 cubic meters per ha (Standiford and Howitt 1993). 

6 INCLUDING CARBON SEQUESTRATION  
AND BIODIVERSITY OR SCENIC VALUES  
IN THE ANALYSIS (MODEL B) 

Countries ratifying the Kyoto Protocol, a development of the United 
Nations Framework Convention on Climate Change, will need to reduce 
their greenhouse gas emissions to an overall 5% below 1990 levels by 2012, 
though specific targets vary by country. One of the alternatives included in 
the Kyoto Protocol is to plant trees, since trees sequester carbon from the 
atmosphere by growing and thereby reduce carbon dioxide concentrations. 
This is ‘afforestation and reforestation’ in the terminology of the Kyoto 
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Protocol and the Marrakech Accords, an agreement that completes the 
Protocol. 

 
According to the Marrakech Accords, parties can issue credits through 

‘afforestation and reforestation’ by means of article 3.3 of the Kyoto Protocol 
if the land is located in an Annex I country (OECD countries and former 
economies in transition) that ratifies the Protocol (or eventually via article 6 
and Joint Implementation), and by means of article 12 (Clean Development 
Mechanism) if the land is located in any Non-Annex I Party. Thus, incentives 
will probably be created to make carbon sequestration a forest management 
goal. The incentive scheme for afforestation and reforestation undertaken in  
an Annex-I country will probably associate payments with the actual carbon 
budget (since only the national budget is relevant) while for credits earned by 
CDM projects two methods have finally been accepted: the t-CERs and the  
l-CERs. The main difference between the two crediting procedures is the 
lifetime of the credit, 5 years (renewable) in the case of the t-CER and up to 30 
years with the l-CERs. Therefore, three different crediting mechanisms are 
possible. However, for simplicity, the model presented here uses annualized 
values and a single framework, ensuring that the investment incentives are not 
changed, that is, the model includes the constant annual income that would 
equalize the actual future stream of incomes generated for each value over the 
entire reforestation cycle. As a result the model presented is general enough  
to be applied to any of the three crediting mechanisms and focuses on the 
additional income generated by reforestation with one or another species if 
carbon sequestration and/or biodiversity-scenic values are internalized. 

 
It is usually accepted that biodiversity increases when degraded and agri-

cultural lands are converted into forests (IPCC, 2000). However, this is only 
true of indigenous forests and not when the ‘reforestation’ is plantations of 
rapidly growing alien species like eucalyptus. It is also not true where 
existing land uses have high biodiversity values (IPCC, 2000). Matthews  
et al. (2002) have quantified bird biodiversity associated with reforestations 
in the United States and have found further evidence of the potential 
negative impacts of reforestation. As indicated in Jacquemont and Caparrós 
(2002), the ‘afforestation and reforestation’ alternative may conflict with the 
goal of the Convention on Biodiversity, since incentives to increase carbon 
sequestration may be negative for biodiversity under some conditions. 

 
Van Kooten (2000) proposed an optimal control model to evaluate 

carbon sequestration via single species ‘afforestation and reforestation’, 
without taking into account biodiversity or scenic values. This model was 
extended in Caparrós and Jacquemont (2003) to include two species and 
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biodiversity values. Nevertheless, since this paper focused on the legal and 
economic implications of the Protocol the model was not completely solved 
(only first-order conditions were used) and not applied. In Caparrós et al. 
(2005) the model is discussed in depth from a theoretical point of view,  
and applications are currently being made in Spain and California. In what 
remains of this chapter we summarize the main theoretical findings of the 
model in Caparrós et al. (2005) and present some preliminary results of a 
contingent valuations study done to identify the willingness to pay (WTP) 
to favor a reforestation with oak trees and to avoid a reforestation with 
eucalyptus.  

 
Moons et al. (2004) also deal, using a GIS-based model, with the esta-

blishment of new forests for carbon sequestration purposes, including recrea-
tion and other values in the analysis. Their model is solved numerically and 
highlights the empirical importance of taking into account recreational values. 
Thus, we will analyze not only impacts on biodiversity values but also poten-
tial impact on scenic values, since they are relatively similar from a modeling 
point of view (Caparrós et al., 2003). 

 
Following Caparrós et al. (2005) we assume that the agent can choose 

between two types of forest, and that type 1 has greater biodiversity-scenic 
values while type 2 has greater carbon sequestration potential. A typical 
example of this situation is when reforestation with a natural indigenous 
species alternative (forest type 1) is compared with fast-growing alien 
species (forest type 2). In Spanish dehesa or Californian oak woodland ran-
ches, we could see this model as comparing a reforestation program with oak 
trees (type 1) and with eucalyptus (type 2), a fast-growing alien species used 
in the past in Spain as well as in California. 

 
Define: L= total land available;  f0(t) = pasture land at time t; fi (t) = land 

of forest type i (i=1,2). To simplify, we can eliminate f0(t) from the model  
by setting f0(t) = L – f1(t) – f2(t) and leave f1(t) and f2(t) as state variables. 
Obviously, fi cannot have negative values. Nevertheless, for simplicity, 
Caparrós et al. (2005) analyze the problem without explicitly incorporating 
this restriction and check afterwards the results for non-negativity. Define 
further: r = discount rate, ui(t) = total area reforested at time t of forest type 
i (i=1,2) (control variables), and Ki(ui) = reforestation cost for forest type i 
(i=1,2), a function of the amount of land reforested in a given year. The 
control variable ui(t) refers only to the amount of new land devoted to 
forest (or deforested) and not to the reforestation or natural regeneration 
needed to maintain the current forest surface. Assume K′i(ui) > 0 and K″i(ui) 
> 0 (e.g. as specialized labor becomes scarce, salaries increase). Finally, 
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define )( ii fF (i=0,1,2) as space-related functions showing the annual net 
capital income values for pasture land (i=0) or forest land of type i (i=1,2) 
and assume 0)( >′ ii fF  and 0)( <′′ ii fF . These functions are supposed to 
have three terms: )()()()( iiiiiiii fBfCfWfF ++= , where 0)( >ii fW , 

0)( >ii fC , and 0)( >ii fB  represent annual net capital income associated 
with commercial uses (timber, cork, fire-wood, livestock breeding, etc.), 
carbon sequestration, and biodiversity-scenic values, respectively. Note that 
forest-related data are sometimes strongly time-related but, for modeling 
reasons, it is interesting to annualize them, ensuring that investment incen-
tives are not changed (Van Kooten, 2000). In the case of the Spanish dehesa 
this may be important, although in the case of Californian oak woodlands 
most of the data are already annualized. 

 
The objective function is 

 

Π is a concave function, since it is the sum of concave functions and 
convex functions (with a negative sign). In addition, the equations of 
motion for the state variables are linear in the control variables. Thus,  
the Mangasarian sufficient conditions will hold. Using the current-value 
Hamiltonian and the Pontryagin maximum principle, the following first-
order conditions can be obtained for the steady state (Caparrós et al., 2005): 

 
(1) 

 

 
(2) 

 
Taking (1) and (2) together, and writing them out: 
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(3) 

 
The interpretation of equation (3) follows conventional lines. In the steady-

state equilibrium the stream of net revenues associated with the reforestation 
of one additional hectare of forest type 1 has to be equal to the revenues 
associated to one additional hectare reforested with forest type 2 and to the 
revenues associated to the use of that hectare as pasture. 

 
Caparrós et al. (2005) show, after setting xF ∀≥=′ ,00 α (i.e., the marginal 

value of pasture land is constant), that in the long-term equilibrium the 
amount of forest type i is: 0))0((*

1 >+ αirKf . They also show that this 
equilibrium is a saddle point and that (i) if the initial amount of forest type i 
is lower than the optimal amount *

if the optimal approach is to reforest forest 
type i (a positive iu ), and that (ii) if the initial amount of forest type i is 
higher than *

if the optimal approach is to reduce the amount of forest type i 
(a negative iu ). The optimal approach never implies reforesting first and 
deforesting afterwards, so that the annualization of the revenues as described 
above does not change investment incentives. 

 
So far we have discussed the system focusing on the overall valuation 

function (F). Now we will discuss the impact of different values for conven-
tional commercial uses (timber, cork, firewood), carbon sequestration (a value 
that might become a market value in the future), and biodiversity values.  
To make things interesting, Caparrós et al. (2005) assume 21 CB ′>′  and 

xCC ∀′<′ 21  (i.e. species 1 has higher marginal values for biodiversity and 
species 2 has higher marginal values for carbon sequestration). Recalling  
the additive form of the valuation function assumed, we can compare the 
optimal amount of space devoted to each species in the equilibrium 
considering different values. We will call ( )Xif

*  the amount of species i  
in equilibrium considering only the values indicated in the sub-index of  
the bracket (where X can be any combination of the three values defined 
above: W, C, and B). In an arbitrary situation where commercial values are 
supposed to be equal for species 1 and 2, and carbon values are higher for 
species 2, biodiversity values for species 2, eucalyptus, are supposed to be 
negative (Fig. 5). This is a reasonable assumption, as will be shown below. 
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Figure 5. Equilibrium reforestation amounts for species 1 and 2. The functions shown are 
the marginal value functions for timber (dotted line), timber and carbon sequestration 
(dashed-dotted line), timber and biodiversity-scenic (dashed line) and timber, carbon, and 
biodiversity-scenic (solid line) (Caparrós et al. (2005). 

For example, we might have a situation where future market forces 
(timber plus carbon) favor species 2, ( ) WCWC ff *

2
*

1 < , while present 
market forces equalize the amounts of both species, WW ff *

2
*

1 = , and 
social benefits (timber, carbon sequestration, and biodiversity-scenic values) 
would favor species 1: WCBWCB ff *

2
*

1 > . If only timber and biodiversity-
scenic values are taken into account (probably the social values currently 
considered), the relative amount of species 1 in equilibrium should even be 
bigger. In addition, these values (especially scenic values) are local by their 
nature while carbon sequestration benefits are global. Thus, implementing an 
incentive for carbon sequestration might, in this particular case, be counter to 
local benefits. 

 
The discussion so far does not allow us to say if this situation is relevant 

to the real world. Our current research is focused on applications to multiple-
use forests in Spain and California. Data for a complete calibration of this 
model are not available yet; however, preliminary data for scenic values in 
Spain suggest that cork oak reforestations are seen as highly positive by 
visitors while reforestations with eucalyptus are seen as negative (Table 2 
and 3). In a contingent valuation study with 900 interviews undertaken in the 
Alcornocales Natural Park (southwest Spain), half of the interviewees were 
asked about a reforestation with cork oak trees (showing them the evolution 
of this kind of reforestation in a booklet) and half were asked about 

f1 f2 

(f1*)WCB 

(f1*)WB 

(f1*)WC 

(f1*)W 

(f2*)WCB 

(f2*)WB 

(f2*)WC 

(f2*)W 

(rK1(0)+α) (rK2(0)+α) 2F ′  

( )
( ) ( )

( ) ( )
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reforestation with eucalyptus (giving them a similar booklet describing a 
reforestation with eucalyptus) (Table 2). The interviewees were then asked 
about their “willingness to pay” (WTP) to ensure a reforestation with cork 
oaks and about their WTP to avoid a reforestation with eucalyptus (Table 3). 

Table 2. Subjective valuation of a reforestation with different species in the Alcornocales 

 What is your opinion about a 
reforestation in the Natural Park with ….? 

 cork oaks (%) Eucalyptus (%) 
Very negative 0.7 58.9 
Negative 2.5 31.0 
Indifferent 2.2 2.5 
Positive 42.9 6.1 
Very positive 51.8 1.6 

 

Table 3. Willingness to pay to ensure reforestation with cork oaks and to avoid reforestation 
with eucalyptus (n = 900) (Caparrós et al., 2005). 

 Reforestation to maintain 
current forest surface 

(compensate deforestation) 

 Reforestation to increase 20% of 
the current forest surface 

 WTP to ensure 
this reforesta-
tion with cork 
oaks (euros) 

WTP to avoid 
this reforesta-

tion with 
eucalyptus 

WTP to ensure 
this reforesta-
tion with cork 

oaks 

WTP to avoid 
this reforesta-

tion with 
eucalyptus 

Total 
answers 

450 450 450 450 

Valid 
answers 

425 408 425 408 

Mean (€) 26.96 24.21 30.49 29.68 
Median (€) 12.00 10.00 12.00 10.00 
Std. 
deviation 

58.43 61.73 60.60 88.65 

7 CONCLUSION 

Mediterranean forests in Spain and California have in common climate, 
Spanish historical influence, ownership structure, and management. Thus, 
Spanish dehesa and California ranches are similar systems and present 
similar modeling challenges. Two optimal control models designed to incur-

Natural Park (ANP) n = 900 (Caparrós et al., 2005). 
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porate environmental and social values into analysis of management options 
for Mediterranean forests were presented and discussed. The first model 
reveals that including the environmental goods valued as amenities by the 
landowner can better explain the fact that California landowners keep their 
oaks even if a simple financial model would suggest that the optimum action 
is to cut them down to maximize grazing resources. The second model 
includes carbon sequestration and biodiversity values in the analysis of 
reforestation alternatives for oak woodlands. The simple model suggests  
that fast-growing alien species are best for carbon sequestration. However, 
although data currently available are not enough for a full calibration of  
the model, the high biodiversity values of cork oak woodlands, and public 
preference for cork oaks compared to species such as eucalyptus, increase 
the benefit of cork oak reforestation. Care has to be taken not to promote 
aggressive incentives for carbon sequestration favoring alien species at the 
expense of oak woodlands. We find that at both the landowner and landscape 
scales the values of landowners and the public render models that to do not 
incorporate what have been shown to be high amenity and other social and 
environmental values to be potentially misleading for policy development, 
and of limited explanatory value. However, further research in this area is 
needed. 
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Chapter 4 

ENVIRONMENTAL CRITERIA IN PIG DIET 
FORMULATION WITH MULTI-OBJECTIVE 
FRACTIONAL PROGRAMMING 
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Abstract The objective of this chapter is to show how the techniques of Multi-objective 
Fractional Programming (MFP) can enhance the process of animal diet form-
ulation. We propose a model with three objectives and explain how animal diet 
formulation can be tackled using the method of Interactive Multiple Goal 
Programming (IMGP). This method allows us to treat the presence of fractional 
objectives, simplifying the problem from a computational point of view. 

Keywords: Fractional multi-objective programming, Diets, Interactive methods 

1 INTRODUCTION 

Diet and/or ration formulation for livestock is the problem of finding a mix of 
feeds satisfying some nutritional considerations. The application of Operations 
Research techniques to this problem has rendered fruitful results. A Linear 
Programming (LP) model minimising the cost of the mix is a tool in the 
daily routine of compound feed manufacturers throughout the world farmers 
use management software extensively including facilities for optimising on-
farm diets, and researchers have tackled with success the task of extending 
the model. One of the milestones in this extension was the recognition of 
Multiple Criteria Decision Making (MCDM) techniques as a more conve-

 
 

nient paradigm than LP (Romero and Rehman, 1984). 
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Today, nutritional and environmental concerns have made the relation 
between the formulation problem and MCDM even fitter. First, in the least 
cost LP model the restrictions of the problem were the requirements of  
the animals in terms of energy, protein, amino acids, vitamins and minerals. 
No relations between these items are included in the model. However, 
nutritional advanced concepts aiming at an adequate understanding of the 
metabolisation of the diet and relating several of these items have been 
developed and they could be incorporated in the formulation model. For 
example, the most important amino acid for pig growth is lysine, and  
not only a precise requirement of it is needed, but the lysine requirement is 
better stated in relation to energy content of the mix. The lysine/energy  
ratio is used as a better indicator of the quality of a compound feed. Another 
important concept is the ideal protein balance, which relates the proportions 
to be maintained between the different amino acids in the diet. 

 
Second, as the requirements in the LP model are set mainly as minimum 

requirements, the solution adjusts the most limiting and perhaps other 
nutrients and provides another nutrients in excess of the requirements. These 
excesses are eliminated by the animals and this waste contributes to envi-
ronmental pollution. Particularly nitrogen and phosphorus excretions are of 
particular concern throughout the world. The previous nutritional concepts 
are also of interest here for a precise formulation because nitrogen is the 
main component of amino acids and proteins. Therefore, amino acids in 
excess of the ideal balance in the protein are a source of environmental 
pollution. The waste problem is aggravated by the use of “safety margins” in 
LP models. Safety margins increase the nutritional requirements with the 
aim of assuring acceptable levels of probability that a diet will be adequate. 

 
The objective of this chapter is to show how a Multiobjective Fractional 

Programming (MFP) model can deal with the new demands of the formu-
lation problem. An earlier work applying MFP to livestock ration formu-
lation was made by Lara (1993). The present model has three criteria, the 
cost, the value of the ratio lysine/energy and the maximum deviation with 
regard to the ideal values of the percentage content of amino acids in the 
protein. In Section 2 we state the model and show how it can be solved using 
the Interactive Multiple Goal Programming (IMGP) method developed by 
Spronk (1981). Section 3 is an application of the model to a real formulation 
of a feed mix for growing pigs. A brief discussion closes the chapter. 
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2 THE MODEL 

Our aim is to find a set of feed ingredients allowing high production results 
(weight gain, lean tissue deposit..) at a low cost and with the minimum 
nitrogen discharge to the environment. 

 
Let 1 2( , ,.., )nx x x x=  where , 1,...,jx j n=  denotes the proportion of 

ingredient j in the diet and n is the number of available ingredients. 
 
The possible combinations of ingredients are bounded by two types of 

constraints: 
 
1. Nutritional requirements constraints, assuring that the levels of nutri-

ents (protein, minerals, etc.) are kept between recommended figures. Usually, 
only a minimum required level is set in the LP framework, but it is also a 
good practice to include a maximum: 

1
,

n

i ij j i
j

b a x b
=

≤ ≤∑

where k is the number of nutrients considered, aij is the amount of nutrient i in 
ingredient j and ib  and ib is the lower and upper bounds of nutrient i in the 

diet. 
 

2. Constraints on the possible proportion of certain ingredients in the diet: 

j j

where sj is the maximum proportion of ingredient j in the diet. 
 
An additional constraint is usually introduced, requiring the sum of all 

the ingredients to be equal to the unit, so the solution appears in percentage 
terms. 

 
For evaluating a diet, we consider three criteria: 
 
1. The cost of the feed: 

1
1

n

j j
j

f c x
=

=∑  

where cj is the unit price of ingredient j. 
 
 

i =1,..,k , 

x s≤ =j 1,...,n , 

,
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2. As an indicator of the quality of the mix of ingredients, the lysine/ 
energy ratio is employed as the second criterion: 

1
2

1

n

j j
j
n

j j
j

l x
f

e x

=

=

=
∑

∑
 

where lj is the amount of lysine in ingredient j and ej is the amount of energy 
in ingredient j. 

 
3. Finally, as the amino acid composition of the diet must be as near as 

possible to the balance required by the animals, the third criterion will be the 
maximum deviation, with regard to the balanced values, of the percentage 
content of the main amino acids in pig feeding, methionine + cystine, 
threonine and tryptophan in comparison with lysine content, 

1 1 1
3

1 1 1

max 0.5 , 0.66 , 0.18

n n n

j j j j j j
j j j

n n n

j j j j j j
j j j

m x t x tp x
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⎜ ⎟
⎜ ⎟= − − −
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⎝ ⎠

∑ ∑ ∑

∑ ∑ ∑
 

where mj is the amount of methionine + cystine in ingredient j, tj is the 
amount of threonine in ingredient j, tpj is the amount of tryptophan in ingre-
dient j, and 50, 66 and 18 are the ideal percentages of methionine + cystine, 
threonine and tryptophan, respectively with regard to lysine (Cole and Van 
Lunen, 1994). 

 
The formulation of the problem is as follows: 

( )1 2 3

1

1

min , max , min

s.t. , 1,..,

0 , 1,...,

n

i ij j i
j

j j
n

j
j

f f f

b a x b i k

x s j n

x

=

=

≤ ≤ =

≤ ≤ =

∑

∑

 

where 1f  is a linear function, but 2f  and 3f  are non-linear, fractional and 
minmax fractional, respectively. This characteristic adds a complication to 
the operative treatment of the model. Methods aiming at finding the set of 
efficient solutions (see, for example, Romero and Rehman, 2003) are not 
effective here. However, the problem can be tackled using the IMGP method  
 

,

,

=1,
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developed by Spronk (1981). The essential condition of IMGP is that in each 
iteration the objectives are optimised individually acting on the other ones  
as constraints. Therefore, the computational treatment of non-linear object-
ives is simplified. The objective of IMGP is to elicit the aspiration levels  
or targets of the decision maker interactively. The algorithm proceeds as 
follows: 

 
First, a potency matrix is calculated. The dimension of this matrix is 2 × 3. 

The first row contains the best or ideal values computed when each criterion 
is optimised individually. The second row contains the worst or anti-ideal 
values obtained for each criterion in these three problems: 

* * *
1 2 3

1
1 2 3
ˆ ˆ ˆ
f f f

P
f f f

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

 

Each column of the potency matrix represents the range over which it is 
possible to define the goals of the different criteria. Following this the 
pessimistic solution ( )1 1 2 3

ˆ ˆ ˆS f f f= 1 is established as the initial solution 
of the model. This solution, with the potency matrix P1 is presented to the 
decision maker. If he/she considers that the solution is satisfactory, the 
process ends. If not, he/she must indicate which of the values ˆ , 1,2,3if i =  
he/she prefers to be improved first. A new solution S2 is generated introduc-
ing in S1 the new desired value for that objective. 

 
The next step is to re-compute a new potency matrix, P2. This matrix is 

calculated again optimising each of the objectives individually with added 
restrictions to assure that none of the objectives reach a worse value than in 
S2. Once P2 has been computed, the decision maker has to evaluate if the 
improvement of the îf  worth the changes in the values if

∗  of the remaining 
objectives. If this is not the case, the decision maker can adjust his/her desire 
over the value of the function îf . If the new value of îf  is accepted, the 
decision maker can go on with the process of improving another objective or 
even try if a better improvement is possible for the same objective. A 
constraint is updated in each iteration. Thus, the set of feasible solutions is 
reduced in each iteration. The iterative process continues until the decision 
maker finds a satisfactory solution or until the two rows of the potency matrix 
are the same. 

 
1 Or another solution worse than ( )1 2 3

ˆ ˆ ˆf f f  
______ 

.

.
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The first problem is 
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where 2f%  denotes the minimally required value for the criteria, 2f  and 3f%  
indicate the maximum allowed values for 3f  in the current iteration. 

 
An equivalent formulation is 
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Now, we show the three problems that must be solved in each iteration. 
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A linear form is obtained by cross multiplication of ratio inequalities. 
 
The second problem is 
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where 1f%  and 3f%  are the maximum allowable values for 1f  y 3f  respect-
ively in the current iteration. 
 

Using the variable change of Charnes and Cooper (1962): 
 

1
y x, 1

n

j j
j

t t e x
=
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= =

⎝ ⎠
∑  

 
this single fractional problem can be transformed in the following linear 
problem:  

=1,

⎜ ⎟ ,
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If * *(y , )t is an optimum solution of the linear transformed problem, 
x y t∗ ∗ ∗=  is an optimum solution of the fractional problem (Charnes and 
Cooper, 1962; Schaible, 1976; Stancu-Minasian, 1997). 

 
The third problem is 
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where 2f%  is the minimally required value for the criterion 2f  and 1f%  is the 
maximum allowed value for 1f  in the current iteration. 
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Formulation (1) is a non-smooth optimisation problem but can be 
replaced by the following equivalent smooth non-linear problem: 
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where d  is an auxiliary variable that represents the maximum deviation. 
Employing the change of variable: 
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the previous problem becomes a linear fractional problem. 
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And applying the transformation of variables proposed by Charnes and 
Cooper (1962) to this problem, we obtain the following linear programming 
problem: 
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If (y*, t*, d*) is an optimum solution of the problem (4), then (x*=y*/t*, 

d*) will be an optimum solution of the problem (2). 
 
Problem (4) is more tractable from a computational point of view than 

problem (2), since it can be solved easily by means of standard linear 
programming software. 

3 APPLICATION AND RESULTS 

To illustrate the use of the model we apply it in a real formulation context 
for growing pigs. Thirteen ingredients are considered: barley, wheat, corn, 
alfalfa, cassava meal, soybean meal, fish meal, gluten feed, mineral com-
pound, pure lysine 78%, sunflower meal, animal fat and sugarbeet pulp. The 
nutrient contents of the ingredients were derived from the feed composition 
tables published by FEDNA (acronym in Spanish for “Spanish Foundation 
for the Development of Animal Nutrition”), and they are shown in Table 1. 
In this table the all the nutrient contents except digestible energy (DE) are 
expressed in percentage. DE is in megajoules/kg. Table 2 contains the limits 
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for inclusion of feeds in the diet and the unit cost of each ingredient. Finally, 
Table 3 displays the nutritional requirements of the pigs according to the 
National Research Council (NRC). 

Table 1. Nutrient content of feeds. 
Feeds CF MC Tp T Ca P DM CP L DE 
Barley   4.5 0.43 0.13 0.37   0.06 0.36 90.2 11.3   0.4 13.25
Wheat   2.8 0.46 0.13 0.34   0.04 0.35 89.4 11.6   0.33 14.33
Corn   2.5 0.33 0.06 0.27   0.02 0.27 86.3   7.7   0.22 14.42
Alfalfa 24.7 0.45 0.31 0.7   1.75 0.3 91.2 16.7   0.73   7.81
Cassava meal   6.1 0.06 0.02 0.07   0.24 0.1 88.8   2.5   0.09 13.29
Soybean meal   5.6 1.28 0.59 1.75   0.29 0.61 88 44   2.88 13.79
Fish meal   1.0 2.36 0.65 2.65   4.5 2.77 92 62.4   4.75 15.25
Gluten feed   8.0 4.36 0.68 3.89   0.16 0.8 88.6 19   3.26 11.36
Mineral com.     28.0 21     
Lysine 78%       98.5 95 78 20.56
Sunflower meal 22.5 1.25 0.43 1.06   0.35 1.00 89.3 30.5   1.06   9.19
Fat          34.06
Beet pulp 17.8 0.22 0.1 0.47   0.98 0.11 89.7 10.1   0.59 11.28
CF: crude fibre; MC: methionine + cystine; Tp: tryptophan; T: threonine; Ca: calcium;  
P: phosphorus; DM: dry matter; CP: crude protein; L: lysine; DE: digestible energy 
Source: FEDNA (1999). 

Table 2. Limits on ingredient contents and unitary costs. 
Ingredients Bounds (%) Cost (€/Ton) 
Barley  122.01 
Wheat 40.00 126.21 
Corn 40.00 134.63 
Alfalfa  5.00 132.22 
Cassava meal 22.00 151.45 
Soybean meal 44  172.49 
Fish meal 40.00 408.68 
Gluten feed 80.00 122.61 
Mineral compound  309.51 
Lysine 78%  0.65                 2434.04 
Sunflower meal  6.00 118.40 
Fat  4.00 384.69 
Beet pulp  5.00 152.66 
Source: FEDNA (1999) for bounds in ingredients. Actual prices recorded in several markets. 

Table 3. Nutritional requirements. 
Nutrients Lower bounds (%) Upper bounds (%) 
Fibre   6.00 
Calcium  1.07 1.47 
Phosphorus    0.565 0.85 
Dry matter 87.00                   95.00 
Crude protein 16.00                   20.00 
Source: NRC (1998). 
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The problem has been solved with LINDO and the spreadsheet Excel 7.0. 
A member of the Department of Animal Production at the University of 
Córdoba acted as the decision maker. The following is a sketch of the 
interactive process. 

 
● Iteration 1 
● First, each objective was optimised individually and the ideal and the 

anti-ideal values of the first potency matrix were obtained.  

● 1

160.08 1.28 0.02357
202.12 0.67 0.2118

P
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 

● S1 = (202.12 0.67 0.2118) was roposed as the first solution and it was 
presented with P1 to the decision maker. Obviously, the solution was not 
a satisfactory one. 

● Iteration 2 
● The decision maker considered that the maximum deviation from the 

balanced composition of amino acids was too high and he advanced 0.06 
as an upper desired bound. Thus, S2 = (202.12 0.67 0.06) was proposed 
as the new solution and the new potency matrix P2 was computed: 

● 2

162.69 0.991 0.02357
190.58 0.736 0.06

P ⎛ ⎞
= ⎜ ⎟  

● The decision maker considers that the reduction in the maximum devi-
ation of the amino acids makes up for the potential worsening of the 
remaining objectives. 

● Iteration 3 
● However, the decision maker does not find S2 as a satisfactory solution 

because the level of the lysine/energy ratio must be greater than 0.67 
to optimise the growing potential of the pigs. In addition, the new 
solution S3 = (202.12 0.95 0.06) is proposed. The corresponding 
potency matrix is P3: 

● 3

170.32 0.991 0.03310
190.58 0.95 0.06

P ⎛ ⎞
= ⎜ ⎟
⎝ ⎠

 

● Again, the decision maker accepted the changes of the potency matrix. 
● Iteration 4 
● Now, S3 is not an attractive solution from the economic perspective 

because the cost is high. The cost is modified to give the new solution  
S4 = (174.29 0.95 0.06) with the associated potency matrix P4: 

⎝ ⎠
.

.
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● 4

170.32 0.9883 0.03313
174.29 0.95 0.06

P
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 

● Iteration 5 
● Finally, the decision maker considered the value of the cost and the 

maximum deviation in the anterior solution to be acceptable and chose to 
raise the lysine/energy ratio to the maximum possible value. A new 
solution S5 = (174.29 0.9883 0.06) is proposed. The corresponding 
potency matrix is P5: 

● 5

174.29 0.9883 0.06
174.29 0.9883 0.06

P
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 

● The iterative process ends because the two rows of the potency matrix are 
equal and S5 = (174.29 0.9883 0.06) is the solution chosen. 
 
The rows of the last potency matrix are the aspiration levels elicited 

interactively from the decision maker. The values of the feed ingredients in 
the solution are reported in the Table 4. 

Table 4. Feeds with non-zero value in the preferred diet. 
Feeds Value (%)
Barley 19.47 
Corn 17.90 
Alfalfa   5.00 
Cassava meal 22.00 
Soybean meal 20.00 
Fish meal   9.00 
Mineral compound   1.51 
Lysine 78%   0.13 
Beet pulp   5.00 

 
This is the most preferred composition of the diet from the point of view 

of the decision maker. 

4 DISCUSSION 

Our model adds complexity to previous approaches reported in the literature 
about the formulation problem in an MCDM context. The incorporation of 
economic and environmental objectives, together with nutritional advanced 
concepts encompassing production objectives allows to treat the formulation 
of a feed for growing pigs with a more precise model. An improved diet and 
precision feeding have been identified by pig production experts as a 
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strategy for reducing nitrogen excretion in farm animals (Rotz, 2004). By  
the use of the lysine/energy ratio and the ideal protein balance concept we 
are improving the efficient use of nitrogen. In this section, we compare  
our model with two previous attempts to include environmental concerns in 
formulation of models and we make some comments about the results 
obtained. 

 
Jean dit Bailleul et al. (2001) used a model to minimise simultaneously 

the cost and the excess of nitrogen over the requirements in the rations of 
growing and finishing pigs. They adopted an easy way to formalise and 
solve this bi-objective model, in the context of parametric programming as 
an extension of LP. They added the weighted excesses of dietary amino acid 
to the cost function. Accordingly, their model requires the decision maker to 

 
An alternative approach was adopted by Tozer and Stokes (2001). Their 

model incorporates empirical functions for nutrient excretion, nitrogen and 
phosphorus. The non-linear character of these functions makes the model a 
non-linear multi-objective one with three objectives: to minimise the cost 
and the excretion of nitrogen and phosphorus. They applied the model to a 
dairy cow ration formulation and solved it, as in the case of Jean dit Bailleul 
et al. (2001), through a weighting procedure, demanding a huge amount of 
information from the decision maker. 

 
Tackling these models through weighting procedures can be convenient 

in some circumstances, particularly when researchers confront the analysis 
of the effects of different diets on nutritional and environmental parameters. 
A sensitivity analysis of the weights is a proper way to proceed. In addition 
the applications reported in both papers are of this kind. However, for 
industry formulation by nutritionist experts, or even for on-farm formulation 
by farmers and advisers, a procedure demanding less information would be 
welcome. The model presented here does not require any a priori informa-
tion from the decision maker, eliciting his preferences through the interactive 
process. We have extended our model (Castrodeza et al., 2005) to include 
also the excretion of phosphorus as an objective. Although the addition of a 
fourth objective can raise difficulties in the mathematical understanding by 
model users, the algorithm performs efficiently. 

 
We, and Jean dit Bailleul et al. (2001), have incorporated environmental 

concerns with an approach aimed at a more precise formulation. Instead, 
Tozer and Stokes (2001) used directly empirical impact functions. A diffe-
rent and interesting approach would be the incorporation in the coefficient 

assign a value to the weight of the excess nitrogen. 
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matrix of impact indicators associated with the use of each feed. For 
example, the unitary contribution of, say, wheat, barley, etc., to such issues 
as eutrophication, climate change, acidification, or energy use. Although 
much research needs to be done by environmentalists to quantify these items 
with the required precision to be incorporated in the formulations with a 
minimum guarantee, some steps have been made (Van der Werf et al., 
2005). 

 
To evaluate the results obtained, we must refer to the nutritional 

characteristics of the diet obtained and how they are traded off with the cost. 
Although this chapter is not the proper place for a deep analysis of the 
nutritional status of the diet, we would like to make a brief comment. 

 
The value chosen for the lysine/energy ratio depends on the objectives of 

pig production. For growing pigs, the usual objective is to achieve the 
potential growth of the pigs. This potential varies not only with the breed of 
the pig, but also with the specific genetic line and the sex. Therefore, the 
proper value of the ratio for particular pigs must be chosen taking into 
account the empirical knowledge about the possibilities of transforming feed 
into growth of the pigs rationed. The potential growth use is stated as g/day 
of protein. The Agricultural Research Council (ARC, 1981) proposed a ratio 
of 0.675 g/MJ to maximise protein deposition in pigs with a growth potential 
of 100–130 g/day of protein. Subsequent studies have proposed values 
ranging from 0.73 to 1. For example, Van Lunen and Cole (1996) proposed 
0.95 to 1 for selected males with a high potential of 150–190 g/day of 
protein. The value chosen by the decision maker in our problem, 0.9883 g 
lysine/MJ of energy is in the range of these figures of high growing animals. 
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AGRICULTURE AND THE ENVIRONMENT 
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Abstract Modeling agricultural systems that recognize the environmental dimensions of 
agriculture has evolved during the two past decades. Multi-objective mathe-
matical models encompassed the diversity of objectives inherent in agricultural 
activities as a result of externalities and replaced single objective models. It has 
been observed that recent modeling efforts at farm level combined several 
simulation models at a time (crop simulation, weed simulation, hydrologic 
model, erosion) with a multi-criteria model. Many of the studies reviewed have 
not thoroughly considered the policy instruments to internalize the pollution 
problems and some studies have not considered any policy instrument. The 
multicriteria techniques used range from distance based approach, utility theory, 
generating methods, interactive methods, fractional programming and fuzzy 
programming. The later method is called for to deal with the inexact information 
generated with geographical information systems GIS or simulation models. 
Most applications of coupled GIS and decision models dealt with watershed 
management and soil erosion. Spatial GIS/multicriteria models that involve 
stakeholders are considered as a form of institutional reorganization which will 
help change the hierarchical mode of decision making. Stakeholder involvement 
in decision making has brought the modeling effort to include group and multi-
ple decision makers. It is expected that future models will integrate several 
simulation models, GIS, and several stakeholders and would be applied at 
regional and national levels. Thus, multicriteria modelers will have to deal with 
uncertain and inexact information as well as asymmetric information. 

Keywords: Multiple criteria decision making, geographical information systems, public 
participation, policy instruments 
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1 INTRODUCTION 

The most common environmental pollutants from agriculture are sediment 
run-off, nutrients, manure, and production chemicals including herbicides and 
pesticides. Most of these pollutants are non-point pollution. Non-point 
pollution is characterized by the high cost of monitoring and control besides 
enforcement difficulties due to legal uncertainties. Consequently, it is almost 
impossible to make off-farm costs of pollution show up on farmers’ profits. 
These characteristics as well as the atomicity of the farms restrict the policy 
options that could be considered in any mathematical model to tackle pollution 
reduction or prevention. Government’s programs are mainly based on best 
management practices and land retirements coupled with subsidies and are 
voluntary instead of being based on the polluter pays principle. Additionally, 
the idea of paying the polluter is justified on the basis that farmers are 
providing positive externalities and contributing to rural development. 

 
Modeling agricultural systems that recognize the environmental dimen-

sions of agriculture has evolved during the last decade. Multi-objective 
mathematical models encompassed the diversity of objectives inherent in 
agricultural activities as a result of externalities and replaced single objective 
models. This was made possible because of the development of crop simu-
lation models, which helped establish quantitative relationships between 
production and the environment. Most of the agricultural-pollution problems 
are heterogeneous, site-specific, and concern wide areas like water-sheds, 
river basins, or aquifers. Geographical Information Systems (GIS) have 
become a required tool to account for the spatial differences of pollution. 
The use of simulation models, GIS, and mathematical models made the 
integration of these tools into spatial decision support systems (SDSS), a 
necessity to create a friendly environment both for analysts and decision 
makers (DMs). Finally, the new governance ideas regarding the involvement 
of stakeholders coupled with the development of the Web made possible the 
emergence of a new generation of Web-SDSS, allowing for interaction of 
different stakeholders. Involvement of stakeholders has created in turn the 
need group decision for making techniques that consider several decision 
makers and not only farmer or farmers group. 

 
The agricultural environmental linkages are multi-objective in nature. 

Romero and Rehman (1987) reviewed the use of multiple criteria decision 
methods in natural resource management. Recently Hayashi (2000) reviewed 
the application of multiple criteria to agriculture. The author reviewed 
more than 80 papers/books published during the period 1977–1998. He 
dealt with discrete and continuous methods and the difficulties encountered 



Modeling the Interactions Between Agriculture and Environment 71
 
by practitioners in applying the multicriteria analysis to agriculture. The 
present chapter reviews, in a non exhaustive way, the articles published within 
the period 1998–2004 and dealing with the application of multiple criteria 
decision making (MCDM) techniques to agri-environmental problems. This 
chapter is organized as follows. Section 2 considers the agricultural and 
environmental linkages and the criteria adopted in the models. Section 3 
addresses the choice of policy instruments at farm-level focusing on non-point 
pollution. Section 4 deals with the advantages and difficulties of linking GIS 
to MCDM techniques. Section 5 deals with the new governance principle and 
public participation and its implications for modeling agri-environmental 
problems. Sections 6 and 7 report the results of mathematical modeling at 
regional and nation–sector levels. The chapter ends with future research 
trends and application of multicriteria methods. 

2 AGRICULTURE AND ENVIRONMENTAL LINKAGES 

An increasing number of studies are considering the linkages between 
economic and environmental spheres. The papers are not only published in 
economic or environmental journals but also in agronomical, ecological, and 
policy journals, which is a positive sign of the adoption of the operations 
research (OR) techniques by a wide array of scientists. A large number of 
objectives are reported in the literature consequently, MCDM techniques  
are the most used OR technique. Besides the classical objective of profit 
maximization the most recurrent criteria are minimization of erosion or 
sediment delivery, minimization of agri–chemical inputs, minimization of 
ground water pumping, and minimization of nutrients as well as pesticide 
contaminants in surface and/or ground water (nitrogen, phosphate, atrazine, 
sevin, carbofuran, etc.) resulting from either chemical or manure fertilizers. 
Column 2 of Table 1 shows the objectives considered in different farm–
level studies. The number of the objectives differs from a minimum of two 
to a maximum of ten criteria. In some cases, the number of objectives is 
artificially high as some of the objectives are redundant. This is the case for 
instance in Agrell et al. (2004) where at least four objectives are redundant. 
In two of the articles (Psychoudakis et al., 2002, Stokes and Tozer, 2002), all 
the objectives are expressed in monetary units. Quantifying the objectives 
in monetary terms is neither necessary nor desirable because all the envi-
ronmental standards are expressed in units of the pollutants and not in 
monetary units. 

 
Several papers are based on the combination of a crop simulation model, 

which allows the quantification of the environmental externalities such as 
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soil erosion or nitrate leach up, with the MCDM model. Others combine 
several simulation models at a time (crop simulation, weed simulation, 
hydrologic model, erosion, etc.) with an MCDM model (Pacini et al., 2004). 
Usually the outputs of simulation packages are used as input data in the 
MCDM model manually without any interface. Simulation models have  
the advantage of synthesizing several characteristics of a pollution problem 
in one single unit, that is nitrogen pollution depends among other factors  
on the applied amount, balance of nitrogen, date of application, and split-
ting up. Instead of considering each one of these characteristics as a cri-
teria (Arondel and Girardin, 2000), the simulation model allows a reliable 
estimation of the potential impact of the combined characteristics reducing 
considerably the complexity of the problem and interpretation of the solu-
tions both for the analyst and DMs. Simulation models implicitly identify 
the scale of analysis and integrate targets to which the impacts should be 
compared. Once the scale is known, it is easier to generate the evaluation 
criteria, to compute the impact scores, and to identify polluters and victims 
(Munda, 2004). The use of simulation models circumvents the problem 
mentioned by Hayashi (2003) regarding the multiplicity of impacts of one 
single agricultural pollutant and the need to build indexes or indicators. 
Each environmental risk or health risk (OECD, 2001, p. 139) could be 
considered a goal in itself if targets are set by the simulation model. 
Hayashi argues that this may raise the number of objectives considerably 
and hence the difficulty of the DM in assigning weights. This problem 
could be solved in two complementary ways. First in an MCDM model the 
computation of the pay-off matrix helps reduce the complexity of the 
problem by dropping the complementary objectives and keeping only the 
conflictive objectives. Second, as far as models involve several decision 
makers each one of the DMs will have to express his/her preferences for a 
limited number of objectives only and not for the totality of them. 

 
The most frequent MCDM techniques used, as reported in Table 1 

column 3, are the constraint method and compromise programming. The 
weighting method and building of utility functions are also frequent with the 
conflicting aims of exploring the space of solutions and the convergence to a 
reduced set of alternatives. In fact in most cases where the objective is to 
compare the current situation with a future solution, methods that converge 
to one solution are preferred to make easier comparison. The weights used to 
generate solutions are either elicited and then parameterized or revealed 
through past choices. In other cases the objectives are simply given equal 
weights, which is not coherent with real–life situations as pollution is an 
externality and farmers never attribute to it the same weight as profit. These 
practices reflect the difficulties encountered by practitioners and the absence 
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of consensual methods to account for the weights to attribute to the different 
objectives. Only two papers included the risk criteria (Ridier and Jacquet 
2002; Gomez-Limon et al., 2003). Although there is a consensus that the 
inclusion of risk criteria is of primary importance to improve the model’s 
performances; usually lack of data makes it very difficult to account for such 
criteria besides environmental objectives. 

Table 1. Modeling agricultural–environmental linkages at farm level. 

Author 
(year) 

Objectives MCDM 
Technique 

Environmental 
policy 
instrument 

Simulation 
models 

Country 

Annetts and 
Audsley 
(2002) 

Revenue (max) 
Nitrate pollution 
(min) 
Herbicide (min) 

Eff (w) 
Weights elicited 
than 
parameterized 

Best management 
practices 
Herbicide tax 
Legal nitrogen 
constraints 

Machinery 
model 
Nitrogen 
model 
Weed model 

UK 

Loyce et al. 
(2002) 

Gross margin 
(max) 
Cost of production 
(min) 
Technical 
operations (min) 
Nitrogen after 
harvest (min) 
Pesticides (min) 
Energy balance 
(max) 
By-product protein 
content (max) 

Discrete 
optimize 
BETHA weight 
parameterized 

Best management 
practices 

Agronomic 
model 
Leaching 
model for 
nitrogen 
 

France 

Giasson et al. 
(2002) 

Cost of manure 
management (min) 
Phosphorus 
pollution from 
manure (min) 
Risk phosphorus 
pollution (min) 

Compromise 
programming 
Equal weights to 
all objectives 

Best management 
practices 

Phosphorus-
index  
model 

USA 
New York 

Meyer-
Aurich et al. 
(2001) 

Gross Margin 
(max) 
Soil erosion (min) 
Nitrogen (tie 
equation) 
Global warming 
potential (tie 
equation) 
Energy input (tie 
equation) 

Constraint 
method 
 

Best management 
practices 

Agronomic 
model 
Ecological 
model 
Erosion 
model 

Germany 

Ridier and 
Jacquet 
(2002) 

Income (max) 
MOTAD 
(Financial risk) 
Target-MOTAD 
(Financial risk) 

Multiobjective 
multiperiodic 
model 
Weights 
revealed 

Animal stock 
density 
Decoupled 
subsidies 

Production 
functions 

France 

Campus et al. 
(1999) 

Gross margin 
(max) 
Nitrogen (min) 
Pesticides use 
(min) 

Constraint 
method 

Best management 
practices 
Trade-offs 

Experiments Italy 
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Author 
(year) 

Objectives MCDM 
Technique 

Environmental 
policy 
instrument 

Simulation 
models 

Country 

Hoag et al. 
(1999) 

Profit (max) 
Financial risk 
(min) 
Nitrate leaching 
(min) 
Soil erosion (min) 

Analytical 
hierarchy 
process 

Irrigation 
management 
choices 

 USA 
Colorado 

Arondel and 
Girardin, 
(2000) 

Nitrogen 
Pesticide 
Irrigation 
No optimization,  

ELECTRE TRI 
sorting process 
of farmers 
practices on ex-
post basis 

Management 
practices 
(subsidy) 

None,  
recorded 
data by 
farmers, 
expert 
information 

France 

Hajkowicz 
and Prato 
(1998) 

Net return (max) 
Risk (min) 
Soil erosion (min) 
Nitrate-nitrogen 
(min) 
Atrazine (min) 

Analytical 
hierarchy 
process and 
utility function  

Subsidy and best 
management 
practices 

Watershed 
simulation 
model 

USA 
Missouri 

Van 
Huylenbroeck 
(2000) 

Gross margin 
(max) 
Nitrate (min)  
Land use (min) 

Compromise 
programming 
(CP) 

Nitrogen 
constraint 

Agronomic 
simulation 
model 

Belgium 

Jones and 
Barnes, 2000 

Profitability (max) 
Nitrogen (min) 
Water (low, 
medium, high) 

Fuzzy composite 
programming 

Best management 
practices 
 

Agronomic 
simulation 
model, 
GIS 

USA 
Arizona 

Falconer and 
Hodge (2001) 

Profit (max) 
Pesticide index 
(min) 

Constraint 
method 

Tax on pesticides 
several indicators 

Farm trials 
and expert 
information 

UK 

Jean dit 
Bailleul et al. 
(2001) 

Cost (min) 
Excess nitrogen 
(min) 

Eff (w) 
Weight of 
objective 2 
parameterized 

None Farm trials Canada 
and France 

Gomez-
Limon et al. 
(2003) 

Gross margin (max) 
Risk (min) 
Labor (min) 
Working capital 
(min) 

Multi-attribute 
utility function 
Weights 
revealed  

Marginal utility 
of water 

None Spain 

Psychoudakis 
et al. (2002) 

Income (max) 
Fertilizers (min) 
Herbicides (min) 
Fungicides (min) 
Insecticides (min) 
(all expressed in 
monetary units) 

Constraint 
method 
CP 

Best management 
practices 
Subsidies 

None Greece 

Stokes and 
Tozer (2002) 
 
 

Cost (min) 
Phosphorus (min) 
Nitrogen (min) 
All expressed in 
monetary units 

Constraint 
method 
NISE and CP 
Weights 
parameterized  

Preventive 
approach 
Tax on feed 
inputs 

Econometric 
functions 

USA 
Pennsylvania

Castrodeza  
et al. (2004) 

Cost (min) 
Lysine/energy ratio 
(max) 
Nutritional–ecolo-
gical criteria (min) 
Phosphorus (min) 

Multiobjective 
fractional 
programming 

Preventive 
approach  
No policy 
instruments 

Engineering 
functions 

Spain 
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Author 
(year) 

Objectives MCDM 
Technique 

Environmental 
policy 
instrument 

Simulation 
models 

Country 

Latacz-
Lohmann 
(2004) 

Income  
Nitrate  
Crop diversity  
Labor  
Capital 

Data 
envelopment 
analysis  

Ex-post policy 
Efficiency 
analysis 

None Hypothetical 
farms 

Pacini et al. 
(2004) 

Gross margin 
(max) 
Nitrogen leaching 
and nitrogen run-
off 
Soil erosion 
Ground and surface 
water balance 
Environmental 
potential pesticide 
risks  
Herbaceous plant 
biodiversity 
Hedge length 
Manure and slurry 
surplus  
Drainage system 
length 

Constraint 
method 
Thresholds for 
the 
environmental 
criteria 
considered as 
constraints 

Different kinds of 
subsidies for 
organic farming 

Models for: 
Erosion 
Water 
Pesticides 
Plant 
biodiversity 

Italy 

Agrell et al. 
(2004) 

Food production 
(max) 
Food production 
during several 
conditions(max) 
Self-sufficiency 
ratio (max) 
Value of 
production (max) 
Cost of production 
(min) 
Net revenue (max) 
Arable land (min) 
Harvested land 
(min) 
Total erosion (min) 
Erosion maximum 
level per cell (min) 

Interactive 
weighted 
Chebychev 
programming 

None 
 

GIS 
Agro-
ecological 
zoning  

Kenya 
 
A whole 
district, 
Bungoma, is 
considered 
as a single 
farm 
 

3 FARM LEVEL–MODELING AND POLICY 
INSTRUMENTS 

Most agri-environmental problems tackled non-point pollution. Some of the 
studies considered the preventive approach through the exploration of 
BMPs and others considered taxes or subsidies to internalize the negative 
externalities caused by farming. 
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One of the serious problems facing modelers of agri-environmental 
systems is the consideration of the right environmental policy. Empirically 
accumulated experiences regarding environmental problems at farm level 
shows that the price-tax policy instrument to internalize externalities has 
uneven effects on farmers and crops. For instance while a tax on nitrogen 
price will have beneficial effects on nitrate pollution abatement for growers 
of winter cereals, sunflower and summer crop growers however will have  
to pay the tax without causing much environmental harm. Nitrogen is a 
common input for a large number of crops whether high nitrogen-efficient 
crops or low nitrogen-efficient ones. The problem is even more complicated 
within a single country with high differences in rainfall regimes among 
regions such as the Mediterranean countries. Nitrogen–risk pollution depends 
partly on rainfall; the higher the rainfall the higher the risk of nitrogen 
leaching and pollution. Nitrogen pollution is also site–specific and depends 
on soil characteristics and land slope. Consequently, non targeted environ-
mental policy instruments, such a tax on nitrogen, could not be recom-
mended, and this strong economic instrument is usually discarded due to the 
inequity effects which will result in a loss of competitiveness at international 
markets for countries adopting it. In an era of globalization, there is a need  
to implement specific and local policy instruments based on farm types, 
crops, and agro–ecological zoning for the sake of both efficiency and equity. 
Unfortunately, the polluter pays the principle or price-tax instrument is 
hardly feasible under such conditions. To generalize, we can say that the 
price-tax instrument can be used only for some pesticides or herbicides 
which are specific to a given type of crop and in no case for agri–chemicals 
that could be used for a wide range of crops or agricultural activities. 
However, Falconer and Hodge (2001) mentioned that unlike nitrogen, for 
pesticides there are no clear targets against which environmental quality 
improvements might be measured. Besides, pesticide hazard affects several 
different ecological and human health dimensions. They used a subjective 
hazard–aggregated index, which accounted for the hazards related to each 
pesticide. The index and other environmental indicators for pesticides were 
combined with a tax instrument. The authors were innovative in considering 
the side-effects of a pesticides-tax on nitrogen, which revealed a comple-
mentarity since the same pesticide-tax reduced nitrogen use. 

 
Subsidy or paying the polluter is the most used instrument in the deve-

loped countries to enhance environmentally sound–farming practices. Currently 

extensification premium, set-aside, buffer strips, or to enhance provision  
of positive externalities of agriculture). These payments are made possible 

cies (investment aid for environmentally sound production methods, beef 
direct payments are widely used in the European and US agricultural poli-
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under the argument of multi-functionality of agriculture and rural deve-
lopment. The first concept highlights the role of agriculture in providing 
amenities to society jointly produced with agricultural outputs, which are 
considered as positive externalities that should be paid for by tax payers. 
Subsidies are usually estimated using the MCDM techniques through the 
calculus of trade-off between economic and environmental objectives and 
are supposed to compensate farmers for the loss in profit they incur as  
a consequence of adoption of conservation measures or reduced use of 
agrichemicals. However, the subsidy (decoupled payment) instrument  
may become illegal in the future according to WTO conflict settlement 
(MacKenzie, 2004) and due to economists’ reserves on the adverse effects of 
subsidy in the long term. This is not an assessment of whether subsidy is 
good or bad, but analysts should keep their eyes open to the feasibility of the 
instruments they are testing in their models. 

 
The property right approach is seldom practiced in the case of negative 

externalities of farming. However, SDSS software might enhance negotia-
tions between polluters and victims of pollution provided that property rights 
are explicitly defined and some sort of measurement of the externalities is 
feasible, agreed on, and at a cost that does not preclude negotiations. The 
property right approach may not be well adapted to non-point pollution 
problems, the most frequent type of pollution in agriculture. Even if nego-
tiations may take place as a result of SDSS implementation, the situation 
may lead to the problem of moral hazard. The basis of moral hazard problem 
is imperfect information about farmers’ actual compliance due to the diffi-
culties in measuring the state of the environment and quantification of 
changes (Latacz-Lohmann, 2004) and the conversion of the problem from  
a non-point pollution to one of identified source pollutions, where it is 
possible to monitor the source, quantity, and quality of the toxic effluents. 
Woodward (2003) mentioned that even where effluent trading has been 
authorized, very few transactions have actually been carried out. The main 
physical and economic reasons enumerated to explain the absence of trade 
are water pollutants flow down-hill and concentrations change over time; 
predictions of pollution loads are likely imprecise, which may give rise  
to legal conflicts; water pollution problems are confined to a watershed. 
Consequently, resulting markets are “thin,” prices may be manipulated by a 
few traders, and monitoring and enforcement costs are high. Nonetheless, 
Latacz-Lohmann reported examples of successful experiences where auc-
tions for environmental public funded contracts is thought to be more cost 
efficient than a fixed lump sum payment.  
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The voluntary approach through the adoption of BMPs is favored by 
policy makers and researchers, as could be seen in Table-1 column 4, though 
its real impact on agricultural pollution abatement is small (Horan et al., 
2001). In fact with current technology any reduction in negative externalities 
is done at the expense of farmers’ profit though it could be argued that the 
profit loss is small. Farmers are unable to pass on the extra environmental 
costs to consumers even though food demand is inelastic, which means that 
there are other market failures that should be addressed simultaneously and 
not just the pollution externalities.  

 
Innovations and new technologies are considered as another instrument 

for pollution abatement. Precision agriculture is one of these technologies 
the aim of which is to deploy information and electronic technologies as 
GIS, global positioning system (GPS), and variable rate application equip-
ments at farm level to apply precise quantities of agri–chemicals. The 
technology has been designed to increase productivity and reduce financial 
risk in addition to preventing pollution (Zeng et al., 2004). Mathematical 
programming plays an important role since optimization of input use spati-
ally and within time is a major component of precision agriculture. Gandonou 
and Dillon (2003) used a discrete stochastic sequential programming model 
to analyze the profitability of an investment in precision agriculture under 
financial risk (mean–variance). The non adoption of precision agriculture  
is mainly due to the high cost of equipment. Environmental objectives are 
considered secondary in this study and were not dealt with ignoring the 
potentialities of precision agriculture to reduce non-point pollution. Jones 
and Barnes (2000) presented a fuzzy composite programming model, a dis-
tance based model, for cotton precise management considering profitability, 
environment and sustainability as the three major criteria.  

 
Given the continuous decline of electronic equipment’s prices it is exp-

ected that precision agriculture may become more profitable and become one 
of the alternatives to prevent non-point pollution in countries with high 
farmer skills. MCDM can be coupled to stochastic programming to model 
the potential of pollution prevention. Besides, since computers are used in 
precision agriculture they can play the role of “big brother” at farm level. 
Then monitoring of non-point pollution control could be cheaply and easily 
accomplished as all inputs are recorded whenever used. However as pointed 
out by Horan et al. (2001) such a positive result could be obtained only if the 
demand for agricultural products in question is not too price-elastic. Other-
wise the long-term effects may lead to an increased use of inputs as a conse-
quence of output price decline and demand shift upward even though input 
usage per unit of output would fall. Consequently, analysts should consider 
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coupling precision agriculture with other policy instruments to avoid the 
mentioned drawbacks. 

 
Goal programming (GP) is progressively replacing linear programming 

and GP is being integrated in decision support systems (DSS) accessible  
to producers for ration formulation (Vickner and Hoag, 1998). Jean dit 
Bailleul et al. (2001) proposed a bi-criteria model, minimizing the cost of 
the diet and minimizing the total reducible fraction of nitrogen excretion  
in pig diets. In that study, there is a confusion as the weights attached  
to objectives are taken as a tax. Stokes and Tozer (2002) use MCDM 
techniques in ration formulation by including the objective of reducing 
phosphorus pollution from livestock manure. The links between phosphorus 
pollution and phosphorus intake and nitrogen pollution and dry matter 
intake and net energy lactation are done through two quadratic and linear 
functions respectively. These two functions are then minimized along with 
the classical objective of cost minimization. The earlier papers provided an 
excellent idea of the way the preventive approach can be considered. Feed 
ration formulation is at the root of environmental problems and farmers 
can make decisions on what they feed their livestock to reduce the negative 
externalities from excess nutrients leaching. Castrodeza et al. (2004) 
presented a multiobjective fractional programming model solved using  
the interactive multiple goal programming method. The model is really 
sound since besides cost minimization they considered two environmental 
criteria, nitrogen and phosphorus minimization, and a fourth criteria related 
to pig-meat quality. Results showed again that pollution reduction will 
increase feed cost. However, the authors have not estimated the trade-off 
neither any policy instrument on how to induce farmers to adopt such feed 
ration was proposed. The idea could be further enhanced by considering 
penalty functions in a goal programming model, which will allow more 
flexibility for the search of solutions (Romero and Rehman, 2003). 
Another issue which merits further investigation consists in the introduc-
tion of reproduction risk in animals as a consequence of phosphorus 
minimization. 

 
Agricultural point pollution caused by manure is easier to manage than 

non-point pollution due to the low cost of monitoring and availability of 
information regarding the quantity of pollutants. Stonehouse et al. (2002) 
used a mixed integer programming model maximizing profit under ammo-
nia, nitrogen and phosphorus constraints. Manure disposal alternatives were 
considered at farm level linked to crop production mix and hog ration. 
Lauwers et al. (1998) applied a linear programming model at farm level 
coupled with an aggregated module and a regional model to analyze the 
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impacts of environmental regulations on manure disposal. They considered 
manure export from farms with excess manure to farms with shortage of 
manure counting transportation cost between regions. The farm model also 
analyzed the impact of environmental regulation on on-farm cost abatement 
alternatives. Manure monitoring is undertaken by the regional manure dis-
posal coordination system. 

4 GIS AND AGRI-ENVIRONMENTAL MODELING 

The use of GIS in agri-environmental problems is justified by the fact that 
policies shape the environment. Most major land-based decisions are made 

decision models falls in the loose coupling category through the exchange of 

decision models is a difficult and cumbersome process. Among the barriers, 
some of the criteria are not easily translated into the sorts of spatial analysis 
for which a GIS is employed such as the category of farm and family 
criteria; lack of high–quality parcel mapping and updated data; and lack of 
clearly stated goals to be achieved by a program (Tulloch et al., 2003). Table 
2 shows the type of coupling and the multicriteria approach used for 
decision.  

 
One field of application where SDSS has been largely applied is soil 

erosion and watershed management (see Table 2 column 6). GIS offers an 
enhanced way of targeting farmers based on several weather, soil, and 
topographic characteristics. Aggregation of farmers’ decisions helps estimate 
the effects at a watershed level. GIS helps in reviewing and proposal of 
zoning changes and selection of parcels for conservation. In several cases, 
farmers are paid by the government to keep their property in permanent 
preservation. This subsidy instrument could be highly efficient if spatially 
differentiated to reflect critical sources or areas. Moreover, in the case of soil 
erosion the subsidy is conditioned on the implementation of visible tech-
niques easily controlled and monitored (contour building, small check dams) 
unlike the agri–chemicals pollution problem, which means that the infor-
mation problem of the principal is reduced. Targeting particular areas and/or 
conservation techniques helps considerably reduce the conservation costs 
compared with non targeting (Westra et al., 2001). 

to capture, analyze and display spatial data. Most integration of GIS with 
to analyze ex-ante the impacts of their decisions. The major role of GIS is  
at parcel level, and policy makers felt the need for geographic information 

a common user interface (Wang et al., 2004). Deep coupling of GIS with 
data files. The deep coupling approach links GIS and decision models with
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5 PUBLIC PARTICIPATION 

Although the modeling of linkages between agriculture and environment 
dates back to the early 1980s, the new features of the recent investigations 
are the consideration of DSS that seek to assist DMs and the integration  
of GIS technology. DSS that involve stakeholders are considered as a form 
of institutional reorganization that will help change the hierarchical mode of 
decision making and may lead to more environmental friendlier behavior 
(Arzt, 2003). Rinner (2003) reports that a common motivation for making 
SDSS accessible online (Web-SDSS) is to support group decision making, 
increase the number of potential users, and promote virtual democracy by 
increasing public participation which was confined to the right to object. The 
author stresses the fact that the quasi–absence of user studies cast some 
doubts on the utility of Web-SDSS. However, Giupponi et al. (2002) report 
that European Union legislation regarding WFD requests member states to 
encourage the active involvement of all interested parties. Participation of 
stakeholders might include public forums, focus groups, as well as software 
for decision making. Stagl (2003) discussed the advantages and limits related 
to public participation and addressed the questions on should participate and 
how. Munda (2004) stressed the fact that public participation results in a 
creative process as local people can imagine solutions never thought of by 
accredited experts. 

 
Jones et al. (1998) stressed the fact that direct involvement of users 

creates a unique learning environment. When direct involvement is not 
possible, users may be indirectly involved through surveys, workshops, and 
public hearing. It should be stressed that such Web-SDSS should not be 
used for voting purposes only but rather for feeding back the models and 
providing new solutions. At the same time, the involvement of stakeholders 
moved the OR problem from one single decision to multiple decision 
makers. 

 
Multiple criteria analysts’ and GIS specialists’ contribution to the effort 

of stakeholders involvement is strongly needed. Several questions still have 
to be closely analyzed by MCDM specialists such as the aggregation 
procedures of preferences, spatial aggregation, and addressing the environ-
mental risk and uncertainties. Recent application has shown that consideration 
of interval goal programming instead of strict constraints as well as inexact 
fuzzy multiobjective programming helps to deal with the uncertainties and 
inexact values of the constraints’ right-hand sides (Wang et al., 2004). 
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Table 2. Multiobjective programming and SDSS. 

Authors 
(year) 

Objectives/
Goals 

SDSS 
Web-SDSS 

Multiobjective 
technique 

Participative 
approach 

Purpose 

Janssen  
et al. 
(2005) 

12 criteria Models are not 
integrated in a 
DSS 

Discrete method 
DEFINITE 

Non-
participative 

Wet land 
management 

Morari  
et al. 
(2004) 

3 criteria Models are not 
integrated in a 
DSS 

Discrete method  
Concordance/ 
discordance 

Participative: 
Farmer, 
environmentalist, 
and politician 

River basin 
management 
Water quality 

Giupponi 
et al. 
(2002) 

5 criteria SDSS AHP and weighting 
method 
Discrete options 

Interactive single 
DM 
 

Water quality 
management 

Jensen  
et al. 
(1997) 

Farm budget 
chemicals 
optimization 

Web-SDSS Simulation model Interactive single 
DM 

Extension for 
chemicals and 
irrigation 

McMaster 
et al. 
(2002) 

Not 
explicated 

SDSS 
 

Not explicated Interactive Assisting farmers 
in selecting BMPs

Yaldir 
and 
Rehman 
(2002) 

5 criteria SDSS Heurestic search Interactive Land 
consolidation 

Veith 
(2002) 

2 criteria SDSS Multiobjective 
programming  
Genetic algorithm 

Nonparticipative Watershed 
management 

Wang  
et al. 
(2004) 

4 criteria SDSS Inexact-fuzzy 
multiobjective 
programming 

Nonparticipative Watershed 
management 

 
However, public participation showed the insufficiency of considering 

revealed or elicited preferences of parties involved in the decision-making 
process. Values and preferences of participants are constructed during the 
process and not just elicited (O’Connor, 2000, cited in Stagl, 2003). There is 
an important learning process that usually leads to adjustments of the 
weights attributed to the different objectives before the decision is made. 
Hayashi (2000) highlighted that attribute weights should be allowed to vary 
according to the goal range or attribute level. Analysts have then to find the 
best way to determine the stakeholders’ preferences and either an iterative 
process should be engaged to build the aggregated social function or a 
weighted interval goal programming to account for the “goal range” 
requisite. Given the importance of the learning process, the use of explo-
ratory techniques to provide participants with a wide set of alternatives is of 
utmost importance as a first stage. Only in later stages, convergence tech-
niques should be used to find a compromise or an aggregated social function. 
In this sense, Linares and Romero (2002) proposed a method based on 
coupling the analytical hierarchy process and goal programming to aggregate 
stakeholders’ preferences in a cardinal way. 
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From what has been discussed here, appears that several MCDM tech-
niques might be needed in SDSS. However, recent theoretical investigations 
showed the linkages between several MCDM techniques. Thus for instance, 
a number of MCDM techniques (weighted GP, lexicographic GP, minimax 
GP, LMGP, extended GP,  ELGP, weighted interval GP, reference point 
method, CP, interactive weighted Chebyshev procedure) are special cases of 
the general optimizing structure called extended linear interval GP (ELIGP) 
(Romero, 2001, 2004). The immediate impact of these unifying approaches 
is the building of a general mathematical model, without the requirement to 
create a software, which encompasses several techniques. This will improve 
communication among scientists across disciplines and with stakeholders 
and prevent the need to choose one MCDM technique among the techniques 
available. 

 
The construction of an aggregated welfare social function helps to 

determine the social optimum. Unlike industrial activities where the social 
optimum could be relatively easily enforced as the company needs an 
approval of future plans by regulating bodies, farming does not obey to such 
a decision scheme. The farmer is the unique decision maker when it comes 
to crop mix and input uses. The social optimum is thus a simple reference 
and farmers cannot be forced to implement its result even though they may 
have participated in the decision-making process. As a consequence, the 
results of the social optima have to be used as a reference point to be reached 
by farmers. The development of farm models based on environmental 
policies to induce farmers to adopt the socially optimal alternative is still a 
necessity.  

 
Incentives to farmers for co-operation and participation in the novel 

democratic institutions are not clear. Nevertheless, farmers’ participation 
might enhance their learning and their efficiency may be considered as an 
incentive in itself. However, more than a decade of research has shown that 
farmers’ collaboration based on a voluntary approach or BMPs has limits. 
The reasons may be the fact that MCDM practitioners have not considered 
the full implications of such BMPs at farm level, such as the yield risks and 
labor reorganization. Hayashi (2000) pointed out that methods for arranging 
work schedules may be needed more than just determining crop mix. In this 
sense, Annets and Audsley (2002) presented a farm multiobjective model, 
which captures the crop mix with the timing of operations and levels of labor 
and machinery. Yield risks due to reduction in chemical uses for instance 
have not been correctly addressed. We are heading towards more integrated 
models which will need higher human skills, multidisciplinarity, and larger 
data bases. 
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6 REGIONAL MODELING 

One specificity of farm models is that they consider farmers as price takers. 
However in many circumstances, the proposed agri-environmental scenarios 
involve drastic changes in the cropping pattern, which in turn might affect 
prices received by farmers if such changes take place in large areas. 
Consequently, the farm models have to be integrated into a sector model to 
capture the possible changes in output prices and to get more reasonable 
policy alternatives assessments or at least to use crop price elasticity on an 
ad hoc basis for scenario analysis if it is not possible to build a sector model.  

 
Studies on regional and nation-sector modeling are based on the premise 

that the behavior of the sector as a whole, following a policy change, is the 
aggregate behavior of the individual producers of that sector.  

 
In regional modeling, “representative” farm models are chosen to jointly 

reflect the component of regional production relevant to the study. In addi-
tion, features reflecting regional factor markets (i.e., labor and land) and 
product markets are also included (McCarl,1992). At this level, producers (in 
a small region) are still assumed price takers, not large enough to influence 
prices of traded products or factors.  

 
Environment issues in regional modeling in agriculture are considered in 

 
Environment concerns at the regional level can also be analyzed by 

simulating the effects on regional welfare of various scenarios representing 
different environment standards. Feinerman et al. (2004) used a spatial 
equilibrium model to evaluate the welfare costs of regulatory standards for 
animal manure application to crops. Because of the rapid growth in confined 

(1992). They studied the allocation of the Edward aquifer water in central 

implicitly incorporated in the objective function. The objective function may 

while feeding springs which support endangered species and recreation. The
objective function maximizes expected regional welfare across the recharge

the form of added constraints imposed on agricultural production or are 

distribution and includes terms of net farm income, municipal water consumers’

therefore reflect the views of policy makers; some may be sensitive to the 

surplus, municipal water supply cost, industrial water consumers’ surplus, 
and industrial pumping cost. The model was used to examine optimal water

environment. An example of such a model is a study conducted by Dillon 

allocation, potential management and property schemes, spring flow limits,

Texas, where water is used by agricultural, municipal, and Industrial interests

usage limits, and drought management.  
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animal and poultry production, nitrogen (N) and phosphorus (P) water 
pollution from manure applications became a real environmental issue in 
many US states. Three scenarios of no standard, N standard, and P standard 
are evaluated to maximize the welfare, which equals the gain in net returns 
from using manure alone or in combination with commercial fertilizers. The 
author’s results suggest that regulatory standards from manure application 
achieve large reduction in excess nitrogen and phosphorus with a welfare 
loss of 5–15% not including the non market environment valuation. 

7 NATION-SECTORAL MODELING 

Sectoral modeling investigates the behavior of the agricultural sector nation-
wide. It differs from farm or regional modeling in terms of pricing and 
details of representative farms (McCarl, 1992). Product and factor prices are 
determined by supply and demand considerations rather than being fixed as 
in the farm or regional models. 

 
Mathematical programming in its various forms is the privileged tech-

nique among researchers to analyze the sector-wide effects of agricultural 
policies. In the structure of mathematical programming, the decision problem 
at the sector level can be viewed as a two-level process (Hazell and Norton, 
1986). At the macrolevel, the policy maker is trying to find how best to 
allocate budgetary resource to achieve multiple objectives (macrogoals) in 
an environment where it is uncertain how farmers will respond to a change 
in policies. At the microlevel, producers are trying to maximize their own 
objectives, given the new policy environment and their resource constraints. 

 
However, sector modeling confronts the facts that policy-makers’ object-

ives are usually different from the objective of thousands of independent 
producers in agriculture, which makes the two-level planning problem spe-
cified earlier difficult to solve. To cope with this complexity, the two-level 
planning problem is transformed into a one-level, and the problem is usually 
transformed into the more practical one level approach of simulating the sector 
response to possible policy changes, where the policy goals are now included 
as variable in the model (Mc Carl and Spreen, 1980). The model can thus be 
used to simulate the effects of different kinds of policies and choose the 
outcome that best conforms with the decision-makers’ preferences. In this 
transformation, the objective function becomes one of maximizing the joint 
consumer and producer surplus subject to technical and resource constraints of 
producers and market clearance conditions. 

 



86 Slim Zekri and Houcine Boughanmi
 

Interest in sector modeling dates back to the 1960s where they are used 
by governments and international aid donors as a tool to capture the multi-
market and multiregional effects of policy changes. A known example of  
the sectoral model solved as a mathematical programming problem is the 
Egyptian model, which addressed the issues of water shortages of the Nile 
River and irrigation water productivity (Hazell and Norton, 1986).  

 
More recent models put greater emphasis on the environment and expli-

citly include in the model the environment concerns that are raised by inten-
sive agricultural production. Environment issues range from soil erosion and 
water salinity to ozone control and climate change. Two large models, which 
encompass many states (USA) or many countries (EU) and which addresses 
these environment issues arepresented later. 

 
The US agricultural sector and greenhouse gas mitigation model (ASM-

GHG) (Schneider and McCarl, 2000) is developed to analyze the potential  
of US agriculture to mitigate greenhouse gas emissions. It is based on an 
agricultural sector model (Chang and McCarl, 1991), augmented by an envi-
onmental component to analyze greenhouse gas emission mitigation. The 
environment component is linked to the agricultural component by estima-
ting the relationship between agricultural crop and livestock management 
and associated levels of gas emissions. The emission data for livestock tech-
ologies are based on Environmental Protection Agency (EPA) and Inter 
Panel of Climate Change estimates whereas the emission data for crop pro-
duction activities are based on crop growth simulation models such as 
Spatial Erosion Productivity Impact Calculator (EPIC). ASMGHG depicts 
production, consumption, and international trade in 63 US regions of 22 
traditional crops, 29 animal products, and more than 60 processed agri-
cultural products. Environmental criteria include emissions or absorption  
of carbon dioxide, methane, and nitrous oxide, groundwater pollution, and 
soil erosion. The model solves for commodity and factor prices, levels of 
production, exports and imports, greenhouse gas emissions management 
strategy adoption, resource usage, and environmental impact indicator. The 
model is used to simulate the effects of carbon prices on the role of each 
greenhouse gas mitigation strategy. The crop strategies concern changes in 
the crop mix, tillage, fertilization, irrigation, afforestation, and biofuel. The 
livestock management options involve herd size, liquid manure system 
alteration on hog and dairy farms, and stocker/feedlot production system 
adoption. 

 
In Europe, a EU-wide economic modeling system, the Common Agri-

cultural Policy Regional Impact (CAPRI) project was developed to analyze 
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the regional economical and environmental impacts of the common agri-
cultural policy (Heckelei and Britz, 2001). The modeling system is set to 
simultaneously analyze the effects of commodity market and policy deve-
lopments on agriculture in the individual regions as well as the feedback 
from the regions to EU and world markets. The model is split into a supply 
and market demand. The supply module consists of individual program-
ming models of 200 regions of the EU, whereas the market module follows 
the tradition of multicommodity models. Based on aggregate supply quanti-
ties from the regional models, the market model returns market-clearing 
prices. An iterative process between the supply and market component 
achieves a comparative static equilibrium. The supply module uses a combi-
nation of the Positive Mathematical Programming and the Maximum 
Enthropy approach to calibrate the model to observed data and produce 
empirically validated and plausible supply responses. The data set comp-
rises a set of environmental indicators, which represent a direct link to the 
agricultural production systems. The main environmental issues considered 
are the nutrient balances and gas emissions for global climate changes in all 
regions in the system. 

8 FUTURE RESEARCH TRENDS 

The most important improvements observed in relation to agri-environ-
mental modeling are the theory-based approach combined with detailed 
analytical applications. This is undertaken by linking the MCDM approach 
to utility theory and unifying the approach in terms of techniques. Farm 
models are more detailed and integrate labor and equipments management 

metric information. For any policy to be efficient, thus there is a need to 

skilled mathematical modelers. This tendency is to be accelerated in the 

 

The implementation of Web-SDSS for water management and mainly for 
water markets and water transfer between regions will be of great impor-
tance in the future. This is a group decision-making problem, which involves 
sellers, buyers, and administration as well as third parties who may be 

employment of methods such inexact fuzzy multi-objective programming and 

tackle this issue. Future models will be more data demanding and need more 

information. The integration of environmental uncertainity would imply the

aspects. One of the serious problems still facing policy makers is the asym-

considered, stochastic recursive and dynamic MCDM models will be needed. 
Consequently, the level of human skills required has to be adjusted to fit 
the future demand.  

future due to the need to integrate environmental uncertainty and inexact 

interval goal programming. If long term environmental impacts have to be 
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injured by the water transfer and have the right to oppose it. New research 
trends point to the need for considering the spatial distribution of such 
benefits as well as the impacts on local economies and on social groups. 
Weights should be attributed to third parties, that is, social groups and 
stakeholders in local economies. The Web-based approach has the advantage 
of keeping all parties informed and updated. Computer scientists, on the 
other hand, have to make it easy to understand how the input of multiple 
users is stored, combined, and discussed (Rinner, 2003).  

 
The extension and advice activities are becoming one of the public  

and private services, where Spatial interactive DSS will be increasingly 
demanded in the future. Multiple criteria practitioners are called on to 
participate in this effort to ensure a larger dissemination of their knowledge. 
SDSS may be combined with weather forecast jointly with stochastic 
sequential mathematical models to help improve chemicals and water mana-
gement at farm level and account for labor and equipment reorganization. 
One of the important requirements for a better future of agri-environmental 
modeling is the focus on the feasibility of policy instruments. Otherwise, 
models are built for the sake of modeling and will not have any impact on 
real-life problems. Cost effectiveness of pollution control is also a major 
economic objective which should be considered in agri-environmental 
modeling (Veith, 2002). 
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Abstract In this chapter we present a methodology within the multi-criteria paradigm to 
assist policy decision-making on water management for irrigation. In order to 
predict farmers’ response to policy changes a separate multi-attribute utility 
function for each homogeneous group, attained applying cluster analysis, is 
elicited. The results of several empirical applications of this methodology 
suggest an improvement of the ability to simulate farmers’ decision-making 
process compared to other approaches. Once the utility functions are obtained 
the policy-maker can evaluate the differential impacts on each cluster and the 
overall impacts in the area of study (i.e. a river basin) by aggregation. On the 
empirical side, the authors present some studies for different policy instru-
ments including water pricing, water markets, modernization of irrigation 
systems and a combination of them. 

Keywords: Multi-Attribute Utility Theory, Water management, Irrigation, Policy analysis 

1 INTRODUCTION: IRRIGATED AGRICULTURE  
AND THE MCDM PARADIGM 

Since irrigated agriculture is simply a type of agriculture, the application  
of most of the literature on multicriteria decision-making (MCDM) for 
agricultural systems is straightforward (see Romero and Rehman, 2003). 
However, there are some special characteristics related to the farmers’ 
decision-making processes: 

 
1. The availability of water for irrigation allows farmers to obtain higher 

yields and the possibility of growing a larger amount of crops. Thus, 
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within this productive framework, the farmers’ decision-making process 
in irrigated agriculture is more complex than that in rainfed farming. 

2. Water is not merely an input of irrigated agricultural systems but also a 
scarce natural resource with alternative destinations: human consumption, 
the general environment, industry and agriculture. Therefore, water alloca-
tion policies are of decisive importance in terms of economic efficiency, 
territorial equilibrium and social equity. 

3. Irrigated agriculture consumes much more inputs (labour, chemicals, machi-
nery, etc.) than its rainfed counterpart. This results in the intensification of 
externalities, both positive and negative, which results in policy imple-
mentation conflicts between the farmers on one side (who primarily seek  
to maximize profit and reduce risk) and the public sector on the other 
(minimizing environmental impact, maximizing rural employment, etc.). 
 

Furthermore, the qualitative importance of irrigation on agriculture is clearly 
reflected in its contribution to agricultural world production: although only 
18% of the world agricultural land (250 million ha) is under irrigation, 
irrigated agriculture accounts for 80% of global water consumption (3000 
km3/year) and produces 43% of the world’s food supply (more than 50% in 
monetary terms), according to official statistics (FAO, 2000). 

 
All the above observations justify the proliferation in recent years of 

scientific papers by agricultural and resources economists, as well as civil 
engineering studies. Many experts in these fields have opted for MCDM as 
the methodological guide to analyse the agricultural systems. This is why a 
chapter in this book devoted to the application of MCDM to irrigation is also 
justified. 

 
The aim of this chapter is thus to present a suitable methodology for 

guiding the decision-making process of the authorities regarding efficient 
water management for irrigation, subject to economic, environmental and 
social sustainability. To achieve this end, the authorities have a wide variety 
of policy instruments for agriculture (subsidies, tariffs, etc.) and water (pricing, 
markets, etc.). However, given the multidimensional implications of welfare 
optimization, more traditional approaches (e.g. cost–benefit analysis) may be 
overwhelmed by the complexity of the decision-making process. This work 
supports the use of multicriteria techniques to simulate policy scenarios, in 
particular, the integration of results in a multiattribute utility function that 
ranks all the alternatives according to the preferences of society, enabling us 
to determine in advance the suitability of individual policy instruments. 
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This chapter is organized into six sections. Section 2, following the intro-
duction, presents a review of the literature on MCDM as applied to irrigated 
agriculture. Section 3 highlights some challenges faced by these simula-
tion techniques to become a useful tool in policy decision-making. The 
methodological contribution required to meet this objective is outlined in 
Section 4. Section 5 analyses some empirical applications following this 
approach. Finally, we draw some conclusions in Section 6. 

2 IRRIGATED SYSTEMS, DECISIONS, DECISION-
MAKERS AND DECISION CRITERIA 

2.1 Irrigated Systems and Decision-Making 

As pointed out above, there are numerous empirical applications of MCDM 
techniques to analyse irrigated agricultural systems. We can classify these 
into three levels of aggregation: river basin, irrigated area and farm. For each 
level, the type of problem analysed and the approach selected have been 
different. 

 
The first use of MCDM techniques, beginning in the 1970s, corresponded 

to the river basin level. In most cases, the problems analysed were related  
to water use planning: investment appraisal, water allocation to various eco-
nomic sectors, and within the agricultural field, to irrigation areas and crops. 
More recently, as environmental regulations have become stricter, many stud-
ies have focused on conflicting environmental, economic and social criteria  
in these particular agricultural systems. 

 
From a methodological point of view, most MCDM techniques are 

covered in these studies. It is also important to note that in all of them the 
basin authority is the only decision-maker and that it seeks to maximize the 
benefits to society as a whole through its decisions. In this sense, the public 
criteria can be categorized as follows: 

 
• Economic development: Economic efficiency, national economic deve-

lopment (growth rates of national income, inflation) and regional econo-
mic development (direct income, territorial equity, market development). 

• Social welfare: Social equity (employment level, income redistribution) 
and self-sufficiency in food production. 

• Environmental protection: Water quality impacts control (nitrogen and 
phosphorus discharges, increasing biological oxygen demand load, ground-
water level), control of soil quality impacts (salinization, erosion), other 
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ecological impacts (biodiversity, energy balance) and reservoir safety 
(sediment, flood impact on dams). 
 

In a multi-objective analytical framework, the objective function to be 
considered in such problems is usually defined in such a way as to simul-
taneously maximize economic development and social welfare and to mini-
mize environmental impacts, considering the institutional framework, and 
the social, physical, economic and environmental limitations included in the 
set of constraints. 

 
At the second level of aggregation, the irrigation area in most cases  

we find again the public sector as the sole decision-maker. There are stud-
ies on water dosage and optimum crop distribution, irrigation technology, 
irrigation schedules and environmental problems. As in the studies at basin 
level, the public criteria in the irrigation areas include economic (profit-
ability of crops, cost of irrigation systems, etc.), social (equity or rural 
employment) and environmental aspects (water volume, water quality after 
irrigation, land capability/suitability, efficiency of water usage, resistance 
to floods or droughts, energy balance, etc.), applied to relatively homo-
geneous geographical areas. 

 
At farm level, most of the MCDM applications focus on crop-mix opti-

mization, following, unlike in the other two levels of aggregation, private 
criteria: profits (level of income and costs), risk avoidance or farm labour  
(as a proxy for farmer’s leisure time). For further details see Hayashi (2000). 

2.2 Normative models versus descriptive models 

Decision models of irrigated agricultural systems show a clear distinction 
between the most frequent normative and a very small number of descriptive 
models. Normative models, however, are less favoured for use as a centrally 
planned approach; nowadays economists place greater importance on the 
decisions made by private economic agents. In this context, therefore, norm-
ative optimum solutions are rarely achieved by any society. We cannot con-
clude from the previous statement that normative solutions are pointless.  
On the contrary, they show the potential of agricultural systems to satisfy 
the needs of society. It follows that policy instruments should be selected on 
the basis of inducing those farmers’ responses, on an aggregated level, that 
are as close as possible to the normative solutions. Descriptive models, 
however, may help us to arrive at better explanations (backward use) and 
predictions (forward use) of farmers’ responses to policy changes. 
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In order to develop descriptive models, neo-classical economic theory 
supports the single-objective maximization behaviour of economic agents. 
Nevertheless, it has frequently been observed that the optimum solution of 
models developed within this theoretical framework do not seem to adeq-
uately match the observed behaviour of producers, which suggests that there 
is a need for more complex models capable of providing more accurate 
results. 

 
A number of studies have rejected the hypothesis that farmers seek to 

maximize profits only, arguing that producers seek to optimize a broader set 
of objectives such as the maximization of leisure time, the minimization of 
management complexity and working capital, and so on. In this context, we 
may mention recent studies by Willock et al. (1999), Costa and Rehman 
(1999), Solano et al. (2001) or Bergevoet et al. (2004). The implication is 
clear: when modelling farmers’ decision-making processes (building models 
capable of simulating farmers’ behaviour) it is essential to take more than 
one criterion into account. 

 
Therefore, it is necessary to put forward more realistic hypotheses based 

on the psychology of decision-makers. One alternative, the one proposed in 
this work, tackles the MCDM decision-making problem via multi-attribute 
utility theory (MAUT). This advances a set of descriptive models that assume 
optimizing behaviour on the part of the farmer and present a mathematical 
formulation of his or her preferences in a multicriteria context; that is, a multi-
attribute utility function (MAUF), as we explain in the following section. 

3 FRAMEWORK FOR MODELLING IRRIGATED 
AGRICULTURE SYSTEMS 

Most irrigated agriculture is located in economies that are characterized by 
growing demand for water, a limited long-term supply, increasing operating 
costs of storage and distribution, growing competition among regions for 
alternative uses and rising environmental problems (negative externalities). 
However, the whole question is more a problem of water management and 
inefficiencies than an input shortage (Randall, 1981). 

 
In order to partially overcome these limitations, water policies have 

shifted from an exclusively supply-side approach towards a more integrated 
analysis that includes demand-side policies. In this context, water policies 
aim to allocate this natural resource according to socio-economic efficiency  
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criteria via three main policy instruments: water pricing, implementation  
of water markets and subsidies to improve the technical efficiency of the 
distribution infrastructure. 

 
In the search for water allocation efficiency, one of the first initiatives to 

be taken was the transfer to the producer of part of the total cost of providing 
water. The second instrument, the implementation of water markets, may 
help to improve this allocative efficiency in a decentralized manner, as well 
as reducing the effects of water scarcity. Finally, we have the provision of 
subsidies to modernize the distribution infrastructure and the irrigation 
systems in the farms. The suitability of each instrument of water policy 
depends on the social, economic and environmental impact upon the agri-
cultural systems, via the farmers’ responses. Therefore, if we aim to build 
functional simulation models for the regional or national authorities, all 
these three aspects need to be considered in the analysis. 

 
Furthermore, it is worth noting that in addition to environmental (water) 

policy on irrigation there is another crucial policy to be considered: the agri-
cultural policy. In this respect, agricultural policies have evolved to meet 
both internal (e.g. environmental concerns, budget limitations, bio-techno-
logical advances, etc.) and external demands (e.g. agricultural market libera-
lization). In any case, it is important to provide these types of models to 
assist policy-makers in their assessments of the adequacy of alternative 
instruments. 

 
Within this social and political framework, the methodological frame-

work proposed to achieve the goal set out in this chapter (modelling irrigated 
systems for policy decision support) is displayed graphically in Fig. 1. This 
methodological outline is based on five stages, which are further explained 
in the next section. 

4 METHODOLOGICAL APPROACH 

4.1 Farm Typology Definition 

Modelling agricultural systems at any level other than that of the individual 
farm introduces the problem of aggregation bias. The introduction of a set  
of farms in a unique programming model overestimates the mobility of 
resources among production units, allowing combinations of resources that 
are not possible in the real world. The final result of these models is that the  
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Figure 1. Methodology diagram. 
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value obtained for the objective function is biased upward and the values 
obtained for decision variables tend to be unachievable in real life. 

 
This aggregation bias can only be avoided if the farms included in the 

models fulfil certain criteria regarding homogeneity (Day, 1963): technologi-
cal homogeneity (same possibilities of production, same type of resources, 
same technological level and same management capacity), pecuniary propor-
tionality (proportional profit expectations for each crop) and institutional 
proportionality (availability of resources to the individual farm proportional 
to average availability). 

 
This requirement of homogeneity brings us to consider the irrigated unit 

as the basic element to be analysed. These units are relatively small areas 
(ranging usually from 1,000 to 20,000 ha) that can be regarded as fairly 
homogeneous in terms of soil quality and climate, and in which the same 
range of crops can be cultivated with similar yields. Furthermore, the set  
of farms that comprise each of these agricultural systems usually operates 
the same technology at a similar level of mechanization. Moreover, given 
efficient capital and labour markets, the constraints included in modelling 
this system have been limited to agronomic requirements (crop rotations) 
and the restrictions imposed by the agricultural policy, which are similar for 
all farms. All these facts allow us to assume that the requirements regarding 
technological homogeneity, pecuniary proportionality and institutional propor-
tionality are basically fulfilled. 

 
We might thus conclude that particular irrigated areas could be modelled 

by means of a unique linear programme with relatively small aggregation 
bias, but this is based upon the assumption that the sole criterion on which 
decisions are based is profit maximization. When we adopt a multi-criteria 
perspective, a new homogeneity requirement emerges if we wish to avoid 
aggregation bias; viz., homogeneity related to choice criteria. We assume 
that decision criteria are primarily based on the psychological characteris-
tics of decision-makers, which differ significantly from farmer to farmer. 
According to this perspective, the differences in decision-making (crop mix) 
among farmers in the same production area must be primarily due to diffe-
rences in farmers’ objective functions, rather than other differences related 
to farm characteristics regarding either crop profits or disparities in resources 
requirements or endowments. 

 
In order to avoid aggregation bias resulting from lumping together farm-

ers with significantly different objective functions, a classification of farmers 
into homogeneous groups with similar decision-making behaviour (objective 
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functions) is required. As Berbel and Rodríguez (1998) have pointed out,  
we can assume that in a homogeneous area (irrigated unit), differences in  
the crop mix are mainly caused by farmers’ different management criteria 
(utility functions) rather than by other constraints such as land quality, capital, 
labour or water availability. Thus, following these authors, the observed area 
(as percentages) devoted to individual crops, considered as proxies for the 
real criteria, can be used as classification variables to group farmers using 
the cluster technique. 

 
Finally, it is worth noting that the homogeneous groups obtained in this way 

can be regarded as ‘fixed’ in the short and medium terms. As noted above, the 
decision criteria are based on psychological features of the decision-makers, 
which is why they may be regarded as structural characteristics of producers. 
These psychological features, and thus the criteria, are unlikely to change in  
the near future. This means that the selection variables chosen allow farmers to 
be grouped into clusters that are robust to changes in the policy framework.  
In other words, once the homogeneous groups of producers have been defined 
for actual data (crop mix), we can assume that all elements (farmers) of each 
group will behave in a similar way if policy variables change. 

4.2 Farm type Model-Building 

As Fig. 1 shows, the first stage of the modelling process produces a set  
of homogeneous groups of farmers, whereas the second builds the mathe-
matical models for each farm type, consisting of a specific multi-criteria 
model at farm-type level. This enables independent simulations to be run 
based on the decision-making behaviour of the various groups of farmers. 
For this purpose, the basic elements of any mathematical model; that is, 
decision variables, objective function and set of constraints need to be 
outlined. 

 
While the choice of crop areas as a decision variable does not cause any 

problem (observing crop diversity in the area studied is sufficient), the 
objective function and constraints require more detailed analysis. 

4.2.1 Multi-Attribute Utility Theory Approach 

In view of the evidence on how farmers take decisions while trying to 
simultaneously optimize a range of conflicting objectives (see Section 2.2), 
we propose MAUT as the theoretical framework for the MCDM program-
ming to be implemented. The aim of MAUT is to reduce a decision pro-
blem with multiple criteria to a cardinal function that ranks alternatives 
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according to a single criterion (Keeney and Raiffa, 1993). Thus, the utilities 
of n attributes are captured in a quantitative way via a utility function, 
mathematically, U = U(r1, r2, ..., rn), where U is the MAUF and ri are the 
attributes regarded by the decision-maker as relevant in the decision-making 
process. 

 
In spite of the interest of developing the analysis from the above expres-

sion, the main drawback to this approach comes from the difficulty of 
eliciting the MAUF (Hardaker et al., 1997, p. 162). In order to simplify this 
process, some assumptions need to be made about the mathematical features 
of the utility function. 

 
Fishburn (1982) and Keeney and Raiffa (1993) have explained the mathe-

matical requirements for the assumption of an additive utility function. From 
a practical point of view, the basic condition that needs to be satisfied is that 
the attributes considered ri should be mutually utility-independent. Although 
this condition is somewhat restrictive, Edwards (1977), Farmer (1987), 
Huirne and Hardaker (1998) and Amador et al. (1998) have shown that the 
additive utility function yields extremely close approximations to the hypo-
thetical true utility function even when these conditions are not satisfied.  
For this reason, additive utility functions for modelling farmers’ behaviour 
have been widely employed. 

 
Given this justification for the use of the additive utility function, we take 

the further step of assuming that the individual attribute utility functions are 
linear. Hence, the MAUF expression becomes: 

∑
=

=
n

i
iirwU

1

.         (1) 

This expression implies linear utility-indifferent curves (constant partial 
marginal utility), a rather strong assumption that can be regarded as a close 
enough approximation if the attributes vary within a narrow range (Edwards, 
1977 and Hardaker et al., 1997, p. 165). There is some evidence for this 
hypothesis in agriculture. Thus, Huirne and Hardaker (1998) have shown 
how the slope of the single-attribute utility function has little impact on the 
ranking of alternatives. Likewise, Amador et al. (1998) analysed how linear 
and quasi-concave functions yield almost the same results. We therefore 
adopt this simplification in the elicitation of the additive utility function. 
Thus, MAUFs with this shape may be regarded as objective functions for the 
different farm-type models. 
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4.2.2 The Objective Function: MAUF Elicitation Technique 

To estimate the relative weightings wi we select a methodology that avoids 
the necessity of interacting directly with farmers, and in which the utility 
function is elicited on the basis of the revealed preferences implicit in the 
real values of decision variables (i.e. the actual crop mix). The methodology 
adopted for the estimation of the additive MAUFs is based on the technique 
proposed by Sumpsi et al. (1997) and extended by Amador et al. (1998). It is 
based upon weighted goal programming. To avoid unnecessary repetition, 
we refer to works of these authors for details of all aspects of this multi-
criteria technique. Here, we wish only to point out that the results obtained 
by this technique are the weights (wi) that imply utility functions that are 
capable of reproducing farmers’ observed behaviour. As Dyer (1977) demons-
trates, these weights are consistent with the following separable and addi-
tive utility functions: 

)(
1

xf
k
wU i

q

i i

i∑
=

= ,            (2) 

where ki is a normalizing factor. 
 
Applying this technique to each farm-type enables us to estimate the 

different objective functions in each case. 

4.2.3 Model Constraints 

Finally, it is worth noting that the farm-types’ decision-making models need 
to be completed with the constraints that must be satisfied. These constraints 
are mainly due to the structural characteristics (climate, soil fertility, market 
limits, agricultural policy requirements, etc.) of the farms which are similar 
for all farm types in a particular irrigated area. Only slight differences could 
be fixed by clusters (farm size, production quotas, etc.) according to the data 
obtained in the farm survey implemented for primary data gathering. 

 
In sum, the descriptive decision model at farm level can be set out as 

follows: 

Max )(
1
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=              (3) 

s.t.    jj bxg ≤)( ∀ j, 



104 José A. Gómez-Limón et al.
 
where jj bxg ≤)(  represents the set of constraints applied to each group 
(cluster) of farmers (land, rotational, market and agricultural policy cons-
traints, etc.). 

4.3 Simulation of Policy Scenarios 

4.3.1 Definition of Policy Scenarios 

The third stage of the methodology proposal simulates the policy scenarios. 
For this purpose the scenarios must already have been defined. Here it is 
essential to clearly identify the instruments to be implemented, both in a 
qualitative and quantitative sense. For example, in case of water pricing, the 
control method employed should be clarified: for example, per cubic metre, 
mixed (volume and irrigated hectare), by blocks, and so on, in addition to the 
price. 

4.3.2 Simulation of Farm-Type Behaviour 

Once we have established the policy scenario to be analysed, the farm-type 
models should modify the decision variables and parameters as appropriate. 
At this point, it is necessary to address certain issues. 

 
It is worth pointing out that the estimates of the utility functions have 

been obtained by farm models that have been fed with data gathered for the 
current situation. In doing so we assume that the utility functions obtained  
at this point can be regarded as a structural feature of each cluster. As these 
objective weightings are the result of the farmers’ own attitudes, it is reason-
able to assume that they will remain constant in both the short and medium 
terms. This assumption is a key point of the methodology, since the estim-
ated utility functions are assumed to be those that the farmers in each cluster 
will attempt to maximize in the future, for any scenario that they will be 
likely to face. This assumption is based upon the hypothesis that values 
reflected in the MAUF are stable characteristics of decision-makers. 

 
Furthermore, in order to simulate the impacts of different scenarios, 

decision variables to be included in the tailored decision-making models 
should consider all the ways in which farmers are likely to adapt to any 
given policy scenario. Potential changes in the institutional framework 
should include at least the following: 
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1. Changes in the crop plans, allowing irrigated versus rain-fed (no irri-

gation) crops, and annual versus perennial crops. The fallow alternative 
(abandonment of agriculture) should also be considered. 

2. Implementation of water stressing (deficit irrigation). 
3. Changes in farming technology: irrigation technology (taking into acco-

unt the substitution of surface irrigation by sprinklers or drip whenever 
possible), tillage technology, and so on. 
 

Once the adapted models have been built, farm-type behaviour as a reaction 
to policy scenarios is simulated by simply running the models. This identi-
fies the decisions likely to be taken (i.e. crop mixes and technology) by the 
different clusters of irrigators. 

4.3.3 Policy-Makers’ Attributes 

The crop-technology plans obtained by the simulation models are inter-
mediate tools for policy-makers, who are primarily interested in the values 
that result from the adoption of a series of public criteria (see Section 2.1). 
Nevertheless it is important to note that these policy criteria are attributes 
obtained in the simulated private decision-making process, but they are 
called attributes just because they do not belong to farmers’ private objective 
function; neither are they considered as goals or constraints in simulation 
models. 

 
Nowadays, the political paradigm in agriculture, as in any other industry, 

is to achieve sustainability. This global criterion may be decomposed into 
three main dimensions: economic, social and environmental sustainability. 
When modelling policy alternatives, the level of achievement of these 
criteria requires the use of indicators, as attributes obtained by the simul-
ation models. Although there are many indicators of sustainability (Brouwer 
and Crabtree, 1998; OECD, 1999; Rigby et al. 2001), the selection among 
them depends greatly on the policy-makers’ own preferences. 

4.4 Aggregation 

Albeit the particular study of the results by group of farms (differential 
assessment of impacts) is relevant, the policy choices are based on the 
aggregated analysis. Therefore we need to extend the conclusions to the area 
or river basin level, aggregating each weighted impact by its relative 
hectarage. 
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4.5 Policy-Makers’ Decision-Making 

Once the social utility function that includes all the relevant criteria has been 
defined, the methodology ends with the policy choices. Assessment of the 
alternative policy instruments is based on the value achieved in the utility 
function of society as a whole, in which all the public criteria considered 
(values reached by the selected indicators) are taken into account. 

 
Although several MCDM techniques to attain this last step are available, 

the authors favour the analytical hierarchy process (AHP), developed by 
Saaty (1980). Its straightforwardness and the utility of the public criteria 
ranking are the reasons for our choice. 

5 APPLICATIONS 

This section presents some of the authors’ empirical applications of this metho-
dology. They include studies of water pricing, water markets and moderni-
zation of irrigation systems. 

5.1 Water Pricing 

One of the most ambitious applications of this methodology can be found in 
the European Project WADI (2000-2004). The ultimate objective of this 
research project is the design of a tool that can be used to assist policy-
makers in pricing water, following the approval of the Water Framework 
Directive (2000), which obliges all State Members to use economic instru-
ments and to recover the costs of providing water services (i.e. water pricing 
as a major instrument of water policy inside the EU). Specifically, the norm 
states that “Member States shall take account of the principle of recovery of 
the costs of water services, including environmental and resource costs”. 

 
As Fig. 1 explains, the models used in the WADI project are based on  

the definition of farming types by cluster analysis (or any other technique), 
based in each case on the particular farming model, and finding weights  
for MAUT objective functions. A first result worth pointing out is the wide 
differences that have been found among farmers’ objective weightings. An 
example of these variations is shown in Table 1, which illustrates the results 
from some Spanish irrigated areas located in the Duero and Guadalquivir 
basins. In all cases crops and natural conditions are homogeneous within  
the irrigated unit, and variations in behaviour are mainly due to the socio-
economic characteristics of individual farmers. 
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Table 1. MAUF weights for selected Spanish locations. 
Weights Irrigated 

area 
Farming 
model 

Label 
Max. 
gross 

margin 

Min. 
variance 

(risk) 

Min. 
total 

labour 

Min. 
working 
capital 

CBC1 Part-time farmers 0.33 0.67 0.00 0.00 
CBC2 Livestock Farmers 0.43 0.57 0.00 0.00 

CBC3 Small commercial 
farmers 

0.71 0.07 0.00 0.22 
Canales Bajo 
Carrión 
(Duero) 

CBC4 Risk-averse farmers 0.66 0.34 0.00 0.00 

CPI2 Risk diversification 
farmers 

0.00 1.00 0.00 0.00 

CPI2 Young commercial 
farmers 

0.30 0.70 0.00 0.00 
Canal del 
Pisuerga 
(Duero) 

CPI3 Maize growers 0.58 0.42 0.00 0.00 
FP1 Cotton growers 0.99 0.00 0.01 – 
FP2 Wheat growers 0.84 0.00 0.16 – 
FP3 Maize growers 0.96 0.00 0.04 – 

Fuente 
Palmera 
(Guadalquivir) FP4 Groves growers 0.99 0.00 0.01 – 
Source: WADI www.uco.es/grupos/wadi 

 
The examples illustrated in the preceding table show variability in utility 

functions found by the MAUF elicitation technique, with the common 
feature of improving the predictive ability of models for each farm type. 

 
An application of these models is the analysis of policy instruments. We 

have done this for the study of water pricing. A detailed analysis of all 
European case studies developed by the WADI project can be found in 
Berbel and Gutiérrez (2004). 

 
In order to explain the main findings, we first comment as an example on 

the case study described by Gómez-Limón and Riesgo (2004), where the 
methodology proposed is applied to a single irrigated area in the Duero basin 
(Northern Spain) called ‘Canal del Pisuerga’ (9,300 ha). Figure 2 shows the 
three different curves developed for the clusters representing different 
farming types in this particular area. 

 
On the basis of these results, the authors conclude that the analysis of 

water pricing policy impacts clearly demonstrates that farmers display 
different behaviour patterns related to this natural resource. This diversity is 
shown by the different shapes of the demand curves for each of the clusters 
considered. The effects of irrigation water pricing thus vary significantly, 
depending on the group of farmers being considered. 
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Figure 2. Demand curves for three farm types inside an irrigated area. 

By aggregating the cluster results in a particular irrigated area by using 
the percentage of their respective agricultural areas, we can obtain the aggre-
gated demand for the whole irrigated area. In a further step, when we aggre-
gate different irrigated areas within a basin or region demand curve, we 
obtain the simulated demand curve at basin/regional level. Figure 3 shows 
three examples of demand curves obtained using this methodology at aggre-
gate level in three European river basins. 
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Figure 3. Aggregated demand curves for irrigation in three European river basins. 
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As we can see, there are large differences between basins, due to local 
natural conditions (soil, climate, etc.) and economic infrastructure (human 
resources, locational advantages, etc.), that limit farmers’ decision variables 
and sets of constraints, and thus determine water productivity and farmers’ 
behaviour (shape of MAUFs). 

 
All the models were developed with the aim of deriving from farmers’ 

production plans (crops and technology), the values of attributes that are  
of interest to policy-makers. These indicators used in connection with the 
MAUT models measure various impacts of water pricing at different levels 
of aggregation: economic balance (farm income, farm contribution to GDP and 
public support), social impact (farm employment and seasonality), landscape 
and biodiversity issues (genetic diversity and soil cover), water use (water 
consumption and irrigation technology) and nutrient and pollutant balances 
(nitrogen balance, pesticide risk and energy balance). For an analysis of indi-
cator definitions and the results obtained, readers are referred to Berbel and 
Gutiérrez (2004). 

5.2 Water Markets 

The impact assessment of this water policy instrument from a multicriteria 
point of view is addressed in Arriaza et al. (2002). The authors examine an 
irrigated area of 54,000 ha located in Southern Spain and elicit three multi-
attribute utility functions, with farm size the classifying variable used to 
define farm types. Two criteria are regarded as simulating the farmers’ 
response to policy changes: the maximization of total gross margin (TGM) 
(as a proxy for short-term profit) and the minimization of risk (measured as 
the variance of the margins). The differences observed in the mathematical 
formulation of the utility functions support this approach to the problem by 
considering relatively homogeneous groups of farmers. The results achieved 
in this chapter show that for most price levels (water availability situations), 
small and medium farmers buy water from large farmers, because of the 
higher utility of water for the smaller farmers. Furthermore, the simulation 
implemented demonstrates that the volume of traded water is very small  
in comparison with the total amount in the market, and is less than neo-
classical theory would suggest. 

 
Assuming that it is necessary to analyse farmers’ decision-making within 

the MCDM paradigm, it is evident that water use (allocation to different 
crops and/or its transfer in the market) depends on the utility that this input  
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offers them (contribution to MAUF value: attaining the various objectives 
that farmers try to simultaneously optimize), and not only on its productivity 
(profit generation). In this respect, we believe that water market modelling is 
more realistic when we assume that water reallocations move this resource 
from the uses that generates a relatively low level of utility towards those 
that generate greater utility, until an equilibrium point is reached at which 
the marginal utilities provided by water to all users equal the market price. 
This utilitarian approach assumes an extension of neo-classical theory, which 
assumes, as a particular case, that profit maximization alone is taken into 
account as a unique management criterion, and that this defines market equili-
brium when the value of the marginal product for all users is equal to the 
market price. 

 
Dealing with public criteria achievement, the study by Arriaza et al. 

(2002) considers only two indicators. First, in order to assess the whole 
economic impact of the introduction of local water markets, the variations in 
aggregated gross margin due to selling/buying water, as a proxy of economic 
efficiency, were selected. In this respect, the results obtained contradict the 
traditional assumption of higher expected farmers’ income at aggregated 
level following the implementation of water markets. The results show that 
at certain price levels there is a reduction in the economic efficiency of the 
system. The second indicator implemented is the use of farm labour. Here, 
the results suggest that the social impact of water market implementation is 
very limited. In fact, the total increase in farm employment under the water 
market scenario is insignificant. 

 
Gómez-Limón and Martínez (2006) take a further step in this metho-

dology, simulating a spot market for irrigation water for a whole basin. The 
case study analysed in this chapter is the Duero valley (78,000 km2) in 
Northern Spain, where 555,582 ha are dedicated to irrigated agriculture. In 
the basin, a total of 21 farms in 7 irrigated areas were selected using to a 
cluster technique to capture the variability in farm types. Regarding the utility 
functions, three criteria were considered: maximization of TGM, minimi-
zation of risk (VAR) and minimization of the total labour input (TL). 

 
In a further step towards the optimization of an individual farm type, the 

authors propose a mathematical programming model that simulates the 
market equilibrium for different scenarios of water availability, transaction 
costs and water prices, quantifying for each case the socio-economic impacts 
considered as public criteria (economic efficiency and labour demand). 
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the basis of the results, some interesting practical conclusions can also be 
drawn, the most important of which is the potential of water markets to act 
as a demand policy instrument to improve economic efficiency and agri-
cultural labour demand in this basin-scale framework, particularly in periods 
of water scarcity. The results achieved confirm this positive impact from the 
economic and social points of view. These gains are due to transfers being 
made to those producers with more highly commercial profiles (greater 
weight devoted to the TGM attribute), and who enjoy greater competitive 
advantages (favourable soil and climate conditions) and better geographic 
locations (downstream). 

 
In any case, one of the key aspects of the previous works lies in the appli-

cation of a methodology that improves the ability to simulate the farmers’ 
response to policy changes, as validation procedures suggest. Therefore, the 
case studies discussed here represent an interesting approach to a better 
understanding and modelling of water markets in the real world. 

5.3 Modernization of the Irrigation Infrastructure 

Regarding the modernization of the irrigation infrastructure, Riesgo and 
Gómez-Limón (2002) propose a similar methodology to estimate the farmers’ 
willingness to pay (WTP) for the new irrigation technology. Within this 
context, WTP embeds not only the productivity increases due to the imple-
mentation of the new technology, as neo-classical theory states, but also the 
increase in farmers’ utility. This approach has been put into practice in an 
irrigated area of 9,392 ha in Northern Spain (Canal del Pisuerga), with three 
relatively homogeneous groups obtained by cluster analysis, and group 
utility functions with four attributes: TGM, risk, farm labour and working 
capital. 

 
Using the elicited utility functions, the authors obtain the water demand 

curves for each irrigation technology, and then the maximum farmers’ WTP. 
For a WTP lower than the investment cost, the difference is considered as 
the minimum subsidy from the public sector that would be needed to adopt 
the new technology. 

 
The study concludes that the WTP for water saving technologies is 

related to the shape of the farmers’ MAUF, the technical efficiency of the 
technology and the water price. In particular, higher WTPs correspond to 
farmers who place greater weight on profit maximization. This result is 
consistent with an input valuation close to its marginal product value. 
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6 CONCLUDING REMARKS 

Taking into account the evidence about how irrigators and policy-makers 
take their own decisions within a multi-criteria context (considering private 
and public criteria respectively), the first obvious conclusion is that any 
analysis focused on the management of irrigated agriculture ought to be 
developed within the MCDM paradigm. 

 
This chapter has attempted to illustrate some aspects of the MCDM 

methodology as applied to the management of irrigated agriculture. The 
methodological approach proposed is initially descriptive, in that it tries to 
simulate farmers’ responses to policy changes. For this purpose, in order to 
avoid aggregation biases, farmers are classified into homogeneous groups 
using cluster analysis, with the observed crop distribution being the classi-
fying variable (proxies of farmers’ utility functions). For each homogeneous 
group, a separate multi-attribute utility function is elicited on the basis  
of the weights that farmers attach to each individual objective. Next, once 
the objective functions have been fixed, the rest of the decision models 
(constraints sets) are built. Validations of the different empirical applications 
developed prove the worth of this modelling approach to simulating farmers’ 
behaviour. In fact, we can affirm that the methodology proposed here 
improves the ability of traditional and other more recent MCDM models of 
simulating the farmers’ responses to alternative policy instruments. 

 
The low data requirement of this approach is also worth noticing: we 

need only the actual crop distribution and the mathematical formulation of 
each attribute with respect to the decision variables to develop these models. 
This is a critical point, because it allows the implementation of the methodology 
in the real word (excellent cost/benefit ratio: that is effort required/quality of 
results). 

 
We have also proceeded to the simulation of the new water and agri-

cultural policy scenarios in order to obtain the impacts on each cluster, and 
then the aggregated impacts on the area of study from an economic, social 
and environmental perspective. Thus, this approach allows policy-makers’ 
decision-making to be fed with quality data regarding the multiple effects of 
the instruments that may potentially be implemented. We believe this is also 
a useful feature of the methodology proposed, offering efficient selection of 
policy instruments. 

 
Although the results of the empirical applications, as well as the valid-

ation of the models, are promising in the MCDM field, there are several 
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aspects that should be further analysed in future studies. First, the use of 
additive and linear MAUFs is based on rather restrictive assumptions. Thus, 
new developments are needed, which that will permit us to use other separ-
able and non-separable functions, in each case without losing the simplicity 
and the low data requirement features of the approach presented here. Sec-
ondly, in order to support policy-makers’ decisions, public decision-making 
models should be developed. Only in this way can the ‘governance’ (trans-
parency and public debate in public decision-making processes) of these 
agricultural systems be improved. Thirdly, the use of descriptive model pre-
dictions, as currently proposed, is limited to short-term analysis, since we  
are assuming static models (no structural changes in the farms). However, 
there are certain prospects of overcoming this limitation using multi-period 
and dynamic programming, which would allow for possible developments 
(technological changes, farm sizes, etc.) in irrigated areas. In this respect, the 
study of discounting criteria other than profit (non-monetary criteria) is still 
an open field for research. 
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Chapter 7 

WATER PUBLIC AGENCIES AGREEING TO A 
COVENANT FOR WATER TRANSFERS: HOW 
TO ARBITRATE PRICE–QUANTITY CLAUSES 

Enrique Ballestero 
Technical University of Valencia (Alcoy School) 

Abstract This chapter deals with inter-basin water covenants guided by arbitration, 
which are feasible when the principle of interregional solidarity is politically 
accepted and implemented through public agencies sharing policies of common 
welfare and interregional efficiency. As a main objective, the stochastic arbi-
tration model herein helps the agencies make joint decisions on quantity and 
price, namely, the commercial side of the agreement. The model is built by 
simulating a water demand and supply setting from information on random 
surplus in the donor basin and random deficit in the recipient, the required 
geographical/economic information being available in technical and statistical 
studies. Although environmental needs should be considered to estimate 
surplus in the donor basin, an efficient use of water in the recipient basin 
should be assured to estimate deficit in this area. Besides irrigation, the model 
is also applicable to urban supply projects. A numerical example highlights its 
easy application through tables. 

Keywords: Arbitration, inter-basin water transfer, simulated demand and supply, stocha-
stic models, water public agencies 

1 INTRODUCTION 

Intraregional and interregional inefficiencies in the use of irrigation water are 
observed not only in developing countries where about 500 million people 
experience water stress or scarcity but also in developed countries, the 
problem of improving water management and increasing efficiency being 
currently in the center of academic and public debate (World Bank, 1993). 
For even southern European regions, the survival of obsolete farming 
systems, the ongoing policies of allocating large water quantities among 
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prior right farmers at low price, and above all, the limited presence of water 
markets for irrigation allow the continuity of water-wasting techniques such 
as furrow and flood irrigation, which means intraregional inefficiency. On 
the other hand, interregional inefficiency appears when a wet area with water 
surplus (after meeting all its needs and environmental constraints) does not 
transfer this surplus to a neighboring drought-exposed area despite the fact 
that the transfer project is technically, economically and ecologically viable. 
A significant aspect of inter-basin water transfer agreements concerns com-
mercial clauses on price and water quantity. In some countries and environ-
ments, these commercial clauses are arranged after bargaining between the 
parties. However, in other environments, the parties can reach an arbitration-
guided agreement on the commercial aspects.  

 
This chapter especially deals with the latter problem within the following 

framework of decision: 
 

1. European-like scenario, where the parties are public agencies/basin autho-
rities, which are willing to enter into a covenant assuring that both the 
donor and the recipient regions will share the project benefits equitably. If 
the donor and the recipient basins are governed by two public agencies 
under the same jurisdiction within a country, then water transfers may be 
relatively trouble-free as the main responsible government sets common 
guidelines for the agreements. “As soon as multiple jurisdictions are 
involved, particularly in the case of transfers among different countries, 
the complexity of the issues is multiplied, exacerbated by the lack of 
jurisprudence” (UNESCO, 1999, summary statement, p. 216).  

2. In the recipient area, water consumption should be saved by measures 
guaranteeing high efficiency in its use, namely, intraregional inefficiencies 
should be removed. If not, public reactions against the transfer project 
(not only from ecologists but also from economists and taxpayers) would 
be inevitable. To this end, nontransferable rights and average cost-based 
prices should be replaced by market prices, once the public agency in  
the recipient area has established a water market where right-holders can 
trade water with low transaction costs (Colby, 1990; Easter et al., 1998; 
Archibald and Renwick, 1998). Indeed, establishing the market involves 
transition periods which are modeled elsewhere (Ballestero et al., 2002). 
Inefficiency due to average cost-based prices is analyzed by Brill et al. 

(2002).  
3. Water quantities to be transferred from the donor catchment basin must 

be surplus after satisfying the needs of the donor region in the reason-
ably foreseeable future and safeguarding all environmental require-

(1997). See also Zekri and Romero (1993), and Gómez-Limón et al. 
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ments. Water rights in the donor area must be respected (Anderson, 1983; 
Michelsen, 1993). Two distinct types of compensation are envisaged:  
(i) price, namely, the donor charges the recipient an agreed amount of 
money per water unit, this characterizing the commercial side of the 
agreement; and (ii) political compensations, which are intended for eco-
nomic development and welfare in the donor region, so that the impact of 
potential sociocultural losses can be offset and public disruption avoided. 
Quantity and price are decided by arbitration. To this end, an approach to 
arbitrated covenants is developed in detail in Section 2. This approach, 
easy to apply by an arbiter (expert), is obtained by simulating water supply 
and demand curves (Ballestero, 2004). Experts’ reports use geographical/ 
economic information on the catchment basins. “Professional analyses 
should support the decision making process and provide unbiased infor-
mation to the decision makers and the general public” (UNESCO, 1999, 
summary statement, p. 216). Thus, the agreement between the public 
agencies does not involve the use of bilateral or multilateral water bar-
gaining (Saleth et al., 1991; Frisvold and Caswell, 1995; Colby, 1998). 
 

Cases and perspectives of water transfers in Europe and other continents 
have been brought together by UNESCO (1999). This includes experiences 
in South Africa (Muller, 1999), India (Parashar, 1999), Bangladesh (Rahman, 
1999), central Asia (Vasiliev and Voropaev, 1999), and Australia (Wright, 
1999). Among the European projects, some involving large-scale invest-
ment, it is worth noting the Barcelona region transfer from the Llobregat  
and Ter rivers (Vilaró, 1999), the Languedoc-Catologne aqueduct (Blanc and 
Imbert, 1999), the Tajo-Segura aqueduct transferring most water for irriga-
tion from a cold inland area to a dry coastal basin (Blasco et al., 1999), water 
supply in Germany (Schumann, 1999; Scheuerlein, 1999), and the Helsinki 
water transfer project (Lemmela et al., 1999).  

 
Although the paper does not deal with water bargaining, some reference 

to this type of agreements is given in the following lines. They are typical in 
the USA and other countries where even public agencies act as private enter-
prises. Through these agreements, water is transferred not only for irrigation 
but often for urban consumption. A well-known example is California, where 
continuous drought over the period 1987–1991 led to a four-point govern-
ment plan to alleviate the situation (Howitt et al., 1992; Jercich, 1997). 
California’s population is expected to double by 2040, and consequently, 
water transfers from wet areas are in the making. In addition in the USA,  
a number of water transfer agreements have been promoted in the past 
decade, such as the San Diego-Imperial Valley (1998) and the Orange-San 
Bernardino (1999). Regarding the San Diego agreement, a total volume up  



118 Enrique Ballestero
 
to 200,000 acre-feet of conserved agricultural water is transferred from  
the Imperial Irrigation District to the San Diego County Water Agency for  
at least 45 years, either agency being entitled to extend the contract by 30 
years. Water prices are computed by a formula outlined in the agreement. 
The 1-year arrangement between the San Bernardino Valley Municipal 
Water District, Western Municipal Water District, and the Orange County 
Water District provides the latter with additional water sources from the San 
Bernardino Valley, where high levels of groundwater are even potentially 
damaging; because of this circumstance, water is supplied at low price. 
Water banks and markets in the USA are commented on in Griffin (1998). 
The proper approach to analyze transfer agreements from bargaining 
involves a game-theoretic model. To the author’s knowledge, an analysis 
that combines bargaining and stochastic water supply/demand does not exist. 
This lack of previous results in the current literature makes more appealing 
the arbitration-based solution developed herein.This chapter is organized 
into six sections. Section 2, following the introduction, presents a review of 
the literature on MCDM as applied to irrigated agriculture. Section 3 high-
lights some challenges faced by these simulation techniques in order to 
become a useful tool in policy decision-making. The methodological con-
tribution required to meet this objective is outlined in Section 4. Section 5 
analyses some empirical applications following this approach. Finally, we 
draw some conclusions in Section 6. 

2 ARBITRATING WATER TRANSFER COVENANTS: 
A METHODOLOGY 

Advantages of this procedure are as follows: (i) if compared with a long 
bargaining process, the arbitration solution allows to save time and money; 
and (ii) when the commercial clauses are negotiated without an arbitration 
guideline, the parties often reach deadlock.  

 
Suppose two nonprofit agencies rA and dA , which are responsible for 

the recipient and the donor basins, respectively, facing an inter-basin water 
transfer agreement. To undertake the approach to arbitration, a demand–
supply equilibrium setting is simulated by the independent experts. The 
following notation is used 

 
q = yearly transferable water flow to be provided for by the agreement. 
p = water price to be agreed. This price does not include water production/ 

transportation costs, namely, the donor agency charges the recipient agency 
these costs, apart from price P. 
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Pd = origin water surplus value (per water unit), namely, the estimated value 
of water surplus in the donor basin per water unit taking into account 
alternative economic and environmental uses. For the sake of simplicity, 
parameter Pd is assumed to be constant, which is acceptable providing 
changes in surplus are not too large. Sometimes, surplus is evaluated at zero 
price, namely, Pd = 0. 
Pr = water shortfall cost (per water unit), namely, the estimated cost of water 
deficit in the recipient region per water unit. For the sake of simplicity, 
parameter Pr is assumed to be constant, which is acceptable, provided 
changes in water deficit are not too large.  
 
1. Simulation approach to the demand curve. Let us start with the equation: 

 
(1) 

Where ξ  is the random water quantity yearly demanded by the recipient 
agency through Ar the interbasin transfer. In other words, random ξ  is the 
difference between the recipient basin water needs and the recipient basin 
random water production (availability) each year. 
 

fr(ξ ) is the probability distribution (density function) for random ξ, qr max 
is the upper limit, namely, the probability distribution of random ξ is ranged 
over (0, qr max), and Er is the expected costs borne by agency Ar as a result of 
its random demand. 

 
Equation 1 is characterized saying that the recipient agency Ar does not 
purchase the random quantity ξ at price p exactly, since extra costs/compen-
satory payments are charged to this agency. In other words, agency Ar pays 
for water the amount just specified by the first term of Eq. 1, and in addition 
it should bear the extra costs/compensatory payments just specified by the 
second and third integrals. Indeed, the agency incurs these extra costs/comp-
ensatory payments due to any of the following random events: 
 

1. Surplus. This means that agency Ar occasionally needs water transfers 
less than the agreed quantity q. Surplus randomly appears because of yearly 
variability in available water, that is, when water available in the recipient 
basin randomly increases. To make up for the other party’s fall in sales due 
to the recipient basin random surplus, the model assumes a compensatory 
payment of (p−pd) (q−ξ ) monetary units to be made by agency Ar to 
agency Ad, this amount being the donor agency’s sales margin. 
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2. Shortage. This means that agency Ar occasionally needs to purchase 
more water than the agreed quantity q, this event depending on random 
water production (availability) in the recipient basin. In times of shortage, 
the water shortfall (ξ−q) entails extra costs estimated at (pr−p) (ξ −q) 
monetary units borne by the recipient region, namely, the model assumes 
that extra costs could be tentatively evaluated at (pr−p) times shortfall. 

 
To simulate the demand curve, the independent experts consider every feasi-
ble price p (between the limits pd and pr) as a possible term of agreement. 
Then, the experts estimate from Eq. 1 what water quantity q the recipient 
agency would be willing to agree at the price under consideration. Plainly, 
the interest of agency Ar would be to minimize its expected costs Er. There-
fore, the model minimizes Eq. 1 with respect to the q quantity, as price p 
plays a parametric role. Hence, the experts should calculate the first deriva-
tive of (1) with respect to q and make this derivative equal to zero, which 
yields 

 
(2) 

 
Equation 2 is meaningful as representing the demand curve for water trans-
fers. First, the quantity q to be demanded depends on the recipient’s random 
needs as expressed by the fr(ξ) probability distribution. Second, remember 
that price p is ranged between the low pd and the high pr, namely, we have pd 
≤ p ≤ pr. Therefore, the right-hand side in Eq. 2 is ranged over (0, 1). If p 
was fixed at its highest level pr in the agreement, then agency Ar would 
claim a level equal to zero for quantity q such as Eq. 2 states. If p was set at 
its lowest level pd, then agency Ar would claim the maximum value for 
quantity q. In broad terms, the recipient demands larger (smaller) quantities 
q as price p decreases (increases). In sum, the recipient would only accept p 
and q values satisfying the above law of downward sloping demand. 

 
2. Simulation approach to the demand curve. 

 
Let us start with the equation: 
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where ζ is the random water quantity yearly available to be transferred from 
agency Ad, fd(ζ ) is the probability distribution (density function) for random 
ζ, qd max is the upper limit, namely, the probability distribution of random ζ is 
ranged over (0, qd max), and Ed is the expected margin, namely, expected Ad 
revenue at price p minus costs/compensatory payments borne by this agency 
as a result of its random supply. 

 
Equation 3 is characterized as follows. If the agreement provided for costs/ 
compensatory payments due to randomness, then the donor agency Ad would 
not exactly receive the expected revenue as given by the first term of Eq. 3. 
In other words, agency Ad would receive the amount just specified by the 
first term of Eq. 3 minus costs/compensatory payments just specified by the 
amount between square brackets. Indeed, the agency would incur these 
costs/compensatory payments due to any of the following random events: 
 

3. Shortage. This now means that the donor agency cannot occasionally 
transfer the agreed quantity q , but only smaller flows. Shortage ran-
domly appears owing to yearly variability in available water, that is, 
when surplus available in the donor basin randomly decreases. In this 
case, the recipient agency Ar would seek redress for the water quantity 

)( ζ−q that it does not receive. Consequently, the donor agency is 
required to make a compensatory payment of r( )p p− )( ζ−q  monetary 
units to the other party.  
4. Surplus. When water available for transfer in the donor basin exceeds 
the agreed quantity q , the recipient agency is not obliged to purchase 
surplus at the agreed price p . Then, surplus should be allocated to alter-
native uses, this involving a cost of )( dpp − )( q−ζ  monetary units for 
the donor. 
 

To simulate the supply curve, the independent experts consider every feasible 
price p (between the limits Pd and Pr) as a possible term of agreement.  
Then, the experts estimate from Eq. 3 what water quantity q  the donor agency 
would be willing to agree at the price under consideration. Plainly, the 
interest of the donor agency would be to maximize its expected margin Er. 
Therefore, the model minimizes costs/compensatory payments, that is, the 
amount between square brackets in equation (3) with respect to the q  quan-
tity, as price p  plays a parametric role. Hence, the experts should calculate 
the first derivative of this amount with respect to q  and make this derivative 
equal to zero, which yields 
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Equation 4 portrays the supply curve. First, the quantity q  to be supplied 
depends on the donor’s random surplus as expressed by the d ( )f ζ  proba-
bility distribution. Second, since the right-hand side in Eq. 4 is ranged over 
(0, 1), the donor agency would claim a level equal to zero for quantity q  if 
p  was set at its lowest level dp , while it would claim the maximum value q  

for quantity p if it was fixed at its highest level rp . More generally put, the 
donor is willing to supply larger (smaller) quantities q  as price p increases 
(decreases). Indeed, the donor will only accept p  and q  values satisfying 
the above law of upwards sloping supply. 

 
Hence, the solution advised by the experts will be to establish price p  

and quantity q  at levels given by the intersection of the demand curve (2) 
and the supply curve (4), as the equilibrium position. Notice that rp and  

dp come from available information gathered in geographical and economic 
studies on the areas. Therefore, the experts with a good geographical know-
ledge can obtain the simulated solution by numerical tables approximating 
the frequency distributions r ( )f ξ  in the recipient basin and d ( )f ζ in the 
donor basin. In Section 3, the table is displayed and the numerical solution 
found through an illustrative example. 

 
As a final remark, the approach overlooks optimistic conjectures about 

feasible agreements between the agencies to counterbalance surplus in a basin 
and shortfalls in the other. Simulation relying on compensatory payments is a 
mere methodology to recommend price and quantity, and consequently, the 
actual covenant does not need to include a clause about this kind of payments. 

3 ILLUSTRATIVE EXAMPLE 

As inspired from a real-world case elsewhere (Ballestero, 2004), the present 
make-believe example is only intended to highlight applications of the above 
model through numerical tables whose structure and content widely differ 
from the previous paper. Consider a potential donor area described as an 
inland region crisscrossed by large dammed rivers, and a drought-exposed 
maritime region near the Mediterranean Sea, the latter being a potential 
recipient basin. 
 

In Table 1, historical series of geographical data on water resources  
in both the donor and the recipient basins from 1975–1976 to 1994–1995 
hydrological years are shown with six columns displaying the following 
information. In column 2, the available water quantity to be supplied each 
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Table 1. Annual geographical information on the donor and recipient basins. 

Donor basin Recipient basin 
Hydrological 

year 
Surplus 

(supplied 
water), Mm3 

Cumulative 
frequencies 

Hydrological 
year 

Demanded 
water from 

transfers, Mm3

Cumulative 
frequencies 

1994–95     7.50 0.05 1983–84 0 0.05 
1983–84   16.98 0.10 1984–85   6.39 0.10 
1992–93   26.23 0.15 1981–82 16.12 0.15 
1982–83   27.84 0.20 1994–95 16.26 0.20 
1993–94   29.46 0.25 1985–86 22.43 0.25 
1991–92   37.89 0.30 1980–81 26.92 0.30 
1981–82   60.08 0.35 1982–83 29.04 0.35 
1978–79   63.55 0.40 1992–93 32.52 0.40 
1977–78   71.64 0.45 1987–88 34.98 0.45 
1990–91   71.64 0.50 1993–94 35.43 0.50 
1987–88   74.87 0.55 1991–92 41.82 0.55 
1989–90   75.10 0.60 1978–79 59.77 0.60 
1988–89   76.26 0.65 1979–80 62.17 0.65 
1975–76   76.58 0.70 1990–91 62.73 0.70 
1986–87   80.88 0.75 1977–78 65.09 0.75 
1984–85   83.77 0.80 1986–87 71.34 0.80 
1976–77   84.13 0.85 1976–77 71.41 0.85 
1985–86   84.69 0.90 1975–76 73.35 0.90 
1980–81 113.24 0.95 1988–89 74.49 0.95 
1979–80 160.85 1.00 1989–90 77.54 1.00 
 

year is recorded. This is the random surplus obtained after subtracting fore-
seeable consumption and environmental needs in the donor basin. A part and 
parcel of consumption is irrigation water. In column 5, the water quantity 
demanded from external sources (inter-basin transfer) by the recipient basin 
each year is given. This demanded water is computed as available resources 
less foreseeable consumption, both yearly quantities given by geographical 
studies. Columns 1 and 3 are associated with column 2 to indicate, respect-
ively, the hydrological year and the cumulative frequency corresponding to 
each supplied water quantity. Columns 4 and 6 play an analogous role with 
respect to column 5. Therefore, the probability distribution of random water 
quantity yearly available to be transferred from the donor agency is tabul-
ated on the left side of the table, while on the right side the probability 
distribution of random water quantity yearly demanded by the recipient 
agency is also tabulated. In other words, the left side of Table 1 provides in 
numerical terms the cumulative distribution function for the donor basin, 
namely, the integral 
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(5) 

 
whereas the right side of the table provides the analogous integral for the 
recipient basin 

 
(6) 

 
Once Table 1 has been constructed only from available geographical studies, 
the arbiter should know parameters pr and pd appearing on the right-hand 
side of Eqs. 2 and 4. Concerning the estimated per unit cost pr of water 
deficit in the recipient maritime region, this is equivalent to the market price 
of desalinated water, which would be used to cover the water shortfall. In 
Mediterranean environments, this price is about 0.60 euros/m3. Now, only 
the origin water surplus value pd remains to be estimated from its alternative 
economic and environmental uses, if any. As this surplus flows to the sea 
with no environmental impact (e.g., on fisheries), parameter pd is assigned a 
zero value. Therefore, the right-hand sides of Eqs. 4 and 2 become 

 
(7) 

 
(8) 

 
for the donor and the recipient areas, respectively. 

 
Table 2 describes the arbitration process through which the simulated 

supply and demand curves are drawn. First, the arbiter proposes a sequence 
of possible prices between 0 and 0.60 euros/m3, this sequence appearing in 
column 1. For each price p , the arbiter computes the cumulative frequencies 
(7) and (8), the respective sequences being brought to columns 2 and 4. 
From Table 1, each cumulative frequency is associated with the q  value of 
water quantity. Thus, for example, price p = 0.27 in Table 2 involves a 
cumulative frequency of 0.45 relative to simulated supply, which leads to 
71.64 Mm3 from Table 1, columns 2–3. This quantity (71.64) now appears  
in Table 2, column 3, for price p = 0.27. Finally, in Table 2 the arbiter 
compares columns 3 and 5 to find the row in which both water quantities q  
approximately coincide. Check that this row corresponds to price p = 0.21, 

d d0
( ) ( )

q
F q f dζ ζ= ∫

r r0
( ) ( ) .

q
F q f dξ ξ= ∫

d r d( ) /( ) / 0.60,p p p p p− − =

r r d( ) /( ) (0.60 ) / 0.60,p p p p p− − = −

the water quantities being 60.08 Mm3 (column 3) and 62.17 Mm3 (column 5), 
which are very close to one another. This is the arbitrated solution in terms 
of price and quantity to the commercial clauses of the covenant. 
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Table 2. Simulated supply and demand curves in the arbitration process. 

Simulated supply Simulated demand Price 
(euro/m3) Cumulative 

frequencies 
Water quantity 

(Mm3) 
Cumulative 
frequencies 

Water quantity 
(Mm3) 

0.03 0.05    7.50 0.95 74.49 
0.06 0.10   16.98 0.90 73.35 
0.09 0.15   26.23 0.85 71.41 
0.12 0.20   27.84 0.80 71.34 
0.15 0.25   29.46 0.75 65.09 
0.18 0.30   37.89 0.70 62.73 
0.21 0.35   60.08 0.65 62.17 
0.24 0.40   63.55 0.60 59.77 
0.27 0.45   71.64 0.55 41.82 
0.30 0.50   71.64 0.50 35.43 
0.33 0.55   74.87 0.45 34.98 
0.36 0.60   75.10 0.40 32.52 
0.39 0.65   76.26 0.35 29.04 
0.42 0.70   76.58 0.30 26.92 
0.45 0.75   80.88 0.25 22.43 
0.48 0.80   83.77 0.20 16.26 
0.51 0.85   84.13 0.15 16.12 
0.54 0.90   84.69 0.10   6.39 
0.57 0.95 113.24 0.05 0 
0.60 1.00 160.85 0.00 – 

4 CONCLUDING REMARKS 

Limitations and contributions of this chapter are as follows. First, the decision-
making model in Section 2 focuses on a relevant but not unique aspect, 
namely, the commercial side of the agreement consisting in determining water 
quantity and price providing that some technical, environmental, and political 
constraints are met. Therefore, the model does not help agree the political 
compensations to the donor area but it only helps the parties agree what 
water volume should be transferred and what price should be paid for this 
resource without including costs of water production in the donor area and 
transportation along the aqueduct. A vital premise to the covenant is assuring 
efficiency in the recipient basin. A second limitation concerns the agencies’ 
behavior. In fact, if the agencies behave as profitability seekers rather than 
non-profit public entities, they would have no reason to employ an arbiter 
instead of bargaining strategies like those used in aggressive negotiations. 
This is frequently the US case, where one can contend that arbiters are used 
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to resolving labor and business contract disputes but not to negotiating water 
transactions. However, even for profitability-seeking agencies, each party may 
be convinced that the joint decision of agreeing to an arbitrated covenant  
is preferable to a long bargaining process that often comes to a standstill, 
especially when the parties cannot reasonably expect significant extra profit  
by negotiating. In European countries and other areas where public agencies 
(not profitability seekers) are responsible for interbasin water agreements, the 
proposed arbitration model provides a consistent solution as based on simula-
ted supply and demand curves, whose parameters are obtained from available 
geographical studies, namely, without cumbersome information problems. As 
the numerical example in Section 3 has shown, the solution is easy to obtain 
through tables, this being a remarkable advantage over bargaining models 
often difficult to apply. 
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Abstract Positive mathematical programming (PMP) has renewed the interest in mathe-

explains first the main advantages and disadvantages of the PMP approach, 
followed by a presentation of an individual farm-based sector model, called 
SEPALE. The farm-based approach allows the introduction of differences in 
individual farm structures in the PMP modelling framework. Furthermore, a 
farm-level model gives the possibility of identifying the impacts according  
to various farm characteristics. Simulations of possible alternatives to the 
implementation of the Agenda 2000 mid-term review illustrate the value of 
such a model. This chapter concludes with some topics for further research to 
resolve some of the PMP limitations. 

Keywords: Positive mathematical programming, Common Agricultural Policy, agro-
environmental policy analysis 

1 INTRODUCTION 

There is a renewed interest in mathematical programming (MP) to model 
economic behaviour. This originates from a combination of factors. First, the 
emergence in the late 1980s of positive mathematical programming (PMP) 
has brought an appealing breath of positivism in the determination of the 
optimizing function parameters. This method formalized later by Howitt 
(1995a) makes it indeed possible to calibrate MP models exactly. Second,  
as a result of the former, PMP has provided a more flexible and realistic 
simulation behaviour of MP models avoiding unlikely abrupt discontinuities  
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matical modelling of agricultural and environmental policies. This chapter 
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in the simulation solutions. Third, the increasing need to model and simu-
late behavioural functions under numerous technical, economic, policy and, 
more recently, environmental conditions has strengthened the recourse to MP 
models. Fourth, in an environment of often limited amount of adequate infor-
mation and data to treat complex decisions, MP models are nevertheless able 
to handle decision problems which econometrics cannot. With the increasing 
number of available databases assembled from data collected at the regional, 
territorial, farm and even land plot levels, the construction of MP models is 
now possible at a more disaggregated level of decision making. This allows 
the analysis of agricultural, environmental and land use policy in accordance 
with local conditions. This renewed interest in MP modelling for analysing 
agricultural and environmental policies has generated numerous applications 
as well as extensions at different investigation levels of which several are 
reported in Heckelei and Britz (2005). 

 
This chapter concentrates on PMP and its recent developments as a tool for 

policy analysis and on the practical elaboration in Belgium. It is organized as 
follows. Section 2 shows how PMP renovates the calibration of mathematical 
programming models. Section 3 explains how its weaknesses have generated 
various developments including extensions bridging mathematical program-

ming and econometrics. Exploiting together the advantages of mathematical 
programming and econometric approaches leads to a new field of empirical 
investigation, which we would like to name ‘econometric mathematical pro-
gramming’. Section 4 shows how the Belgian regional mathematical pro-
gramming model SEPALE tackles some of the PMP weaknesses and adopts a 
calibration method able to exploit the richness of the European Union’s Farm 
Accountancy Data Network (FADN) in representing the economic behaviour 
of a collection of farmers. The application shows how current reforms of the 
Common Agricultural Policy (CAP) are treated and simulated in SEPALE. 
Section 5 discusses some issues left to PMP. The last section concludes with  
a summary of the advantages and limitations of PMP for agricultural and 
environmental policy analysis. 

2 THE STANDARD PMP APPROACH 

PMP is a method to calibrate mathematical programming models to obser-
ved behaviour during a reference period by using the information provided 
by the dual variables of the calibration constraints (Howitt, 1995a; Paris and 
Howitt, 1998). The dual information is used to calibrate a non-linear object-
ive function such that the observed activity levels are reproduced for the 
reference period but without the calibration constraints. The term ‘positive’ 
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that qualifies this method implies that, like in econometrics, the parameters 
of the non-linear objective function are derived from an economic behaviour 
assumed to be rational given all the observed and non-observed conditions 
that generates the observed activity levels. The main difference with econo-
metrics is that PMP does not require a series of observations to reveal the 
economic behaviour, which as a drawback deprives PMP from inference and 
validation tests. 

 
Formalized by Howitt (1995a), PMP follows a procedure in three steps. 

The first step consists in writing an MP model as usual but adding to the set 
of limiting resource constraints a set of calibration constraints that bound the 
activities to the observed levels of the reference period. Taking the case of 
maximizing gross margins with upper bounded calibration constraints, we 
write the initial model as in Paris and Howitt (1998):  

Max  Z =  p' x – c' x (1) 
 

s.t.: A x ≤ b[λ] (1a) 
 

x ≤ xo + ε [ρ] (1b) 
 

x ≤ 0, (1c) 
where 
Z is the scalar of the objective function value, 
p (n × 1) the vector of product prices, 
x (n × 1) the non-negative vector of production activity levels, 
c (n × 1) the vector of accounting costs per unit of activity, 
A (m × n) the matrix of technical coefficients in resource constraints,  
b (m × 1) the vector of available resource levels, 
xo  (n × 1) the non-negative vector of observed activity levels, 
ε (n × 1) the vector of small positive numbers for preventing linear de-

pendency between the structural constraints (1a) and the calibration 
constraints (1b),  

λ (m × 1) the vector of duals associated with the allocable resource cons-
traints, and 

ρ (n × 1) the vector of duals associated with the calibration constraints. 

Assuming that all activity levels are strictly positive and all allocable 
resource constraints are binding at the optimal solution, the first-order 
conditions of model (1) provide the following dual values as in Heckelei and 
Wolff (2003): 

ρp  = pp – Ap' λ, (2) 
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ρm = 0, (3) 

λ   =  (Am')–1 (pm – cm), (4) 

The vector x is partitioned into [(n – m) × 1] vector of preferable activities xp 
constrained by the calibration constraints (1b) and (m × 1) vector of mar-
ginal activities xm constrained by the allocable resource constraints (1a). The 
other vectors ρ, p and c and the matrix A are partitioned accordingly.  

 
Howitt (1995a) and Paris and Howitt (1998) interpret the dual variable 

vector ρ associated with the calibration constraints as capturing any type of 
model mis-specification, data errors, aggregate bias, risk behaviour and price 
expectations. In the perspective of calibrating a non-linear decreasing yield 
function as in Howitt (1995a), this dual vector ρ represents the difference 
between the activity average and marginal value products. In the alternative 
perspective of calibrating a non-linear increasing cost function as in Paris 
and Howitt (1998), this dual vector ρ is interpreted as a differential marginal 
cost vector that together with the activity accounting cost vector c reveals the 
actual variable marginal cost of supplying the observed activity vector x0. 

 
The second step of PMP consists in using these duals to calibrate the 

parameters of the non-linear objective function. A usual case considers 
calibrating the parameters of a variable cost function Cv, which has the 
typical multi-output quadratic functional form, however, holding constant 
variable input prices at the observed market level as follows: 

Cv(x) = d ' x + x' Q x / 2  (5) 

where 
d (n × 1) is the vector of parameters of the cost function, 
Q (n × n) is the symmetric, positive (semi-) definite matrix with typical 

element qij for activities i and j. 

Other functional forms are possible. The generalized Leontief and the 
weighted-entropy variable cost function (Paris and Howitt, 1998) and the 
constant elasticity of substitution (CES) production function (Howitt, 1995b) 
in addition to the constant elasticity of transformation production function 
(Graindorge et al., 2001) have also been used. 

 
The variable marginal cost vector MCv of this typical cost function is set 

equal to the sum of the accounting cost vector c and the differential marginal 
cost vector ρ as follows: 
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MCv = V Cv(x)x0 = d + Q x0 = c + ρ (6) 

where 
∇Cv(x)x0 a (1 × n) gradient vector of first derivatives of Cv(x) for x = x0. 

To solve this system of n equations for [n + n(n + 1)/2] parameters and, 
thus, overcome the under-determination of the system, PMP modellers rely 
on various solutions that are reviewed in the next section. 

 
The third step of PMP uses the calibrated non-linear objective function in 

a non-linear programming problem similar to the original one except for the 
calibration constraints. This calibrated non-linear model is consistent with 
the choice of the non-linear activity yield or cost function derived in the 
preceding step and exactly reproduces observed activity levels and original 
duals of the limiting resource constraints. The following PMP model is ready 
for simulation. 

Max Z = p' x - 
∧

d ' x - x' 
∧

Q  x / 2, (7) 
 

s.t. A x ≤ b[λ], (7a) 
 

 x ≥ 0, (7b) 

where the vector 
∧

d and matrix 
∧

Q  are the calibrated parameters of the non-
linear objective function. 

 
Assuming again that all optimal activity levels are strictly positive and 

allocable resource constraints are all binding at the optimal solution, the 
first-order conditions of model (7) provide the following dual values of the 
resource constraints as in Heckelei and Wolff (2003): 

λ =  (A Q–1 A') –1 (A 
∧

Q –1 (p – 
∧

d )). (8) 

This calibration approach can be applied at the farm, regional and sector 
levels. When accounting data of a sample of F farms are available such as 
from the FADN, F PMP models can be defined for each farm of the sample. 
Simulations can then be performed on these individual PMP models and 
simulation results may be aggregated as shown in the application below. 
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3 FURTHER PMP DEVELOPMENTS 

Althrough being an appealing method for calibration, PMP has shown short-
comings in model calibration that, in turn, motivated further developments. 
One of these shortcomings is the missing representation of economic beha-
viour with regard to activities of farms whose initial observed supply level is 
zero during the reference period. To overcome this self-selection problem 
during the calibration as well as during the simulation steps, Paris and Arfini 
(2000) add to the F PMP models a supplementary PMP model for the whole 
farm sample and calibrate a frontier cost function for all the activities 
included in the whole farm sample.  

 
A second development of the PMP methodology concerns the integra-

tion of risk. For example, Paris (1997) uses a von Neumann–Morgenstern 
expected utility approach assuming a normal distribution of output prices 
and a constant absolute risk aversion.  

 
A third development is the inclusion of greater competitiveness among 

close competitive activities whose requirements for limiting resources are 
more similar than with other activities. Rohm and Dabbert (2003) represent 
these close competitive activities as variant activities from their generic 
activities and add to the first PMP step calibration constraints for these vari-
ant activities that are less restrictive than their counterparts for their generic 
activities. 

 
A fourth development to overcome criticism that has been raised against 

the use of a linear technology in limiting resources and the zero-marginal 
product for one of the calibrating constraints is the expansion of the PMP 
framework into a Symmetric Positive Equilibrium Problem (SPEP). Paris 
(2001) and Paris and Howitt (2001) express the first step of this new struc-
ture as an equilibrium problem consisting of symmetric primal and dual 
constraints and the third step as an equilibrium problem between demand 
and supply functions of inputs, on the one hand, and between marginal cost 
and marginal revenue of the output activities, on the other hand. For these 
authors, the key novelty of this new framework is rendering the availability 
of limiting inputs responsive to output levels and input price changes. Britz 
et al. (2003), however, address several conceptual concerns with respect to 
the SPEP methodology and question the economic interpretation of the final 
model ready for simulations. 
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Other shortcomings comprise the under-determination of the system, the 
unequal treatment of the marginal and preferable activities and the first 
phase estimation bias. They are treated in the following three subsections. 

3.1 The Under-Determination Problem 

To overcome the shortcoming of under-determination of the system in 
equation (6), an earlier ad hoc solution consists in assuming that the sym-
metric matrix Q is diagonal, implying that the change in the actual marginal 
cost of activity i with respect to the level of activity j (i≠j) is null and, then, 
in relying on additional assumptions. Common additional assumptions consist 
in posing the vector d of the quadratic cost function to be either equal to 
zero, which leads to 

( )ii i i io i/  and 0 for all 1,q c p x d i n= + = = K  

or equal to the accounting cost vector c, which leads to: 

ii i io i i/  and  for all 1, .q x d c i nρ= = = K  

Another calibration rule called the average cost approach equates the accoun-
ting cost vector c to the average cost vector of the quadratic cost function, 
which leads to: 

ii i io i i i2 /  and  for all 1, .q X d c i nρ ρ= = − = K  

Exogenous supply elasticities εii are also used to derive the parameters of the 
quadratic cost function as in Helming et al. (2001): 

ii io ii io i i i ii io/  and  for 1, .q p x d c q x i nε ρ= = + − = K  

All these specifications would exactly calibrate the initial model as long as  
Eq. 6 is verified, but lead to different simulation responses to external changes. 

 
A subsequent development from Paris and Howitt (1998) to calibrate the 

marginal cost function is to exploit the maximum entropy estimator to 
determine all the [n + n(n + 1)/2] elements of the vector d and matrix Q 
using the Cholesky factorization of this matrix Q to guarantee that the 
calibrated matrix Q is actually symmetric positive semi-definite.1 This 
estimator in combination with PMP enables to calibrate a quadratic variable 
cost function accommodating complementarity and competitiveness among 

 
1In short, the maximum entropy approach consists in estimating parameters regarded as 
expected values of associated probability distributions defined over a set of a priori discrete 
supports (Golan et al., 1996). 

 

______ 
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activities still based on a single observation but using a priori information on 
support bounds. Nevertheless, as argued in Heckelei and Britz (2000), the 
simulation behaviours of the resulting calibrated model would still be arbitrary 
because heavily dominated by the supports. 

Heckelei and Britz (2000) exploit the suggestion from Paris and Howitt 
(1998) to use the maximum entropy estimator to determine these parameters 
on the basis of additional observations of the same farm or region with a 
view to collect information on second-order derivatives. They estimate the 
parameters of the vector d and matrix Q on the basis of cross-sectional 
vectors of marginal costs and the use of the Cholesky decomposition of the 
matrix of the second-order derivatives as additional constraints. They obtain 
a greater successful expost validation than using the standard “single 
observation” maximum entropy approach. This cross-sectional procedure is 
an interesting response to the lack of empirical validation for models that  
are calibrated on a single reference period. It is used to calibrate the  
cost functions of the regional activity supplies of the Common Agricultural 
Policy Regional Impact (CAPRI) modelling system (Heckelei and Britz, 
2001). 

3.2 The Unequal Treatment of Marginal  
and Preferable Activities 

Another PMP shortcoming discussed in the literature is the unequal treatment 
of the marginal and preferable activities. Because the differential marginal 
costs of the marginal activities captured by the dual vector ρ are zero, the 
actual marginal costs of supplying these activities are independent of their 
levels while those of supplying the preferable activities are not under the 
average cost approach of calibration. For these marginal activities, calibrated 
marginal costs are equal to average costs and marginal profits are equal to 
average profits. Gohin and Chantreuil (1999) show that an exogenous shock 
on one preferable activity would uniquely modify the levels of this activity 
and the levels of the marginal activities, not those of the other preferable 
activities. 

 
One ad hoc solution to obtain an increasing marginal cost function for 

these marginal activities consists in retrieving some share of one limiting 
resource dual value λ and adding it to the calibration dual vector ρ to obtain 
a modified calibration dual vector ρM (Rohm and Dabbert, 2003). A more 
severe solution consists in skipping the first step of PMP altogether. Judez  
et al. (2001) use this approach to represent the economic behaviour of 
different farm types based on farm accounting data from the Spanish part of 
the FADN. 
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3.3 The First Phase Estimation Bias 

More fundamentally, Heckelei and Wolff (2003) recently explained that 
PMP is, however, not well suited to the estimation of programming models 
that use multiple cross-sectional or chronological observations. They show 
that the derived marginal cost conditions (6) prevent a consistent estimation 
of the parameters when the ultimate model (7) is seen as representing 
adequately the true data-generating process. Their argument goes as follows. 
On the one hand, the shadow price value vector λ implied by the ultimate 
model (7) is determined by the vectors p, d and b and the matrices A and Q 
through the first-order condition derived expression (8). On the other hand, 
the various dual value vectors λ from the sample initial models (1) are solely 
determined by the vectors p and c and matrix A of only those marginal 
activities bounded by the resource constraints through the first-order derived 
expression (4). As a result, the various vectors λ of resource duals of the 
initial models are generally different from the vector λ of resource duals of 
the ultimate model. Since the first step simultaneously sets both the initial 
dual vectors ρ and λ and the second step uses the initial dual vector ρ to 
estimate the vector MCv, this latter vector must generally be inconsistent 
with the ultimate model (7). The derived marginal conditions (6) are, there-
fore, most likely to be biased estimating equations yielding inconsistent 
parameter estimates.2 

 
Howitt (2005), however, disputes this inconsistency. First, he shows that, 

for any single observation, the dual value vector λ derived from the initial 
constrained linear model is numerically identical to the dual value vector λ 
that the ultimate quadratic model would generate for the same observation 
point. Second, he shows that, for a given set of observations, the dual value 
vector λ derived from each initial constrained linear model must be generally 
different from the dual value vector λ generated by the ultimate quadratic 
model unless each initial linear model uses numerical values of marginal 
cost that are identical to those generated by the ultimate quadratic model for 
each observation point. Different observations bring changes in costs that are 
not necessarily fully captured by the changes in their cost vector c. 

 
To avoid inconsistency between steps 1 and 3 as further exposed in 

Heckelei and Britz (2005), Heckelei and Wolff (2003) suggest to skip the 
first step altogether and employ directly the optimality conditions of the desired 
programming model to estimate, not calibrate, shadow prices and parameters 

 
2In other words, the ‘estimated’ value of the dual vector λ cannot converge to the true dual 
vector λ as more observations are added because PMP always selects the highest possible 
value for the dual vector λ. 

______ 
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simultaneously. They illustrate this general alternative to the original PMP 
through three examples relying on the Generalized Maximum Entropy 
(GME) procedure for estimating the model parameters. Their examples deal 
with the estimation of the parameters of various optimization models that  
(1) incorporate a quadratic cost function and only one constraint on land 
availability, (2) allocate variable and fixed inputs to production activities 
represented by activity-specific production functions or (3) allocate fixed 
inputs to production activities represented by activity-specific profit func-
tions. 

 
As stated by their authors, this alternative approach to PMP has some 

theoretical advantage over the original PMP for the estimation of program-
ming models. It also has some empirical advantage over standard econo-
metric procedures of duality-based behavioural functions for the estimation 
of more complex models characterized by more flexible functional forms 
and more constraints as well as the incorporation of additional constraints 
relevant for simulation purpose. The application in the next section also 
skips the first step of PMP to use directly the optimality conditions of the 
desired programming model. Howitt (2005) does not dispute here the 
desirability and efficiency of the simultaneous estimation of dual shadow 
prices and parameters when sufficient observations are available. He, 
however, shows that this approach could result in the error and bias of the 
estimated cost coefficients that are sensitive to the error specification and the 
initial value assigned to the dual value vector λ when relying on the GME 
estimator. He shows that the use of dual value vectors λ from initial linear 
models can significantly increase the precision of the estimate of the dual 
value vector λ of the ultimate quadratic model with small losses in the 
precision of the estimates of the ultimate cost coefficients. 

4 THE SEPALE MODEL AND APPLICATIONS 

This section illustrates how the PMP concept can be applied into an agri-
cultural model that can be used to simulate various policy scenarios. The 
agricultural model is composed of a collection of microeconomic mathematical 
programming models each representing the optimizing farmer’s behaviour at 
the farm level. Parameters of each PMP model are calibrated on decision  
data observed during a reference period exploiting the optimality first-order 
conditions and the observed opportunity cost of limiting resources. Simulation 
results can be aggregated according to farm location, type and size. 
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Exploiting the richness of the FADN data, this model is part of an effort 
initially funded by the Belgian Federal Ministry of Agriculture to develop  
a decision support system for agricultural and environmental policy analy-
sis. The model is known under the name of SEPALE and is developed by  
a group of agricultural economists based at the Université catholique de 
Louvain, the University of Ghent and the Institute for Agricultural and 
Fisheries Research of the Ministry of the Flemish Community. Since this 
model only predominantly uses FADN data, it is conceivably applicable to 
all the EU-15 58,000 representative commercial farms recorded in this 
database accessible by any national or regional administrative agencies.  

 
Before presenting an application drawn from the recently agreed mid-

term review (MTR) of Agenda 2000, the following subsection first presents 
how key parameters of the model are calibrated in the farm generic model 
and how animal feeding and quota constraints are added to the generic farm 
model. 

4.1 Calibration of the Cost Parameters 

The SEPALE model relies on a modified version of the standard PMP 
calibration method, which skips the first step of the standard approach for 
two reasons. First, following Heckelei and Wolff (2003), the first step of 
PMP provides duals of the resource constraints that are biased. Second, 
resources such as farmland are supposed to be not binding at the farm level 
and enter into the variable cost component on the premise that farms are able 
to acquire farmland from other farms. As a result, we directly start with the 
second step, which is the calibration of the cost function. 

 
The model relies on a farm-level profit function using a quadratic 

functional form for its cost component. In matrix notation, this gives  

f f f f f f f f f f f/ 2 ,Z = + − −p x a S x x Q x d x  (15) 

where 
Z is the scalar of the objective function value, 
xf (n × 1) the vector of production quantities with n production activities, 
pf (n × 1) the vector of output prices per unit of production quantity, 
Qf (n × n) the diagonal matrix of quadratic cost function parameters, 
df (n × 1) the vector of linear cost function parameters, 
af (n × 1) the vector of technical coefficients determining how much 

resource base (land or animal) is needed per production quantity xf, 
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Sf (n × n) the diagonal matrix of direct payments per unit of resource 

base, and  
f is the index for farms. 
 

Two sets of equations calibrate the parameters of the matrix Qf and the 
vector df, relying on output prices pfo, direct payments Sfo and average 
variable production costs cfo observed at the reference period. The first-order 
conditions of model (15) determine the first set of equations as follows:  

fo fo f f f f .+ = +p S a Q x d  (16) 

The second set of equations equates the observed average costs cfo to the 
average costs implied by model (15) as follows:  

fo f fo f/ 2= +c Q x d  (17) 

with cfo the vector of observed average variable costs per unit of production 
quantity that include costs of seeds, fertilizers, pesticides, contract work and 
other costs gathered from the FADN for each farm f including farmland 
rental cost. 

 
The following two sets of equations calibrate the diagonal matrix Q and 

the vector d for each farm f of the sample: 

( )( ) 1
f fo fo' f f fo ' f fo ' fo fo '2 −= + −Q p x S a x c x x x  (18) 

( )( ) 1
f fo f f fo fo' f f fo' f fo ' fo fo ' fo2 .−= + − + −d p S a p x S a x c x x x x  (19) 

With these parameters, model (15) is exactly calibrated to the reference 
period and is ready for simulation applications. 

 
The basic model is further extended with feeding and quota constraints. 

The feeding constraint uses a CES function that allows substitution between 
on-farm forage crops and off-farm feed, which is calibrated on feedings 
observed at the reference period. The A and B sugar quota constraint is 
included in the first-order conditions of model (15) by adding the dual of the 
sugar beet quota to the right side of Eq. 16. The gross margin differential 
between A and B sugar beets and the next best alternative crop that is 
observed at the reference period approximates this dual. As explained in 
Buysse et al. (2004), the supply of A and B sugar beets includes a pre-
cautionary C supply and a quota exchange mechanism allows for a quota 
redistribution among sugar beet farms within the sample. 
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4.2 Simulation of the Mid-term Review  

of Agenda 2000 

The three main elements in the MTR of Agenda 2000 are direct payment 
decoupling, cross-compliance and modulation. First, the decoupling of direct 
payments implies that a single farm payment replaces the previous direct 
payments that were linked to activities. Second, the cross-compliance renders 
the single farm payment subject to farm compliance with rules related to 
food safety, animal health and welfare and good agricultural and environ-
mental practices. Third, the modulation introduces a system of a 5% 
progressive reduction of the direct payments that are higher than a threshold 
of 5,000 € per farm. The savings on these direct payments are added to the 
financing of the rural development measures defined in the CAP. Within the 
transitory options offered by the MTR, the Belgian government chooses to 
decouple all direct payments except payments for suckler cows and veal 
slaughters. The following subsections show how the basic model is modified 
to incorporate the provisions of the new MTR policy instruments. 

4.2.1 Activation of the Single Payment Entitlement 

The MTR assigns a single farm payment entitlement per hectare for every 
farm. This per hectare single entitlement is the ratio of the amount of direct 
payments granted to the farm during a reference period over the farmland 
declared for requesting the direct payments during the same reference 
period, including farmland for cereals, oil yielding and protein (COP) and 
fodder crops, but not including farmland for potatoes, vegetables and sugar 
beets. 

 
Farmland planted with the eligible crops, i.e., all crops except potatoes 

and vegetables in open air, can activate the per hectare single payment enti-
tlement. Three situations could occur: 

 
1. A farm that plants an area with eligible crops of the same size of the 

reference farmland is entitled to receive the same amount of direct 
payments as before the MTR. 

2. A farm that increases its area planted with eligible crops is not entitled to 
additional direct payments.  

3. A farm that reduces its area planted with eligible crops is entitled to 
proportionate lower direct payments than before the MTR. 
 
To model the MTR single farm payment adequately, a new variable 

denoted by ‘aaf’ is defined to represent the maximum eligible area that can 
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activate the per hectare single payment entitlement. A first constraint pre-
vents the total single payment from exceeding the reference amount of direct 
payments. A second constraint restricts the per hectare single payment 
entitlement to the eligible area. 

f fo' f foaa a L x≤  (20) 

f f ' f f,aa a E x≤  (21) 

where 
Lf (n × n) is the diagonal matrix with unit elements indicating whether 

the activity i has been declared for obtaining direct payments during 
the reference period and zero elements for other activities, 

Ef (n × 1) the diagonal matrix with unit elements for eligible crops and 
zero elements for others, 

aa f the scalar of the maximum eligible area for the per ha single payment 
entitlement. 

The single payment extends the profit function as follows: 

( ) ( )
    

1
f f ' f f fo' fo f fo fo' fo f ' fo f f f ' f f f ' f/ 2 ,Z aa U−= + + − − −p x a S D x a x a S D x x Q x d x

 (22) 

where  
Df (n × n) is the diagonal matrix with the production decoupling ratio of 

activity i and  
U (n × n) the unit matrix. 

4.2.2 Modulation of Direct Payments 

Modulation reduces all direct, coupled and non-coupled payments beyond  
5,000 € per farm by a maximum of 5% in 2007. Farms with direct payments 
higher than the threshold of 5,000 € can, however, choose either to not acti-
vate their direct payment entitlements or to transfer their direct payment enti-
tlements to farms with direct payments lower than the threshold of 5,000 €. 
This transfer mechanism is also included in the optimization process of the 
model. 

 
The following constraint introduces modulation into the model: 

1
fo' fo f fo fo' fo f' fo f f( ) ( ) ,md a Subs D x a x a Subs I D x mt−≤ + − −  (23) 
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where 
md is the scalar of the positive amount of direct payments subject to 

modulation and  
mt the scalar of the amount of direct payments free from modulation. 
 

Modulation extends the profit function as follows: 

( ) ( )1
f f ' f f fo' fo f fo fo' fo f ' fo f f f ' f f f ' f/ 2Z aa Subs Subs I x md mp−= + + − − − −p x a D x a x a D x x Q d x

 (24) 
where 
mp is the scalar of the modulation percentage. 

 
Although the MTR modulation imposes an increase in the modulation 

percentage in three steps from 3% in the first year, 4% in the second year 
and 5% in the third year, the following analysis is restricted to the simulation 
of the final modulation percentage. 

4.2.3 Transfers of Direct Payment Entitlements 

Transfers of direct payment entitlements can occur both with and without 
transfer of land. A certain percentage of the entitlements that are transferred 
can, however, be withheld by the member state. For entitlement transfers  
with land, 10% of the entitlement can revert to the national reserve while, for 
sole transfers of direct payment entitlements, up to 30% of the entitlement can 
revert to national reserve. Seven additional constraints and seven additional 
variables that are not shown here for lack of space are used to model the 
transfers of direct payment entitlements leaving open the possibility to realize 
these transfers with and without land transfers. Unobserved transaction costs 
can play a major role in the decision to transfer direct payment entitlements 
but are not modelled here. 

4.2.4 Cross-compliance 

Currently, the model assumes that every farm satisfies the conditions impo-
sed by the member state. The model further assumes that these conditions  
do not generate additional costs. This is a reasonable assumption given that 
most of these conditions were already compulsory before the MTR.  
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4.3 Impact Analysis 

The model is calibrated and run for a FADN sub-sample of 159 arable and 
cattle farms for which data are available for the year 2002. Because of the 
non-representativeness of this sub-sample, one has to be careful in extrapolat 
the calibrated parameters and the simulation results to the whole sector. 
Being only indicative of the outcome of the MTR, the simulation results 
illustrate the various possibilities of the model in simulating differential 
effects of changes in the policy-controlled parameters. 

 
The impact analysis focuses on the decoupling and modulation elements 

of the MTR. The following subsections show the effects of three policy-
controlled parameters: the decoupling ratio, the modulation threshold and the 

4.3.1 Impact Analysis of the Decoupling Ratio 

Figure 1 shows the effects of increasing the decoupling ratio from 0% to 
100% on land allocation among different types of crops with a modulation 
threshold set at 5,000 € and percentage set at 5%. As the decoupling ratio 
increases to 100%, farms substitute crops that were not subsidized before the 
MTR for crops that were subsidized before the MTR. This substitution effect 
is larger for previously subsidized crops such as wheat and barley than for 
previously subsidized fodder crops such as fodder maize. For the former, the 
decline reaches 6% while, for the latter, the decline reaches 5% for the full 
decoupling scenario compared with the reference period of 2002. Substitution 
among fodder crops is tighter as a result of the feeding constraints and few 
alternative fodder crops. Effects of the MTR on allocation of non-eligible 
crops are minor because the simulation limits the activation of decoupled 
direct payments to the maximum amount granted during the reference period. 
 

Figure 2 shows the effects of increasing the decoupling ratio from 0% to 
100% on farm gross margins across farm sizes with a modulation threshold 
set at 5,000 € and percentage set at 5%. Effects of the MTR on farm gross 
margins are relatively smaller than effects on land allocation. As expected, a 
complete decoupling of the direct payments generates a positive effect on 
farm gross margins across all farm sizes. The larger positive effect in gross 
margin for farms of smaller size is due to the 5% modulation of direct 
payments above the threshold of 5,000 €. 
 

modulation percentage on land allocation and gross margin according to
farm size. Results are given in percentage changes with respect to the refe- 
rence period of 2002. 
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Figure 1. Changes in land allocation among crop categories with respect to the decoupling 
ratio. 
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Figure 2. Changes in farm gross margin with respect to the decoupling ratio across farm 
sizes. 
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4.3.2 Impact Analysis of the Modulation 

Figure 3 shows the effects of increasing the modulation percentage from 
10% to 30% on farm gross margins across farm sizes with a modulation 
threshold set at 5,000 € and full decoupling. As expected, the effects of an 
increasing modulation percentage on farm gross margins are higher on farms 
of larger size. Since small farms with a farm gross margin lower than 9,600 € 
do not receive an amount of direct payments exceeding the threshold of 5,000 
€, these farms are not affected by this simulation. The extra large farms with a 
farm gross margin higher than 48,000 € have the highest share of direct 
payments above the 5,000 € threshold and, therefore, see their farm gross 
margin reduced by almost 0.8% with a 30% modulation. The medium and 
large farms with a farm gross margin lower than 19,200 and 48,000 € 
respectively, see their farm gross margin reduced by about 0.3% with a 30% 
modulation. 
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Figure 3. Changes in farm gross margin with respect to the modulation percentage across 
farm sizes at full decoupling. 

Figure 4 shows the effects of decreasing the modulation threshold from 
5,000 to 2,000 € on farm gross margins across farm sizes with a modulation 
percentage set at 5% and full decoupling. As expected, a lower modulation 
threshold leads to a decline in farm gross margin across all farm sizes. This 
decline is larger for farms of smaller size. A reduction of the modulation 
threshold combined with an increase in the modulation percentage results in 
even larger decline in farm gross margins. 
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Figure 4. Impact of changes in the modulation threshold according to farm size. 

4.3.3 Conclusions 

In sum, the simulation results point out that the decoupling of direct payments 
decreases farmland allocated to crops that were subsidized in the reference 
period and increases farmland allocated to crops that were not subsidized in 
the reference period. In contrast, farmland allocated to crops that are not 
eligible for direct payments does not vary, a consequence of maximizing  
the activation of the single payment entitlement on available farmland. In 
addition, the simulation results confirm the positive but still minor impact  
of decoupling direct payments on the farm gross margin. They also show the 
negative but still minor impact of modulating direct payments on the gross 
margin of the farms with the largest size. Although these illustrative simula-
tion results show the capacity of a farm-based PMP model to differentiate 
the results according to farm size, they can also be easily be differentiated 
according to other parameters available in the data base such as farm loca-
tion and type. 

5 PENDING PROBLEMS AND FURTHER 
DEVELOPMENT 

This section discusses some of the possible extensions of PMP and some of 
the issues that still need to be addressed. PMP is a method that has been deve-
loped for situations in which the researcher has either very few information 
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or faces a situation with a high heterogeneity in farms, but is willing to 
impose strong hypotheses on the functional form of the cost function. In 
PMP, one does not test economic theory but imposes it because there is not 
enough data to test it. PMP is often interpreted as an attempt to move from 
programming models to “mixed” models in which some inference from the 
data can be drawn (Just and Pope, 2001) and calibration of the coefficients 
of the cost or production function can be substituted by estimation. The 
difference between calibration and estimation is that in the former the 
researcher assigns some value to the coefficients on the basis of external 
information while, in the latter, the value of the coefficients is computed 
from a set of data using some econometric technique. PMP is therefore really 
in between calibration and estimation because, in its original formulation 
(Howitt, 1995), there are not enough data to estimate all the coefficients of 
the cost function and some additional hypotheses must be made. Subsections 
3.1 and 3.2 give a set of such restrictions that guarantee that the cost function 
is regular in the sense that the marginal cost is constructed to be larger than 
the average cost. 

 
However, a regular cost function does not guarantee that simulations 

are credible (see Heckelei and Britz, 2005). One of the problems of PMP  
is that it is not robust: with very little information, estimation and inference 
may be very unreliable. The credibility of the simulations relies mainly on 
the investigator’s judgement. Without additional data, there is probably little 
improvement that can be achieved. However, as large samples such as the 
FADN become available, it becomes more and more useful to extend PMP 
and to prefer econometric estimation approaches to calibration approaches 
as they are less demanding in terms of hypotheses and more robust. 

5.1 Application of PMP When More Data are Available 

SPEP (Paris, 2001) is an example of extension of PMP to a full sample of 
farms sharing the same technology. In that case, the amount of information 
is considerably higher than in the typical single farm case of PMP. Yet the 
method is designed for only 1 year of data – a cross section. It is a strong 
hypothesis to assume that differences in output prices across farms in a cross 
section do indeed reveal the supply curve. More likely, differences in prices 
reveal differences in products, possibly local marketing conditions or differ-
ences in quality. Figure 5 shows a plot of price versus quantity produced 
across the year 2000 FADN sample of winter wheat producers in Belgium. If 
such a sample is used in SPEP to extract a cost function and the marginal 
cost is set equal to the price, the supply curve slope is negative. 
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Figure 5. Price and output of wheat (including by-products) in Belgium (2000) and least-
squares regression. 

On the other hand, it is certainly true that when a producer expects the 
price of a crop to rise relatively to the other crops, he will increase pro-
duction. In other words, observing the farm at different points in time seems 
important. This points out to panel data estimation, for which FADN data are 
suitable. 

5.2 Constraints on Input and Output Quantities 

PMP is designed to accommodate any number of constraints on input quan-
tities. Those inputs are called binding resources. In many PMP applications 
at regional level, total land is a binding resource because the sum of the land 
for all the farms in a region cannot exceed the total agricultural land of that 
region. At farm level, however, that restriction does not hold anymore: from 
1 year to the next, the farm can acquire any amount of land. Therefore, land 
is not a limiting resource; it is merely an expensive one. In that sense, 
inferring a shadow cost of land by means of a quantity constraint on avail-
able farmland might be questionable. It may be more reasonable to let land 
vary freely and obtain a proxy for its price from external sources. 

 
Some inputs are nevertheless truly quantity-constrained at the farm level, 

for example family labour for obvious reasons and also pesticide or fertilizer 
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uses because they may be limited by law.3 Quotas, such as those existing in 
the milk and sugar sub-sectors, may also be binding at farm level, although it 
seems that in most member states, they can be traded. This means that, 
similar to applications of PMP at regional level, there may be limiting 
resources that affect estimation of the parameters of the cost function at  
farm level. When there is no price for additional units of one resource, the 
marginal cost of producing one output is not anymore equal to that output 
price and the shadow price of the limiting resource is used to modify the 
marginal cost as in Eq. 6. Therefore, to extend PMP to a sample of farms, 
constraints on input quantities are relevant for issues such as pesticide or 
fertilizer use and manure production, but these topics are yet to be addressed. 

5.3 Functional Form 

The original quadratic cost function of PMP, although quite simple, allows 
for simultaneous production of several outputs. This is a necessity in agricul-
tural modelling, where most farms supply more than one product. Following 
Mundlak (2001), such diversification may have four causes: interdependence 
in production, fixed inputs, savings due to vertical integration, and risk 
management. 

 
The simplicity of the PMP quadratic cost function is, however, obtained 

by suppressing all input prices from the cost function, leaving only the 
output quantities and some quantity-constrained inputs. All the inputs that 
are not quantity-constrained are implicitly used in fixed proportions to the 
quantity-constrained ones (most often, land). 

 
Regarding the PMP applications in the EU, some specificities of the 

FADN sample with respect to inputs are noteworthy. First, data on land use 
and land price are available per farm and per output. To some extent, that is 
also true for fertilizers. For other inputs, such as pesticides, seeds and hired 
services, only the expenses per output are known not the quantity. Other 
inputs, such as capital, labour and machinery, are not allocated per output. 
Multi-product cost functions developed in the literature (e.g. Kumbhakar 
1994) are designed only for the last type of inputs. Because the FADN farm-
level data holds much richer information, there is scope and need to develop 
a cost function or, equivalently, a profit or production function that exploits 
this information fully. 

 
3Family labor must be considered separately from hired labor because it is immune to moral 
hazard. 

______ 
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5.4 Aggregation Issues 

Cost and production functions are defined at farm level. At an aggregate 
level, it is not clear what properties these functions should have. In parti-
cular, the interest for diversification may shift from risk at the farm level to 
trade costs at the aggregate level (Mundlak 2001), that is, a country may be 
diversified because importing is more expensive than producing locally, not 
only in pure transport costs, but also in marketing costs.  

 
An aggregate farm results from summing all the farms in a sample. This 

aggregate farm is always more diversified than any farm in the sample. 
Therefore, the cost function that can be calibrated from such an aggregate 
farm bears little resemblance to the cost function that is extracted from the 
individual farms. 

 
With farm-level data, there is a serious problem of heterogeneity in the 

sense that few farms produce the same products: this is the selection problem 
mentioned in Section 3. Selection causes zero production for some outputs 
leading to two problems. First, the cost function must accommodate true 
zeroes. Second, it is necessary for simulation that the parameters of the cost 
function are estimated for all the outputs for all the farms in the sample. 
Hence, some hypothesis must be made regarding the homogeneity of the 
sample: can we use for some farm parameter values that have been estimated 
on the basis of the production of other farms? 

 
An additional aggregation issue is that in any sample, most farms are 

involved in a series of activities whose output levels are very limited. It is 
unclear whether those activities really belong to the core economic activities 
of the farm because they may be experimental or heavily regulated such as 
tobacco. The question is whether to remove such activities from the farms or 
to aggregate them. The former option may seem dramatic, but the total farm 
area and income in fact virtually do not change. The later option may appear 
more cautious, but induces a strong heterogeneity. Generally speaking, aggre-
gating within a farm causes heterogeneity in the sample because an output 
that is seemingly identical across farms may appear with widely different 
prices and technical characteristics. 
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6 CONCLUSIONS 

PMP has renewed the interest in mathematical modelling for agricultural and 
environmental policies for several reasons. The main advantages of the PMP 
approach are the simplicity of the modelling of bio-economic constraints  
or policy instruments, the smoothness of the model responses to policy 
changes and the possibility to make use of very few data to model agri-
cultural policies. In this chapter, the focus has been on farm-level data.4 The 
individual farm-based sector model SEPALE is an illustration of how PMP 
can be used with large farm-level samples. This model not only makes it 
possible to account for the individual farm structure, but also for the direct 
payment entitlement trade mechanisms. The results prove the relevance of 
the model for simulating possible alternatives to the implementation of the 
Agenda 2000 MTR, but this example is certainly not limitative as other 
applications of the model (Henry de Frahan et al., 2003; Buysse et al., 2004) 
have already shown. The possibility of distinguishing the effects according 
to farm size or other criteria such as region or farm type is one of the main 
advantages of the individual farm-base modelling. It also opens avenues to 
model structural changes of the sector. 

 
Although already widely applied, as illustrated by the many references in 

this chapter and elsewhere, PMP is still developing and each new application 
raises new questions and challenges. In Section 5, some of the pending 
issues have been mentioned, but this is certainly not an exhaustive list. One 
can think, for example, about the inclusion of risk or other behavioural para-
meters in the model or about the extension of the model with environmental 
parameters.  

 
At the farm level, strong hypotheses must be maintained for PMP to be 

operational. The basic shortcoming, when considering large farm-level 
samples such as the FADN, is that PMP only makes use of a single data 
point and imposes considerable structure on the technology as embodied in 
the cost function. It disregards all the information that is present when 
considering several years of data (time series) or when the data on several 
farms can be pooled together. As reminded by Heckelei and Britz (2005), 
one observation of activity level on one farm is not enough to estimate  
how that farm could respond to changing economic conditions. In addition, 
the quadratic cost function used in standard PMP is not flexible and may 
constrain the farm behaviour in various ways. In particular, it could be “too 
smooth” with respect to reasonable expectations, as shown by Röhm and 

 
4 Heckelei and Britz (2005) supply additional insights for applications of PMP with regional 

data. 

______ 
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Dabbert (2003). When large farm-level datasets are available, econometric 
estimation of general flexible functional form cost functions should solve 
these problems, but will pose others, especially regarding the regularity 
properties of those cost functions (see Wolff et al., 2004). The challenge  
is to maintain the flexibility of the PMP approach, in particular for the 
modelling of bio-economic constraints, in an econometric model that can 
better capture the information contained in large panel datasets. 
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PART II 

FFIISSHHEERRIIEESS  
OR/MS methodologies have found widespread use in fisheries and aqua-
culture over several decades. The fisheries section illustrates some important 
applications, although the list of topics presented is far from exhaustive. 
Nevertheless, the chapters show a broad range of areas where important 
contributions have been and are being made. 

Ragnar Arnason gives an overview of major developments in fisheries 
management over the past few decades. OR/MS methodologies have always 
played an important role in this area. 

Most fish stocks are shared by two or more nations, and some stocks are 
harvested on the high seas, outside the control of coastal states. These manage-
ment issues are analysed by Trond Bjørndal and Gordon Munro. 

Kaitala and Marko Lindroos review non-cooperative and cooperative 
game theoretic models applied to fisheries. They first compare two-player 
static and dynamic non-cooperative games, and second multi-player non-
cooperative and cooperative coalition games. 

Linda Nøstbakken and Jon Conrad review the literature dealing with 
uncertainty in bioeconomic modelling of fisheries. An overview of some of 
the main developments in the field since the introduction in the early 1970s 
is given. 

Dan Lane presents applications in the use of multicriteria decision analysis 
in support of management in fisheries systems. The applications identify the 
multicriteria structures of the problems taken from Canadian fisheries and 
demonstrate how pairwise comparison feedback is integrated to compare 
alternative fisheries policies in ranked decision evaluations. 

Sean Pascoe and Diana Tingley outline the main methods used for capa-
city and efficiency analysis in fisheries, and discuss data issues that are unique 
to fisheries when applying these methods. Several examples are presented to 
illustrate the potential and limitations of the methods. 

Finally, the chapter by Frank Asche, Trond Bjørndal and Daniel Gordon 
is devoted to fish markets and looks at the demand structure for fish and 
seafood products. Various methodologies are discussed, and empirical results 
for different species presented.  



Chapter 9 

FISHERIES MANAGEMENT 

Ragnar Arnason 

 
Abstract Fisheries worldwide are subject to economic mismanagement of major 

proportions. Although most commercial fish stocks are capable of yielding 
high net profits (rents), only a relatively few fisheries are actually profitable. 
Rough estimates suggest that on a global scale, the loss of net economic 
benefits due to mismanagement of fisheries may easily amount to 50% or 
more of the global landed value of some 100 billion US$ annually. The 
fisheries problem derives fundamentally from inappropriate social institutions 
controlling the fishing activity, the foremost of which is the common property 
arrangement. Fisheries management consists of replacing these institutions 
with more appropriate ones and, within that framework, setting the correct 
parameters over time. Global evidence suggests that the cost of fisheries 
management often constitutes a substantial fraction of the value of the harvest. 
A part of the fisheries management problem, therefore, is to strike the right 
balance between the efficacy of the fisheries management regime and the cost 
of operating it. 

 
The problem of fisheries management is by its nature multi-disciplinary. It 
involves marine ecology and biology, mathematics, economics, game theory, 
political science and anthropology to name a few. The problem is, moreover, 
typically quite complex, requiring powerful modelling and calculation 
techniques. In many respects, this is the kind of problem operations research 
techniques are designed to deal with. 

Keywords: Fisheries management, cost of fisheries management, efficient fisheries 
management, multi-objective fisheries management, operations research and 
fisheries management 

Department of Economics, University of Iceland, Iceland 
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1 INTRODUCTION 

Fisheries worldwide are subject to economic mismanagement of major pro-
portions.1 Although most commercial fish stocks are capable of yielding 
high net profits (rents), only a relatively few fisheries actually manage to be 
profitable. In fact, seen as a whole, the world’s fishing industry is heavily 
subsidized (Milazzo, 1998). Rough estimates suggest that on a global scale, 
the loss of economic rents (profits) due to mismanagement of fisheries may 
easily amount to 50% or more of the global landed value of some 100 billion 
US$ annually.2 This loss, approximately 50 billion US$, is of a similar 
magnitude as the total annual development assistance from industrialized 
nations to the underdeveloped nations of the world. 

 
While mismanagement characterizes the global fishery as a whole, it is 

important to realize that there are fisheries, sometimes quite sizeable fisheries, 
that do not adhere to this general pattern and are both biologically sustain-
able and highly profitable. These fisheries, which comprise such diverse 
marine conditions as those of New Zealand, Falkland Islands and Iceland, 
are in no way different from the other fisheries which exhibit declining 
stocks and negative profits. The only thing they have in common is good 
management. Generally, this management is based on high quality and well-
enforced property rights. 

 
Ocean fish stocks have traditionally been arranged as common property 

resources. This means that anyone, at least anyone belonging to a certain 
group (often a complete nation), is entitled to harvest from these resources. 
Thirty years ago, the common property arrangement was virtually universal. 
Today, at the beginning of the twenty-first century, it is still the most com-
mon arrangement of ocean fisheries. 

 
Since the work of Gordon (1954) it has been known that common 

property resources are subject to fundamental economic problems of over-
exploitation and economic waste. In fisheries, the common property problem 
manifests itself in: 

 
1A global overview of the current state of fish stock exploitation can be found in FAO, 2004. 
A well-researched example of global fisheries mismanagement is North Atlantic cod see for 
example Hannesson, 1996. 

2Global landings from ocean fisheries have in recent years been in the neighbourhood  
of 84 million metric tones. Average landed value may be close to US$ 1.20/kg. Various 
empirical studies of fisheries around the world typically suggest loss of potential profits of 
some 50% of the value of landings. 

______ 
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1. Excessive fishing fleets and effort. 

2. Too small fish stocks. 

3. Little or no profitability and unnecessarily low personal incomes. 

4. Unnecessarily low contribution of the fishing industry to the GDP. 

5. A threat to the sustainability of the fishery. 

6. A threat to the sustainability of human habitation. 

The essence of the fundamental problem is captured by the diagram in 
Fig. 1. 
 

Figure 1. The sustainable fisheries model. 
 
Figure 1 illustrates the revenue, biomass and cost curves of a typical 

fishery as a function of fishing effort. Fishing effort here may be regarded  
as the application of the fishing fleet to fishing. The revenue and biomass 
curves are sustainable in the sense that these are the revenues and biomass 
that would apply on average in the long run, if fishing effort was kept cons-
tant at the corresponding level. 

 
The upper part of Fig. 1 is the well-known sustainable fisheries model 

initially forwarded by Gordon (1954). As illustrated, sustainable revenues 
initially increase with fishing effort but at a declining rate as the biomass  
is reduced. At a certain level of fishing effort, sustainable revenues are maxi-
mized. If fishing effort is increased beyond this point, sustainable revenues 

Sustainable
values,

$

Effort, e

Sustainable
   biomass,
               x

ec

xc

x*

e*

Revenues

Costs

Biomass

Optimal
Common
Property

eMSY



160 Ragnar Arnason
 
decline as the biomass level is reduced still further. Finally, at a certain level 
of fishing effort, the fishery is no longer sustainable. The stock collapses and 
there will be no sustainable revenues. As drawn in Fig. 1, costs, on the other 
hand, increase monotonically with fishing effort. 

 
The lower part of Fig. 1 describes what happens to sustainable biomass as 

fishing effort is increased. Note that the level of biomass is measured in a 
downward direction so that the further down in the diagram the higher the 
biomass. The relationship between biomass and fishing effort, drawn in the 
diagram, shows that sustainable biomass is monotonically decreasing as 
fishing effort is increased. If, as illustrated in the diagram, fishing effort 
exceeds a certain level, the stock size becomes insufficient for regeneration – 
the fishery is no longer sustainable at that effort level – and the stock 
collapses. 

 
Figure  1 reveals that the profit maximizing level of the fishery occurs  

at fishing effort level e*. At this level of fishing effort, profits and conse-
quently the contribution of the fisheries to GDP is maximized.3 Note that  
the profit maximizing fishing effort e* is less than the one corresponding  
to the maximum sustainable yield (MSY), eMSY. Consequently, the profit 
maximizing sustainable stock level, x*, is comparatively high as can be  
read from the lower part of Fig. 1. The profit maximizing fisheries policy, 
consequently, is biologically conservative. Indeed the risk of a serious stock 
decline is generally very low under the profit maximizing sustainable fish-
eries policy. 

 
Under the common property arrangement, the fishing industry will find 

equilibrium at fishing effort level, ec. At this level of fishing effort, costs 
equal revenues and there are no profits or rents in the industry. If, at the 
same time fishing labour is paid its reservation wage the net contribution  
of the fishery to the GDP is approximately zero.4 In other words, the 
competitive fishery contributes virtually no net benefits to the economy. 
Note that this is the equilibrium outcome in any common property fishery 
irrespective of the size and productivity of the underlying natural resource. 

 

 
3This assumes that all the relevant prices correctly reflect economic valuables. 
4The assumption that labour receives its reservation wage is, in the market economy, 
equivalent to assuming that the labour market is in equilibrium, including no involuntary 
unemployment. In a situation of unemployment, that is excess supply of labour in the fishing 
industry or generally, even a common property fishery will generate some contribution to  
the GDP. 

______ 
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Compared to the net benefits obtainable by the profit-maximizing fishery, 
the common property arrangement is highly wasteful. Not only does it generate 
little or no net economic benefits, it also implies a much smaller biomass 
level. Indeed, as can easily be verified from inspection of Fig. 1, the common 
property fishery may easily imply the exhaustion of the biomass altogether. 

 
It is important to realize that individual fishermen subject to the common 

property arrangement can do nothing to avoid this wasteful outcome. When 
many fishermen share ownership in a common fish stock, each has every 
reason to grasp as large a share of the potential yield and as fast as possible. 
Prudent harvesting by one fisherman to maintain the stocks will, for the most 
part, only benefit the other more aggressive fishermen without preventing 
the ultimate decline of the stocks. Thus, each fisherman, acting in isolation, 
is powerless to alter the course of the fishery. His best strategy is to try to 
grasp as large a share in the fishery as possible while the biomass is still 
large enough to yield some profits (Bjorndal and Scott, 1988). This in a 
nutshell is what has been called the tragedy of commons (Hardin, 1968). The 
common property arrangement in fisheries basically forces the fishermen to 
overexploit the fish resources, even against their own better judgment. As a 
result, the potential benefits of these resources, no matter how great, become 
wasted under the onslaught of a multitude of users. 

 
The extreme economic waste associated with the common property prob-

lem is the reason why management of the fisheries is needed. The funda-
mental purpose of this management is to induce the fishery to operate at the 
socially most beneficial point and to do so at the least possible manage-
ment cost. 

 
It is of considerable importance to be clear about what fisheries manage-

ment is. Fisheries management is not the identification of a fisheries policy 
that achieves some objective. That is essentially a technical exercise involving 
a number of different sciences. There is a great number of studies attempt-
ing to do this for particular fisheries. Fisheries management, by contrast, is 
people management. It is the science and art of inducing fishers to act in 
accordance with the social objective of the fisheries. Sometimes this social 
objective has been translated into a fisheries policy, sometimes it has not. 
Irrespective of this, fisheries management generally involves setting up and 
operating the appropriate institutional framework for the fishery. Designing 
this framework is as much art as a science. That may be the reason there are 
so few operation research (OR)-based or even empirically based studies on 
the topic. Fisheries have not, in my opinion, been mismanaged around the 
world because of lack of studies on the appropriate fisheries policy. Shortage 
of well-founded studies on the appropriate fisheries management regimes, 
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how to set them up and operate them, may, on the other hand, have some-
thing to do with it. 

 
In what follows, we will outline the main principles of fisheries manage-

ment to achieve the above purpose. Most commercial fisheries take place in 
a multi-species or, more precisely, ecosystem framework and are rarely 
found in a sustainable state or equilibrium. Nevertheless, our analysis will 
for the most part take place in the context of single species, sustainable 
fisheries models. It is important to realize that this is only for presentational 
simplicity. The same basic management principles apply equally in disequi-
librium as in equilibrium (see e.g. Arnason, 1990) and with only minor 
modifications in the multi-species or ecosystem context (Arnason, 1998). 

2 OBJECTIVES OF FISHERIES MANAGEMENT 

Well-defined objectives are obviously a prerequisite for sensible management 
of fisheries. Many objectives for fisheries have been suggested (see e.g. 
Charles, 2001 and references therein). Among the most frequently mentioned 
objectives are: (i) maximum employment, (ii) maintaining regional habitation, 
(iii) MSY, (iv) conservation of fish stocks and the environment, (v) generation 
of exports and foreign exchange (vi) economic efficiency, that is maximum 
economic rents and (vii) social equity. Clearly, not all of these objectives are 
independent. 

 
The observation that several different objectives have been proposed for 

fisheries suggests that fisheries management may be seen as a problem in 
multi-objective maximization. To solve problems of this kind, techniques have 
been developed (see e.g. Coello, 1999; Kalyanmoy, 2001). Several studies of 
fisheries employing the multi-objective approach have been conducted (see 
e.g. Criddle and Streletski, 2000; Mardle et al., 2000). 

 
While the multi-objective approach is undoubtedly useful in many contexts, 

it appears that it is fundamentally superfluous. The basic reason is that when 
it comes to actually making decisions, there can only be one objective or, 
more precisely, one objective function. A simple argument supported by a 
well-known theorem in optimization theory (Afriat, 1967) is sufficient to 
establish this. 

 
First, note that management implies choices. In fisheries management for 

instance the basic choices are: (i) which management system to adopt and 
(ii) what management measures to select. Logic dictates that it is either 
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possible to make a choice or it is not. In the latter case, management will not 
be possible so there is no reason to waste valuable resources on research. 
The multi-objective approach or, for that matter, any other approach to the 
problem is fundamentally superfluous. 

 
The first case, where choice is possible, is more interesting. In this case, a 

simple application of a theorem by Afriat (1967) shows that if a choice can 
be made, there must exist a function that maps the possible choices into a 
real number. 

 
For our purposes, we may state Afriat’s theorem as follows: 

Theorem (Afriat, 1967) 
If a choice, x, out of a possibility set X, say, is possible, then there must 

exist a continuous, concave function mapping the attributes of each possible 
choice into a real number. 

The proof of the theorem is too long and involved to be recounted here.  
A relatively straight-forward proof can be found in Varian (1982). 

 
The essence of Afriat’s theorem, the existence of an objective function, is 

quite intuitive. If a decision can be made, the decision maker (an individual 
or a group of individuals) is able to select an option out of the available set. 
This means that the decision maker has a preference ordering over the 
options. He can at least compare the option selected with all other options. It 
follows that he must have a way to assign at least ordinal values to these 
options. This preference ordering defines our objective function. This objec-
tive function, of course, is what economists would refer to as a utility func-
tion or, in the case of a group, a social welfare function. Since this function 
appropriately represents the various objectives involved, its existence basi-
cally renders the multi-objective approach unnecessary. 

 
There is an important practical qualification to this result. It is often quite 

difficult for the researcher to determine the form and content of the objective 
function. Sometimes, even the decision-making unit is unable to do so. This 
difficulty or lack of knowledge appears to be the basic justification for the 
multi-objective approach. When the decision makers cannot reach a decision, 
that is because they are uncertain about their objective function, it may help 
to lay-out the consequences of choices over a range of different objectives. 

 
The social welfare function is one of those objective functions whose 

precise form is poorly determined. To counter this, there are certain principles  
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of long standing in economic theory – the Pareto principle and the Hicks-
Kaldor principle (see e.g. Varian, 1992) – that greatly simplify the issues. 
Basically, if the Hicks-Kaldor principle is adopted, the fisheries problem is 
reduced to maximizing the net economic benefits from the fishery. This is 
generally referred to as economic efficiency. If prices are correct and complete 
(in the sense that all valuables are priced), economic efficiency is equivalent 
to maximizing profits in the fishery. 
 

It is important to appreciate that economic efficiency or profit maxi-
mization achieves many of the fishery objectives discussed at the outset of 
this chapter. More importantly, if prices are correct and complete, it achieves 
these objectives to the appropriate extent and ignores objectives that do  
not contribute to individual utility.5 Thus, for instance, profit maximization 
implies conservation of fish stocks and marine environment to the extent that 
this conservation contributes to harvesting profits and conservation in itself 
is valuable. The same essentially applies to employment, regional habitation 
and the other objectives. 

 
For the rest of this chapter we will proceed as if the social objective is to 

maximize profits in the fishery. This, of course, is only appropriate to the 
extent that prices are actually correct and complete. In the real world, they 
are not. Hopefully, however, they are sufficiently correct and complete for 
this to be a reasonable approximation. At any rate, this is the usual assump-
tion in the design of optimal policies in economics. More, importantly, if 
other objectives are thought to be more appropriate, it is possible to derive 
the corresponding optimal fisheries management employing an approach 
similar to that below. In fact, in many cases, it is sufficient to simply modify 
some of the input and output prices and then proceed in exactly the same 
way. Thus, if profit maximization is thought to give insufficient weight to 
employment, this can be easily remedied by reducing the cost of labour in 
the profit calculation. Similarly, increased conservation will come out of 
profit maximization, if the price of landed fish is reduced in the profit 
calculations. 

3 THE FISHERIES MANAGEMENT REGIME 

All fisheries, irrespective of whether they are explicitly managed or not, are 
subject to an overall framework of social institutions. We refer to this institu-
tional framework as the fisheries management regime. Essentially, the fisheries 

 
5This is a simple consequence of the first welfare theorem see for example Varian, 1992. 
______ 
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management regime is a set of social prescriptions and procedures that 
control the fishing activity. All fisheries management regimes must logically 
comprise the following three basic components: (i) the fisheries management 
system (FMS), (ii) the monitoring, control and surveillance (MCS) system 
and (iii) the fisheries judicial system (FJS) (Fig. 2). 

Figure 2. Components of the fisheries management regime. 
 
FMS specifies the regulatory framework for the fishing activity. It consists 

of all the rules that the fishing activity must obey such as gear and area 
restrictions, fishing licences, catch quotas and so on. 

 
The primary task of the MCS system is to observe the fishing industry’s 

activities and to enforce its adherence to the rules of the FMS. Its secondary, 
but nevertheless very important, task is to collect data about the fishery that 
can be used to improve both the fisheries management and judicial systems 
as well as the MCS system itself. 

 
FJS processes alleged violations of fisheries management rules and issues 

sanctions to those deemed to have violated the rules. The FJS thus comple-
ments the MCS activity in enforcing the fisheries management rules. 

 
To achieve full benefits from fisheries management, all three components 

of the fisheries management regime must be appropriately designed, fully func-
tional and well coordinated. The importance of this cannot be overemphasized. 
These three components of the fisheries management regimes are like links 
in the same chain. If any of them fails, the other components, however well 
designed and implemented, will generate precious little, if any, benefits. 
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3.1 Fisheries Management Systems 

To solve the fisheries problem, a great number of different FMSs have been 
suggested. Most of these, however, may be conveniently grouped into two 
broad classes: (i) biological fisheries management and (ii) economic fisheries 
management. Economic fisheries management may be further divided into 
(i) direct restrictions and (ii) indirect economic management. The difference 
between these two categories is that direct restrictions impose explicit const-
raints on the activity of the fishermen, whereas indirect management merely 
changes the incentives facing the fishermen. Finally, indirect economic mana-
gement may be divided into two categories: taxes and property rights. This 
classification is illustrated in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Fisheries management systems: classification. 

 
To make a long story short, the only FMSs that are theoretically and 

appear empirically to be capable of generating net economic benefits (profits) 
are indirect economic ones. 

 
Biological fisheries management, such as mesh size regulations, total 

allowable catch, area closures, nursery ground protection and so on, may 
conserve and even enhance the fish stocks. They, however, fail to generate 
net economic benefits because they do not remove the common property 
nature of the fishery that is at the root of the fisheries problem. 

 
To see this, it is useful to take a moment to think about the effect of total 

allowable catches (TACs). To fix ideas, let us imagine that fishery is initially 
at a competitive equilibrium where there are no profits and the fishing effort 
is at ec in Fig. 1. Let TAC restriction be imposed at this point and enforced 
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by effort limitations.6 Then, at this reduced level of fishing effort, the fishery 
will become profitable. As a result, each company will have an economic 
incentive to increase fishing effort to get more profits. Consequently, there 
will be a movement to improve fishing vessels, build new ones and so on to 
partake in these profits. Thus, to maintain the TAC restriction, the operating 
time of the fleet will have to be curtailed further and so on. At the end, when 
this process has worked itself out and a new equilibrium been established, 
sustainable catches may have increased and the fish stocks improved. How-
ever, what really counts, the profits, that is net economic benefits, from the 
fishery, will be the same as before, namely zero. 

 
Very much the same applies to direct economic restrictions. Such restric-

tions take various forms. There are limitations on days at sea, fishing time, 
number of vessels, holding capacity of the vessels, engine size, and so on. 
Just as biological fisheries management, these methods fail to generate 
economic rents because they do not remove the common property nature of 
the fishery. As a result, the fishermen are still forced to compete with each 
other for a share in the catch until all net economic benefits have been 
wasted through expansion of the fisheries inputs that are not controlled. 

 
In addition to this rather negative outcome, it is important to realize  

that setting and enforcing biological and economic fisheries restrictions is 
invariably costly. Usually, these costs are quite substantial.7 Since, as we have 
seen, biological and economic restrictions do not generate any economic 
benefits, at least not in the long run, these management costs represent a  
net economic loss. Consequently, we are driven to the somewhat distressing 
conclusion that these fisheries management methods – biological fisheries 
management and direct economic restrictions – may be worse than nothing. 

Indirect economic fisheries management may be divided into taxation 
and various types of private property rights as depicted in Fig. 3. 

The appropriate taxation of the fishing industry can in principle induce 
the industry to operate in the social optimal way. Taxes can do this by 
reducing revenues, as illustrated in Fig. 4 (e.g. tax on landings), or increasing 
the costs of fishing (e.g. tax on fishery inputs). In practice, however, there 
are severe technical and social problems with using taxes as a fisheries 
management tool (Arnason, 1990). For this reason, fisheries management by 
means of taxes has not been used in any significant ocean fishery so far. 

 
6For example, limited fishing days. 
7According to Arnason et al., 2000, fisheries management costs typically range from  
3%–20% of the gross value of the harvest. 

______ 
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Figure 4. The effect of tax on landings. 
 
Property rights-based regimes, on the other hand, especially ITQ sys-

tems, have been widely applied and met with a fair degree of success. 
 
Property rights-based approaches to fisheries management attempt to 

eliminate the common property problem by establishing private property 
rights over the fish stocks. Since the source of the economic problems in 
fisheries is the absence of property rights, this approach should in principle 
be successful in securing full economic benefits from the fishery. 

 
Several types of property rights regimes have been employed to alleviate 

the fisheries problem including: (i) fishing licences, (ii) sole ownership,  
(iii) territorial use rights in fisheries (TURFs), (iv) individual catch quotas 
and (v) community fishing rights (see Fig. 5). Here, we briefly discuss each 
of these. 

 
Fishing licences, that is the right to conduct fishing, constitute a property 

right. However, this property right is quite far removed from the source of 
the common property problem, namely the fish stocks and harvest from 
them. As a result, licence holders will still be forced to compete for shares  
in the catch with the resulting use of excessive fishing effort and capital. 
Therefore, fishing licences, even when their issue is very restrictive, are not 
capable of significantly remedying the common property problem. 
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Figure 5. Types of property rights regimes. 

 
Under sole ownership, one agent (individual or a firm) is awarded exclu-

sive ownership over the resource or part thereof. Therefore, virtually by 
definition, sole ownership eliminates the common property problem. Conse-
quently, the fishery should reach full efficiency (Scott, 1955). 

 
TURFs consist of the allocation of a certain area of the ocean and the 

associated seabed to a single owner (user). Being similar to a property right 
in a farm, the owner will have every incentive to husband his TURF effici-
ently. Consequently, this arrangement works very well for relatively sedentary 
fish stocks, that is those that remain within the confines of the TURF. In fact, 
under those circumstances, TURFs are virtually the same as sole ownership 
and should lead to full economic efficiency. Empirical studies seem to 
confirm this prediction (see e.g. Panayoutou (1984). For relatively migratory 
stocks, that is stocks that periodically migrate in and out of the TURF-area, 
the effectiveness of TURFs is much reduced. Indeed, the indications are that 
the stock in question does not have to spend much time outside the TURF for 

obviously, greatly reduces the applicability of this method. 
 
Individual quotas have been widely applied around the world with a fair 

degree of success. Transferable and perfectly divisible catch quotas are usually 
referred to as individual transferable quotas or ITQs. If the ITQs are also 
permanent they constitute a complete property right just like a building or  
a piece of land. In that case, standard economic theory should apply and, 
barring market imperfections, the fishery should automatically reach point of 
maximum profits (i.e. net economic benefits). 

 
ITQs do this essentially in two ways. First, secure rights to a certain quan-

tity of harvest8 allow the holder to take this harvest in the economically most 
efficient way. The second way by which ITQs further economic efficiency is 

 
8Actually defined as a share in whatever TAC is set. 
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its beneficial effects to be virtually nullified (Arnason et al., 2000). This, 
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by quota trades. Given quota tradability, there will be a tendency for only the 
most efficient fishing firms to operate in the fishery. The less efficient firms 
will simply find it to their advantage to sell their quota and leave the fishery. 
Thus, under an ITQ system, there will be a convergence to the optimal use of 
overall fishing capital and fishing effort and to the most efficient fishing 
firms operating in the fishery. This prediction has been verified in numerous 
empirical studies of actual ITQ fisheries (see e.g. Shotton, 2000 and the 
references therein). 

 
It is important to realize however, that unlike sole ownership and well-

designed TURFs, the ITQ system will not automatically lead to full effici-
ency in fisheries. For that to happen, the path of TACs over time must also 
be optimal. Under ITQs a central authority, currently usually the govern-
ment, sets the TACs. For this authority to find the optimal of TAC, every 
season is major problem (Arnason, 1990). 

 
One of the most visible outcomes of a quota system is the quota price, 

that is the price by which quotas are traded in the market. This price, just as 
any other market price, represents the value of the marginal fish to society 
as a whole. At the same time, it represents a cost to the user of the quota. 
After all the quota used for harvesting fish cannot be sold in the market. 
Thus, the quota price, acts as a deterrent to harvesting very much like the 
tax on landings discussed earlier. A significant difference, however, is that 
the tax reverts to the government whereas the quota price stays with the 
members of the fishing industry. This effect of the ITQ system is illustrated 
in Fig. 6 later. 

 
Now, it can be shown (Arnason, 1990) that the quota price, more preci-

sely the price of permanent quota shares, is maximized along the profit 
maximizing path of the fishery. Thus, the quota price contains crucial and 
very visible information about the optimality of the TAC or lack thereof. 
Thus, if the quota price rises in response to a particular TAC setting, this 
indicates that the TAC was in the right direction and vice versa. In this  
way, the quota price can serve as a guidance to the TAC setting authority 
(Arnason, 2000). 

 
Under community fishing rights, exclusive harvesting rights are given to a 

community for example group of fishermen, village, municipality and so on. 
These exclusive rights may apply to the whole fishery or a certain share of  
it, for example in the form of a community fishing quota. With this exclusive 
asset in hand, the hope is that the group will somehow find a way to 
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Figure 6. The effect of the ITQ system. 

 
manage it efficiently. Fundamentally, this belief rests on a well-know argu-
ment by Coase (1960). The argument is that if property rights are clearly 
defined and bargaining and enforcement costs sufficiently low, then there is 
good reason to expect the parties involved to come to a mutually beneficial 
conclusion. In the case of the fishery, the mutually beneficial conclusion 
would be the introduction of efficient fisheries management. 
 

The main disadvantage of communal fishing rights as a way towards 
good fisheries management is that this simply may not happen. It is impor-
tant to realize that community fishing rights do not constitute an FMS. They 
merely represent devolution of the fisheries management authority from a 
higher level to a lower level. The community will still have to deal with the 
problem of designing and implementing a good FMS. 

 
The fisheries management coming out of the community depends on vari-

ous factors including the decision-making process, group dynamics and cohe-
rence. The management system adopted can easily be just as inefficient as 
the one preceding the community rights. Therefore to increase the probability 
of success, it is imperative that (i) the rights allocated to the communities 
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should be as high quality as possible, (ii) the communities have the ability  
to exclude new members, (iii) the communities should consist of as homo-
genous group of fishermen as possible and the communities should, if at all 
possible, be set up so that each member’s pay-off is an increasing function of 
the aggregate pay-off. It can be shown that if these four conditions are met, 
there is a high probability that the fisheries community will manage its rights 
in an efficient manner. 

 
Other advantages of communal fishing rights is that they are often 

socially acceptable and facilitate effective enforcement of fisheries mana-
gement rules on the basis of social and physical proximity and social group 
pressure. Obviously for this latter advantage to be effective, the group or 
community in question has to be reasonably small and socially coherent. 

3.2 The MCS Activity and the Cost of Management 

The two main functions of the MCS activity are to enforce the rules of the 
FMS and to generate information for use in fisheries management. The first 
function is much like policing. The second consists of data collection and 
research. 

 
The necessary enforcement depends on the nature of the FMS. For instance 

under limited fishing days and closed areas, it is necessary to monitor the 
fishing vessels’ actual fishing days and their location when out fishing. Under 
a system of harvest quotas, harvesting volumes have to be monitored. Much of 
this enforcement, not to mention the research, is quite labour and equipment 
demanding. This applies not least to the part of it that has to take place at sea. 

 
Not surprisingly, it turns out that the MCS activity is quite costly. Thus, 

in a detailed study by Arnason et al. (2000) of the fisheries management 
costs in Iceland, Newfoundland and Norway during the 1990s, it was found 
that management costs, as percentage of the value of landings, ranged bet-
ween 3% and 28%. In a recent study covering 26 OECD countries, Wallis 
and Flaaten (2003) found that fisheries management costs averaged some 6% 
of the landed value of fish. Other studies (see Schrank et al., 2003) come up 
with similar results. Thus, it appears that fisheries management costs,  
far from being negligible, in fact amount to a substantial fraction of the 
maximum attainable economic rents. This suggests that in designing rent 
maximizing fisheries policies it is necessary to take full account of the costs 
necessary to implement such policies. 
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In an attempt to model this, let ec−e, represents the deviation of actual 
fishing effort, e, from the one corresponding to no management, ec. It stands 
to reason that the higher this deviation the higher the enforcement costs. 
Correspondingly, write the MCS cost function as: 

 
MC(ec e,P),−  

where, the marginal cost of reducing fishing effort is positive, that is 
MCe > 0. The variable P is a measure of the effectiveness of the FJS to be 
further discussed in Section 3.3. Obviously, the more effective the FJS, the 
lower the cost of enforcement. Hence, we take it that MCP < 0. 

 
Under the above specifications, it should be obvious that taking account 

of the costs of management, the profit maximizing fishing effort would nor-
mally be greater than the one when management costs are ignored (Arnason, 
2003). This will be explicitly shown in Section 3.4. 

3.3 The FJS and its Cost 

FJS is an often forgotten but, nevertheless, crucial part of the FMR. Its 
purpose is to issue sanctions to violators. Obviously, if this did not occur, 
there would be little or no reason for fishing firms to adhere to fisheries 
management prescriptions. Therefore, without an effective FJS, fisheries 
management will work badly, if at all. 

 
According to the standard theory of crimes (Becker, 1968), rational agents 

will break rules (or at least tend to) if the expected value of violations exceeds 
the expected costs. Let us briefly explore the implications of this basic 
principle. 

 
The expected cost of violation may be written as π⋅P, where P represents 

the penalty for a violation and π the probability that a violation will result in 
a penalty. For most enforcement systems, and fisheries enforcement is no 
exception, π is quite small. To see this note that π is the multiple of condi-
tional sub-probabilities each one of which must be less than unity. For 
instance, let π1 be the probability that a violation is observed. Let π2 be the 
probability that an observed violation leads to conviction. Note that his 
probability is itself a multiple of sub-probabilities, namely the probability 
that an observed violation is prosecuted, the probability that if prosecuted 
the violator will actually be found guilty and the probability that if found 
guilty, he will assessed a penalty. Finally, let π3 be the probability that the 
penalty will actually be paid if the violator is found guilty. Now, obviously, 
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π =  π1⋅π2⋅π3. However, all of these probabilities must be less than unity and 
some would normally be very small. This applies in particular to π1, the pro-
bability of a violator being observed. This probability is typically very low. 
In most fisheries, π1 would be well under 0.1. π2 would similarly rarely be 
much above 0.5. Finally, π3 would normally be significantly less than unity. 
Thus the overall probability of a violation resulting in a penalty, that is π, 
would normally be quite small, less than 0.05 in most realistic cases. It 
follows that, to provide a cost effective deterrence, the penalty, P, has to be 
high. For instance, if π = 0.05, P has to be at least 20 times the expected gain 
from the violation to have the intended impact. 

 
Now, to substantially increase π, it is necessary to expand the enforce-

ment activity. In fisheries, however, this is generally very expensive, as we 
have seen in Section 3.2, especially if the fishery is generating profits. 
Increasing the effectiveness of the judicial system, that is probabilities π2 and 
π3, is also costly and has, moreover, limited impact if ⋅π1 remains small. This 
suggests that high penalties are the cost effective way to fisheries manage-
ment. It is important to realize, however, that to increase penalties also 
costly. It is generally more costly to administer heavier penalties. This added 
cost is not only in terms of collection (or imprisonment if that is necessary) 
but also in terms of the social costs involved. 

 
Letting P represent the effectiveness of the FJS (including penalties) we 

may express the cost of the FJS with the increasing function FC(P). For 
mathematical convenience, we assume this function is convex as well. 

3.4 Optimal Enforcement Activity 

As discussed in Section 3.2, the cost of enforcing FMSs is quite substantial 
compared to the attainable rents. Therefore, it is an important part of the 
FMR to operate the enforcement process in the optimal way. We can use the 
results of Sections 3.2 and 3.3 to lay out the elements of optimal enfor-
cement activity. 
 

To focus on the enforcement aspect, let us first assume that an efficient 
FMS (taxes or property rights) is in place. Also in the interest of simplicity, 
let us restrict the analysis to equilibrium, that is the sustainable fisheries 
model depicted in Fig. 1. The fully dynamic analysis is analytically more 
complex without adding anything of substance. 
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Let Π(e), where e stands for fishing effort represent the sustainable fish-
eries profit function. This function we take to be concave with maximum at 
some level of fishing effort (see Fig. 1). 

 
From Section 3.2 we have the MCS cost function as MC(e0−e,P), where 

e0 denotes the open access fishing effort and P the effectiveness of the FJS. 
This function is taken to be convex in both arguments. 

 
From Section 3.3 we have the FJS cost function as FC(P), an increasing, 

convex function in P. 
 
Given these specifications, we may express the fisheries management (or 

enforcement) problem as 

0e,P
Max  ( , ) ( ) ( , ) ( ).V e P e MC e e P FC P= Π − − −  

The first order conditions for solution are 
0,e eMCΠ + =  

.p pFC MC= −  
The first condition simply says that fishing effort should be increased 

until the total marginal benefits (note enforcement costs fall as effort increases) 
are zero. As indicated in Section 3.2, this implies greater optimal fishing 
effort than that obtained when enforcement costs are ignored. This solution 
is illustrated in Fig. 7. 

Figure 7. Optimal fishing effort with costly enforcement. 
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The second condition says that the FJS should be made more efficient (P 
increased) until the marginal benefits in terms of less MCS costs, that is 
−MCp, equal the marginal costs, FCp. The nature of this solution is illustrated 
in Fig. 8. 

Figure 8. Optimal efficiency of the fisheries judicial system. 

 
These solutions to the enforcement problem are conceptually simple. To 

apply them is much more difficult. For that, the relevant functions have to be 
estimated. Thus, not only must the fisheries profit function be estimated, an 
acknowledged major task, but also the MCS and FJS cost functions. These 
functions, of course, vary across fisheries and societies. Therefore to apply 
the theory, a great deal of difficult empirical work has to be conducted. 

4 ROLE OF OPERATIONS RESEARCH  
IN FISHERIES MANAGEMENT 

Fisheries management is really a multi-disciplinary task involving biology, 
ecology, economics, sociology, anthropology and political science. Biology 
and ecology are needed to understand the processes that determine fish avai-
lability and its response to harvesting and other human activities. Economics 
is needed to convert fish availability into potential for human gain and to 
design ways to realize this potential. Sociology and anthropology offer help 
in understanding the social relationships pertaining to institutional change 
and facilitate the assessment of social valuables that are not adequately  
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represented by market prices. Finally, political science throws light on the 
power structures related to the fisheries management regime and its modi-
fication. 

 
Many aspects of the application of the earlier sciences to fisheries mana-

gement are technically demanding. It generally requires extensive biological, 
economic and social modelling. Given the complexity of the underlying 
reality – intricate, multidimensional relationships, complicated dynamics and 
pervasive stochasticity – these models can be very complex. To design, 
construct and manipulate these models requires mathematics and statistics, 
often of a high order. In addition, to solve them, not to mention identifying 
optimal paths for control variables over time, is generally a formidable task, 
requiring substantial numerical computations. 

 
Therefore, the fisheries management problem, being multi-disciplinary, 

modelling-oriented and technically demanding, appears to be precisely the 
kind of problem OR is designed to deal with. This, however, does not mean 
that OR is equally applicable to all aspects of the problem. First note that  
the biology and fisheries economics involved are already subject to fairly 
advanced scientific inquiry by specialists and are for the most part well deve-
loped. The same applies to FMSs, which for some time have been extensively 
explored by fisheries economists with many actually being applied to nume-
rous fisheries around the world. The role for OR approach in these areas is 
therefore limited, largely constrained to bringing already existing knowledge 
to particular tasks. 

 
When it comes to the MCS and FJSs, however, the situation is different. 

These crucial components of the fisheries management regime are still poorly 
chartered territory. While FMSs have been studied for decades, fisheries and 
institutional economists have only recently started to explore the conditions 
and constraints relevant to the MCS and the FJSs and lay-out the principles 
for the best possible design of these parts of the fisheries management 
regime. It follows that in these areas a good deal of fairly basic, although 
highly applied research, needs to be carried out. No doubt, not the least due 
to the nature of these systems, OR can contribute in this respect. 

 
Apart from this, the role of OR in fisheries management would primarily 

be to assist in solving the fisheries management problem in particular fish-
eries. This involves applying existing knowledge to model building, model 
manipulation and solution, selection of the most appropriate FMS, the design 
of the appropriate MCS system and the FJS and, even, to facilitate the 
emergence of a political consensus concerning fisheries management. 
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Numerous OR-oriented studies of fisheries problems have been con-
ducted (see e.g. Anderson and Ben-Israel, 1981; Rodrigues, 1990; Wallace 
and Ólafsson, 1994). Most of these are more concerned with identifying the 
optimal fisheries policy than designing management systems. More recently, 

this field of practical fisheries economics a great deal of research work 
remains to be done. 
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SHARED FISH STOCKS AND HIGH SEAS 
ISSUES 

Trond Bjørndal1 and Gordon Munro2 

1Centre for Fisheries Economics, SNF, Bergen, Norway; 2CEMARE, University of 
Portsmouth, Portsmouth, UK 

Abstract One of the most significant fishery resource management problems to have 
arisen under the New Law of the Sea consists of the management of 
internationally shared fish stocks. A game theoretic analysis is given of the 
management of the two key classes of such stocks, those shared between and 
among neighbouring coastal states – transboundary stocks – and those crossing 
the boundary of the coastal state exclusive economic zone into the adjacent 
high seas – highly migratory and straddling stocks. The management of highly 
migratory and straddling stocks raises particularly difficult management 
issues, several of which remain unresolved. The analysis is accompanied by 
two case studies: Norwegian spring-spawning herring, a straddling stock and 
Northeast Atlantic bluefin tuna, a highly migratory stock. 

Keywords: Transboundary fish stocks, highly migratory fish stocks, straddling fish stocks, 
non-cooperative and cooperative games, unregulated fishing 

1 INTRODUCTION 

The management of world capture fishery resources, which currently yield 
annual harvests in the order of 85 million tonnes (Normura, 2004), has been 
plagued by the fact that, historically, the resources have been “common 
pool” in nature, that is open to all. It is easy to demonstrate that, when 
commercially valuable fishery resources have the characteristic of being 
“common pool,” the consequences are overexploitation of the resources, 
from society’s point of view, and economic waste (Bjørndal and Munro, 
1998). 

An international attempt to mitigate the “common pool” aspect of world 
capture fishery resources was undertaken through the 1973–1982 UN Third 
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Conference on the Law of the Sea, which brought forth the UN Convention 
on the Law of the Sea (UN, 1982), which did, in turn, come into force in 
1994. Prior to the 1982 UN Convention, the fisheries jurisdiction of coastal 
states (states with significant marine coastlines) extended out to a maximum 
of 12 miles (19 km) from shore. Under the 1982 UN Convention, coastal 
states have been enabled to establish exclusive economic zones (EEZs) out 
to 200 nautical miles (370 km) from shore. The coastal states do, to all 
intents and purposes, have property rights to the fishery resources contained 
within their respective EEZs (McRae and Munro, 1989). Vast amounts of 
hitherto international “common pool” fishery resources became coastal state 
property, as a consequence. It has been estimated that as much as 90% of the 
world’s capture fishery resources are encompassed by EEZs (Eckert, 1979). 

 
The EEZ regime has, however, brought with it its own set of fishery 

resource management problems, one of the most important of which arises 
from the mobility of fish encompassed by the EEZs. The typical coastal 
state, upon establishing an EEZ, found that some of the fishery resources, 
encompassed by the EEZ, crossed the EEZ boundary into neighbouring 
EEZs, the adjacent high seas, or both, where they were subject to exploit-
tation by other states.  Such fishery resources are deemed by the FAO to be 
“shared,” that is, subject to exploitation by two or more states. It is estimated 
that as much as one third of the world capture fishery harvests are based 
upon shared fishery resources (Munro et al., 2004). This chapter is con-
cerned with the economic management of such shared capture fishery 
resources.  

 
The FAO sets out four non-mutually exclusive categories of shared fish 

stocks, these being: 
 

1. Transboundary stocks – fishery resources moving from one EEZ to one, 
or more neighbouring EEZs. 

2. Highly migratory stocks (tuna primarily), which because of their nature 
cross the EEZ boundary into the adjacent high seas, where they become 
subject to exploitation by so-called distant water fishing states (DWFSs).  
A DWFS is a fishing nation, some of whose fishing fleets operate far 
beyond that state’s home waters, 

3. Straddling stocks – all other fish stocks crossing the EEZ boundary into 
the adjacent high seas. 

4. Discrete high seas stocks – those few stocks remaining wholly in the high 
seas (Munro et al., 2004). 
 
We shall, in this chapter, have nothing to say about Category (4), which, 

currently, are of minor economic importance. Categories (2) and (3) can, for 
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our purposes, be safely merged. We shall, from hereon in, refer to the 
merged categories, simply as straddling fish stocks. 

 
In light of the small percentage of capture fish stocks estimated to lie 

outside of the EEZs, it might seem reasonable to suppose that the management 
of straddling fish stocks would present only a minor resource management 
problem. Such was the view at the close of the UN Third Conference on the 
Law of the Sea in 1982 (Kaitala and Munro, 1993). This view proved to be 
wholly unfounded, however. So serious a problem did the management of 
these resources become that the UN found it necessary to mount an inter-
national conference devoted solely to the management of these stocks, a 
conference popularly referred to as the UN Fish Stocks Conference, 1993–
1995. The Conference produced an agreement, popularly referred to as the UN 
Fish Stocks Conference,1 which came into force in 2001 (UN, 1995). The 
1995 UN Agreement serves, not to supplant any part of the 1982 UN 
Convention, but rather to supplement and buttress the Convention (Munro 
et al., ibid.). 

 
In proceeding to examine the economics of the management of shared fish 

stocks, we shall first consider the relatively simple case of transboundary fish 
stocks, and then deal with the more complex case of straddling fish stocks. We 
conclude with a case study of the cooperative management of a major 
straddling fish stock, namely the Norwegian spring spawning herring stock. 

 
The economics of the management of transboundary and straddling fish 

stock consists of a blend of the dynamic economic model of fishery resour-
ces confined to a single EEZ – unshared fish stocks – and the theory of games. 
To set the stage, then, let us first review the economics of the management of 
unshared fish stocks: 

2 THE BASIC ECONOMICS OF THE  MANAGEMENT 
OF UNSHARED FISH STOCKS: A REVIEW2 

In this review, we look first at the “ideal”, the management of an unshared 
fish resource under an all-powerful social manager, in which all “common 
pool” aspects of the resource are eliminated. We then turn to the polar 

 
1The full names of the Conference and the Agreement are: United Nations Conference on 
Straddling Fish Stocks and Highly Migratory Fish Stocks, 1993–1995; Agreement for the 
Implementation of the Provisions of the United Nations Convention on the Law of the Sea of 
10 December 1982 Relating to the Conservation and Management of Straddling Fish Stocks 
and Highly Migratory Fish Stocks (UN, 1995). 

2 Sections 2 and 3 of this chapter draw heavily upon Bjørndal et al. (2000). 

______ 
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opposite of a pure open access fishery, in which the “common pool” aspects 
of the resource are unchecked. 

2.1 The All-Powerful Social Manager 

We assume a deterministic world and suppose that the relevant underlying 
biological model is the general production model of M.B. Schaefer (see, 
Clark, 1990). The resource dynamics are described by the following differ-
ential equation model. 

0
d ( ) ( ), (0)
d
x F x h t x x
t
= − = , (1) 

 
         ( ) ( ) ( )h t qE t x t= , (2) 

 
where x(t) is the non-negative state variable representing the biomass at time 
t, F(x) is the growth function of the biomass, h(t) is the harvest rate, q, a 
constant, is the catchability coefficient, hereafter assumed to equal 1, and 
E(t) is the fishing effort, defined as the flow of labor and capital serviced 
devoted to harvesting fish. The usual assumptions made are that F(x) > 0 for 
0 < x < K. The biomass K is often referred to as the carrying capacity. In the 
analyses here, it is assumed that E is of the feedback form, such that E(t) = 
E(x(t)). Furthermore, we assume that 0 < E(x) < Emax. 

 
Now let us assume that the demand for harvested fish and the supply of 

fishing effort are both perfectly elastic. Let p and a, both constants, denote 
the price of harvested fish and the unit cost of fishing effort, respectively. 
The net revenue from the fishery, or resource rent, at time t is given by: 

 
( )px a Eπ = −  (3) 

 
or alternatively 

( ( ))px c x hπ = − , (4) 
 

where c(x), the unit cost of harvesting, is given by c(x) = a/x (recall our 
assumption that q = 1). 

 
The objective of management, from society’s point of view, is to 

maximize the present value of the resource rent: 
 

0
0

max ( , ) [ ( ) ] ( )tJ x E e px t a E t dtδ
∞

−= −∫  (5) 
 

such that Eq. 1 holds, and where δ is the social rate of discount. 
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Consider next the optimal strategy for the all-powerful social manager, in 
managing the resource. The problem has a unique optimal solution in which 
the harvesting strategy E(x) is discontinuous in the state variable x. There is 
an optimal steady state x* (that is, an optimal resource stock level x*) that is 
determined by the following equation (see, e.g. Clark and Munro, 1975): 

*

*

( )

/( )
/

h F x

xF x
h

π δ
π

∗

=

∂ ∂′ + =
∂ ∂

 (6) 

The second term on the LHS of Eq. 6 is the so-called marginal stock 
effect, which reflects the impact of marginal investment in the resource on 
harvesting costs. 

 
Given that the capital employed in harvesting is perfectly malleable, the 

optimal approach path is the most rapid one. Denoting the optimal fishing 
effort by E*(x), we have the following most-rapid approach rule: 

 
 max *

* * * *

*

              for   ( )  
( ) ( ) /       for   ( )

0                    for   ( )

E x t x
E x F x x x t x

x t x

⎧ >
⎪

= =⎨
⎪ <⎩

 (7) 
 
 

In other words, when the stock level exceeds the optimal steady-state 
level x* then the maximum fishing effort is applied until the stock level 
reaches the level x*. On the other hand, if the stock level is sub-optimal, then 
E(x) is set equal to zero, and the stock is allowed to recover at the most rapid 
rate, until the level x* is reached. If it should have been the case that our 
model was non-linear, for example, if we had p = p(h), or that the capital 
employed in harvesting was not perfectly malleable, the most rapid approach 
path would not have been optimal (see Clark, 1990). 

2.2 “Common Pool” Fishery à Outrance 

The polar opposite to the case of an all-powerful social manager is that, in 
which, the fishery is a pure open-access one, subject to no government 
regulations of any form. In this case, the biomass will be driven below the 
social optimum, x*, to a point where the resource rent is fully dissipated. 
The founder of modern fisheries economics, H. Scott Gordon, referred to 
the resultant equilibrium as bionomic equilibrium (Gordon, 1954), which 
can be seen as a benchmark of fisheries exploitation undesirability. Denoting 
the bionomic equilibrium biomass as x∞, the equation is given by: 
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                                            p – c(x∞) = 0                                              (8) 
 
It can be shown that x* = x∞, if and only if, δ = ∞ (Clark and Munro, 

1975). The implication is that, under pure open access, fishermen are given 
the incentive to discount wholly all future returns from the fishery. 

2.3 Management of Transboundary Fish Stocks 

Now let it be supposed that the resource in question, rather than being 
confined to the waters of a single EEZ, crosses the EEZ boundary into the 
EEZs of one or more neighbouring coastal states, and, as such, is a shared 
stock. Let us suppose, initially, that the resource is shared by two neighbour-
ing coastal states only, which we shall designate as coastal states I and II. 

2.3.1 The Two Coastal State Case 

Under the terms of the 1982 UN Convention on the Law of the Sea, the  
two coastal states I and II, are called upon to enter into negotiations over  
the cooperative management of the resource (UN, 1982, Article 63(1)). 
However, the two states are not required to establish a cooperative resource 
management arrangement. If the two states do not establish a cooperative 
arrangement, then each is to manage the segment of the resource within its 
EEZ in accordance with the other provisions of the 1982 UN Convention 
(Munro et al., 2004). Let us refer to this as the default position. 

 
The default position, non-cooperative management, is modeled theoretically 

as an infinite horizon non-cooperative game (Kaitala, 1986; Mesterton-Gibbons, 
1993). We shall employ Nash’s model of a two player non-cooperative game 
(Nash, 1951). It is assumed that there is strategic interaction between the coastal 
states, in the sense that I’s harvesting of the resource will have an impact on 
II’s harvesting activities, and vice versa. If there was no strategic interaction 
between the two, there would be no basis for a non-cooperative, or a 
cooperative, game, and considerations of cooperative management would 
largely be beside the point. 

 
Let us now assume that the fishing effort costs of the two coastal states 

differ, such that aI < aII, that is, I is a more efficient harvester than II.  It can 
be easily shown, in the context of our model, that: * *

I IIx x< ; I IIx x∞ ∞< .  We 
shall assume that *

II Ix x∞ < .3 
 

 
3 If *

I II
∞<x x

fishery and manage it optimally as an unshared fishery. 

______ 
, the case would be uninteresting. Coastal state I would drive II out of the 
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We know from game theory analysis, that when the two coastal states act 
non-cooperatively, the Nash non-cooperative feedback equilibrium solution 
(Nash, ibid.) is such that the resource will be depleted in a most rapid 
approach manner until IIx∞  has been reached (Clark, 1980). Then, the non-
cooperative feedback strategies of the two coastal states can be defined as: 

 
max *
I I II

*
I I II

*
I II

          for  min( , )

( ) ( ) /      for  min( , ),     

0                for  min( , )
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          for  
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∞
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 (9b) 

 
Given our assumption that *

I IIx x∞< , the transboundary resource will be 
subject to overexploitation. Clark (1980) demonstrates that, if aI = aII, that is, 
the two players are symmetrical, the resource will be driven down to the 
common bionomic equilibrium. Thus, other than in exceptional circum-
stances, cooperation does indeed matter. 

 
The payoffs to I and II in the non-cooperative game can be seen as the 

present value of the net economic return, or resource rent, accruing to I and II, 
respectively. Let us denote the payoffs to I and II, arising from the solution to 
the non-cooperative game as: N N

I I II( (0), , )J x E E and N N
II I II( (0), , )J x E E . In 

our following discussion of a cooperative fisheries game, these payoffs are 
seen to constitute the threat point payoffs. 

 
Having determined the consequences of non-cooperation, we investigate 

opportunities for cooperative management. In doing so, we seek to measure 
the economic benefits of cooperation, and to address the question of the 
sharing these cooperative benefits in an equitable manner. We turn to Nash’s 
two player model of a cooperative game for guidance (Nash, 1950, 1953).  

The two minimum conditions, which must be met if the solution to the 
cooperative fisheries game is to prove to be stable, are as follows. First the 
solution must be Pareto optimal. Secondly, the individual rationality constant 
must be satisfied, in that each player must be assured a payoff at least as 
great as its threat point payoff, which we have defined as arising from the 
solution to a non-cooperative game. 

 
Now let us examine the details of cooperative resource management 

arrangements of the transboundary stock by the two coastal states. We 
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assume that cooperative arrangements, upon being achieved, are binding (but 
see Kaitala and Pohjola, 1988), and that side payments between the players 
are a feasible policy option. Kaitala and Munro (1993) show that in this 
particular game setting I will buy out II. Furthermore, the cooperative 
arrangement will be focused on the sharing of the total net returns from the 
fishery between the two. 

 
Let ω(x(0)) denote the present value of the global net economic returns 

from the fishery, commencing at x = x(0), following the optimal harvest 
strategy of I. Let ωI(x(0)) and ωII(x(0)) denote the share of I and II 
respectively of the global net economic returns from the fishery under a 
cooperative resource management arrangement. We have: 

 
ω(x(0)) = ωI(x(0)) + ωII(x(0)). (10) 

 
The shares, defined by Eq. 10, are Pareto optimal. If I(II) receives addi-

tional benefits from the fishery, it can only do so at the expense of II(I). 
 
Given that the individual rationality constraint is satisfied, we can define 

the cooperative surplus, e(x(0)) as the difference between ω(x(0)) and the 
sum of the threat point payoffs. Thus, we have: 
 II

N N
i I II

I
( (0)) ( (0)) ( (0), ,

i
e x x J x E Eω

=

⎡ ⎤
= − ⎢ ⎥

⎣ ⎦
∑ . (11) 

 
An application of the bargaining scheme of Nash (1950) leads to the 

outcome that, under the side payments regime, the cooperative surplus will 
be divided evenly between I and II (Kaitala and Munro, 1997). The 
cooperative solution payoffs to I and II can be expressed as follows: 

 
N N

i I II( (0)) ( (0)) 2 ( (0), , ), I, II/i x e x J x E E iω = + = . (12) 
 
This result will hold true, even though I and II are, in economic terms, 

quite different. The rationale in applying the Nash bargaining scheme is that 
upon joining the agreement each coastal state can be seen to make equal 
contribution to reaching the agreement and to generating the subsequent 
economic benefits. 

 
A recent empirical application of the model described is to be found  

in the article of Bjørndal and Lindroos (2004) on the North Sea herring 
resource. The transboundary resource is managed cooperatively by a coastal 
state, Norway, and by what we might call a coastal state entity, the EU.  The 
authors’ best estimates show Norway’s fishing effort costs to be significantly 
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below those of the EU. Political considerations prevent Norway from 
“buying out” the EU in this case. Even though the optimum optimorum is not 
achievable, the cooperative surplus is substantial, as a consequence of the 
fact that the resource is highly vulnerable to overexploitation (Bjørndal and 
Lindroos, ibid.).  

2.3.2 The Case of Three or More Coastal States 

Now let it be supposed that the resource, rather than being shared between 
two neighbouring coastal states, is shared among three such states, I, II and 
III. When three, or more, players are involved in the cooperative fishery 
game, the possibility of sub-coalitions arising between, or among, the players 
must be recognized. Therefore, an approach, which explicitly recognizes the 
existence of coalitions, is preferred. We shall review the results obtained by 
Kaitala and Lindroos (1998), when using a coalitional bargaining approach, 
namely the characteristic function game approach. Our discussion will be 
restricted to the Shapley value (Shapley, 1988). 
 

The characteristic function game (c-game) approach (Mesterton-Gibbons, 
1993) assumes a rather different perspective from the Nash bargaining 
approach, in that the coastal states are seen as having no bargaining power 
on their own. It is the coalitions, which the coastal states can form with one 
another that define their contribution in the cooperative agreement, and 
consequently their bargaining strengths. Thus, it is natural that the result of 
the two-player game coincides with the Nash bargaining solution. In our 
three-player game, we assume that there is only one two-player coalition that 
has bargaining power during the negotiations, and that the value of this 
coalition determines the sharing of total benefits from cooperation for all 
three players. In addition, we continue to assume transferable utility, that is 
we allow for side payments. 

 
Let it be supposed, as before, that the coastal states differ only in terms of 

fishing effort costs, and that we have 

aI < aIII < aII (13) 
and 

III II I
∞ ∞ ∗< <x x x . (14) 

 
The two-player coalition, having the bargaining power, obviously consists 

of I and III, the two most efficient coastal states. The two most efficient 
players will always have veto power in any cooperative fisheries game, 
involving more than two players (see, eg. Arin and Feltkamp, 1997), since 
their presence is necessary for any coalition to have positive bargaining 
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strength. The second most efficient player has the ability, if it chooses to 
exercise it, of harvesting the resource down to the non-cooperative level. 

 
In our three-player game, the Shapley value gives I and III each more 

than one third of the cooperative surplus (unlike the Nash bargaining 
solution). 

 
Let v({I,III}) denote the value of the I–III coalition, when playing non-

cooperatively against II.  Let us normalize the cooperative surplus, e(x(0))  
to 1, and assume that v({I,III}) < 1.  Let ,s

iz  i = I, II, III,  denote the coope-
rative game payoffs dictated by the Shapley value.  We have  

 

s s
I III

({I,III}) 1
6 3

vz z= = +  (15) 

s
II

1 ({I,III})
3 3

vz = − . (16) 

The fairness of the Shapley value arises from the equal treatment of coastal 
states in the coalition formation process, as well as the difference of the 
bargaining strengths with respect to the coalitions of which a given coastal 
state is a member, and those of which it is not. While our example is of a 
three-player game, the results extend to any cooperative games with the 
number of players, n, greater than two. The veto players always receive equal 
shares, whereas all others receive shares, which vary according to their relative 
efficiency, but which are always less than the shares of the veto players. 

 
In the n > 2 player games described, the players are distinctly asym-

metrical.  Lindroos, in a paper  written a number of  years after his 1998 paper 
with Kaitala, warns that, if the players are symmetric, the number of players, 
which full cooperation – the grand coalition – can support, in the absence of 
strong legal constraints, is small, maybe no more than two (Lindroos, 2002). 
It becomes too attractive for individual players to attempt to defect and to 
enjoy the cooperative benefits of the other players. 

 
The probability of a stable full cooperative solution, with n > 2 players, is 

much enhanced, if the players are asymmetrical – given that side payments 
are feasible (Lindroos, ibid.). Fortunately, asymmetry among states sharing 
fishery resources appears to be the rule, not the exception.   
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Nonetheless, Lindroos’ concerns about the stability of cooperative fisheries 
arrangements in the face of large numbers is of great relevance when one 
considers the management of straddling fish stocks, to which we now turn. 

3 THE MANAGEMENT OF STRADDLING FISH 
STOCKS 

Straddling type of fish stocks, those to be found both within the EEZ and the 
adjacent high seas, are subject to exploitation by both coastal states and 
DWFSs. The 1982 UN Convention is vague and imprecise, regarding the 
rights and duties of coastal states, on the one hand, and those of DWFSs  
on the other, with respect to the high seas portions of straddling stocks 
(Bjørndal and Munro, 2003). As a consequence, in the years following the 
close of the UN Third Conference on the Law of the Sea, non-cooperative 
management of the resources was all but guaranteed. The economic model 
of non-cooperative management of transboundary stocks applies, without 
modification, to straddling stocks. As this model would have predicated, 
case after case of straddling stock overexploitation occurred in the mid to 
late 1980s, and early 1990s. The UN responded by convening the UN Fish 
Stocks Conference, 1993–1995. 

 
The 1995 UN Fish Stocks Agreement, which emerged from the Con-

ference (UN, 1995), calls for the management of straddling-type stocks to be 
undertaken on a region basis by region basis, through Regional Fisheries 
Management Organizations (RFOs), the members of which are to consist of 
the relevant coastal states and DWFSs. The Northwest Atlantic Fisheries 
Organization (NAFO) and the newly emerging Western Central Pacific 
Fisheries Convention (WCPFC) are examples of RFOs (Munro et al., 2004). 

 
In analysing the economics of cooperative management of straddling fish 

stocks through RFOs, economists employ the economics of the cooperative 
management of transboundary fish stocks and introduce modifications where 
required. The cooperative management of straddling fish stocks differs from 
that of transboundary fish stocks in two respects. The first is in terms of the 
number of participants, or “players”. While examples of transboundary stock 
cooperative arrangements involving large numbers can be found, these are 
the exceptions. RFOs, since they include both coastal states and distant water 
fishing nations (DWFNs) can involve very large numbers indeed. Admit-
tedly, however, this is a difference in degree, rather than in kind. 
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There is nothing particularly new in the analysis required here. The 
cooperative transboundary fish stock game models, involving n > 2 players, 
apply, essentially without modification. We have the usual problem of the 
threat of non-compliance – defections – steadily increasing with the number 
of players (Lindroos, 2002). 

 
The second difference, which we shall refer to as the New Member pro-

blem, is a difference in kind. In the cooperative management of transboun-
dary fish stocks, the players, both in nature and number, can be expected to 
be invariant over time, in other than exceptional circumstances. Such is not 
the case in the cooperative management of straddling stocks. Some of the 
participants will be DWFSs, the fleets of which are nothing, if not mobile. 

 
Conceivably, an initial, or “charter”, DWFS member of a RFO might 

withdraw. More importantly DWFSs, which were not among the founders of 
a RFO, may demand admission to the “club”. The 1995 UN Agreement 
maintains explicitly that any state wishing to exploit a straddling stock, 
under RFO management, must become a member of the RFO, or agree to 
abide by the RFO’s management provisions. In an effort to be fair to 
latecomers, the Agreement also explicitly states that “charter” members of a 
RFO cannot bar would be new members, or entrants, outright (UN, 1995; 
Munro et al., 2004). 

 
The New Member provision carries with it definite risks. Kaitala and 

Munro (1997) demonstrate that, if all New Members agree faithfully to abide 
by the management provisions of the RFO, but demand full pro rata shares 
of the allowed harvest, “free of charge” as it were, the RFO could be 
undermined. “Charter” members, anticipating a swarm of New Members, 
could calculate that their expected payoffs from cooperation would be less 
than their threat point payoffs (Kaitala and Munro, ibid.), and the RFO 
would be stillborn.  

 
If prospective New Members are offered less than full pro rata shares, 

“free of charge”, however, they may be strongly tempted to ignore the 
provisions of the 1995 UN Agreement, by refusing to join the RFO, and then 
by becoming free riders in the adjacent high seas. Obviously, a RFO faced 
with rampant, and uncontrollable, free riding would cease to be stable. 

 
This points to an outstanding legal issue, which must be resolved, if the 

RFO regime is to prosper. Under current international law, vessels of a state, 
not party to a RFO, which are found to be operating without authorization in 
the EEZ of a coastal state member of the RFO, are deemed to be engaged in 
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illegal fishing. The coastal state can take vigorous action to repel the vessels. 
If the same vessels are, however, found to be exploiting the high seas 
portions of the straddling stock(s) being managed by the RFO, contrary to 
RFO management provisions, the vessels are deemed to be engaging in 
unregulated fishing. It is much less clear what measures RFO members can 
take to deal with unregulated fishing. 

 
The FAO currently has underway a plan of action to address the problem 

of illegal, unreported and unregulated (IUU) fishing (FAO, 2001). What is 
clearly required is that the FAO initiative must succeed, and that customary 
international law – state practice – should evolve in such a manner that 
unregulated fishing achieves the status – de facto if not de jure – of illegal 
fishing. 

4 CASE STUDIES 

4.1 The Norwegian Spring-Spawning Herring Fishery 

In the 1950s and the 1960s, Norwegian spring-spawning herring (Clupea 
harengus L.) was a major commercial species, harvested by vessels from 
Norway, Iceland, Faroe Islands and the former Soviet Union. During the 
1950s, the fishable component of the Norwegian spring-spawning herring 
stock measured about 10 million tonnes. However, the stock was subjected 
to heavy exploitation by the parties mentioned here, employing new and 
substantially more effective fishing technology. The annual harvest peaked 
at 2 million tonnes in 1966. By this time, however, the stock was in serious 
decline and a complete stock collapse occurred by the end of the decade.  

 
Prior to stock depletion, the species was a straddling stock migrating 

depleted state, however, the adult population ceased migration and while 
adults remained in Norwegian waters year round, their offspring also were 
distributed in the Barents Sea.4  

 

 
4

______ 
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 The issue of migration is controversial Patterson argues that the causes of migration include

through several coastal states and the high seas. The migratory pattern and 

changes in water temperature and availability of zooplankton. However, there are studies
that suggest that migration may be genetically linked and it is possible that in a small 

number of components to the stock changed between 1950 and 1970. In its 

non-migratory stock of herring there is a risk that the migratory genes may disappear
and migration would stop. 
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Recruitment remained weak throughout the 1970s and it was not until the 
strong year class of 1983 joined the adult population in 1986 that the stock 
began to recover. In 1993–1994 after spawning along the coast of Norway, 
the adult herring of this growing stock began a westerly migration into the 
international waters called the “ocean loop” and occasionally into the EEZs 
of the European Union, Faroe Islands and Iceland, on their way to the 
summer feeding area near Jan Mayen Island.  

 
The new migration pattern (as from 1993–1994) of the Norwegian spring-

spawning herring takes on importance since, as a straddling stock the herr-
ing are exposed to territorial and possibly distant water fleets with strong 
incentives to harvest the population before it moves elsewhere (Bjørndal  
et al., 1998). If a cooperative management policy, with an equitable distri-
bution of harvest, cannot be agreed upon, Norway, Iceland, Faroe Islands, 
countries of the European Union, Russia and possibly distant water vessels 
fishing in the ocean loop, may resort to ‘strategic over fishing’ that could 
jeopardise continued sustainability of the stock.  

 
During the first years of the new migration pattern, the situation was 

quite chaotic. There was no comprehensive regional agreement about the 
utilisation of the stock. It followed that Norway, Russia, Iceland and Faroe 
Islands were able to harvest the stock at will within their own jurisdictions. 
Moreover, in international waters the stock could be harvested legally by any 
interested fishing nation. 

 
In 1995, the Advisory Committee on Fishery Management (ACFM) of 

the International Council for the Exploration of the Sea (ICES) recom-
mended a total allowable catch (TAC) for the Norwegian spring-spawning 
herring of 513,000 t. Norway ignored the recommendation and announced 
an individual TAC of 650,000 t of which 100,000 t would be allocated to 
Russian vessels. Iceland and Faroe Islands followed suit and announced their 
own combined TAC of 250,000 t. In total, the collective harvest of Norway, 
Russia, Iceland, Faroe Island and the EU was approximately 902,000 t of 
herring, almost twice the quantity recommended by ACFM (Bjørndal et al., 
1998). Nevertheless, in spite of these high catch levels, the herring spawning 
stock continued to increase, due to high recruitment in 1991 and 1992. 

 
There was, however, some progress towards cooperation. In 1996, Norway, 

Russia, Iceland and Faroe Islands reached an agreement for a combined 
TAC. The agreement was reached by increasing the quota levels for each 
country and setting a total maximum limit of 1,267,000 t. Nevertheless, the 
European Union did not take part in a TAC commitment and continued 
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fishing at near capacity. In 1997, the EU became a signatory to an agree-
ment, limiting the maximum total catch to 1,498,000 t. The significance of 
this agreement is that the EU in a commitment to international fisheries co-
operation agreed to reduce their total catch levels from the previous period, 
whereas the four other countries again increased individual TACs (Bjørndal 
et al., 1998). Notwithstanding, the stock of spring-spawning herring was 
robust and continued to increase.5  

 
The countries involved agreed to continue cooperation and in 1998 the 

total TAC was set at 1.3 million tonnes. The new quotas for 1998 were 
allocated between the parties with the same key as in 1997. As a part of the 
agreement, bilateral access quotas were granted. For example, for fishing 
spring-spawning herring Russia, the EU, Iceland and Faroe Islands are all 
granted limited access to Norwegian fishing waters and vice versa. For 1999, 
the TAC was 1.3 million tonnes and for 2000 the TAC was set at 1.25 
million tonnes.  

 
The five-party cooperative agreement broke down in the autumn of 2002, 

so that as of the 2003 season there has been no agreement. The main reason 
for the breakdown is that the Norwegian claims, much based on zonal 
attachment of the herring to the Norwegian EEZ, is much higher than the 
Norwegian quota of 57%. As a consequence, Norway has demanded a higher 
share of the TAC, a demand that has not been met by the other parties.  
For 2005, Norway has unilaterally set a national quota that represents a 
Norwegian share of 65% of the TAC recommended by ICES, an increase of 
its national quota by 14%. Iceland has similarly increased its national quota 
with 14%. If all parties increase their quotas, the sum of the nationally 
determined quotas will exceed the TAC recommended by ICES. To what 
degree total catches in 2005 will be higher than the TAC recommended by 
ICES, cannot be said until the end of the fishing season. As a consequence of 
the breakdown of the agreement, the other parties, with the exception of 
Russia, no longer have access to the Norwegian EEZ and the fishery zone 
around Jan Mayen, which is under Norwegian jurisdiction. 

 
According to the UN Fish Stocks Agreement, the management of strad-

dling and highly migratory fish stocks is to be carried out through Regional 
Fisheries Management Organisations (RFMOs). For Norwegian spring-
spawning herring, which is classified as a straddling stock, management 
takes place through the North East Atlantic Fishery Commission.  

 
5The continued recovery of the herring stock even under heavy fishing pressure was due to 
good growth conditions, conceivably partly due to the reduced stocks of predatory fish 
species. 

______ 
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The recovery of the Norwegian spring-spawning stock offers the oppor-
tunity for substantial annual harvests on a sustainable basis for the benefit of 
all nations involved. It is clear that if, as a consequence of the breakdown of 
the co-operative arrangement among the countries, there is a return to com-
petitive harvesting and open access condition, this will result in increased 
international competition for harvest shares that will be biologically, eco-
nomically and politically damaging. Eventually, this could threaten a new 
stock collapse for the fishery and result in substantial economic damage for 
all nations concerned in terms of lost revenue and employment as catch 
levels decline. 

4.2 The Northeast Atlantic Bluefin Tuna Fishery 

The Northeastern bluefin tuna stock is distributed from the east of the 
Canary Islands to Norway, in the North Sea, in Ireland, in the whole of the 
Mediterranean and in the south of the Black Sea. Occasionally, it goes to 
Iceland and Murmansk. The bluefin tuna moves according to food abun-
dance and water temperature. Spawning is located in the warm waters 
(around 24ºC) of the Mediterranean around the Balearic Islands and in the 
south of the Tyrrhenian Sea, starting in June and continuing until July. In the 
beginning of this season, a great flow of bluefin tunas can be observed. 
Afterwards, some specimens remain in the Mediterranean throughout the 
year, and others, either young or adult, leave these waters and go to 
Morocco, the Viscaya Gulf, the Canary Islands and the Madeira Islands. The 
larger bluefin tuna can be found in the North Sea and along the Norwegian 
coast, since they are more resistant to colder waters. In the winter, they 
return to the tempered waters of the African coast. 

 
Bluefin tuna is the most valuable fish in the ocean. High-quality tuna 

fetch a price premium in the Japanese sushi market, where a single fish can 
command a price of up to US $ 100,000. Moreover, the price has been 
increasing in recent years due to a world wide decline in catches of high-
quality tuna. 

The bluefin tuna fisheries are characterised by a variety of vessel types 
and fishing gears operating from many countries. Different circumstances – 
economic, biological, geographical, political as well as traditional – dictate 
the actual gear choice. The most important fishing gears in the Northeast 
Atlantic are the purse seine, the long line, the trap and the bait boat. 

 
Throughout the years, the importance of each gear has changed. Certain 

fisheries, such as trap, go back to ancient times. Other gears, such as the long 
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line and the Mediterranean purse seine, reached full development in the mid-
1970s. The spatial distribution of the different gears has changed through the 
years. The most important change in this respect has been the relocation of 
the long-line fishery to latitudes above 40º and longitudes between 20º and 
50º west, that is to fishing grounds on the high seas outside coastal state 200 
mile EEZs. 

 
Historically, more than 50 countries have participated in the fishery for 

bluefin tuna; currently, 25–30 participate.  European countries such as Italy, 
France and Spain use bait boat, long line, purse seine and trap. DWFNs such 
as Japan come to the high seas of the North Atlantic to catch bluefin tuna 
using long line. The large number of countries harvesting bluefin tuna 
imposes a severe pressure on the stock. In the 1970s, annual catches varied 
between 10,500 t in 1970 and 22,300 t in 1976. Subsequently, catches 
increased to a maximum of about 53,000 t in 1997. Thereafter, there has 
been a decrease to 28,000 t in 2000, mainly due to lower stock levels. 

 
The lower number of participants in the fishery is primarily due to 

reduced stock levels as compared with historical figures. This has been 
compounded by the fact that as the stock declines, the distribution area of the 
stock is reduced. This explains why countries like Norway, Iceland and 
Russia are not currently active in the fishery. Nevertheless, the situation 
points to a potential threat to the stock: if and when the stock recovers, there 
are many potential entrants to the fishery. This is compounded by the high 
value of the fish.  

 
Bluefin tuna is classified as a highly migratory fish stock. According to 

the 1995 UN Fish Stocks Agreement, both coastal states and high seas 
fishing states are required to cooperate directly or through the establishment 
of sub-regional or RFMOs to this end.  

 
The management of the Northern Atlantic bluefin tuna falls under the 

aegis of the International Commission for the Conservation of Atlantic 
Tunas (ICCAT). ICCAT was established in 1969 with two main functions: 
to provide scientific assessments of Atlantic tunas and tuna-like fish and to 
give management recommendations that will permit a sustainable fishery. At 
present, there are 23 contracting parties to ICCAT. These include coastal 
states in Europe and Africa as well as DWFNs such as Korea and Japan. 

 
As early as 1974, ICCAT recommended limiting the bluefin tuna catch in 

both the Atlantic and the Mediterranean. In spite of the recommendations 
being officially implemented in 1975, they had no or little impact, as they 
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were not respected. Present regulations include catch limits (quotas for each 
member country), prohibition of juvenile landings and closed seasons. So 
far, the regulations have proved to be rather ineffective. This is due to the 
inability of ICCAT to monitor and enforce its regulations, which is com-
pounded by the large number of participants in the fishery, members as well 
as non-members of ICCAT. Therefore, to a large extent many of the 
characteristics of an open access fishery still prevail. 

 
Stock size decreased from 210,000 t in 1971 to 133,000 t in 1981. 

Thereafter, the stock remained fairly stable, experiencing a slight increase in 
1993–1994 to about 150,000 t, which was also the stock level in 2000. As 
noted, in the 1990s catches have remained at fairly high levels, especially in 
the Mediterranean, causing a decline in stock size.  

 
The situation is very grave. If the current trend is maintained, a complete 

stock collapse is expected within a few years (Brasão et al., 2001). On the 
other hand, according to Bjørndal and Brãsao (2005), a cooperatively managed 
fishery bears the promise of generating very substantial rents. 
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Chapter 11 

GAME THEORETIC APPLICATIONS  
TO FISHERIES 

Veijo Kaitala and Marko Lindroos 
University of Helsinki 

Abstract This chapter reviews non-cooperative and cooperative game theoretic models 
applied to the economics and management of multi-agent fisheries. We first 
compare two-player static and dynamic non-cooperative games, and then multi-
player non-cooperative and cooperative coalition games. In both comparisons 
we will make use of same type of models in order to facilitate the comparison 
of analyses and conclusions. 

Keywords: Static games, dynamic games, non-cooperative games, cooperative games, 
coalitions 

1 INTRODUCTION 

Marine fish resources are typically overexploited – there is simply not 
enough fish for every nation. This is due to an overcapacity of fishing gear 
and vessels in international fisheries where countries build large fishing 
fleets to be able to rapidly exhaust profitable fish stocks. As a result, fishing 
pressure is biologically damaging: stocks are decreasing. Consequently, 
extinctions and collapses of resources have become increasingly common. In 
addition, as an economic consequence, fishermen’s revenue decreases as the 
stocks decrease. 

 
The following questions arise inevitably: How can we explain this 

seemingly irrational behaviour in international fisheries? Why is it so 
difficult to prevent overexploitation of international marine resources? Are 
there any ways to overcome the problems? 

 
The present study discusses how game theory can be used in fisheries 

economics applications to predict, explain and resolve the issues that are of 
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major importance for many countries and regions. Whenever there is more 
than one interest group present in the fishery it is possible to make use of 
game theory. The current chapter concentrates on international fisheries pro-
blems where countries negotiate on common fisheries policies and fisheries 
agreements. 

 
We review the central contributions in the literature of game theoretic 

applications to fisheries by making distinction between static and dynamic 
non-cooperative approaches. In addition, we shall make a difference between 
cooperative and non-cooperative coalition games applied to international 
fisheries problems. 

 
Section 2 discusses non-cooperative two-player games, both dynamic and 

static. Section 3 introduces applications of non-cooperative and cooperative 
multi-player games to fisheries. What becomes apparent is that the non-
cooperative and cooperative approaches are many times difficult to comp-
letely separate from each other. We discuss the recent progress in coalition 
games that is essentially a merger between cooperative and non-cooperative 
fisheries games. Finally, Section 4 concludes and discusses possible future 
research needs. 

2 NON-COOPERATIVE FISHERIES MODELS 

We explore and compare dynamic and static game theoretic approaches to 
international fisheries management. We begin by considering dynamic games 
and then continue with static games. This is due to the chronological deve-
lopment of the game theory applications in the literature. 

2.1 Dynamic Non-Cooperative Games 

Assume that there are two countries exploiting a common fishery. This may 
well be a realistic assumption in the case of so-called shared fish stocks that 
are found within the Exclusive Economic Zones (EEZ) of two coastal 
countries. The two countries have a set of feasible strategies that they may 
use. From this set of strategies they will choose a fishing effort level that will 
maximize their own benefits from the fishery taking into account the 
strategic choices of the other country. 

 
The result of the strategic interaction between the two countries will  

be a non-cooperative Nash equilibrium. In equilibrium, it is not profitable  
for any player to unilaterally deviate from the chosen strategy. Thus, non-
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cooperative Nash equilibrium is a safe strategy for each player since it is  
not vulnerable to cheating. However, typically a bilateral deviation from the 
equilibrium strategies, which is usually required in full mutual cooperation, 
would be beneficial to both countries. 

 
Let us use a model developed by Clark (1980). Assume that the two 

countries are asymmetric with respect to their unit effort costs 

1 2 .c c<  (1) 

Both countries maximize their net benefits over an infinite time horizon 
subject to the stock dynamics as follows  

max  Ji = 
0

( )d ,rt ice p h t t
x

∞
− ⎡ ⎤−⎢ ⎥⎣ ⎦∫  (2) 

s.t. 
1 2( ) ( ) ( ),tx F x h t h t= − −  

where r is the discount rate, p is the constant price, x is the fish stock, F(x) is 
biological growth of the stock. Finally, h(t) = E(t)x(t) is the production 
function, that is harvest. 

 
Assume further, that the zero-profit stock level of country 2 is smaller 

than the optimal stock level of country 1: 

2 1 .x x∞ ∗<   (3) 

The non-cooperative feedback Nash equilibrium of the game is given as 
follows 
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In equilibrium, the less efficient country 2 is driven out of the fishery. 
Country 2 has no other option than to harvest with maximum effort until its 
profits are diminished to zero. The more efficient country 1 also uses maxi-
mum effort until country 2 is driven out. From that point onwards country 1 
harvests the stock sustainably so that the stock level will stays unchanged at 
the zero-profit level of country 2.  

 
Munro (1979) was the first to present a full economic analysis of this 

game theoretic model for a two-agent fishery. In his seminal article he 
studied several important issues in international fisheries management such 
as sharing of quotas, consumer preferences and discount rate differences. 
Although Munro’s paper is mainly dealing with cooperative games, it also 
includes elements from the theory of dynamic non-cooperative games. A 
similar model has also been analysed for example by Kaitala and Pohjola 
(1988). They showed how transfer payments and threat (trigger) strategies 
can be used to guarantee efficient use of the resource. Trigger strategies 
mean that players constantly monitor one another. When a deviation from 
the agreed strategy is observed it triggers the use of the non-cooperative 
(threat) strategy for the rest of the game. 

2.2 Static Non-Cooperative Games 

The development of static fisheries games has perhaps surprisingly been 
slower than dynamic games. Most of the development has taken place from 
1993 onwards despite that Schaefer-Gordon model was developed almost 
forty years earlier. The advantage of static games is that analytical results are 
easier to derive and interpret. Next, we address the model analysed by 
Mesterton-Gibbons (1993). 

Assume sustainable use of the fish stock by two asymmetric countries. 
Thus, the resource level remains unchanged: 

2

1

d ( ) 0.
d i

i

x F x h
t =

= − =∑  (6) 

The growth function is explicitly formulated as logistic growth, given as 
 

( ) (1 / ),F x Rx x K= −  (7), 

where R is the intrinsic growth rate of fish and K is the carrying capacity of 
the ecosystem. The production function is assumed to be linear: 

204 



Game Theoretic Applications to Fisheries 
 

.i ih qE x=  (8) 

Note that we assume that the catchability coefficient, q, is identical for 
the countries (for a game with asymmetric q, see Kronbak and Lindroos 
2003). 

It follows from (6) to (8) that the sustainable fish stock is given as 

2

1

( ).i
i

Kx R q E
R =

= − ∑  (9) 

Hence, the stock decreases linearly in effort. 
 
The objective of each country is to maximize its profit: 
 

max .i i iph c E−  (10) 

Note that here we continue to assume that the unit effort costs are asym-
metric (condition (1)). Therefore, country 1 is still the most efficient country 
with lowest unit cost of effort. 

 
The equilibrium efforts for the players in the game can be characterised 

as follows: 

1 1 2
2 (1 ) (1 ),
3 3
R RE b b
q q

= − − −  (11a) 

and 

2 2 1
2 (1 ) (1 ),
3 3
R RE b b
q q

= − − −  (11b), 

where bi = ci/pqK, i=1,2, is described by Mesterton-Gibbons (1993) as an 
(inverse) efficiency parameter of countries such that decreasing value of bi 

means increasing efficiency. We immediately note that the equilibrium 
fishing effort of country i increases with increasing efficiency. Further, the 
strategic interaction is characterized such that the effort of country 1 
decreases as country 2 improves its efficiency, and vice versa. 
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Assuming that both countries remain active in the fishery the equilibrium 
fish stock level is given as:  

1 2(1 ).
3
Kx b b= + +  (12) 

From Eq. (12) we see that the higher the efficiency of the countries the 
lower the equilibrium stock level. Note that only one of the biological 
parameters plays a role in determining the equilibrium stock level, that is the 
carrying capacity K. The remaining factors influencing the stock are price of 
fish, unit costs of effort and the catchability coefficient. 

 
Ruseski (1998) and Quinn and Ruseski (2001) have used this static game 

model to analyse for example overcapacity and subsidies in international 
fisheries management. Their analyses illustrate how the simple static game 
can produce intuitive results that explain many of the problems in world’s 
fisheries. 

 
Given the dynamic and static game theoretic approaches described in 

Sections 2.1 and 2.2 the question arises how the results of these approaches 
differ? Another issue is what alternative approaches can we find in the 
literature and how these two approaches have been applied? 

 
The main difference between dynamic and static approaches is that the 

dynamic game model predicts that one of the countries will eventually be 
driven out of the fishery. However, on that path the less efficient country 
will gain benefits from the fishery given that the game is started above the 
equilibrium stock level. 

 
The static model predicts that both countries will be active in the fishery 

in the non-cooperative equilibrium. The less efficient country 2 will just 
modify its effort to a lower level than the most efficient country 1. Both 
countries are also making positive profits at the static equilibrium. This is a 
remarkable similarity between the approaches. 

 
Both approaches can be useful in the analysis of international fisheries 

management. Which approach should be chosen depends on the nature of 
research questions one needs to answer. From a static model it is sometimes 
more straightforward to produce intuitive analytical results. However, when 
applying a static model several important issues arising on the path to the 
equilibrium and in the dynamic steady state are omitted. 
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2.3 Discussion of Dynamic Game Applications 

This section considers other approaches in the dynamic non-cooperative 
games. Levhari and Mirman (1980) studied a discrete-time fish-war concen-
trating to dynamic externalities. They showed that in this setting overfish-
ing occurs. Fischer and Mirman (1992) later developed the model to also 
consider predator-prey interactions as well as economic interactions in a 
multispecies fishery. In other words, they studied biological externalities in 
multispecies fisheries. 

 
In the case of biological externalities, both overfishing and underfishing, 

can be observed depending on the type of biological interactions. Fischer 
and Mirman (1996) combined both types of externalities. They studied in 
particular the following types of biological interactions: symbiotic, negative 
(competition) and predator-prey. It appears that when both players harvest 
both species then the fishing strategies may change as compared to the case 
where each agent is harvesting only one species (Fischer and Mirman 1992). 
In addition, the efficiency of the outcomes from harvest games may depend 
on the types of biological interactions. Of course, adding market externalities 
could complicate the game analyses even more. 

 
McKelvey et al. (2002) have been important contributors to straddling 

stocks issues in the high seas recently. They argued that the establishment of 
the Exclusive Economic Zones (EEZ) accelerated overfishing and depletion 
of world’s many valuable resource stocks. In McKelvey et al. (2002) a new 
member problem is studied.  

 
Laukkanen (2003) has developed game-theoretic models in sequential 

stochastic fisheries. She studied cooperative harvesting in a sequential fishery 
with stochastic shocks in recruitment. Cheating (deviations from cooperative 
harvesting) is deterred by the threat of harvesting at non-cooperative levels  
for a fixed number of periods (Kaitala, 1993) whenever the initial stock falls 
below a trigger level. Cooperation in harvesting provides considerable gains  
to the players. Based on this analysis she concludes that fish wars are often 
launched by shocks in recruitment, which trigger non-cooperative harvesting. 
This may be avoided, however, if the detection of cheating is based on the 
observations on fishing effort (Kaitala, 1993) rather than stock. Unfortunately, 
the theory in this matter is still underdeveloped. 

 
Finally, Hannesson (1997) considered fishery as a repeated game. He 

showed that the number of countries is likely to be small in international 
fisheries agreements. The result is particularly strong in the case of cost 
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heterogeneity. However, in the case of migratory fish stocks cooperation 
may be more likely.   

3 COALITION MODELS IN FISHERIES 

There are many examples where the assumption of two countries may not  
be very relevant. Many of such cases are included in straddling and highly 
migratory fish stocks. This section studies the coalition games applied to 
study multi-country fisheries negotiations. Section 3.1 extends the results of 
section 2.1 and section 3.2 extends the results of section 2.2 into multi-
country coalition games. 

3.1 Cooperative Coalition Games 

Assume that we have three countries harvesting a common fishery res-
ource. This is the simplest possible case where we can analyse the effect of 
coalitions that the countries can form with each other. Following Kaitala and 
Lindroos (1998) we have eight possible coalitions:  

{{C, D1, D2}, {C, D1}, {C, D2}, {D1, D2}, {C}, {D1}, {D2}, ∅}. (13) 

Here C denotes a coastal state and D distant water fishing nations. 
 
Assume that the objective of each of these three countries is given by  

Eq. 2: the countries aim at maximizing their net present values from the 
fishery. Assume further that they have successfully engaged in negotiations 
and an agreement is binding to each country. The remaining question is how 
to share benefits according some reasonable and fair cooperative solution so 
that each country will be satisfied. 

Before proceeding to sharing rules a characteristic function must be con-
structed. The characteristic functions assign a value to each possible coalition. 
A crucial assumption here is that a coalition enters in a non-cooperative game 
with those remained outside of it. In the current game, the normalized characte-
ristic function (before normalization the value of the coalition is characterized 
as the difference between coalition gain and the gain from non-cooperative 
game) is such that only one coalition in addition to grand coalition has a 
positive value: 

v({C, D2}) > 0. (14) 
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This follows from two assumptions  

2 1C D Dc c c< <  (15) 

and 

2 1D D Cx x x∞ ∞ ∗< <  (16) 

In this case, a coalition including the coastal state and the more efficient 
distant water fishing nation is able to maintain the stock level at a level 
higher than the non-cooperative stock level given in (4) and (5). However, a 
coalition of the coastal states, or a coalition of the coastal state and the less 
efficient distant water fishing nation 2 are not able to do that. 

 
Employing the Shapley (1953) value yields a cooperative solution to  

each country: 

2

S S
C Dz z=  = v({C, D2})/6 +1/3, (17) 

1

S
Dz =  [1 – v({C, D2})]/3. 

Thus, the two most efficient countries should receive a share higher than 
one third of cooperative benefits. This is due to their higher contribution to 
the overall coalitional values. No other two-player coalition is able to obtain 
a positive value. 

 
The result can be compared to the Nash bargaining model of Kaitala and 

Munro (1995). Their approach suggests that the cooperative benefits would 
be shared equally between all members of the cooperative organisation.  

 
Lindroos (2004) expanded the cooperative coalition game to the case 

where coalition formation is restricted to the coastal country group and to the 
distant water fishing nation group. It is shown that under these restrictions 
the less efficient countries may improve their bargaining positions. 

3.2 Non-Cooperative Coalition Games 

We next employ the static game model analysed in Section 2.2 to examine 
the issue of coalition formation. Assume that there are now three asymmetric 
countries with the fishing effort costs ordered as follows 
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1 2 3.c c c< <  (18) 

The coalition formation games can be thought of as a two-stage game.  
In stage one, the players decide which coalition to belong to. In the second 
stage, countries or coalitions play a non-cooperative game by choosing 
fishing efforts to maximize their profits (Eq. 10). Given the payoffs of the 
second stage, the equilibrium coalition structure is the Nash equilibrium of 
the first stage. Possible equilibrium coalition structures are full coopera-
tion (grand coalition), partial cooperation (two-player coalition) and non-
cooperation. 

 
Non-cooperative equilibrium efforts are analogous to Eq. 11. 

)1(
4
3)1(

4
,

ik
kj

N
i b

q
Rb

q
RE −+−−= ∑ ,   i = 1,2,3  (19) 

Two-player coalition efforts are given as. 

PC

PC

2(1 ) (1 )
3 3

0

i k i

j

R RE b b
q q

E

= − − + −

=
,  (i,j) = (1,2), (1,3), (2,3),  (20a) 

This means that in coalition (i,j) only the most efficient country remains 
active as its marginal cost is always lower due to linearity (for non-linear 
costs and coalition games see Kronbak and Lindroos, 2005). Note that there 
are three possible two-player coalitions. 

 
Country k that remains outside of cooperation chooses its strategy from 

its reaction curve, which is linear in this game: 

}3,2,1{),1(
3
2)1(

3
∈−+−−= kb

q
Rb

q
RE ki

F
k \ (i,j).  (20b) 

The resulting equilibrium stock levels are of similar form as in eq. (12) 

PC (1 ).
3 i k
Kx b b= + +  (20c) 
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Finally, the cooperative effort where all three countries maximize their 
joint economic benefits by allowing country 1 to be the only harvester is 

C
1 1(1 ).

2
RE b
q

= −  (21a) 

The corresponding stock is  

C
1(1 ).

2
Kx b= +  (21b) 

Let us then examine the conditions that affect stability of grand coalition 
(see Lindroos, 2002) 

3
C C C PC
1 1 1

1

( )F F
k k k

k

pqE x c E pqE x c E
=

− > −∑ , (22) 

where F stands for Free Rider. Condition (22) says that grand coalition is 
stable if the cooperative benefits are larger than the sum of possible free-
rider benefits. This means that there has to be enough cooperative benefits to 
be shared in order to guarantee that no single country will leave the grand 
coalition. 
 

Stability is dependent on the unit effort costs in the following way. 

1
3 ,

2 2
c pqKc < +  (23) 

1
2

4 .
5 5
c pqKc < +  (24) 

Conditions (23) and (24) have to be satisfied so that grand coalition can 
be stable. These results mean that if there is enough cost heterogeneity in the 
game, then cooperation can be an equilibrium. More cost heterogeneity means 
here that cooperation, where country 1 acts as the only harvester, becomes 
relatively more profitable. 
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3.3 Discussion of other Coalition Game Applications 

Negotiating an international environmental agreement is complicated due to, 
among other aspects, the presence of different forms of externalities. In the 
fisheries, we usually have many complicating factors present: several and 
uncertain number of players, biological, economic and dynamic externalities, 
difficulties in observation, monitoring and implementing, and inherently 
stochastic nature of the fisheries. Thus, it is not surprising that asymmetries 
between the players put them in different positions within the framework of 
the agreement. In many cases, it may occur that some countries will accept 
agreement immediately after the negotiations have been concluded but some 
countries would like to delay signing several years.  

 
Kaitala and Lindroos (2004) argue that timing of an agreement may in-

clude a strategic component. It is well-known that the value of the fishery 
depends on the initial value of the stock. Kaitala and Lindroos (2004) analyse 
the case where two countries are negotiating when playing a non-coopera-
tive game. The purpose is to switch to a cooperative agreement. Thus, both 
countries attempt to optimize the timing of the agreement. If the optimal 
timing for the agreement differs between the countries, then a conflict arises. 
Kaitala and Lindroos (2004) show that several outcomes are possible: it is 
optimal for both players to initiate cooperation immediately, at least for one  
of the countries it is never optimal to cooperate, and one of the players wishes 
to delay the agreement. This leads to a complicated situation if there does  
not exist any “must” for the agreement. The theory is still immature in this 
matter. 

Coalition games applied to fisheries problems have not merely stayed  
in the theoretical level as presented in the two previous sections. Coalition 
games have been applied to Norwegian spring-spawning herring (Arnason  
et al., 2000, Lindroos and Kaitala, 2000), North-Eastern mackerel (Kennedy, 
2003), and Northern Atlantic bluefin tuna (Brasao et al., 2000, Pintassilgo 
and Duarte, 2000). Pintassilgo (2003) and Pham Do and Folmer (2003) are 
examples of applying the partition function game approach. Pintassilgo 
(2003) applies the framework to Northern Atlantic bluefin tuna, whereas 
Pham Do and Folmer (2003) show that the Shapley Value is an appropriate 
cooperative solution to share the benefits of cooperation in fisheries games. 
For a thorough review of coalition games in fisheries see Lindroos et al. 
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4 FUTURE RESEARCH ON GAME THEORY  

AND FISHERIES 

We have reviewed selected game-theoretic models applied to fisheries. 
Game theory has lot of useful potential to be applied in international fish-
eries management and negotiations. International agreements should be made 
sustainable in order to guarantee economically and biologically efficient use 
of fish resources. If international management fails, national management, 
whether based on biology or economics, is a futile effort.  

 
At least three issues need immediate attention in the near future of game 

theory and fisheries. Firstly, merging the cooperative and the non-coopera-
tive approach is most important. International agreements must be based on 
voluntary (self-enforcing) actions taken by countries. This means essentially 
analysing games where cooperation can be a non-cooperative equilibrium. 
However, once cooperation is reached we immediately have an allocation 
problem, that is, a cooperative game where the benefits arising from cooper-
ation should be shared in some fair way. It is clear that these two approaches 
are linked in many ways. Kronbak and Lindroos (2005) is one of the first 
steps in this direction. Many others are still needed. 

 
There are already many practical applications of coalition games. More 

applications are, however, needed in order to gain further knowledge on 
what factors influence incentives and timing of cooperation or signing inter-
national fisheries agreements.  

 
Finally, we should make a clear distinction between different interest 

groups in the fisheries. One way forward could be the approach adopted in 
Kronbak and Lindroos (2003) where countries negotiate in the first stage and 
then at the second stage we have fishermen competing or forming coalitions 
(producer organizations) with one another. 
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Chapter 12 

UNCERTAINTY IN BIOECONOMIC MODELLING

Linda Nøstbakken1 and Jon M. Conrad2 
1

2

Abstract 
bioeconomic modelling of fisheries. The purpose is to provide an overview of 
some of the main developments in the field since its introduction in the early 

chastic bioeconomic models, one in continuous time and another in discrete 

chapter then provides an overview of some of the achievements and issues that 
have been dealt with using stochastic bioeconomic models. 

Keywords: Fisheries Economics, bioeconomic modelling, uncertainty 

1 INTRODUCTION 

Uncertainty was introduced in bioeconomic models in the early 1970s and 
an extensive literature has been generated since that time. The aim of this 
chapter is to review some of the main developments in stochastic bioeco-
nomic modelling of fisheries. A complete survey of the literature is impos-
sible in the space allocated for this chapter, and the aim is rather to present  
a sample of the literature to illustrate some of the main developments and to 
exemplify the range of topics analysed by use of stochastic bioeconomic 
models.1  

 
Walters and Hilborn (1978) list the following three categories of uncer-

tainty in fisheries management: (i) random effects, whose probability distri-
bution can be determined from past experience, (ii) parameter uncertainty, 

 
1For a more detailed survey of the earlier literature, the reader might refer to Andersen and 
Sutinen (1984). 

______ 

This chapter reviews the large body of literature dealing with uncertainty in 
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and (iii) fundamental misunderstanding about variable choice and model 
form. The various forms of uncertainty along with methods used to analyse 
them are reviewed in Charles (1998). Most bioeconomic studies focus on the 
first two classes of uncertainty.  

 
The standard bioeconomic model consists of a biological component, 

describing change in one or more resource stocks, and an economic part 
describing net revenue, net benefits or “social welfare”. Uncertainty can be 
added to the model in several ways. The biological component can be made 
stochastic by allowing for random fluctuations in the stock-growth relation-
ship. In addition, one might assume stock levels are observed with measure-
ment error. Uncertainty can be introduced to the economic component by 
letting prices, costs, yield-effort relationships, and so on fluctuate according 
to some stochastic process.  

 
The rest of this chapter is organised as follows. In Section 2 we present 

two studies of uncertainty in bioeconomic modelling; the first model is in 
discrete time whereas the second is modelled in continuous time. These 
models serve as benchmarks when reviewing other studies. Section 2 also 
gives a brief introduction to basic methods for solving stochastic dynamic 
optimisation problems. Section 3 gives an overview of applications of sto-
chastic bioeconomic modelling. Section 4 concludes the chapter. 

2 STOCHASTIC BIOECONOMIC MODELS 

In the bioeconomic literature we find stochastic models both in discrete time 
and in continuous time. In this section, we present two models, a discrete-
time model developed by Reed (1979) and a continuous-time model devel-
oped by Pindyck (1984). Conrad (2004) also provides a detailed description 
of both Reed’s and Pindyck’s models in his review of renewable resource 
management. 

2.1 A Discrete-Time Model 

Reed (1979) draws on the analyses in Jaquette (1972, 1974) and Reed (1974), 
and the model is used to derive an optimal harvest policy for a fishery. Reed 
(1979) uses a stochastic stock-recruitment function: 

( )1 1t t tX z G S+ += , (1) 
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where Xt, St = Xt – Yt, and Yt are biomass, escapement, and harvest in period 
t , respectively. { }1tz +  are independent and identically distributed (iid) 
random variables with mean one and constant variance, observed at the 
beginning of period t + 1. G(St) is a growth function. Harvesting from the 
stock is explained by the Spence production function ( )1 tqE

t tY X e−= − , 
where tE  represents effort and 0q >  is a catchability coefficient.2 By 
assuming a constant cost per unit effort of c  and a constant price p  per unit 
harvest, net revenues are given by ( ) ( ) ( )ln lnt t t tpY c q X Sπ = − ⎡ − ⎤⎣ ⎦ . Using 
the fact that net revenues can be written as an additively separable func-
tion of X  and S , we get the expression ( ) ( )t t tN X N Sπ = − , where 

( ) ( ) ( )lnN m pm c q m= − ⋅ . The optimal policy is derived by maximising 
the expected present value of net revenues  

( ) ( ){ }0{ } 0
max

t

T
t

t tS t
E N X N Sρ

=

⎡ ⎤
−⎢ ⎥

⎣ ⎦
∑ , 

subject to (1), 0 t tY X≤ ≤ , and 0X  given, where ρ  is the discount factor. 
The maximisation problem is solved using stochastic dynamic program-
ming. The optimal harvest policy is a constant-escapement policy where  
the optimal escapement level S* must maximise the equation W(S) = ρEz 

[N(zG(S))] – N(S). The optimal feedback policy can be expressed as 

( )* *

*0
t t

t
t

X S if X S
Y

if X S

⎧ − >⎪= ⎨
≤⎪⎩

. 

Reed is able to derive the optimal feedback policy analytically because 
net revenues in his model can be written as an additive separable function  
of the state and the control variables, that is he uses a linear control model. 
His choice of production function is crucial and a slightly different model 
specification would have made it impossible to derive a closed-form solu-
tion. In most stochastic bioeconomic models where net revenues are maxi-
mised, it is very difficult (or impossible) to derive closed-form solutions and 
numerical approximations must be used. 

2.2 A Continuous-Time Model 

One of the first bioeconomic studies in continuous time dealing with 
uncertainty is Ludwig (1979). Ludwig extends Clark’s (1976) classic, deter-
ministic fishery model by including stochastic change in the resource stock. 
Ludwig’s model is similar to Reed (1979) with a linear control relationship 
and a fixed and exogenous resource price. Furthermore, the optimal feed-

 
2 Spence (1974) used this production function in his study of blue whales. 
______ 
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back policy derived from Ludwig’s model is similar to the constant-escape-
ment policy derived from the Reed (1979) model. According to Ludwig,  
one should harvest either at the maximum or the minimum harvest rate 
depending on the current size of the stock (i.e., a bang-bang approach). 
Pindyck (1984) extends Ludwig’s model by letting price be determined by  
a downward sloping demand curve. 

 
In Pindyck (1984) the stock evolves according to 

[ ]d ( ) d ( )dX F X Y t X zσ= − + , (2) 

where ( ) 0Xσ ′ > , i.e., the variation in stock growth increases with the size of 
the stock, (0) 0σ = , and d ( ) dz t tε=  is the increment of a Wiener process. 

( )Y t  is the harvest rate. The stock-growth function ( )F X  is assumed to be 
strictly concave with (0) ( ) 0F F K= = , where 0K >  is the carrying capacity 
of the resource in its natural environment.  

Let net benefits at instant t  be given by  

0

( , ) ( ) ( ) ,
Y

U X Y p q dq c X Y= −∫  (3) 

where ( )p Y  is the downward sloping demand curve, and ( )c X  is the unit 
cost of harvesting from a stock of size X. ( )c X  is assumed decreasing and 
strictly convex, and with (0) .c = ∞  

Maximisation of discounted net benefits subject to (2) gives the 
following Hamilton-Jacobi-Bellman (HJB) equation: 

[ ] 2

0

1( ) max ( ) ( ) ( ) ( ) ( ) ( )
2

Y

Y
V X p q dq c X Y F X Y V X X V Xδ σ

⎧ ⎫⎪ ⎪= − + − ′ + ″⎨ ⎬
⎪ ⎪⎩ ⎭
∫ , (4) 

where δ is the discount rate. From the maximal condition {} 0Y∂ ⋅ ∂ = , we 
have that ( *) ( ) ( )p Y c X V X− = ′ . 

Pindyck (1984) provides three examples where he specifies bioeconomic 
models and derives closed-form solutions for the optimal harvest policies. 
Linear feedback policies emerge in all three examples. The examples demon-
strate, among other things, how an increase in σX can increase, decrease or 
leave harvest rates unchanged. 
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3 APPLICATIONS IN BIOECONOMICS 

There has been an extensive development in the application of uncertainty 
in bioeconomic models. The topics and studies discussed in this section are 
not meant to give a comprehensive overview of the literature. The purpose 
is rather to illustrate the range of issues that have been analysed by use  
of stochastic bioeconomic modelling. 

3.1 Optimal Harvest from a Fish Stock 

In the deterministic setting the analysis of optimal harvesting typically 
involves finding the optimal steady-state harvest and biomass level along 
with the corresponding optimal approach path from the initial stock level 
(see e.g. Clark and Munro, 1975; Clark 1976).3 In a stochastic fishery, there 
is no steady state. The system is randomly changing and as a result optimal 
harvest must be specified for every state that can possibly occur. Instead of 
deriving optimal steady-state harvest, the optimal harvest policy, that is 
harvest as a function of the stock or state, must be found. 

 
In the studies by Reed (1979) and Pindyck (1984), presented in Section 3, 

stochastic dynamic programming was used to derive optimal harvest poli-
cies. A number of studies extend this research.  

 
Lewis (1981) develops a discrete time, Markov model of a fishery. 

Whereas Reed (1979) introduced uncertainty to the stock-growth rela-
tionship, Lewis analyses the case of uncertain catchability. Lewis further 
assumes biomass can be described by a finite number of states represented 
by possible stock sizes. Population dynamics in Lewis (1981) are given by 

( )1t t t t t tX X G X aX Kη+ = + − , where ( )tG X  is a logistic growth function, 
and t t taX Kη  is a production function giving catch in period t . Uncertainty 
is introduced by letting tη  be a uniformly distributed random variable with 
mean one. Markov transition probabilities are calculated and used to obtain 
the optimal solution through dynamic programming. The optimal strategy is 
seen to be a function of stock size (state), which is revealed to the fishery 
manager each period prior to decision making. Optimal strategies are derived 
for three different cost specifications. Lewis finds the optimal strategy to be 
pulse fishing if costs are increasing, and fishing at interiour harvest rates  
in two other cases. Lewis further analyses effects of attitude towards risk, 

 
3It is common to make the assumptions that (i) stock growth is concave in the stock and (ii) 
the objective function is concave in harvest. If assumption (ii) is relaxed, continuous 
harvesting strategies may be outperformed by other harvesting policies (see e.g. Lewis and 
Schmalensee 1977). 

______ 
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increased uncertainty, and the difference between stochastic and determini-
stic results in terms of both the optimal policy and discounted value. While a 
deterministic analysis provides a good approximation to stochastic analysis 
in the case of increasing marginal costs, deterministic harvest rules are found 
to be poor substitutes for the optimal stochastic strategies when costs are 
decreasing in effort or zero.  

 
Spulber (1982) extends Reed’s (1979) model by letting the environ-

mental disturbances follow a general Markov process, that is ( )1t tz zφ+ = ⋅ , 
where ( )φ ⋅  is a probability distribution, and by assuming, like Reed (1974), 
that fishing firms face a fixed set-up cost of harvesting. 

 
The optimal harvest rule is similar to that of Reed (1979) with some 

important distinctions. First, optimal escapement depends on the expected 
stock-recruitment as given by the value of the random variable z . Second, 
the net revenues from harvesting must cover the setup cost for harvesting to 
be optimal. The model reduces to the Reed model if { }z  are iid and the 
setup cost is zero. 

 
Clark and Kirkwood (1986) model a fishery using a framework similar to 

Reed’s but where the uncertainty is revealed after the harvest level has been 
determined. They thus assume that 1tX +  in Eq. 1 is a random variable with a 
given probability distribution dependent upon the known escapement level 

tS . Using this specification, Clark and Kirkwood show that the optimal 
harvest policy is not a constant-escapement policy as in the original Reed 
model. The optimal policy in Clark and Kirkwood’s model can however 
only be approximated numerically.  

 
Sandal and Steinshamn (1997) extend the Pindyck (1984) model by 

assuming non-linearity in the control variable Y . Instantaneous net revenues 
are then given by ( , ) ( ) ( , )X Y p Y Y c X YΠ = − , where ( )p Y  is the linear 
downward sloping demand curve and ( , )c X Y  is a cost function increasing 
in Y . As in Pindyck, Sandal and Steinshamn seek to find the harvest rate 
that maximises the present value of net revenues subject to the dynamic 
constraint given by Eq. 2. By applying perturbation methods, they derive 
approximate expressions for optimal feedback policies, that is harvest rate as 
a function of stock size, for different cases.  

 
Many other studies analyse optimal harvesting of a stock with stochastic 

stock growth. Lungu and Øksendal (1997) analyse what harvest policy 
maximises discounted harvest from a stock evolving according to the 
stochastic logistic equation ( )( )d 1 dX X X K rdt z Yσ= − + − , which is 

222 



Uncertainty in Bioeconomic Modelling 
 
slightly different from the stock dynamics Eq. 2 of Pindyck (1984). They 
show that optimal harvesting in this case is a constant-escapement policy. By 
maximising discounted harvest, they ignore harvesting costs.4 

 
Sethi et al. (2005) develop a discrete model in which three sources of 

uncertainty are incorporated: growth, stock measurement, and harvest quota 
implementation. Stochastic stock growth follows Reed and is given by  
Eq. 1. Stock measurement and actual harvest are given by m m

t t tX z X=  and 
( )min , i q

t t t tY X z Y= , respectively, where m
tz  and i

tz  are random variables, 
and q

tY  is the harvest quota. The authors are able to numerically approxi-
mate the optimal policy of the problem of maximising expected present 
value of the fishery over an infinite horizon. They analyse how the optimal 
policy changes when one of the uncertainty sources is high whereas the 
others are low. If the growth or implementation uncertainties are high, the 
optimal policies are not qualitatively different from Reed’s constant-escape-
ment policy. With high measurement uncertainty however, Sethi et al. (2005) 
find that the optimal policy is not a constant-escapement policy and that, 
depending on the measurement of stock size, optimal escapement may be 
higher or lower than the constant optimal escapement in Reed’s model. 

 
Optimal harvesting has also been studied under price uncertainty. One 

example is Hanson and Ryan (1998) who study optimal harvesting from a 
fish stock subject to price and stock uncertainty. They find, not surprisingly, 
that price fluctuations have a big impact on the value of the fishery, but only 
a modest impact on the optimal harvest policy. Nøstbakken (2006) studies 
regime switching in a fishery subject to price and stock uncertainty, where 
increasing and decreasing the harvest rate incurs fixed adjustment costs. 

 
Costello et al. (1998) and Costello et al. (2001) analyse optimal harves-

ting under environmental stock uncertainty and study the value of envi-
ronmental prediction and how prediction changes optimal harvest. These 
studies find the effect on current harvest policy (and forecast value) of pre-
dictions beyond a 1-year forecast to be modest or non-existent. 

3.2 Relative Efficiency of Management Instruments 

The question of taxes versus quotas in fisheries management has been consi-
dered by several authors throughout the years. In a deterministic setting the 
two are equally good, but this might no longer be the case when uncertainty 

 
4See e.g. Alvarez and Shepp (1998), Alvarez (2001), and Framstad (2003) for extensions of 
the analysis in Lungu and Øksendal (1997) and for alternative model specifications. 
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is introduced to the model. The efficiency of other management instruments 
has also been analysed and compared. In the following we will review some 
of the literature dealing with the relative effect of fisheries management 
instruments. 

 
The classic studies on “prices vs. quantities” is Weitzman (1974). Koenig 

(1984a, b) follows along the lines of Weitzman (1974) and evaluates benefits 
and costs associated with different management instruments in a stochastic 
discrete-time model. He makes several simplifying assumptions to be able  
to solve the dynamic programming problem, including assuming a linear 
growth relationship. Both cost and benefit functions are quadratic and un-
certainty is introduced by adding random disturbances to the linear terms.  
If there is no measurement error in the stock estimates, Koenig shows that 
taxes are at least as efficient as quotas and strictly better in the presence  
of demand or supply uncertainty. If stock size is observable only with error, 
harvest quotas can outperform landing taxes depending on the relative elas-
ticities of market supply and demand (Koenig, 1984a). In a recent study, 
Jensen and Vestergaard (2003) discuss conditions for applying Weitzman’s 
(1974) results to fisheries. 

 
Androkovich and Stollery (1991) use a model very similar to Koenig’s 

but with a slightly different treatment of risk. While Koenig assumes harvest 
decisions are made with full information whereas tax rates are set with 
incomplete information, Androkovich and Stollery (1991) assume decisions 
regarding tax rates and whether to harvest are taken before the realisation of 
the random variables. Under these assumptions, they show that a landing tax 
is always superior to harvest quotas.  

 
Yet another analysis of taxes versus quotas is Anderson (1986). His appro-

ach differs from the studies presented earlier in that he combines discrete-
time and continuous-time bioeconomic models. Regulatory decisions are 
made at discrete time steps, whereas fishing and stock dynamics are model-
led in continuous time. Anderson (1986) finds that neither taxes nor quotas 
are generally superior; the optimal policy depends on the characteristics of 
the specific fishery. 

 
Mirman and Spulber (1985) analyse fishery regulations under harvest 

uncertainty in a discrete-time model. As in the Reed model, the fishery regu-
lator has perfect information on the size of the stock and makes regulatory 
decisions after observing last period’s growth but before knowing next period’s 
growth. Mirman and Spulber assume that the individual fishing firm does 
not necessarily know the current fish stock. The yield-effort relationship is 
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therefore uncertain. With yield-effort uncertainty, both taxes on landings and 
vessel quotas might have unintended and unfortunate effects. Mirman and 
Spulber suggest applying taxes and quotas together and they show how this 
combination induces the fishing firms to choose both optimal effort and 
harvest levels. 

 
In a recent study, Weitzman (2002) specifies a model similar to Clark 

and Kirkwood’s (1986) by assuming that regulatory decisions are made 
before the recruitment level is known. He uses his model to compare two 
management instruments, a unit-landing fee and catch quotas, and he draws 
the conclusion that the landing fee is always superior to catch quotas. The 
conclusion is perhaps not surprising given that Weitzman’s model inclu-
des environmental uncertainty but no economic uncertainty and therefore 
favours the landing tax. Weitzman’s analysis, or perhaps rather his conclu-
sion, has triggered renewed interest in studies of landings taxes versus 
harvest quotas (e.g. Hannesson and Kennedy, 2005). 

 
We have seen several examples of stochastic bioeconomic models being 

used to evaluate the relative performance of landings taxes to catch quotas. 
These studies do however not give us an unambiguous answer. To prove 
analytically that one instrument is superior to the other, one has to make 
several rather restrictive assumptions. The work on the subject has therefore 
given us conditions for when an instrument is superior to the other rather 
than a general conclusion of superiority. 

 
The relative efficiency of other management instruments has also been 

studied in the literature. Hannesson and Steinshamn (1991) use a one-period 
model to compare a constant harvest rule to a constant effort rule when faced 
with a stochastic varying stock. Hannesson and Steinshamn conclude that 
neither a constant effort rule nor a constant escapement rule is superior; high 
sensitivity of CPUE to changes in stock suggests that a constant effort rule  
is optimal. Quiggin (1992) extends Hannesson and Steinshamn’s analysis  
by deriving conditions for superiority of constant effort rules to constant 
catch rules. As Hannesson and Steinshamn (1991), Quiggin (1992) builds his 
analysis on a one-period model. 

 
Danielsson (2002) further extends the analysis of relative efficiency of 

catch quotas to effort quotas by including stock dynamics with uncertain 
stock growth, and stochastic variations in the CPUE. By including stock 
dynamics, the effect of the present period’s harvest on next period’s stock 
size is taken into account. Danielsson’s model is to some extent related to 
the Reed (1979) model but with some exceptions. Instead of Eq. 1 stock 
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dynamics are explained by 1 ( , )t t t tX S f X ε+ = + , where tε  is a random 
variable representing uncertainty in stock growth. Danielsson uses a 
production function of the form ( ), ( , ),t t t t t tY H K X f X ε η= + , where tη  is a 
random variable reflecting variations in CPUE independent of stock size. In 
addition, Danielsson allows for measurement error in stock estimates by 
letting ( , )m

t t tX m X θ= , where m
tX  is measured stock size, and tθ  is a 

random variable possibly correlated with tη . Maximised expected present 
value of net benefits from the fishery, where benefits (utility or profits) are 
expressed as a function of stock size and fishing effort, are derived both  
for catch quotas and for effort quotas. Based on this, Danielsson derives 
sufficient conditions for when management with catch quotas is superior to 
management with effort quotas and vice versa.  

 
Herrera (2005) analyses the relative efficiency of different management 

instruments focusing on bycatch and discarding. He develops a two-stock 
model of an input regulated fishery with stochastic bycatch. He evaluates  
the relative efficiency of four regimes: price instruments, trip-based value 
and quantity limits, and no output regulations. He concludes that price ins-
truments (taxes or subsidies) are more efficient than the trip-based quotas. 
Comparing trip-based quotas, value limits are found to give better results 
than quantity limits, as they eliminate some of the incentives to discard. 

 
Marine protected areas have recently received widespread attention as a 

management instrument that recognises the importance of spatial processes 
in the bioeconomic system. Marine reserves and spatial modelling of fish 
stocks will be discussed in Section 3.5. 

3.3 Management of Shared Fish Stocks 

Stochastic modelling can contribute to the understanding of game-theoretic 
aspects of the management of shared fish stocks. Information or beliefs on 
the sources and magnitude of variation may vary between the players. It may 
also be in the players’ interest to conceal information from one another. 
Uncertainty might therefore, inter alia, destabilise otherwise satisfactory 
sharing agreements. An important part of the bioeconomics literature deals 
with international management of transboundary fish stocks. There are how-
ever few studies which incorporate uncertainty. One exception is Kaitala’s 
(1993) application of stochastic game theory to the management of fisheries. 
Another exception is the recent study by Laukkanen (2003), who establishes 
a model of a sequential fishery based on the Reed (1979) model. Laukkanen 
models a fish stock which migrates between two areas: a feeding area and  
a breeding area. Two agents, one operating in each area, harvest the stock. 
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Agent 2 determines his harvest level based on the observed initial stock level 
in the breeding area. Before the stock migrates to the feeding area, the stock 
grows stochastically according to Eq. 1. Agent 1 observes the initial stock 
migrating to the feeding area and decides how much to harvest. What he 
does not know is the escapement from the breeding area, that is the stock  
left unharvested by agent 2 before recruitment. In contrast, agent 2 has full 
information on agent 1’s escapement level. Laukkanen assumes risk neutral 
agents who seek to maximise profits. Harvest is explained by the Schaefer 
production function ( t t tY qE X= ). Both cooperative and non-cooperative 
harvest policies are analysed within this framework and Laukkanen is able to 
derive conditions under which cooperation is sustained as a self-enforcing 
equilibrium.  

 
Considering that much attention has been focused on international mana-

gement of shared fish stocks, it is somewhat surprising that only few have 
incorporated uncertainty in their models. 

3.4 The Risk of Biomass Collapse 

One strand of the literature deals with the risk of stock collapse. Similar 
analyses of the effects of catastrophic risks can be found in the forestry litera-
ture, for example Reed (1984) who considers the effects of the risk of fire on 
the optimal rotation period of a strand of trees. Returning to the bioeconomic 

random threat of extinction. The model is in continuous time and the 
instantaneous probability of extinction is decreasing in stock size. Clemhout 
and Wan model individual fishing firms’ harvesting from the stock in a game-
theoretical framework and study both cooperative and non-cooperative stati-
onary solutions. A stationary solution is defined as a situation with constant 
stock and harvest rates until the time of sudden resource extinction. Stationary 
solutions are derived analytically and show that the stationary cooperative 
stock is larger than the stationary non-cooperative stock. Consequently, co-
operation increases the survival prospect of the resource. 

 
Amundsen and Bjørndal (1999) develop a model where the biomass 

collapse is due to exogenous factors. This is similar to what is referred to as 
“environmental collapse” in an earlier study by Johnston and Sutinen (1996). 
The probability of collapse, provided that it has not already occurred, is 
assumed constant as time goes by and the size of the collapse is a function of 
the stock size prior to collapse. Amundsen and Bjørndal find that the optimal 
stock can be above, equal to, or below the no-collapse stock, depending on 
the size of the collapse and the failure rate. When harvest costs and the size 
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of the collapse are independent of stock size, it is shown that the optimal pre-
collapse stock is larger than the optimal no-collapse stock. If, instead, the 
collapse is a given percentage of the total stock, the optimal stock is always 
below the optimal no-collapse stock. 

 
Bulte and van Kooten (2001) develop a bioeconomic model with sto-

chastic stock growth and risk of downward shifts in stock caused by cata-
strophes, which are modelled as a Poisson jump process. They use their model 
to analyse the concept of minimum viable population size. 

 
Several studies analyse sustainable harvesting where the risk of extintion 

typically is minimised given certain conditions, for example maximisation of 
discounted rents or annual yields. Ludwig (1995) models stock dynamics in 
a similar manner to Bulte and van Kooten (2001) and analyses the concept of 
sustainability. In Ludwig (1998) he continues the work on stocks under the 
threat of collapse, this time focusing on optimal management.5 

3.5 Spatial Bioeconomic Models and Marine Reserves 

Lately, spatial bioeconomic models have been given increased attention by 
fisheries economists and others, and the focus has in particular been on the 
study of marine reserves or marine protected areas. Deterministic models of 
marine reserves have shown that they, if anything, reduce the value of 
fisheries when harvest can be set optimally. Also stochastic bioeconomic 
models have been used to analyse the effects of marine reserves. One of the 
early rationales for marine reserves was the view by Lauck et al. (1998) that 
marine fisheries confront managers with “irreducible uncertainty”; that is 
uncertainty that cannot be further reduced with more information or pre-
dictive models, and that in the face of irreducible uncertainty, no fishing 
zones might be the best strategy. The common opinion in the fisheries 
economics literature is that protecting the source by establishing a marine 
reserve is effective in the case of sink-source systems (for a definition see 
e.g. Sanchirico and Wilen, 1999), where young individuals are found in one 
area (a source) before migrating to other areas (the sinks). In most other 
cases however, no unambiguous conclusions have been reached. 

 
Several authors suggest marine reserves to secure the biomass at a sustai-

nable level in the presence of harvest uncertainty (e.g. Mangel, 1998; Doyen 
and Béné, 2003). 

 
 

5See also the work by Engen, Lande and Sæther on sustainable harvesting of stochastic stocks 
under the risk of resource collapse (see Lande et al., 1997, and references therein). 
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Hannesson (2002) develops a continuous-time model of two patchy 
populations, neither being a source or a sink. The growth Eq. 2 is modified 
to describe growth in two interdependent sub-stocks. Hannesson explains 
harvest using the Schaefer production function. If the fishery is unregulated 
(open access), closing off one area is seen to reduce the variability of the 
catch and increase the total population. However, Hannesson finds no incre-
ase in expected rents from protecting one sub-population. While Hannesson 
considers the effects of marine reserves with open access elsewhere, Conrad 
(1999) analyses the effects of marine reserves under the assumption of a 
total allowable catch given by a linear policy in the open area (i.e., total 
allowable catch is a constant share of the stock size in the open area). As 
Hannesson (2002), Conrad finds that the variability in biomass is reduced 
when an area is closed off.  

 
Grafton et al. (2004) develop a model of an uncertain fishery, where two 

sources of uncertainty are incorporated. Environmental variability is modelled 
as a Wiener process and the possibility of a negative shock is included as a 
Poisson process.6 The model is used to analyse the value of a marine reserve 
when harvesting is optimal. Net economic return is maximised over harvest 
and reserve size. They find that marine reserves generate values that cannot 
be obtained through optimal choice of harvest and effort levels alone.7 

 
Bulte and van Kooten (1999) analyse optimal harvesting of a stock consis-

ting of two local subpopulations. Stock growth is stochastic in both subpopu-
lations and the analysis is done in a continuous-time framework similar to 
Hannesson (2002). Instead of protecting one area, they consider the possibility 
of managing the two subpopulations independently. Using stochastic optimi-
sation, they derive expressions for optimal harvest in each area and find that 
total harvest might increase or decrease compared to total harvest when treat-
ing the subpopulations as one stock. By managing the subpopulations indepen-
dently, the fishery manager can take advantage of migration by choosing local 
harvest rates and thereby increase total harvest. Furthermore, if stock-growth 
in the two subpopulations is dependent, the manager can hedge against risk. 

 
In a recent work by Costello and Polasky (2005), a spatial, discrete-time 

model of a fishery is developed, in which four sources of uncertainty are 
incorporated. The sources of uncertainty are biological: stochastic spatial 
dispersal and random environmental shocks to production of young, survival 

 
6Sumaila (1998, 2002) analyses the optimal size and effects of a marine reserve in the Barents 
Sea cod fishery when a large shock is introduced to the system (irreducible uncertainty). 

7See Grafton and Kompas (2005) for a presentation of this and other studies on marine 
reserves and uncertainty. 
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of adults, and survival of settlers. Using dynamic programming they manage 
to derive an interior solution to the fishery’s rent maximisation problem. The 
existence of an interior solution implies that the harvest rate in each fishing 
area is positive and that no area should be closed. The problem is found to 
have an interior solution if the stock size in every patch is sufficiently large. 
The study also considers conditions for corner solutions, which mean that an 
area closure is optimal, and concludes that marine reserves can be optimal 
“under a number of different, and realistic, bioeconomic conditions”. 

 
Whereas most studies discussed thus far have been optimisation models, 

there is a significant literature on behavioural models of fisheries. Discrete 
choice models have been used to predict fisherman behaviour and an often-
sited reference within the fisheries literature is Bockstael and Opaluch (1983) 
who analyse seasonal gear choice and target species. The key element of 
discrete choice models is that individual choice is driven by utility, where 
utility is assumed to consist of a deterministic part and a random component. 
The models further allow for heterogeneity among individuals. Discrete choice 
or random utility modelling can be used to describe spatial behaviour, for 
example choice of fishing ground, and is therefore very suitable for analysis 
of marine reserves as a management instrument or spatial management of 
fish stocks in general. 

 
Smith and Wilen (2003) link a spatial behavioural model to a biological 

model of the northern California red sea urchin fishery and analyse how rent 
will be spatially dissipated by mobile divers in the fishery. The spatial beha-
viour of the divers is modelled and estimated in a repeated nested logit frame-
work, where daily discrete participation and choice of fishing location are 
modelled jointly. The estimated model shows that fishermen adjust to spatial 
differences in expected returns. The biological model represents the sea 
urchin population as a metapopulation consisting of 11 fishing areas linked 
with a dispersal matrix. The implications of spatial closures are analysed by 
simulating the integrated model with and without a closure of one of the 
patches. The authors find that accounting for fishermen’s spatial behaviour 
offsets the harvest gains from marine reserves in the sea urchin fishery and 
concludes that optimistic results obtained about reserves may be due to simpli-
fying assumptions that ignore economic behaviour. In Smith and Wilen (2004), 
they extend the analysis by making the choice of fisher home port endo-
genous and thereby allowing for simulation of both short and long run diver 
behaviour. Although allowing for port switching gives some new insights, 
the main conclusion is the same, namely that traditional analysis of marine 
reserves as a management instrument might be biased in favour of reserves 
because of simplistic assumptions made about the behaviour of fishermen. 
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3.6 Other Issues 

The literature deals with several issues beyond those covered in this chapter. 
A number of studies examine uncertainty in multi-cohort and multi-species 
models (e.g. Mendelssohn, 1978, 1980; Spulber, 1983; Reed, 1984; Kennedy, 
1989). These models are similar to the single-cohort (biomass), single-species 
models discussed earlier although the inclusion of additional cohorts and/or 
species adds to the complexity of the models.  

 
Extensive research has been done on the issue of investment in capacity 

in the fishing fleet. An often-sited reference on this is Charles (1983) who 
analyses optimal fleet investment in a stochastic framework. He models the 
change in biomass in a similar manner to Reed (1979).  

 
The literature on other natural resources contains many studies related to 

bioeconomic modelling. There is, for instance, an extensive literature on real 
options and optimal stopping rules (see e.g. Clarke and Reed, 1990 for a 
review), a topic that has not been discussed here but, nevertheless, can be 
applied to bioeconomic models. 

4 CONCLUDING REMARKS 

In this chapter, we have tried to provide an overview of some of the develop-
ment in stochastic bioeconomic modelling since its introduction in the early 
1970s. We live in a stochastic world and have to deal with inaccurate data 
and unknown external disturbances in addition to the fundamental uncertainty 
of the future. To deal with this, uncertainty has been incorporated into bio-
economic models to do normative studies, to analyse industry behaviour, and 
to evaluate alternative management policies. 

  
We have seen how incorporating uncertainty into bioeconomic models 

can make the models more realistic, provide additional insights, present new 
problems, and suggest solutions that would not arise in a deterministic model. 
However, the introduction of uncertainty into a bioeconomic model might 
not be worthwhile if the stochastic components do not significantly change 
the behaviour of the system. In such cases, one should consider whether it is 
possible to keep the analysis within a more straightforward deterministic 
setting, since the incorporation of uncertainty comes at the cost of increased 
complexity. 
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Chapter 13 

PLANNING IN FISHERIES-RELATED SYSTEMS 
Multicriteria models for decision support 

Daniel E. Lane 
School of Management, University of Ottawa, Ottawa, Canada 

Abstract In this chapter, models for decision support in fisheries related systems are 
presented involving problems with many varied and often conflicting criteria. 
The fisheries systems problems and decision support opportunities include: (i) 
spatial-temporal decisions on the exploitation and use of marine zones defined 
by geographic information systems (GIS) to evaluate diverse activities such as 
traditional fisheries, aquaculture, and recreation; (ii) longer-term strategic 
evaluation of fisheries policy and planning exercises; (iii) operational 
assessment of stock status leading to commercial exploitation regulations, and 
(iv) deciding on the scientific activities for fisheries science research as a 
function of prespecified mandates. In each of these cases, the commercial 
fishery and coastal zone systems require the consideration of multiple criteria 
characterised by the conflicting issues of sustaining and conserving the marine 
ecosystem while carrying out exploitation on marine species for commercial 
and socioeconomic supporting enhancements. This chapter presents structured 
analysis of multiple criteria fisheries problems using pairwise comparative 
methodology for evaluating and ranking alternative policies in the fisheries 
system. Comparisons are developed through the integration of feedback from 
key decision-making participants in the fisheries system governance 
framework. The multicriteria decision support case results illustrate the 
application of the Analytic Hierarchy Process (AHP) methodology embedded 
in fisheries software models developed for each application arising from 
Canadian fisheries. The software models allow policy analysts to explore and 
compare alternative policies and their impacts while providing a logical, non-
dominated and ranked decision evaluation procedure to support governance 
decision makers in their operational and strategic fisheries negotiations.  

Keywords: Multicriteria analyses, decision-making in multicriteria problems, pairwise 
comparisons, analytic hierarchy process, group decision making, governance, 
risk, uncertainty, utility 
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1 INTRODUCTION 

Decision support in fisheries-related systems involves many, varied, and 
conflicting criteria. Planning in these systems requires multicriteria models 
for decision support as part of an organisation’s successful strategic and 
operational process (Wooster 1988). The objective of this chapter is to 
present fisheries system case studies in four important fisheries policy areas: 
(i) spatial-temporal decisions on the polyvalent use of marine zones inclu-
ding diverse activities such as traditional fisheries, aquaculture, and recrea-
tion; (ii) operational assessment of stock status for sustainable exploitation; 
(iii) strategic evaluation of fisheries policy; and (iv) identification of scien-
tific research projects for achieving political mandates. These case studies 
from Canadian fisheries illustrate how success is achieved by logical 
integration of the multiple dimensions of fishery systems into a general 
planning context for problem formulation and opportunistic policy develop-
ment (Keeney, 1992; Hammond et al., 2002). 

 
In preparation for describing successful fisheries-related systems requi-

ring multicriteria models for decision support, it is understood throughout 
that there are necessary prerequisites for implementation. These prerequisites 
include: (i) selecting appropriate resources (e.g. expertise, involved stake-
holders) for model building and decision support; (ii) defining clearly the 
problems, objectives and the alternative policy options; (iii) selecting models 
for policy evaluation and sensitivity analysis; and (iv) implementing and 
subsequent monitoring and tracking of the selected policy decision. 

2 METHODOLOGIES IN MULTICRITERIA DECISION 
MAKING (MCDM) 

Beginning with the problem-solving context, it is necessary to identify the 
set and form of the decisions to be made, to formulate the multiple objectives 
and identify the constraining factors. The development of multicriteria 
decision making (MCDM) methodologies and applied research falls within 
the domain of management science/operations research. MCDM is a rela-
tively new and rapidly evolving field. The first conference devoted entirely 
to MCDM was held in 1973 (Cochrane and Zeleny, 1973). Since then, 
biannual international MCDM conferences have taken place and many 
special publications on the topic of MCDM have appeared (Starr and Zeleny, 
1977; Hwang and Yoon, 1981; Spronk and Zionts, 1984; Steuer, 1986; 
Bodily, 1992; Kersten and Michalowski, 1992; Yu and Zhang, 1992). In 
2005, the International Federation for Operations Research (IFORS, 2005) 
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held their Triennial Conference on the full spectrum of topics in operational 
research. This conference included methodological and applied sessions on 
MCDM as well as a session specifically on fisheries and wildlife applica-
tions. MCDM research is supported through professional and academic 
societies such as the Institute for Operations Research and the Management 
Sciences (INFORMS), and the International Society for Multi-criteria 
Decision Making (MCDM). 

 
MCDM methodologies (Triantophyllou, 2000) range from preference 

specification methods of multicriteria decision analysis (MCDA) using 
simple scoring, to constrained optimisation approaches of multi-objective 
programming (Keeny and Raiffa, 1976) and multiattribute utility theory 
(MAUT, Fishburn, 1970) to outranking methods (Roy and Vincke, 1981; 
Roy, 1985) that produce potentially many non-dominated “solutions”. 
Interactive tradeoff approaches and preference specifications in MCDA have 
been popularised in hierarchical approaches (e.g. Saaty, 1980–AHP; and 
Ehtamo and Hamalainen, 1995), in the ideal point comparison methods of 
Zeleny (1982), fuzzy set analyses (Zadeh, 1965; Kosko, 1993; Sakawa, 
1993), as well as through visual interactive programming methods (Belton 
and Vickers, 1989; Bell, 1991, Elder, 1992,).  

 
In recent years, more and more “user-friendly” software has been made 

available as decision support for MCDM problems. These include Saaty’s 
“Expert Choice”, Istel’s “SEE-WHY”, and “VISIT”, British Steel’s “FOR-
SIGHT”, Insight International’s “OPTIK” and “INORDA”, Elder’s “V.I.S.A”, 
Hamalainen’s “HIPRE 3+”, Intelligent Decision Systems (IDS) Ltd.’s 
Evidential Reasoning (ER) approach, and Miettinen and Mäkelä’s (2000) 
“NIMBUS” as well as other systems (including Internet freeware) that are 
commercially available and/or sold as modules of larger mathematical 
programming or decision support software systems.  

 
Potential decision makers have a wide range of options when it comes to 

selecting a suitable choice of MCDM models both from the point of view of 
methodology and presentation of results. As in all problems in general, and 
in the spirit of decision support, different approaches preclude attempts to 
identify categorically a “best” methodological procedure. In fisheries mana-
gement, challenges to applying MCDM methodologies are not due to a lack 
of appropriate methodology, but rather due to (i) a lack of awareness among 
fisheries decision makers that such decision support methods can assist 
policy development, and (ii) a lack of demonstrated formulation and opera-
tional success of applied fisheries problems as multicriteria decision problems.  
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In general, quantitative methods for problem solving can be classified 
into either single criterion methods or multiple criteria methods. Single 
criterion methods can be optimised directly with alternatives ranked relative 
to a single performance indicator. The history of policy making in fisheries 
management has tended to apply single objective methodology at the main 
advisory level, for example sustainability of estimated stock status. Single 
objective methods typically consider the conservation objective as top prio-
rity, and tacitly adjust decision options to consider other objectives including 
administrative, compliance, and socioeconomic considerations. The nature of 
integrated fisheries systems analysis requires a more complex methodology 
than the simple insight of the modified single criterion approach. Fisheries 
systems formulations require logical, multicriteria problem structures (Lane, 
2001). To illustrate, three general multicritera methods for evaluating can-
didate policy alternatives for fisheries decision making are presented below. 
These include: (i) simple scoring – a form of subjective multiattribute valuation 
and ranking; (ii) multi-objective programming – a structured, functional-
based form of multiattribute utility theory using mathematical programming, 
and (iii) pairwise comparisons and the analytic hierarchy process – a form of 
interactive tradeoff analysis and ranking (ISNAR, 2001).  

 
The purpose of this chapter is to present a spectrum of fisheries case 

studies as MCDM problems and to illustrate their analyses and results. 
Throughout the cases presented below from Canadian fisheries experience, 
the focus is on the application of interactive tradeoffs using pairwise 
comparisons in MCDM and, in particular, the application of the Analytic 
Hierarchy Process AHP (Saaty, 1980) for fisheries policy support. 

2.1 Scoring 

Consider a fisheries problem with three identified objectives and their 
associated problem criteria: (i) economics of the fisheries; (ii) resource 
status; and (iii) sustainability, and three designated alternatives (Projects 1, 2 
and 3) to be ranked. Scores for the relative importance of individual criteria 
are based on assigned subjective information. In scoring, each decision 
alternative is compared against the criteria using simple scores applied 
independently to measurable criteria or qualitative measures subjectively 
based on “expert knowledge”. Criteria importance may be imputed by attach-
ing a subjective weight to each criteria and rescaling as necessary. The 
alternatives are evaluated against the criteria by directly providing scaled 
criteria importance weights. Alternatives are also assigned scaled criteria 
scores based subjectively on the decision maker’s perception or based on 
absolute values of the criteria for each alternative, where available. Examples 
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of relative weighted scores are shown in Table 1to provide a ranking of the 
alternative projects. From Table 1, the final score for preferred Project 2 is 
calculated as 47.6. Sensitivity analysis of the initial rankings can be used 
subsequently to evaluate the impact of different weighting systems and 
assigned alternative scores. 

Table 1. MCDM Scoring method for sample fisheries problem. 
 
Criteria Subcriteria Units Assigned 

weight 
Project1 

score 
Project2 

score 
Project3 

score 
Scores 

Economic Production 
value 

Million$ 
0.40 71.0   6.6 22.4 100.0 

Resource 
Status  

Biomass 
growth  

1000 t 
0.35 11.4 85.7   2.9 100.0 

Sustainability Commercial 
fisheries 

Number 
0.25 30.0 60.0 10.0 100.0 

Projects’ weighted final score (ranking) 1.00 39.9 (2) 47.6 (1) 12.5 (3) 100.0 

 
In order to define scores and criteria weights, decision makers are 

required to structure their understanding of the problem. Scoring thus provides 
insight into problem component interactions, although the assignment of 
simple relative scores by criteria does not explicitly account for the tradeoffs 
among the criteria. Scoring provides a logical framework to improve the 
degree of consensus among different participants involved in decision 
making. However, scoring can be ineffective when the number of criteria is 
large, thereby making it harder to be consistent in considering explicitly how 
criteria are linked and scored relative to each other. Although the subjective 
nature of scoring permits a degree of flexibility in cases where data are not 
readily available, it may also undermine the reliability of scoring results due 
to issues of repeatability and consistency among independent experts’ 
subjective opinions. 

2.2 Multi-Objective Programming 

Multi-objective programming methods require defined weighted scores for 
the criteria. Unlike scoring and AHP, they are not typically restricted to 
evaluating a discrete set of alternative policy options. Rather, multi-objective 
programming aims to optimise an explicit, prespecified and constrained 
objective function. A mathematical multi-objective programming model there-
fore includes constrained multiple objectives that quantify the nature of 
trade-offs among objectives that are explicitly defined.  
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The mathematical formulation for a constrained multiple criteria fisheries 
resource problem can be described as follows (Alston et al., 1995): 

Objective function: 

Maximise )](),(),([)( 21 xzxzxzGxZ kL=  (1) 

subject to the constraints: 

Xx∈ ， ,0≥x  (2) 

where 
Z(x) is the objective value function as a function of k criteria: zi(x), i=1,2,…k 
G is the function defining the form of the overall objective value function to 
be maximized; and  
x is the n-dimensional vector of nonnegative quantitative decision variables. 

 
Suppose that three criteria (z1, z2, z3) represent: economics, resource 

status and sustainability as in the previous example. Suppose also that the 
decision variable x is denoted by the three-dimensional policy variable with 
components: (i) the number of fishermen (x1); (ii) the total allowable catch 
(TAC) (x2); and (iii) age of first capture (x3) (e.g. allowable net size). 
Suppose now that the value functions quantifying the three criteria are 
defined by simple linear functions in the xi values, as follows: 

  
Economics ($):  

z1(x1, x2, x3) = p* x2 + Dx1 – Cx3, for p = 1.00, D = 0.50, C = 190  (3) 

Resource Status (t): z2(x1, x2, x3)=a[1+(r-sx1-x2/B0)]B0, for  
a =1.02, r =0.05, s =.03, B0 =10,000 (4) 

Sustainability (%) z3(x1, x2, x3) = r+x3/q-x2/B0, q=.015  (5) 
 
Assuming that G is a linear function in the zi’s, then let the prespecified 

criteria weights be (α1, α2, α3)=(0.40, 0.35, 0.25). The objective function to be 
maximised can then be written as: max Z(x) = 0.4z1(x)+0.35z2(x)+0.25z3(x) 
or simplifying, we obtain the reduced linear form: 

 
max Z(x) = –0.871*x1 + 0.043*x2 – 59.33*x3 + 3748.5, (6) 

subject to the policy boundary constraints on the policy variables, 
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Constraint 1 (Numbers of fishermen): 900  ≤x1 ≤ 1200 fishermen     (7) 

Constraint 2 (Total Allowable Catch): 5,000 ≤ x2 ≤ 20,000 t             (8) 

Constraint 3 (Age at first capture): 2.0 ≤ x3 ≤ 5.0 years                (9) 

Constraint 4 (Socioeconomic value): 1.00x2 + 0.50x1– 190x3 
≥ $20,100                             (10) 

This simple linear programming problem has the unique solution: x1= 
960 fishermen, x2= 20,000 t of annual catch, and x3= 2 age of first capture, 
with maximum overall objective value of Z*=3654. 

 
Mathematical programming for multicriteria problems has a number of 

possible variations, such as goal programming in which the weighted devia-
tion from stated desirable goals is minimised, or compromise programming 
in which the feasible solution closest to the optimal non-constrained solution 
is identified (Aouni, 2004). Multi-objective programming problems enlarge 
the decision space of feasible alternatives and then searches for an optimised 
feasible result. The solutions to these mathematical programming problems 
characterise the nature of optimal results for the problem, thus providing 
insight into how optimal can be described for the problem. The method 
depends on the decision maker’s ability to define the appropriate functional 
forms to describe the multiattribute value function as well as the various 
forms of the constraints. In many cases, the specification of functional forms 
and the quantification of the multiple criteria are not known or are not easily 
definable, nor are the means of combining measures of different criteria. In 
poorly defined cases, symptomatic of many complex fisheries management 
problems, this renders the formulation of the mathematical problems difficult 
and the results rather unintuitive. 

2.3 The Analytic Hierarchy Process 

AHP (Saaty, 1980) is a more rigorous version of scoring that explicitly 
accounts for the consistency and the relative valuations between criteria. 
AHP provides a structural framework by decomposing the fisheries problem 
into a hierarchical structure. AHP also allows for the expertise of multiple 
participants in the multicriteria decision support problem by making use of 
their knowledge-base including their subjective judgements. 

 
AHP for a single decision maker can be described by three basic proce-

dures as follows: 
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1. Decompose the problem into a hierarchical structure of the important 
decision criteria. The goal of the decision appears at the top of the hier-
archy; the next level(s) progressively breaks down the goal into selected 
relevant criteria and subcriteria; the set of policy alternatives to be evalu-
ated appears at the bottom level of the hierarchy. Figure 1 illustrates the 
AHP hierarchy corresponding to the example of Table 1. 

Figure 1. The hierarchical structure of the example MCDM fisheries system decision problem 
of Table 1. 

 
2. Make comparative judgement of the elements in the hierarchy by pairwise 

comparison. Each of the criteria and the alternatives are compared in  
pairs with respect to each element of the next higher level. A common 
preference scale is used to express the paired comparisons in different 
terms (e.g. a descriptive verbal and/or numerical 9-point scale, or graph-
ical continuous) that can then be translated into quantitative measures 
(Table 2). 

3. Synthesise the pairwise comparisons to obtain the priorities, integrating 
subjective and objective judgements information. The overall priorities of 
the alternatives are calculated using the pairwise comparison matrix 
eigenvectors (assumed to be within measurable and acceptable levels of 
the calculated consistency) with respect to each criterion and the weights 
of each criterion with respect to the goal. The key of the AHP method is 
the determination of the relative weights used to rank the decision alter-
natives under the assumption that the comparisons are relatively consistent. 
For the example used above, the scaled local AHP global priorities 
(Table 3) calculated for the three projects are respectively: (0.416, 0.444, 
0.140) with Project 2 preferred as before. 
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Table 2. Fundamental 9-point scale for comparing importance, likelihood or preference of 
pairwise comparisons in AHP. 

Comparative Question: How important, likely or preferred is criteria/subcriteria/alternative A compared 
to criteria/subcriteria/alternative B relative to the specific Goal/criteria/subcriteria? 

Verbal descriptions Numerical values 

Equally important, likely or preferred 1 

Moderately more important, likely or preferred 3 

Strongly more important, likely or preferred 5 

Very strongly more important, likely or preferred 7 

Extremely more important, likely or preferred 9 

Intermediate values to reflect interim measures 2, 4, 6, 8 

Table 3. AHP Criteria weights and final priority rankings assigned to projects. 

Criteria (weights) Policy alternatives Totals 
 Project1 Project2 Project3  

Economics (0.403) 0.692 0.077 0.231 1.000 
Resource status 
(0.345) 

0.162 0.778 0.059 1.000 

Sustainability 
(0.251) 

0.300 0.600 0.100 1.000 

Global AHP 
Priority (rank) 

0.416 
(2) 

0.444 
(1) 

0.140 
(3) 

1.000 

 
As a consequence of the need to specify consistent, multiple, pairwise 

comparisons, the AHP hierarchical formulation improves the decision 
maker’s understanding of the factors influencing the overall valuation of the 
policy alternatives. It should be noted, however, that multicriteria problem 
hierarchies are not unique, and consequently, AHP results are dependent on 
the formulated hierarchical structure. For a given hierarchy, the method 
generally provides a broad agreement on the general ranking of policy 
alternatives, points out inherent inconsistencies among pairwise comparisons, 
and encourages multiple participants to pool their knowledge and expertise 
to develop consensual input. Sensitivity analysis in AHP can be carried out 
using computer software (Expert Choice, 2005) designed precisely for this 
analysis and is an effective and thorough means of further understanding of 
the MCDM problem formulation and the AHP results. Finally, in cases 
where more than one decision maker is considered explicitly in the decision 
problem, group decision making methods are required (Tavana, 2003). 
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3 MCDM CONSIDERATIONS FOR FISHERIES 
MANAGEMENT 

Formulating complex fisheries problems as MCDM problems incorporate 
many different problem elements. Decision makers’ understanding of problem 
complexity improves through the exercise of formally structuring different 
criteria in a hierarchy of the decision problem. Thus, the hierarchical app-
roach associated with simple scoring and AHP are more attractive methods 
for fisheries problem solving than multi-objective programming, especially 
given the difficulties associated with defining appropriate functional forms. 

 
As well, through interactive pairwise comparison methods, such as AHP, 

that define weights and ranks for criteria and alternatives, decision makers 
are able to quantify their perceptions of these problems. Pairwise comparison 
methods give fisheries decisions makers the ability to provide, with relative 
ease, objective quantitative scientific information as well as more subjective 
qualitative information as the basis for the comparison of criteria and alter-
natives. Given the mix of science-based and subjective-based perception of 
criteria and alternatives in fisheries problems, pairwise comparison methods 
such as AHP are an attractive approach for MCDM problem analysis. 

 
In fisheries management problems involving multiple and diverse 

decision makers, structured MCDM methods capture the diverse position of 

AHP, information on ranking of alternatives can be made readily available  

 
Based on past successes and documented applications of MCDM app-
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roaches (DiNardo et al., 1989; Kangas, 1995; Merritt and Criddle, 1993; 

the fisheries-related policy case studies illustrated in this chapter adopt the 
MCDA pairwise comparison preference specification method using Saaty’s 
AHP as an effective approach for fisheries problems formulation, solution 

similarities and differences and promoting consensus positions among the 

exploration and decision support. The case studies in the following section are 

each member of the group. Using interactive tradeoff approaches such as 

illustrated with examples from the Atlantic Canadian commercial fisheries. 

to all decision makers. This information can then be useful in explaining 

Note that these examples of the multicriteria fisheries problem can be readily 

participants towards operationalising MCDM methods decision aids. 

applied to other fisheries cases in other countries. 

Leung et al., 1998; Tseng et al., 2001; Soma, 2003; Mardle et al., 2004), 
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4 CASE STUDIES 

4.1 Case Study 1: Integrated Systems Analysis  
for Coastal Aquaculture 

4.1.1 Case 1: Background 

A multicriteria decision support system is presented for the evaluation of 
local marine sites under alternative use policies for Grand Manan Island, 
New Brunswick, in the Bay of Fundy region of Atlantic Canada. This case 
involves multiple participants in decision-making processes that include 
potentially conflicting use of coastal zone sites for aquaculture fish farms, 
for traditional commercial fisheries or for recreational activities (Zhao, 2004; 
Zhao, et al., 2004). 

 
There are four methodological components used in modelling this 

MCDM case. These are shown in Fig. 2. These components include: (i) 
spatial specification in a Geographic Information System (GIS) of alternative 
marine sites; (ii) valuation assignments to marine sites based on ecosystem 
inventory; (iii) interpretation of participants’ perspectives on the importance 
of the ecosystem components; and (iv) ranking and sensitivity analyses of 
the marine sites in support of group decision making. 

 
(1) Marine site GIS identification component – describes the geophysical 

state of the ecosystem using spatial and temporal indicators in a visual 
GIS; the ecosystem is described by four key dimensions: (i) Resources – 
the spatial distributions of natural resources for selected species; (ii) 
Habitat – the spatial distributions of important natural habitats; (iii) 
Effluents – spatial distributions of chemicals attributed to human 
activities or natural sources; and (iv) Activities – the spatial distribution 
of human commercial and recreational activities. Data are geocoded 
graphic objects with longitude and latitude coordinates and are compiled 
for Grand Manan Island to establish the effective ecosystem inventory 
status of the sites to be evaluated. 

(2) Selected-site specific valuation component – assigns value to the spatial-
temporal ecosystem inventories. Valuation of a selected marine site takes 
into account overlapping layers of resources, habitats, effluents and acti-
vities and their evaluated cumulative interactions based on “best 
available” scientific estimates. “Overlap rules” are determined for more 
complex valuation cases, that is overlapping area yield may increase or 
decrease compared with the original component yields, for example, 
when a Resources subcomponent overlaps another Resource or a Habitat 
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subcomponent, the effect is anticipated to be a positive increase on the 
overall yields for both the Resource and the Habitat subcomponents in 
the overlap area. When more than two overlapping layers occur, pairwise 
overlaps are computed, for example a triple overlapping of layers, ABC 
will be considered as an overlap of the paired areas: AB, AC and BC. 
Similarly, the yield determination is made based on the impacts of each 
layer by pairs. Table 4 summarises the overlap yields rules used in this 
case. 

Table 4. Case 1: Directional yield valuation rules for overlapping layers in pairs (Source: 
Zhao et al., 2004). 

Yield affecting components Yield affected 
components Resources Habitat Effluents Activities 

Resources + + – – 
Habitat + + – – 
Effluents 0 0 + 0 
Activities + + – – 

*Note: Plus signs (+) denote that the overlapping effect on yields for the layer indicated at the 
left-hand side is positive; (–) denotes negative yields; 0 denotes no effect of the interaction. 
This is not a symmetric matrix. For example, the overlapping effect of resources and activities 
is negative for resources, but is positive for activities. 

 
 

 
Figure 2. Case 1: Methodology components for the coastal site evaluation problem (Source: 
Zhao et al., 2004). 

(3) Participants’ perspective – weights assigned to each level of the inven-
tory hierarchy determined from pairwise comparisons provided by the 
multiple participants in the decision-making process. The hierarchy comp-
rises of the four ecosystem dimensions and their respective components, 
for example species (including herring lobster), habitats (such as salt  
 

1. GIS Marine Site Components 3. Multicriteria Analysis (AHP Participants’ Perspectives)

2. Selected Site Valuation

1. GIS Marine Site Components 3. Multicriteria Analysis (AHP Participants’ Perspectives)

2. Selected Site Valuation
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 marshes, rockweed), natural and industrial effluents, and human activities 

(recreation, fish farms, fisheries). Participant organisations are represented 
by different groups including: (i) communities; (ii) federal government 
marine scientists; (iii) commercial organisations; (iv) provincial govern-
ment managers; and (v) environmental groups. The attributed importance 
weights with respect to the evaluated ecosystem components at each site 
are expected to differ among them, for example communities and non-
governmental organizations (NGOs) attribute relatively more importance 
to effluents and habitat, and less importance to human commercial activi-
ties; scientists apply relatively more importance to resource abundance 
compared to recreational and exploitation activities, and commercial 
organisations attach more importance to resource exploitative activities 
(Table 5). 

Table 5. Case 1: Attributed AHP weights to ecosystem components by the participants 
(Source: Zhao, 2004) 

Participants Components and 
subcomponents Local 

communities 
Federal 

scientists 
Industrial 

organisations 
Non-

governmental
organisations 

Provincial 
governments 

Resources 0.147 0.546 0.256 0.235 0.226 
Habitat 0.302 0.217 0.124 0.235 0.075 
Effluents 0.435 0.163 0.082 0.439 0.185 
Activities 0.116 0.075 0.538 0.083 0.514 

 
(4) Sensitivity analyses in support of group decision making – searches for 

group consensus among the site rankings arising from the different pers-
pectives of the participants. The analysis provides support for strategic 
use of the marine sites by eliminating completely polarised positions, and 
searching for generally acceptable ranking positions among the partici-
pants for the specific sites evaluated. 

4.1.2 Case 1: Application Results 

Several different experiments are used to assist in ranking selected marine 
sites. These experiments include: (i) ranking sites compared to the “average” 
total study area, (ii) ranking sites compared to an “idealised” site, (iii) direct 
ranking of two sites, and (iv) ranking of several sites under differing condi-
tions, for example with and without activities such as fishing or fish farm sites. 

 
Consider for example the case of comparing 2 marine sites around Grand 

Manan Island identified as sites Area1 and Area2 in Fig. 3. Ecosystem  
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weights are first obtained from querying the decision makers responsible for 
evaluating these two sites in the framework of the AHP hierarchy and based 
on the supporting data of each site’s ecosystem status. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3. Case 1: Map of Grand Manan Island and selected marine sites Area1 and Area2 
(Source: Zhao et al., 2004). 

Attributed weights for the importance of the ecosystem components are 
first obtained independent of the marine sites to be evaluated. Thus, the 
perspectives of the different participants are understood to be consistent 
across the marine ecosystem. For example, the data in Table 5 provide 
overall importance information of the ecosystem components for five major 
participants in this problem. In particular, it is noted that the scaled AHP 
weights differ among the participants, for example scientists provide higher 
importance weighting overall to the resources, communities and NGOs 
weight effluents relatively higher, whereas industrial organisations give most 
weight to human activities. 

 
Applying the weights of the hierarchy for each participant to each of the 

selected sites, Area1 and Area2, yields a set of ranking results as shown  
 

250 



Planning in Fisheries-Related Systems 
 
in Fig. 4. This figure illustrates similarities and differences among the parti-
cipants of the direct comparison of marine areas Area1 and Area2. This 
ranking information provides the starting point for further analysis of the 
sensitivity of ranking across the participants that would include negotiation, 
development and further analysis in the search for consensus opportunities 
for marine use, for example including analysis of dominant site rankings, 
group “average” (equally weighted) rankings over all participants, weighted 
participants’ contribution rankings, and ranging of participants’ criteria for 
determining dominance. 

 

Figure 4. Case 1: Evaluation summary of participants in comparing marine sites Area1 and 
Area2 (Source: Zhao et al., 2004). 

4.1.3 Case 1: Conclusions 

Pairwise comparison trade-offs of the multicriteria ecosystem components 
are extracted from each of the participant’s independent of selected areas. A 
marine site valuation and cumulative effects analyses assign values to the 
discrete site alternatives. Ecosystem priority rankings result from combining 
participants’ weightings from trade-offs and the yield valuation of sites to 
establish the participants’ independent valuation of the discrete sites. Optional 
experimental valuation schemes allow for the examination of strategic 
decision components (e.g. comparing sites with and without fish farms) and 
provide ranking results as a key element of the decision support model in the 
search for consensus opportunities and decision support in marine sites use. 
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4.2 Case Study 2: Strategic Evaluation of Policies  
for Fisheries Systems 

4.2.1 Case 2: Background 

In complex resource management, decision makers often take opposing views 
on the relative importance of, for example, environmental issues (viewed as 
more important in the long-run), compared to social and financial considera-
tions (viewed as more important politically in the short term). At the same 
time, fish stock uncertainties and market fluctuations complicate decision 
making with respect to these resources and sustainability criteria. Policy 
reviews designed to address conflicts are typically descriptive, propose no 
substantial change and do not provide clear operational direction from broad-
based strategic objectives (e.g. DFO, 2004).  

 
To deal with these issues, this case study describes: (i) an integrated 

model that provides quantitative valuations for multicriteria components of 
the fishery system; (ii) a structured MCDM approach for the exploration and 
evaluation of different policy alternatives under different scenarios that arise 
in the fisheries system. Planning in the commercial herring fishery along the 
Scotian Shelf and in the Bay of Fundy in Atlantic Canada is used to illustrate 
the application (Stephenson et al., 1993; Xue 2003; Xue and Lane, 2004). 

 
The integrated fishery model comprises of three linked methodological 

subsystems: (i) the database subsystem manages stock data queries and 
specifies policy inputs and data parameters; (ii) the spreadsheet subsystem 
uses the database to determine impacts on the biological, economic, social 
and administrative criteria based on the single decision maker’s utility trade-
offs relative to specified targets; and (iii) the MCDM subsystem uses AHP to 
compare the utilities of alternative policies in the hierarchy of the fishery 
system.  

 
The database subsystem defines specific policies under uncertainty by 

selecting from a set of policy alternatives and scenarios for stochastic varia-
bles. These variables are defined, and transferred to the spreadsheet analysis 
subsystem. The spreadsheet subsystem then applies the policies and forecasts 
their expected fishery system impacts on the biological, economic, social and 
administrative dimensions of the fishery system. Finally, these impacts are 
transformed into policy performance measures through the decision maker’s 
utility function. Utility function data are then used in the MCDM analysis to 
provide ranking of the policy alternatives.  
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Two utility transformations are applied here: (i) absolute indicator value 
transformations are used where comparisons are made to an “ideal” or 
“target” policy; and (ii) relative transformations (between alternatives) are 
used to compare the performances of different policy alternatives. Expected 
policy scenario results from the spreadsheet analysis are assigned a 
performance domain value in accordance with the degree to which they meet 
a specific target value (i.e., the domain of the utility function is the ratio of 
the calculated performance of the policy compared with its targeted value) 
for all the criteria measures of the system. Relative utility values for 
alternative scenario performances are similarly assigned a performance value 
by comparing the range of the policy’s calculated performance to the worst-
case performance over all policies for each criteria and relative to the range 
of the best versus worst-case performance values. These domain values are 
then mapped into an S-shaped utility curve (Lane and Stephenson, 1998) to 
yield scaled utility trade-off values as data used in the AHP formulation for 
each policy. 

4.2.2 Case 2: Application Results 

The MCDM problem is formulated using the hierarchy criteria: biological, 
economic, social and administrative characteristics for the herring fishery 
system. The hierarchy includes detailed subcriteria indicators for each 
criteria: (i) current herring stock assessment statistics and stock productivity 
for the biological perspective; (ii) cash after tax for each gear and the pro-
cessing sector for the herring economic perspective; (iii) herring industry 
employment and labour earnings for the social perspective; and (iv) admi-
nistrative employment and per capita cost of fisheries management (e.g. 
compliance and monitoring) for the administrative perspective. Figure 5 
shows the AHP hierarchy for the illustrative strategic problem in the herring 
fishery in Atlantic Canada. 
 

The integrated database and analysis system contains historical data for 
the herring fishery from 1989 to 2001, and projected data from 2002 to 2010. 
Policy objectives data are based on information for this fishery provided in 
OECD (2000). Validation and scenario analysis exploration are performed in 
the model using combinations of policy and stochastic variables (Table 6),  
as well as the decision maker’s pairwise comparisons among hierarchy cri-
teria and the subcriteria. For example, in an “equal” weighting scheme, each 
of the four system criteria (biological, economic, social and administrative) 
are assigned equal weights. Alternatively, in a “conservation” weighting 
scheme, biological criteria are weighted most heavily. 
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Figure 5. Case 2: AHP hierarchy for herring policy scenario planning (Source: Xue, 2003). 

For a single year “conservation” analysis, the results rank lower fishing 
mortality (F) policies higher, whereas, in an “equal” weighting scheme, higher 
fishing mortality policies rank higher since the immediate benefits to eco-
nomic and social perspectives from the greater harvest policies exceed the 
utility costs of exploiting fish in one particular year, ceteris paribus. 

Table 6. Case 2: Variable definition for policy scenario definition and analysis (Source: Xue, 
2003). 

  Criteria 
category 

Variable name Description 

Biological  (F) Fishing mortality  Total allowable catch (%) Policy variables 
Economic (G) Gear allocation  TAC quota allocation between 

Weirs, Gillnets, MPS and NMPS (%) 
Biological (M) Natural mortality Natural fish stock mortality (%) 

(CR) Raw material 
cost factor  

Factor for processing price by 
markets ($) 

(CR) Processing price 
factor 

Factor for raw material cost for 
actual landed weights by markets ($) 

Stochastic 
variables Economic 

(CC) Cost inflation 
factor 

Factor for processing cost by 
markets ($) 
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In a multiple year analysis, the “conservation” and “equal” weighting 
schemes are examined along with the combined effects of dynamically 
varying harvest policies and TAC allocation policies to herring gear. For 
both schemes, a conservation-oriented (lower) fishing mortality policy and 
an equal gear allocation policy consistently dominate policy rankings for the 
herring fishery (Fig. 6). When the environment is favourable (e.g. low 
natural mortality), preferred fishing mortality strategies are higher due to 
more attributed contribution profit; when the environment is hostile, the pre-
ferred fishing mortality policy element is lower and conservation-focused. 

 

Figure 6. Case 2: Strategic Policy Analysis Comparison for Herring 2004–2008. 

4.2.3 Case 2: Conclusions 

The decision support integrated system for multicriteria policy evaluation is 
designed to provide a quantitative tool that facilitates exploration of multi-
criteria strategic policy evaluation. The herring case study illustrates the 
ability of the model to evaluate the expected impacts on the system for 
alternative policies under different environmental scenarios. The model also 
demonstrates that implications of multiple year policy analysis can be dif-
ferent from those of a short-term analysis due to the interaction of uncer-
tainties over time, and the relative importance of operational considerations 
versus strategic impacts. 
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The integrated MCDM system supports decisions by: (i) presenting 
integrated system-wide results that improve the understanding of policy con-
flicts and trade-offs between short-term and long-term policy consequences; 
(ii) involving different participants as contributors to criteria weighting 
within the system hierarchy; (iii) making the policy setting process more 
structured and measurable; and (iv) allowing for environmental risk and 
utility analyses and encouraging investment in adaptive policies that contri-
bute to ongoing information gathering and understanding about dynamic 
uncertainties. 

4.3 Case 3: Operational Assessment of Stock Status 

Annual estimation of fish stock abundance in highly variable marine envi-
ronments is a most difficult task. The most widely and globally used fishe-
ries stock assessment methodology is known as “virtual” or “sequential” 
population analysis (VPA/SPA) (Winters, 1988). The method relies on age-
disaggregated and time-and space-aggregated catch statistics from commercial 
harvesting and from standardised research surveys. Deterministic numerical 
calculation of stock abundance estimates using VPA is carried out using 
minimum least squares objectives for a single quantitative measure based on 
historical catch data. Results provide single point estimates of the size of a 
given age or cohort (by numbers of fish). As such, under a single criterion 
numerical method like VPA, different biological indicators of stock status 
cannot be directly incorporated into estimating stock status. These stock 
estimates are important fisheries management tools since they are required to 
set annual TAC exploitation limits for commercial marine fisheries through 
the application of standardised biological and stock specific “reference 
points”.  

 
Recently, more restrictive budgetary issues on science activities, super-

ceding issues (e.g. broader oceans management), high cost of maintaining 
stock surveys and dedicated research vessels, the gradual loss of highly 
trained scientists familiar with the numerical fish stock assessment process, 
as well as the decline in once lucrative commercial fish stocks, have caused 
governments to revisit the need for continued VPA stock assessments (DFO, 
2003). For these reasons, traditional VPA-style fisheries stock assessments 
are considered to be in decline. With this background, this case presents an 
alternative, inclusive, and cost-effective framework for stock assessment 
using multicriteria decision analysis and applied to the haddock stock off the 
southwest of Nova Scotia along Canada’s Atlantic coast.  
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Fisheries scientists examine a variety of stock indicators in their review 
of stock status and towards estimating stock abundance. For the purpose of 
defining the AHP hierarchy for stock assessment analysis, these indicators 
are grouped into general population status characteristics or criteria for: (i) 
abundance, (ii) production, (iii) fishing mortality, and (iv) management. 
Within each of these population characteristics or hierarchy criteria, scien-
tific and stock specific measures are defined. For example, these criteria 
typically include measures attributed to: 

 
• Research vessel survey results, for example numbers and weight per tow 

by age distribution; 
• Commercial catch results, for example numbers and weight per catch by 

age distribution; 
• Area occupied by predefined length or age groupings; 
• Local area density by predefined length or age groupings; 
• VPA estimates for stock biomass by age groups, and estimates of newly 

recruited young fish to the fishery; 
• Fish condition measures (based on average size, shape, and weight of a 

fish and its measured fat content); 
• Year-over-year growth rate of fish by age groupings; 
• Estimates of the commercial exploitation rates by age groupings on the 

stock and estimates of total and relative mortality (fishing plus natural 
mortality) by age groupings. 

 
These subcriteria measures are used to define the stock assessment 

problem hierarchy for this case as illustrated in Fig. 7, the AHP hierarchy for 
the case of haddock. 

 
Figure 7 associates specific indicator measures to the stock status criteria. 

In the pairwise comparison analysis of the AHP, expert feedback from 
fisheries scientists is provided to establish the importance weights for the 
criteria. Level 4 of Fig. 7, the indicators of stock status alternatives, are used 
to represent different comparative scenarios for the absolute indicator 
measures. These scenarios include: (i) year-over-year comparison of the 
indicator values; (ii) comparative stock status hypotheses for the indicator 
values; (iii) comparison of ideal indicator values versus actual values. 

 
(i) Year-over-year ranking. Historical review of past annual stock status 

and past indicator values will lead to a comparative ranking of each 
year’s stock status compared to all others. In this way, the historical 
stock status can be traced based on the historical records incorporating  
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Figure 7. Case 3: The hierarchical structure of the haddock stock assessment problem. 

all stock indicator measures. The analysis assists in verifying and valid-
ating estimates of past stock status. 

(ii) Comparative hypotheses for indicator values. This analysis illustrates the 
sensitivity of stock status for changes in the indicator values. Different 
hypotheses are posited having different indicator values (e.g. in cases of 
uncertainty about indicator values, different hypotheses about “actual” 
values can be used). Comparison of ranked results shows the proximity 
of stock status estimates for changes in the indicator values. Should small 
changes in indicator values result in large relative changes in hypotheses 
rankings, then further investigation of the sensitivity of the indicators is 
warranted. 

(iii) Comparison of ideal versus actual stock status. In this analysis, a set of 
indicator values that reflect the stock targets, that is designated as the 
“ideal” alternative, is used to rank and compare actual indicator values 
to the ideal. The ranked results provide an indication of the degree to 
which the actual stock status approaches the targeted ideal. 

4.3.1 Case 3: Application Results 

The stock of haddock in NAFO Division 4X5Y in Atlantic Canadian waters 
is one of the few success stories in the litany of catastrophic declines that 
have occurred to Atlantic groundfish stocks since the early 1990s. The 4X5Y 
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haddock stock abundance has, on the contrary, grown substantially since this 
period such that the traditional VPA estimate of the stock has more than 
doubled between 1995 and 2001 (DFO, 2002).  

 
To illustrate the stock assessment multicriteria model, consider the year-

over-year stock indicators design for annual periods 1997 – 2001. Data for 
the annual stock indicator values used in the multicriteria problem are 
provided in Table 7 along with (i) indicator threshold values; and (ii) indi-
cator stock characteristics for abundance, production, fishing mortality and 
management. 

Table 7. Case 3: Haddock stock characteristics weights for different policy weighting 
schemes. 

Fisheries management-policy weighting schemes Criteria Stock characteristics 
Conservation policy Traffic light policy Consolidated policy 

1 Abundance 0.584 0.250 0.417 
2 Production 0.233 0.250 0.221 
3 Fishing mortality 0.130 0.250 0.264 
4 Management 0.053 0.250 0.098 

Weight totals 1.000 1.000 1.000 

 
The data set of Table 7 provides data to determine the AHP ranking of the 

alternatives (years). The rankings of the years depend therefore on the 
pairwise comparison of the criteria (stock characteristics) and subcriteria 
(stock indicator values) and the resulting weights for the hierarchy (Fig. 7). 
The software procedure developed specifically for the stock assessment 
model establishes a set of different weighting schemes for the hierarchy cri-
teria to be applied to determine the stock characteristics and indicator values 
weights. These weighting schemes recognise different general fisheries mana-
gement policies that are attributed to the weights and include: (i) conser-
vation weighting scheme; (ii) “traffic light” weighting scheme posited by the 
Department of Fisheries and Oceans (DFO), Canada (Halliday et al., 2001); 
and (iii) consolidated weighting scheme. A summary of the AHP stock chara-
cteristic weights for each weighting scheme is presented in Table 8. 

 
The combination of a selected management-policy weighting scheme, and 

the application of the policy alternative stock indicators values data set 
provides the overall ranking of the alternatives with respect to the selected 
policy interpreted as the attributed weighting scheme. For example, Fig. 8 
provides the rankings by year for the 4X5Y haddock stock under the con-
servation weighting scheme. The results show that year-over-year changes in  
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Table 8. Case 3: Haddock stock annual indicators dataset for 1997–2001 (Source: DFO, 
2002). 

Stock: 4X5Y 
Haddock 

Indicator Indicator Annual indicator data for 1997-2001 

Stock 
Indicators 

Indicator units Ideal Character 1997 1998 1999 2000 2001 

Summer RV Kg/tow age4+ 50 Abundance 17.73 22.93 23.58 15.63 22.88 

ITQ survey  Kg/tow age4+ 35 Abundance 25.78 26.88 22.32 25.34 25.46 
Summer RV 
Area 
occupied  

43cm+ fish,  
sq km 

0.6 Abundance 0.38 0.41 0.41 0.47 0.48 

Summer RV 
Local 
density 

43cm+ fish,  
sq km 

3 Abundance 2.19 2.12 2.29 2.28 2.44 

VPA 
biomass 

Ages 4+ in kg 66,000 Abundance 34,656 40,349 36,279 40,261 45,061 

Summer RV 
Age 
structure  

No. above avg 
yc age 3–10 

8 Abundance 2.00 3.00 5.00 2.00 6.00 

VPA Pop 
age structure 

No. above avg 
yc age 3–10 

8 Abundance 3.00 4.00 3.00 4.00 7.00 

Summer RV 
Area 
occupied 

26-43cm fish,  
sq km 

0.5 Productivity 0.41 0.34 0.36 0.44 0.46 

Summer RV 
Local 
density 

26-43cm fish,  
sq km 

3.5 Productivity 3.33 2.93 3.44 3.25 3.28 

Summer RV qc age 2+3 120000 Productivity 101,149 22,262 35,760 59,214 178,963 

ITQ  qc age2+3 120000 Productivity 71,035 17,055 44,885 47,300 1,25,146 

VPA  
Recruitment 

Age 2  
In 000s of fish 

55000 Productivity 13,609 18,966 28,868 93,705 66,887 

Summer RV 
Condition  

Fulton’s K 1.14 Productivity 1.01 1.00 1.03 0.99 1.01 

Summer RV 
Growth  

Length in cm  
at age7  

66 Productivity 50.38 49.18 44.91 47.19 46.06 

Summer RV 
Growth  

Length in cm  
Age 2–4  

25 Productivity 22.00 18.00 13.00 20.00 19.00 

Summer 
RVZ5-7  

Z5-7 (3yr ave) 0.3 Fishing mort 0.49 0.53 0.44 0.36 0.36 

Exploitation 
(%) 

% for ages 5–7 15 Fishing mort 14.98 20.13 11.07 9.46 7.81 

Rel F5-7  (3yrsmooth) 0.2 Fishing mort 0.21 0.21 0.22 0.21 0.21 
Summer RV 
proport 

% 42cm+ 1 Management 0.7 0.5 0.45 0.39 0.6 
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Figure 8. Case 3: 4X5Y Haddock annual stock assessment comparison 1997–2001. 

the stock status improves during the planning period from 1998–2001. This 
result is consistent with traditional stock assessment indications for this same 
period. 

4.3.2 Case 3: Conclusions 

The multicriteria stock assessment model presented here provides an oppor-
tunity to use independent multiple sources of stock status indicators as inte-
grated information on stock status. The approach illustrated here provides a 
structured mechanism that takes into account all the various data sources and 
their relative importance. The results of the multicriteria model can be used 
to validate the traditional historical aggregated estimates of stock status, and 
to adjust these accordingly to take account of the inherent uncertainty 
associated with stock estimation. The proposed approach also permits the 
inclusion of “experts” in the stock assessment problem. These experts 
include fisheries scientists who develop and present different indicators of 
on-going stock status, as well as fishermen and other stakeholders who 
inevitably bring their own important and regular observations as indicators 
of stock status to the problems of estimating stock abundance.  

 
Finally, this approach represents the opportunity to explore a compre-

hensive stock assessment methodology that reflects fisheries management 
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policy while incurring cost savings (compared to the traditional deterministic 
numerical stock assessment methods) and providing a logical basis to develop 
and defend a consensus position. 

4.4 Case 4: Fisheries Science Prioritisation 

4.4.1 Case 4: Background 

Science prioritisation interprets the scientific mandate of the organisation by 
identifying specific programmes that are expected to best fulfill the mandate. 
Science prioritisation is carried out subject to a limited set of resources for 
budgets, human capital, and ultimately, science programmes alternatives. In 
this case, the prioritisation exercise of the Science Branch of the Canadian 
government’s Department of Fisheries and Oceans (DFO) is presented as a 
decision-making problem in which science programmes are selected among 
a set of alternatives designed to fulfill the multicriteria science mandate 
(Chen, 2004). 

 
Since the collapse of the Canadian North Atlantic groundfish stocks in 

the 1990s, international tensions, growing recognition of aboriginal and 
treaty rights and unprecedented expansion of broader oceans and ecosystem 
concerns over the past decade, DFO has been required to operate in a more 
constrained and more demanding science delivery system than ever before. 
These additional pressures have required that DFO review its scientific 
strategic plan, re-examine its science branch organisational structure, revise 
its fundamental mandate and undergo a process of science re-prioritisation.  

 
The scientific mandate at DFO is broadly stated as “ensuring safe, 

healthy, productive waters and aquatic ecosystems for the benefit of present 
and future generations” (http://www.dfo-mpo.gc.ca/science/strategic-strate-
gique/strategy_e.htm) and is constructed around three strategic objectives:  
(i) sustainable fisheries and aquaculture; (ii) healthy and productive aquatic 
ecosystems; and (iii) safe and accessible waterways. 

 
Furthermore, to achieve these objectives within the science prioritisation 

exercise, DFO applies a systematic approach to assessing how these object-
ives are characterised and how they are delivered in an environment of 
uncertainty. The characterisations of the objectives that are explicitly identi-
fied by DFO are: (i) scientific excellence and credibility; (ii) long-term effi-
ciency; and (iii) sound and relevant decision-making. 
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These characterisations are the subcriteria in the AHP hierarchy formu-
lated for the problem (Fig. 9). 

Figure 9. Case 4: Regional prioritisation hierarchy reflecting national mandates applied to 
divisions; MES – Marine Environmental Science; CHS – Canadian Hydrographic Survey 
(Source: Chen, 2004). 

Science prioritisation at the different levels of the organisational structure 
proceeds from the strategic goals of the science organisation. The ultimate 
goal of the science prioritisation exercise is to develop a procedure for 
attaching “importance” to the science functions vis-à-vis the mandate at each 
level of the organisational hierarchy. Consequently, this importance weight-
ing system establishes resource allocation down to the level of projects 
throughout the organisation. DFO Science delivers its mandate and services 
from an organisation consisting of national headquarters and six regional 
offices. A chain of responsibility links the regions to their own autonomous 
divisions. Within each region, the divisions deliver and are in turn res-
ponsible for the delivery of their own science programmes that are composed 
of specific science projects. The hierarchical structure of DFO science (Fig. 
10) can be described as a “top-down” structure from national to regional to 
divisional to programmes and finally to project levels carried out by indi-
vidual scientists. 

 
The pie chart is Fig. 11 illustrates the link between regions and divisions 

within one of the regions (Maritimes region) for this case. 
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Figure 10. Case 4: Government fisheries science organisational structure. 

Regional Science Allocation with Divisional Linkages and Allocations

 
Figure 11. Case 4: DFO Maritimes Region and Divisional linkages; MES – Marine 
Environmental Science; CHS – Canadian Hydrographic Survey (Source: Chen, 2004). 

The goal of the science prioritisation exercise is to describe a procedure 
for attaching “importance” to the science functions at each level of the hier-
archy. This importance metric will enable the relative allocation of resources 
including budgets, down to the level of projects as the operational means of 
delivering the national overarching science mandate. 

4.4.2 Case 4: Application Results 

At each level of the organisational structure (National, Regional, Divisional, 
and Program), a multicriteria problem is defined for the allocation of resources 
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to be made at each level according to the hierarchy defined by the science 
mandate. This first problem is to allocate total annual DFO science resources 
to each of the regions from the national level. The end result is a weighted 
ranking of the regions that evaluates the capability of each Region to 
contribute to the overall National Goal.  

 
Similarly, the second-level problem is carried out within each region. 

Given a budget allocation from the national problem, each region indepen-
dently evaluates and allocates its budget within its own divisions. The division- 
level problem then directs allocation from this stage down to programmes. 
As for the regional-divisional problem, the allocation problem of divisional 
resources to programmes is independent. Although each level may specify it 
own goals, objectives, and criteria, for the science prioritisation problem, it 
is natural to make the linkage back to these national goals that can be made 
explicit at each level problem. Finally, the last level problem allocates 
resources of the divisional programmes to specific projects. For illustration, 
Fig. 12 shows the allocation of budget from the AHP ranking for the set of 
seven DFO regional divisons (as for Fig. 10) denoted as: (1) Oceans Science, 
(2) Marine Environmental Science (MES), (3) Aquaculture, (4) Inver-
tebrates, (5) Canadian Hydrographic Service (CHS), (6) Marine Fisheries, 

Figure 12. Case 4: Divisional allocations based on AHP rankings and the assigned regional 
budget (Source: Chen, 2004). 

The analysis of risk in the science prioritisation problem has become an 
increasingly important one for DFO (DFO, 2003). The software procedures 
developed for this case incorporate the integration of risk analysis through 
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sensitivity analysis of the AHP model rankings. In this problem, risk is 
associated with the probability of achieving the expected outcomes of the 
projects, programmes, divisions, and regions toward meeting the overall 
mandate or goal. Risk analysis is interpreted in two components: risk 
assessment and risk management (Lane and Stephenson 1998). For this case, 
risk analyses are carried out through sensitivity analysis on the AHP results 
via 3 analyses: (i) risk assessment of the top-down hierarchy objectives ana-
lysis, (ii) risk assessment of the bottom-up alternatives’ performance analysis, 
and (iii) risk management of the overall mandate through utility analysis.  

 
(i) Risk assessment of objectives. This procedure explores the impact of 

changes to the alternative rankings of the AHP model subject to changes 
in the weights of the top level criteria. For example, an increase in the 
original priority weighting for “Safe and Accessible Waterways” favours 
programmes (i.e. provides higher overall rankings) with high evaluation 
with respect to this criterion, for example monitoring programmes for 
Oceans Science and Hydrographic Monitoring, while reducing the rank-
ings of other programmes that contribute less to “Safe and Accessible 
Waterways”, for example Groundfish Monitoring. This analysis of 
changes to the top level criteria shows the sensitivities of the programme 
priorities to these changes. Given the potential shifts that may occur in 
top-down policy, this analysis provides the direct impact of these policy 
changes.  

(ii) Risk assessment of the alternatives. A second sensitivity procedure 
developed for this case explores science prioritisation sensitivities due 
to changes in the evaluation of the programme alternatives data. The 
procedure examines a percentage shift as input to the original data 
values for a selected alternative. An increase for example in the perfor-
mance value of the Groundfish Monitoring programme has a direct 
effect on its marginal priority ranking, for example doubling its original 
data values, improves its priority ranking by 60% ceteris paribus. This 
analysis provides the impact of bottom-up data changes and their 
impacts on programme priorities. The analysis is useful for improving 
values to satisfy desirable outcomes, or for exploring the uncertainties 
inherent in the data gathering exercise. 

(iii) Risk management through utility analysis. Budgetary analysis requires 
specifying low, medium, high and maximum budget allocation thres-
holds for each alternative along with associated utility using an S-shaped 
utility curve. This analysis assigns utilities based on programme rank-
ings and programme budget allocation. Overall utility is computed as 
the sum of the utilities for all programmes. It is noted that this simple 
sum is used to compare overall utilities for different possible thresholds 
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that decision makers may assign, or for different total budgets. Current 
budget allocations from the prioritisation process are assumed to achieve 
an overall “medium threshold” acceptable utility level. Consequently, 
changes in the thresholds or changes in the total budget cause changes in 
the utility value. If the budget decreases, then programmes’ performance, 
as measured by the utility, may fall to an unacceptable level; similarly, 
budget increases may show a gain in programmes’ overall utility perfor-
mance, and successful mandate delivery becomes less uncertain. This 
analysis is used to defend budget requirements to meet acceptable degrees 
of achieving the science mandate. 

4.4.3 Case 4: Conclusions 

For this case, the AHP model provides (i) an effective means of prioritising 
objectives and projects, (ii) a structured means of presenting and defending 
budgetary requirements, and (iii) the means of evaluating and scoring 
projects as part of science mandate delivery. The results of the DFO risk-
based science prioritisation case provide alternative and effective solutions 
for scientific resources allocation designed to achieve the strategic goals of 
the organisation. As well, the risk-based science prioritisation analysis anti-
cipates the overall ability of the prioritisation strategy to deliver the science 
mandate. 

5 DISCUSSION 

This chapter presented four multicriteria problem formulations for fisheries 
management decision-making. The structured multicriteria methodology of 
the AHP is shown to be a rich and generally applicable framework for 
problem formulation and solution exploration from strategic to operational 
fisheries problems. Moreover, in all instances, the multicriteria formulation 
exercise invariably leads to improved insights about the complex problem 
and a better understanding by decision makers of important trade-offs in the 
fishery system under scrutiny. This is enhanced by the ability of the methods 
to consider different perspectives involving multiple participants in the 
decision-making exercise. 

 
Among stumbling blocks to the application of effective MCDM methods 

to fisheries problems, the need for interdisciplinary data and analysis pers-
ists as an issue. This is so since fisheries organisations tend to be highly 
disciplinary and do not easily integrate and share data and decision making 
(Lane and Stephenson, 2000). Without more opportunity for interdisciplinary 
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organisation, the necessary dialogue and discussions among biologists, econo-
mists, sociologists, ecologists of the fishery system towards a more concerted 
multiple criteria problem-solving setting, cannot take place.  

 
Analysis of interdisciplinary management problems require the definition 

of appropriate roles and responsibilities for all participants in problem 
solving. In particular, it is not necessarily government fisheries agencies who 
will be ultimately “responsible” for defining particular objectives and con-
straints of the MCDM problems. Government agencies should act as deci-
sion support experts charged with providing the stakeholders who operate 
the fishery system (and produce and enjoy value from it) with a range of 
interpretations and strategic opportunities arising from both strategic and 
operational decision problems (Hammond et al., 2002). Appropriately pre-
sented MCDM exploratory analyses, such as presented here, will enable 
stakeholder-decision makers to make effective decisions in a multicriteria 
governance consensus-setting environment. 

 
Further work on applying MCDM support involves several key areas. 

These include: 
 

1. Development of integrated databases that provide measures and indi-
cators on multiple criteria in fisheries;  

2. Organisation of fisheries institutions designed to deal with integrated 
analysis and multidisciplinary systems including fisheries scientists work-
ing side-by-side with fisheries economists and sociologists, policy makers, 
and fisheries managers; 

3. Organisation of inclusive governance structures involving government 
experts in a decision support role and all stakeholders with responsibility 
and accountability for decision making and marine stewardship;  

4. Production of computer software dedicated to specific fisheries problem 
formulations and designed for in-house use in the regular governance 
framework for policy exploration and analysis; 

5. Enhanced explanation of post-ranking results analysis related to problem 
sensitivity to the input data, risk-based approaches to policy performance; 
and 

6. Improved presentation and explanation of multicriteria analyses for 
consolidating multiple participants in group decision-making towards 
achieving a consensus position especially among conflicting participants. 
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Chapter 14 

CAPACITY AND TECHNICAL EFFICIENCY 
ESTIMATION IN FISHERIES: PARAMETRIC  
AND NON-PARAMETRIC TECHNIQUES 

Sean Pascoe and Diana Tingley 
Centre for the Economics and Management of Aquatic Resources (CEMARE), University 
of Portsmouth, Portsmouth, UK  

Abstract The measurement and analysis of efficiency and capacity utilisation in 
fisheries has seen increased attention over the last decade. Two key approaches 
are available to estimate these measures – stochastic production frontiers and 
data envelopment analysis (DEA). In this chapter, the methods are outlined, 
and examples of their use in fisheries are presented. Issues relating to the 
application of both techniques in fisheries are outlined. 

Keywords: Capacity, technical efficiency, stochastic production frontier, data envelop-
ment analysis, fisheries 

1 INTRODUCTION 

Input controls are a common feature of most fisheries management program-
mes throughout the world. An implicit assumption in the use of input controls 
is that vessels are relatively homogeneous in terms of efficiency and capacity 
utilisation. If such was the case, then a given reduction in fleet numbers would 
result in a proportional reduction in fishing effort and, consequently, fishing 
mortality. However, heterogeneity in efficiency and capacity utilisation has 
been demonstrated to be a feature of many fisheries (see Pascoe et al., 2001a; 
Kirkley et al., 2003; Tingley et al., 2003; Vestergaard et al., 2003 for recent 
examples of capacity utilisation; and Pascoe et al., 2001b; Herrero and Pascoe, 
2003; Kompas et al., 2004 for recent examples of efficiency). Given this 
heterogeneity, the choice of which vessel to remove has an impact on the 
efficacy of the management measure. Further, understanding the factors that 
affect the level of efficiency and capacity utilisation is important, as changes in 
these factors may reduce the benefit of any input control programme. 
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Capacity utilisation and efficiency are similar in concept as each repre-
sents the degree to which vessels are performing relative to other vessels 
using similar levels of inputs. The capacity of a vessel can be defined as the 
maximum level of output that it could be expected to produce under normal 
working conditions (FAO, 2000). Capacity output therefore takes into acco-
unt periods of maintenance, poor weather, seasonal factors and other normal 
breaks in activity. Capacity utilisation is the degree to which the vessel is 
achieving its potential (capacity) output given its physical characteristics (i.e. 
fixed inputs such as size, engine power, etc.). Capacity underutilisation may 
be a result of using fewer variable inputs (e.g. days fished and crew) than it 
otherwise could.  

 
In contrast, technical efficiency is related to the difference between the 

actual and potential output given both fixed and variable input use. A vessel 
may be operating at below its capacity level due to underutilisation of the 
fixed inputs, or the inefficient use of these inputs, or some combination of 
the two. Differences in efficiency may be related to differences in the skill of 
the skipper and crew, age of the vessel, differences in search and navi-
gational aids, etc. 

 
The two concepts are illustrated in Figure 1, in which a vessel of a given 

size is observed to be producing Oo level of output as a result of using Vo 
levels of inputs. If all inputs were fully utilised (i.e. using Vc rather than Vo  
 

Output 

Variable input use 

Underutilised 
capacity 

Inefficiency 

Oc 

Oe 

Oo 

Vo Vc 

Short-run 
(efficient) 
production 
frontier

 
Figure 1. Capacity underutilisation and inefficiency. 
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potential (capacity) output would be Oc. Even at the lower level of input 
usage, if the vessel was operating efficiently it would be expected to produce 
Oe level of output. Hence, the difference Oc–Oe is due to capacity under-
utilisation, and the difference Oe–Oo is due to inefficiency. 
 

The distinction between the two concepts, while subtle, is important in 
terms of its consequence for fisheries management. A fleet that is inefficient 
but fully utilised would respond to management changes differently than one 
that is efficient but underutilised even though initial output levels may be 
similar. 
 

Both capacity and technical efficiency are relative measures. That is, the 
efficiency of one vessel, for example, is assessed against the other vessels in 
the fleet, the most efficient of which will be taken as perfectly efficient. It is  
conceivable that all vessels could be inefficient or underutilised relative to 
some idealised vessel, but if such a vessel does not appear in the data, then 
the level of inefficiency or underutilised capacity will be underestimated. 

 
Empirical measurement of capacity utilisation and technical efficiency 

falls into two principal areas: stochastic production frontiers (SPFs) and  
data envelopment analysis (DEA). (SPFs) are estimated using econometric 
techniques that allow for random error as well as inefficiency and capacity 
underutilisation. Data DEA is non-parametric, frontier-based and in most 
applications non-stochastic. The DEA frontier is estimated using linear 
programming. 

 
In this chapter, the basic methodology underlying SPFs and DEA will  

be presented. Issues relating to application of these approaches in fisheries,  
and the relative advantages and disadvantages, are discussed. Finally, an 
example of both techniques is presented to highlight the potential influence 
of the methods on estimates of the potential output in a fishery. More details 
on the theory and empirical estimation of both methods can be found in 
Pascoe et al. (2003). 

2 ESTIMATION OF EFFICIENCY AND CAPACITY 
UTILISATION 

inputs to an efficient frontier that laid the foundations for the development  
of both the parametric (SPF) and non-parametric (DEA) estimation of 
efficiency. The efficient frontier can be considered in terms of either the 
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maximum output for a given set of inputs (an output orientation), or the 
minimum set of inputs required to produce a given set of output (an input 
orientation). These both relate to the assumption of profit maximisation, the 
former approach representing the maximisation of revenue for a given level 
of costs, whereas the latter approach minimises the costs for a given level  
of revenue. 

 
The study of capacity utilisation and technical efficiency in fisheries, as 

in many other industries, has largely adopted an output oriented (or primal) 
approach, on the assumption that fishers aim to maximise their revenue each 
trip. Given such an assumption, the level of efficiency of a particular firm is 
characterised by the relationship between observed production and some 
ideal or potential level of production. The measurement of firm-specific 
technical efficiency is based upon deviations of observed output from the 
best production or efficient production frontier. If a firm’s actual production 
point lies on the frontier, it is perfectly efficient. If it lies below the frontier 
then it is technically inefficient, with the ratio of actual to potential 
production defining the level of efficiency of the individual firm.  

2.1 Stochastic Production Frontier 

The general specification of the SPF model is identical for both the esti-
mation of capacity utilisation and technical efficiency. The models differ 
only in terms of the inputs used in the analysis. A general SPF model can be 
given by 

ln (ln )f= + −y x v u , (1) 

where y is the output produced by firm j, x is a vector of factor inputs, v is 
the stochastic error term and u is a one-sided error term that represents either 
technical inefficiency or capacity underutilisation of firm j, depending on 
which inputs are included in the production function. Estimation of tech-
nical efficiency requires both variable and fixed inputs to be included in the 
production function, whereas estimation of capacity utilisation requires only 
fixed inputs. In the former case (i.e. with both variable and fixed inputs),  
u represents technical inefficiency (where technical efficiency is given by 

uTE j
j e−= ), whereas in the latter case (i.e. only fixed inputs), u, represents 

capacity underutilisation (with capacity utilisation being given by uCU j
j e−= ). 

The stochastic error term, v, is assumed to be normally distributed (N[0,σv]), 
whereas the inefficiency term has a distribution truncated at zero. 
 

In order to separate the stochastic and inefficiency effects in the model 
(i.e. v and u from the combined error term, vj–uj), a distributional assumption 
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has to be made for uj. Several different distributional assumptions have been 
proposed, the most common being a normal distribution truncated at zero, 
for example, 2( , )uN σ≈u µ  (Aigner et al., 1977) and a half-normal distri-
bution truncated at zero i.e., 2(0, )uN σ≈u  (Jondrow et al., 1982). A further 
approach is to define the inefficiency as a function of the firm specific 
factors such that:  

,= +δu z w  (2) 

where z is the vector of firm-specific variables which may influence the 
firm’s efficiency, δ is the associated matrix of coefficients and w is a matrix 
of random error terms (N[0,σw]). The parameters of the inefficiency model 
are estimated in a one-step procedure (Battese and Coelli, 1992) along with 
the parameters of the production frontier. 
 

There are several potential functional forms of the production frontier, 
the most common being the translog production function, given by: 

0 , , , ,
1ln ln ln ln ,
2j i j i i k j i j k j j

i i k
y x x x u vβ β β= + + − +∑ ∑∑  (3) 

The Cobb-Douglas production function is a special case of the translog 
production function, where all βi,k = 0. 
 

Further details on the theory underlying SPF models can be found in 
Greene (1993), Coelli et al. (1998) and Kumbhakar and Lovell (2000). 

2.2 Data Envelopment Analysis 

DEA is a non-parametric, linear-programming approach to the estimation of 
technical efficiency and capacity utilisation. The technique does not require 
any pre-described structural relationship between the inputs and resultant 
outputs, as is the case with the SPF analysis, so allowing greater flexibility  
in the frontier estimation. It can also accommodate multiple outputs into  
the analysis. A disadvantage of the technique, however, is that it does not 
account for random variation in the output, and so attributes any apparent 
shortfall in output to technical inefficiency (i.e. the estimated efficiency 
score is effectively vj–uj following the same terminology as for the SPF 
model, where the true values of both vj and uj are unknown). Random error 
can, and typically will, push out the frontier as well as lead to misinterpreting 
error for inefficiency at the individual boat level.1 

 
1For example, if vj>uj, the frontier is effectively pushed out by vj-uj, resulting in a downward 
bias in the estimated efficiency scores of other vessels. Thus an inefficient vessel might be 

______ 
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The DEA model is formulated as a linear programming (LP) model, 
where the value of θ for each vessel can be estimated from the set of 
available input and output data. Following Färe et al. (1989, 1994), the DEA 
model of technically efficient output requires both variable and fixed inputs 
to be considered, whereas capacity output considers the fixed inputs only. 
The DEA model for both measures is given as 

Max θ 

subject to 

0, ,

, 0, ,

1

0

m j j m
j

j j n n
j

j
j

j

y z y m

z x x n

z

z

θ ≤ ∀

≤ ∀

=

≥

∑

∑

∑
 (4) 

where θ  (≥1) is a scalar denoting the multiplier that describes by how much 
the output of the target boat (i.e. j=0) can be expanded using inputs in a 
technically efficient configuration. Further, yj,m is the output m produced by 
boat j, xj,n is the amount of input n used by boat j, and zj are weighting factors 
such that technically efficient output is the weighted sum of the output of 
 
other vessels in the data set, including itself. The value of θ  is estimated for 
each vessel separately, with the target vessel’s outputs and inputs being 
denoted by y0,m and x0,n , respectively. Inputs include both fixed and variable 
factors, which are constrained to their current levels.  
 

The shape of the frontier will differ depending on the scale assumptions 
that underlie the model. The restriction Σzj=1 imposes variable returns to 
scale. In contrast, excluding this constraint implicitly imposes constant returns 
to scale, while Σzj > 1, Σzj < 1 and Σzj ≤ 1 imposes increasing, decreasing 
and non-increasing returns to scale respectively. (Färe et al., 1989).2  

 
                                                                       
determined to be fully efficient (on the frontier) due to random error, while an efficient vessel 
may be determined to be inefficient (e.g. if vj<0, uj=0). This error is further compounded by 
the frontier being pushed out by ‘lucky’ but potentially inefficient vessels. Other vessels’ 
efficiency might be either under or overestimated both because of the shift in the frontier and 
where it is placed relative to the frontier. Random error in its own production i.e., vj<0 results 
in the efficiency being underestimated, while vj<uj results in the efficiency being 
overestimated. 

2Further details on the theory underlying DEA, including the return to scale assumptions, can 
be found in Cooper et al. (2000) 
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When both fixed and variable inputs are included in the analysis, the 
technically efficient level of output is defined as θ  multiplied by observed 
output (i.e., TE

0, 0,m my yθ= ). The level of TE is estimated as TE 1/θ= , which 
has a value 0 ≤ TE ≤ 1. Similarly, if only fixed inputs are included in the 
model, θ relates to capacity rather than efficiency. Capacity output can be 
given by m

C
m yy ,0,0 θ= , while the level of capacity utilisation is given as 

CU 1/θ= . 

2.2.1  Economic Capacity 

The traditional DEA model of capacity implicitly assumes that the additional 
income from increasing output exceeds the additional cost of the additional 
use of variable inputs necessary to produce it. This is not necessarily the 
case, particularly if decreasing returns to fishing effort exist. An alternative 
specification of the DEA model has been developed to take into account the 
additional costs and benefits of increasing output, thereby defining an 
“economic” rather than technical measure of output. The estimation of 
economic capacity is based on a DEA model that determines the level of 
output and variable inputs that maximise the firm’s profits. For a firm 
producing a set of m outputs from n inputs (where α∈n  is the subset of 
fixed inputs and α̂∈n  is the subset of variable inputs), this is given by: 
 

1 0,
, 0, 0,, , ˆ

max
n j

m o m n n nz m n
p y v x

θ λ α

θ λ
∈

⎡ ⎤
−⎢ ⎥

⎣ ⎦
∑ ∑  

 
subject to 
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, 0,

, 0, 0,

,
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j
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j
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, (5) 

where θ  is again a scalar denoting how much each output, yj,m, of the target 
firm (i.e. j=0) must be (radially) increased, and n,0λ  is the factor by which 
each variable input, α̂, ∈njx , must be increased (or decreased), to achieve the 
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profit maximising level of output given the level of fixed inputs ( α∈njx , ).3 
Output and variable input prices – pm and v0n – are included in the objective 
function to estimate revenues and variable costs. Fixed costs do not influence 
the level of capacity utilisation as the level of fixed inputs is given. zj are the 
weights that relate the target firm to its set of peers (i.e. the firms against 
which it is compared, including itself ).  
 

As the additional output is produced through increasing the use of variable 
inputs, these are included in the model. However, these are not constrained 
as in the case of technical efficiency. 

 
The economic capacity output of each firm is determined by mjmj yy ,,' θ= , 

where yj,m is the current level of each output m produced by firm j and mjy ,'  
is the potential full capacity level of output m by firm j. The ray measure  
of capacity assumes that each individual vessel’s outputs are produced in 
fixed proportions – a fairly realistic assumption in most fisheries but not 
necessarily in all industries. 

 
Economic capacity utilisation is given by 1/θ. As noted previously, the 

measures of physical CU and TE range from 0 to 1. However, the economic 
capacity utilisation measure may take a value greater than 1 if a contraction 
in both outputs and inputs would increase profitability of the firm. As noted 
by Nelson (1989), the physical measure of capacity utilisation will be less 
than or equal to the economic measure. Both measures of capacity utilisation 
will be less than or equal to the measure of technical efficiency. 

2.3 Unbiased Capacity Utilisation 

The measure of capacity utilisation estimated using either SPF or DEA, by 
default, includes the measure of inefficiency. For example, in Figure 1, 
capacity utilisation was defined as Oc–Oe. However, the empirical estimate 
measures the distance from the actual (observed) to the potential catch, i.e., 
Oc–Oo. 

 
Färe et al. (1989) suggest that capacity and capacity utilisation should be 

adjusted to remove the effects of inefficiency, as the firms would not achieve 
the full potential output if their inputs were fully utilized due to their ineffi-

 
3 The model does not necessarily guarantee that profits of an individual firm are maximised  

as the condition that marginal revenue equals marginal costs cannot be imposed. Further, 
firms on the frontier may not necessarily be at their profit maximising level of output. 
Consequently, the model is more appropriately described as profit increasing (rather than 
maximising) to at least the maximum comparable level observed in the fishery. 

______ 
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ciency. Further, in the case of DEA estimates of capacity utilisation, random 
variation in output would manifest itself in terms of both lower average capa-
city utilisation and lower average efficiency. The ratio of these measures 
would therefore also cancel out the effects of this random variation (Holland 
and Lee, 2002). Consequently, Färe et al. (1989, 1994) propose an “unbiased” 
measure of capacity utilisation (CU*) given by  

CUCU*
TE

= , (6) 

where CU may be either the economic or physical measure of capacity 
utilisation. As TE 1≤ , CU ≤ CU* ≤ 1. That is, this “unbiased” measure of 
capacity utilisation is greater than the original measure (which includes effi-
ciency effects), but less than 1. The difference between the measures reflects 
the degree to which technical inefficiency, and in the case of DEA estimates 
of CU, random variation, affects the output levels of the different firms. 
 

Given this, capacity underutilisation can be considered to consist of two 
components: a “pure” capacity underutilisation (i.e. the “unbiased measure”) 
that arises as a result of the underutilisation of variable inputs, and technical 
inefficiency. However, there is some disagreement as to the treatment of 
inefficiency in relation to a firm’s capacity. Coelli et al. (2002) argues 
against the use of such “unbiased” measures as they consider that the esti-
mation of different levels of capacity for firms with the same level of fixed 
inputs is unintuitive. They therefore consider that technical inefficiency is a 
component of unused capacity and need not be separated out. 

 
In the case of fisheries, differences in apparent technical efficiency may 

reflect managerial skill or spatial differences in stock abundance, as well  
as random events such as adverse weather conditions or mechanical failure 
(Felthoven and Morrison Paul, 2004). The latter two events may be cate-
gorised as “bad luck”, and it could be argued along the lines proposed by 
Coelli et al. (2002) that their output would be substantially higher if they had 
not been unlucky. The first two factors, however, are more likely to be 
capacity-limiting factors, at least in the short term. A poor skipper would  
not catch as much as good skipper even if operating identical vessels in the 
same conditions. Similarly, the increased revenue achieved from moving 
from poor fishing grounds to better fishing grounds may not offset the inc-
reased costs, restricting activity to the poorer grounds. These differences in 
environmental conditions and skipper skill are effectively unobservable fixed 
inputs in the production process that are apparent only as inefficiency 
(Pascoe and Coglan, 2002). Consequently, the apparent inefficiencies are 
unlikely to be eliminated, and estimating capacity on the assumption that 
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they could would therefore overestimate output (Felthoven and Morrison 
Paul, 2004). Hence, the potential production would be different for identical 
vessels operating under differing unobservable environmental and managerial 
conditions. As a consequence, the approach proposed by Färe et al. (1994) 
(i.e. the measure of “unbiased” capacity utilisation) is considered more appro-
priate in the case of fisheries. 

3 EXPERIENCES OF EFFICIENCY AND CAPACITY 
ANALYSIS IN FISHERIES 

Both approaches described here have advantages and disadvantages. Stoch-
astic estimations incorporate a measure of random error. However, they impose 
an explicit functional form on the relationship between inputs and outputs and 
require assumption about the error term to separate out the random error from 
inefficiency. In contrast, linear programming techniques, in particular DEA, 
do not impose a specific functional form of the relationship between inputs 
and outputs. Hence, DEA is less prone to errors arising from mis-specification 
of the functional form. However, as DEA is a non-parametric approach, it does 
not take into account random error. As a consequence, the efficiency estimate 
also includes random error as well as inefficiency. As a result, the efficiency 
estimates may be biased if the production process is thought to be largely 
characterised by stochastic elements. 

 
DEA has an additional advantage in that it can incorporate the possibility 

of multiple outputs. In contrast, the SPF approach commonly only incorpo-
rates a single output. As most fisheries are multi-species, most fishing fleets 
are multi-output. Assuming a single output, as is commonly the case for SPF, 
may result in bias in the efficiency estimation. More recently, multi-output 
SPF models have been developed, but have had only limited application. 

 
Both techniques have been applied in fisheries, although the choice of 

technique has tended to depend on the main objective of the analysis. Studies 
of technical efficiency have tended to use the SPF approach (e.g. Kirkley  

Grafton et al., 2000; Pascoe et al., 2001b; Pascoe and Coglan, 2002; Fox  
et al., 2003; Squires et al., 2003; Kompas et al., 2004) as the effect of 
random error of the efficiency measure is removed in the estimation process. 
In contrast, studies of capacity and capacity utilisation have tended to favour 
DEA (e.g. Pascoe et al., 2001a; Dupont et al., 2002; Felthoven, 2002; 
Kirkley et al., 2003; Tingley et al., 2003; Vestergaard et al., 2003; Walden  
et al., 2003, Tingley and Pascoe, 2005a, b). In a limited number of cases, both 
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DEA and SPFs have been applied (e.g. Tingley et al., 2003, 2005; Kirkley  
et al., 2004). 

3.1 Outputs 

The output measure presents certain challenges when modelling efficiency 
and capacity in fisheries. In most studies of efficiency (and when estimation 
production functions), output is a physical measure of volume. For most 
industries, the production process for individual outputs can generally be 
identified. However, most fisheries are characterised by joint production, 
that is, a combination of different types of output (i.e. different species) is 
produced for a given set of inputs. This is particularly a problem for SPFs, 
which have been largely estimated assuming a single output. 

 
The approach that has been adopted in previous studies of efficiency and 

production frontier estimation in fisheries has been to use landed weight 
when a single species fishery is examined and value of total catch when 
multiple species are harvested. For example, Kirkley et al. (1995, 1998) used 
the weight of meat landed per trip when modelling the Atlantic Scallop 
fishery; Sharma and Leung (1998) used value of catch per trip when model-

used value of catch per month when modelling the English channel demersal 
 
trawl fishery. Herrero and Pascoe (2003) compared the use of both aggre-
gate weight and value as an output measure and found consistent results for 
most vessels. Where differences in efficiency scores were apparent, these 
were believed to be linked to different risk preferences.  

 
A perceived advantage of using value as a measure of aggregate output is 

that it takes into account both the quantity of the catch and the importance of 
the catch to the overall output (i.e. its contribution to revenue). However, the 
use of aggregate value of the multi-product firm as the output measure has 
implications for the analysis. Firstly, value is a factor of prices as well as 
quantity, so that price changes may affect the measurement of technical 
efficiency. Further, assuming fishers are profit maximisers, then a change in 
relative prices may result in a change in their fishing strategy. As a result, the 
function is not truly a production function and the efficiency scores may 
represent a combination of allocative as well as technical efficiency.  

 
The potential biases introduced into the analysis from using value as  

the output measure are not likely to be large. Squires (1987) and Sharma and 
Leung (1998) note that fishers base their fishing strategies on expected prices, 
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the level of technology and resource abundance. However, price expectations 
are not always accurate, fishing gear is not species selective (so the species 
mix is function of seasonal abundance) and changing gear types from otter 
trawl to beam (or vice versa) is time consuming and needs to be done on 
shore rather than at sea (as only one gear type is taken to sea at any one 
time). Hence, the ability of fishers to respond to changes in relative prices is 
limited.  

 
An alternative to using value as the output measure directly is to derive 

an aggregate quantity measure weighted by revenue share. This can be deri-
ved directly from quantity and price data. A common approach is to weight 
the output by the relative revenue shares. This is given by 
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An advantage of this approach is that the catch is weighted by its relative 
importance, but changes in aggregate output are not directly affected by 
changes in prices.4 
 

Aggregation of outputs is less of an issue for DEA, as it is capable of 
handling multiple outputs directly. However, some level of aggregation is 
still often required. In many multi-species fisheries, most of the value of the 
catch is obtained by only a few species, although the vessels may catch a 
much larger number of species. Aggregating the less important species into 
an “other” category is common practice, and is usually undertaken using the 
revenue-share approach. 

3.2 Inputs 

3.2.1 Vessel Characteristics 

The inputs used to explain production generally include a measure repre-
senting the level of capital employed in the fishery and a measure of capital 

 
4 Changes in relative prices will change the relative weightings of each species in the compo-

site measure. However, this measure still reflects the relative importance of each species in 
the catch. 

______ 

Composite Output = =Q

284 



Capacity and Technical Efficiency Estimation in Fisheries 
 
utilisation.5 Other technically relevant inputs are also employed. The exact 
choice of variables, however, differs between studies. Sharma and Leung 
(1998) used crew size and trip length, as well as a variable representing the 
cost of other variable inputs (e.g. fuel, bait, ice, etc. on a dollar/trip basis). 
As the vessels used static gear (i.e. long lines), the size of the vessels was not 
considered important in the production process. In contrast, both Kirkley  
et al. (1995, 1998) and Pascoe and Coglan (2002) modelled fleets using 
mobile gear, in which case size of the boat can be assumed to be a major 
factor in the production process. Kirkley et al. (1995, 1998) chose a set of 
boats with similar physical characteristics to overcome the need to develop a 
measure of capital employed, and estimated the frontier using variable 
factors only (representing capital utilisation). These included crew size and 
days at sea. Dredge size was also used as a technology-based input. In 
contrast, Pascoe and Coglan (2002) included measures of the size of the boat 
(represented by the product of the length and breadth), the engine power of 
the boat (in kW) and the number of trips each month. 

3.2.2 Stock Size 

Output from fishing is not just a function of the inputs employed by the 
fisher, but also a function of the available resource. As a result, a measure of 
the relative stock abundance is generally required. A number of different 
approaches have been applied in the literature for incorporating stock into 
the production frontier. While some studies have been able to derive stock-
abundance indices directly from estimates of stock, these have been limited 
to fisheries where the catch consists of only one (e.g. Kirkley et al., 1995, 
1998) or two (e.g. Pascoe et al., 2001b) species. Further, a time series of 
stock abundance information in these examples corresponding to the period 
of the analyses was available. In many fisheries, particularly multi-species 
fisheries, information on stock abundance of all species (or in some cases 
any of the species) may not be available. As a result, other means of 
estimating the effect of changes in stock abundance on production need to be 
employed. 

 
These differences can be incorporated into the analysis through the use of 

dummy variables. Coglan et al. (1999) used dummy variables representing the 

 
5 Capital utilisation differs from capacity utilisation. The former is a measure of the intensity 

of use of the fixed inputs (e.g. days fished, number of trips etc), and may include variable 
inputs (e.g. fuel use and crew-days at sea). The measures are usually considered as variable 
inputs for the purposes of the efficiency and capacity estimation. The latter is a measure of 
the degree to which the vessel is achieving the maximum output given normal working 
conditions. 

______ 
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different months, years and métiers. However, incorporating sufficient dummy 
variables to allow also for interactions between months, years and métiers 
would result in a substantial loss of degrees of freedom. For example, 4 years, 
12 months and 5 metiérs would require 240 separate dummy variables to cover 
the combinations. Kompas et al. (2004) used annual dummy variables to repre-
sent changes in stock conditions, developing a model using annual catch and 
effort data. 

 
An alternative approach is to derive an index of stock abundance based 

on relative catch rates. Kirkley et al. (1995, 1998) developed such an index 
based on the catch rate of survey vessels undertaking routine stock moni-
toring. Pascoe and Coglan (2002) developed an index based on the average 
value per hour fished of the boats that operated in the same month in the 
same métier. Hence, it takes into account the differences in the composition 
of the catches taken by the different gear types at each point in time and in 
each area, as well as the different set of prices in each time period. Were 
price changes not accounted for in the model, then changes in the set of 
prices may have affected the estimates of efficiency (as the output measure 
may change without any change in the physical inputs). The index was 
calculated as a geometric mean of the observed values in each period/métier 
to limit the effects of extreme observations on the mean. 

 
Sharma and Leung (1998) argue against the use of catch per unit effort 

(CPUE) as a measure of stock abundance on the basis that average CPUE is 
affected by the characteristics of the boats in the area at the time. A change 
in CPUE from one period to the next may reflect the different composition 
of the boats from which the CPUE was derived as well as changes in the 
stock abundance.  

 
Similarly, Álverez (2003) demonstrated that the use of CPUE required 

implicit assumptions about the stock elasticity that may not be valid for the 
fishery concerned. Further, failure to impose these restrictions may result in 
biased results. 

 
Pascoe and Herrero (2004) developed a method for deriving a “stock 

effect” that can be used to modify the output measure. The stock effect is 
first estimated using DEA, then applied to the output measure for the pur-
poses of estimating on SPF. The key advantage of the measure is that it 
allows for variations in stock density to be captured (both spatial and 
temporal) without the problems associated with both dummy variables and 
CPUE indexes. 
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Stock size is less of an issue for DEA. Usually, efficiency and capacity 
utilisation is estimated only within a common time period and area. This, 
however, creates difficulties for inter-period comparisons. 

3.3 Single or Multiple Outputs? 

As noted earlier, most applications of SPFs in fisheries have been estimated 
using a single composite output measure. Consistent aggregate measures of 
output, however, require input–output separability. This has been found not 
to be appropriate in several fisheries studies using alternative specifications 
(e.g. cost or profit functions, see Jensen, 2002). An alternative, therefore, is 
to estimate multi-output production frontiers. Attempts at estimating multi-
output production functions in fisheries have been relatively limited (e.g. 
Fousekis, 2002, Weninger and Strand, 2003; Orea et al., 2005). Difficulties 
include treatment of the individual stocks within the multi-output function, 
and problems of multi-collinearity as the outputs are often correlated. Further, 
as noted previously, the large number of species caught in many fisheries 
requires some degree of aggregation of the less-valuable species to develop 
manageable models. These problems not withstanding, the studies have con-
cluded that a multi-output specification of the production function is more 
appropriate and should be undertaken where possible. 

 
With DEA, the more common approach has been to incorporate multiple 

outputs into the analysis directly, although some aggregated categories are 
often incorporated to ensure sufficient degrees of freedom in the analysis. 
Tingley et al. (2003) compared the results of using aggregated single outputs 
versus multiple outputs in a DEA analysis of efficiency and capacity utili-
sation in several different fleets operating in the English Channel. They 
found that the estimates of both technical efficiency and capacity utilisation 
were higher when incorporating multiple outputs into the model, although 
the “unbiased” measures of capacity utilisation (i.e. CU/TE) were fairly 
consistent using both approaches. 

3.4 Data Limitations 

Repeated observations for the same boat are required in order to separate out 
the effects of random fluctuations in output from systematic differences due 
to inefficiency or capacity underutilisation using the SPF approach. This 
requires a time series of information for a cross section of boats in the 
population. This is generally referred to as panel data. Panel data may be 
balanced or unbalanced. Balanced panel data exists where there is an equal 
number of observations for all boats in the sample and every boat operates in 
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every time period of the data. Unbalanced panel data occurs when there are 
not an equal number of observations for each boat, and/or the boats do not 
operate in every time period of the data.  

 
A difficulty with unbalanced panel data is that different sets of boats may 

be compared in different time periods, and there may be instances where 
some boats are not directly compared. As efficiency is a relative (rather than 
absolute) measure, this may be problematic if there are only a few boats in 
the sample for given time periods, such that the boats are only compared to a 
small number of other boats in the same period. Ideally, the data set should 
be broad enough for this not to occur, and ideally every boat should operate 
in the same period with every other boat (not all at the same time neces-
sarily) at least once (and preferably more times). Time periods where only  
a few boats are operating should be excluded from the data set. Similarly, 
boats that have only a few observations should be excluded from the sample, 
as their efficiency score will be measured relative to only a few other boats 
in few time periods, with the result that the efficiency and capacity utili-
sation scores are artificially inflated (see Tingley et al., 2003). This requires 
a subjective assessment as to how many to exclude. For example, Pascoe and 
Coglan (2002) included boats that had observations for at least 4 months a 
year in at least 3 of the 4 years of the data. This resulted in only 63 boats out 
of a possible 457 being included in the analysis. In contrast, Kirkley et al. 
(1995, 1998) limited their analysis to only ten boats for which a long and 
consistent time series were available. 

 
Where cross-sectional data only are available (i.e. only one observation 

per boat), a strict assumption about the distribution of the inefficiency term 
is required. The resultant estimates of efficiency will conform to the imposed 
distribution, and it is not possible to statistically distinguish between the 
nested distributions (i.e. half-normal and truncated normal). Similarly, if an 
inefficiency model is imposed, the inefficiency measures will conform to the 
model. Statistical interpretation of the parameters in the inefficiency model 
are not possible. Consequently, there is little benefit in imposing such a dist-
ribution onto the data, and it is preferable to use the standard distributions 
(i.e. half- or truncated normal). For example, Sharma and Leung (1998) 
developed their model using cross-sectional data only and imposed an ineffi-
ciency model onto the data. As would be expected, most of the parameters 
were non-significant, with only one variable defining the inefficiency distri-
bution at 5% level of significance.  

 
For DEA, each time period is considered separately, so a panel data set is 

less necessary. However, within each time period the estimated inefficiency 
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measure includes both inefficiency and random error, so is potentially less 
reliable than the SPF measure when considering a single year. 

 
Data quality has a major impact on the estimated efficiency or capacity 

utilisation measures. Discarded, misreported or under-reported catch by a 
vessel will manifest itself as either inefficiency or underutilisation (or both), 
provided other boats do report all of their catch. This is particularly a pro-
blem in fisheries managed through quota controls, where some vessels may 
be forced to discard over-quota catch (or risk landing it illegally and not 
report it). Similarly, when not all species in the catch are required to be 
recorded, then vessels of fishers who chose not to record their catch may 
appear inefficient or underutilised compared with vessels of fishers who 
record the catch of all species. This is again a problem in quota-managed 
species where non-quota species are also caught but reporting the catch of 
non-quota species is not mandatory.  

4 EXAMPLE: EFFICIENCY AND CAPACITY 
UTILISATION ESTIMATION 

A comparison of the different approaches to estimating efficiency and capa-
city utilisation can be illustrated through application of the different techni-
ques to a common data set. For the purposes of illustration, both DEA and 
SPFs are used to estimate technical efficiency and capacity utilisation of the 
Scottish fleet operating in 2001. Full details of the Scottish analyses are 
presented in Tingley and Pascoe (2003) and Pascoe and Tingley (2006). 

4.1 Efficiency and Capacity Utilisation  
of the Scottish Fleet 

The analysis was undertaken for 1823 Scottish registered vessels that opera-
ted in 2001, although only the results for the larger vessels (over 10 m in 
length) are presented here, representing 943 individual vessels. The annual 
quantities and values of landings by each vessel of 36 individual species 
were derived from logbook data. These species accounted for around 96% of 
the total recorded value landed of all species in 2001. Not all species were 
caught by all vessels in the different fleet segments. The technical inputs 
used in the analysis were boat size (defined as the product of length and 
breadth), engine power and days at sea. 

 
The capacity and efficiency measures were estimated using both DEA 

and SPFs. For the SPF analysis, the aggregate value of landings was used as 
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a single output measure. For the DEA analysis, all 36 species were included 
as outputs. As the data set was cross section, a truncated normal distribution  
 
was assumed for the SPF analysis. All vessels were compared together to 
overcome problems associated with limited degrees of freedom in some fleet 
segments. 

 
The key results averaged over the different fleet segments are summ-

arised in Table 1. From Table 1, the DEA estimates of technical efficiency 
and capacity utilisation were higher in some instances than those estimated 
using SPFs, and lower in other instances. Further, there is little correlation 
between the SPF and DEA results, with the highest positive correlation 
between the results being r=0.06 (between SPF and DEA “unbiased” meas-
ures of economic capacity utilisation). 

 
In this example, the poor correlation between the results is largely an 

artefact of the approach used when estimating SPF. Incorporating all vessels 
into a single model implicitly assumes that each has a similar production 
technology. That is, the impact of an additional unit of engine power, for 
example, is the same for beam trawlers (using mobile trawl gear) as it is for  
gill netters (using static gear). This is a criticism often applied to the SPF 
approach, although it is accentuated in this example. Even within a relatively 
homogeneous fleet segment (e.g. beam trawlers), a common production 
technology may not be a valid assumption. The use of a translog production 
frontier reduces this problem by allowing greater flexibility, although it still 
imposes a common production function on all vessels. In contrast, DEA 
imposes neither efficiency distributional assumptions nor production tech-
nology assumptions. 

 
Table 1. Average efficiency and capacity utilisation scores. 

  No. 
boats 

Technical 
efficiency 

Capacity utilisation “Unbiased” CU 

  SPF DEA SPF DEA SPF DEA 
   Physical Econ. Physical Econ. 
Beam trawl   15 0.59 0.98 0.53 0.97 0.97 0.89 0.99 0.99 
Pelagic nets   39 0.73 0.86 0.50 0.84 0.84 0.68 0.98 0.98 
Pelagic lines     5 0.73 0.96 0.72 0.95 0.95 0.99 0.99 0.99 
Nephrops 
trawl 

225 0.66 0.46 0.54 0.41 0.41 0.83 0.90 0.91 

Demersal 
seine/trawl 

443 0.65 0.78 0.57 0.71 0.72 0.88 0.92 0.92 

Dredge   89 0.70 0.59 0.65 0.53 0.53 0.93 0.93 0.94 
Pots 117 0.72 0.54 0.67 0.49 0.49 0.94 0.94 0.95 
Gill nets   10 0.65 0.87 0.60 0.84 0.85 0.92 0.97 0.98 
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The relatively high levels of efficiency and capacity utilisation by some 

fleet segments in the DEA analysis may also be an artefact of the large 
number of outputs used. For example, the pelagic line vessels were found to 
be highly efficient and have high capacity utilisation. These vessels catch a 
limited number of species that are also caught as bycatch by other fleet 
segments. By comparison, then, their output levels would appear substan-
tially higher than other vessels. The small number of vessels in the fleet 
segment would mean that most of the comparison was against other fleet 
types that caught lower quantities of the pelagic species. Tingley et al. 
(2003) looked at the impact of degrees of freedom on estimates of capacity 
utilisation in fisheries and found, as expected, that fewer vessels for compa-
rison results in higher capacity utilisation scores. 

 
The example in Table 1 illustrates that considerable care needs to be given 

when estimating efficiency and capacity utilisation using either approach.  

5 CONCLUSIONS 

The predominance of the use of input controls in the management of fish-
eries requires fisheries managers to have a detailed understanding of the 
production processes that occur in the fisheries. A lack of understanding  
of these processes in the past is a major contributing factor to the over-
exploitation of many fisheries throughout the world. Heterogeneity in effici-
ency and capacity utilisation has substantial implications for measures to 
reduce overexploitation. For example, removing inefficient vessels from a 
fleet through a buy-back programme will have a less than proportional 
impact on catch rates. Further, if the remaining vessels were previously 
underutilised, then increases in the capacity utilisation of these vessels may 
offset the reduction in vessels, resulting in no real reduction in fishing 
mortality. 

 
Two approaches have been illustrated that allow estimates of capacity 

utilisation and efficiency. From the examples presented, these approaches 
may result in differing results. Both approaches are based on similar theore-
tical principles, but employ different approaches in the estimation of effi-
ciency and capacity. Both approaches have advantages and disadvantages. 

 
In many respects, DEA has some theoretical advantages over SPFs. 

These include the ability to incorporate multiple outputs more readily, and 
the avoidance of the need to impose a common production technology on all 
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vessels. However, random variation is also captured as inefficiency in DEA. 
Fisheries are often thought to be subject to high levels of stochasticity; 
fishers are harvesting an unseen, fugitive resource, and “luck” may play a 
major role in the final output level. 

 
Given this, SPFs may be more appropriate for estimating technical effi-

ciency in fisheries, and DEA more appropriate for estimating capacity and 
capacity utilisation (as the “unbiased” measure reduces the effects of random 
variation on the measures). 
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Abstract The purpose of this chapter is to provide a review of demand and market 
integration studies with respect to fish and seafood products, focusing on 
methods used, on information that is obtained and on how this information 
varies with the approach used. Within the general demand structure for fish, 
we review the Rotterdam system and the almost ideal demand system as well 
as single equation specifications. Market integration studies have become an 
increasingly common approach to obtain information about the demand struc-
ture when the data availability is limited. We also provide a general assess-
ment of the demand elasticities for fish and seafood products. 

Keywords: Rotterdam system, demand analysis, almost ideal demand system, market inte-
gration, demand elasticities 

1 INTRODUCTION 

Until the mid-1980s, the structure of demand for seafood received little 
academic attention. During the last decades, there has been a virtual explo-
sion in the number of studies of the demand structure for seafood markets. 
This is due to several factors including the expansion of the exclusive eco-
nomic zone to 200 miles and increased trade with seafood due to improved 
logistics and the expansion of aquaculture. The most common research 
approach is demand analysis, where demand equations are estimated either 
individually or in a system of demand equations. These studies of the demand 
structure focus on the price sensitivity of demand, on the degree of substi-
tution between potentially competing products and on income/expenditure 
effects. However, as price information is often more easily available than 
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quantity, there have been a number of market integration studies that pri-
marily focus on the competition between different products. 

 
The different studies are empirical and are conducted on a specific data 

set. This gives, strictly speaking, information about the demand structure for 
some specific products or species in a specific market for the time period 
covered by the data. The purpose of this chapter is to give a review of 
demand and market integration studies with respect to fish, focusing on 
methods used, on information that is obtained, and on how this information 
varies with the approach used. Are there patterns that become apparent when 
one looks at the results obtained in a number of demand studies? What can 
we say about the demand for fish in general or about the demand for specific 
groups of species or markets?  

 
To present results from many different studies creates a number of prob-

lems that one should be aware of when comparing the results. In addition to 
the different markets and species studied, a number of different modelling 
methods have also been used. Since the methods used affect the interpretation 
of the results, it is also important to be aware of the potential differences. 
Moreover, measuring data at different market levels, for example import or 
retail, has important implications for interpretation of the results.  

 
The different methods used for data measurement at different market 

levels make the empirical results difficult to compare, in a strict sense, but 
some comparisons are possible. In particular, one might observe whether the 
price responsiveness for fish is in a specific range, or whether this varies 
systematically with species, markets or measurement level for the data. 

 
Some implications of economic theory for the magnitudes of the elasti-

cities are worthwhile to note. An own-price elasticity of –1 is a focal point. 
A good with constant budget share and no substitutes will have an elasticity 
of –1, so that a 1% increase in the price will lead to a 1% reduction in the 
quantity demanded and vice versa. In particular for aggregated goods, the 
budget shares are relatively constant with few substitutes. This indicates that 
one should expect many demand elasticities to be close to –1. It is also of 
interest to note that the value of a market is at its highest when the demand 
elasticity is –1. If the quantity supplied increases above the level that gives a 
demand elasticity of –1, the value of the market will fall. Finally, the more 
elastic the demand for the good, the greater substitution possibilities there 
will be and therefore the keener the competition. 
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This chapter will be limited to the markets that have been studied and  
this will unfortunately leave out some important market areas. In particular, 
few studies1 have been carried out on the demand for fish in developing 
countries. Moreover, we cannot hope to cover the substantial number of 
reports and working papers on the demand for seafood. In Section 2, we 
provide a brief description of the approaches used in estimation. In Section 
3, we discuss market integration studies and show to what extent demand 
analysis and market integration provide complementary information. In 
Section 4, we provide a review of a number of demand studies. We try to 
emphasise main trends, as we do not attempt to give an exhaustive review of 
the literature. While we do not give much attention to cross-price effects, 
these are also important when considering demand structure, and the degree 
of competition is commented on briefly. In Section 5, we discuss the results 
form market integration studies before concluding in Section 6. 

2 DEMAND ANALYSIS 

In this section, the most common functional forms for demand system speci-
fications are presented. We start with single equation specifications and then 
we review flexible functional forms; the Rotterdam system and the almost 
ideal demand system (AIDS).  

 
The first empirical demand studies were primarily concerned with esti-

mating elasticities and paid little attention to consumer theory. The resear-
chers specified single equation demand functions linear in the parameters 
and quantity-dependent, of which the double log was most common. Letting 
qit be the quantity consumed of good i at time t, pjt the price of good j at time 
t and Xt the expenditure at time t, the equation to be estimated is: 

 

ti
j

jtijiit Xepeq lnlnln ++= ∑α .    (1) 

 
The advantage with this specification is that the estimated parameters  

can be interpreted as elasticities as ln / lnij it jte q p= ∂ ∂  (the own and cross- 
price elasticities) and ln / lni it te q X= ∂ ∂  (the expenditure elasticity). 

The range of j varies, and typically includes commodities that are assu-
med to be closely associated with good i. The measure of expenditure Xt is 
typically a measure of the consumer’s income, often highly aggregated. 

1See e.g. Ali (2005). 
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demand functions that distinguished between short- and long-run behaviour, 
to the authors’ knowledge, was Houthakker and Taylor’s (1966) habit forma-
tion model. This model is based on the double log: 

 
1ln ln ln lnit i i it ij jt i t

j
q c q e p e Xα −= + + +∑ . (2) 

 
The dynamics are introduced in the lagged consumption variable, qit−1 , 

which makes current consumption dependent on the previous period’s 
consumption. The short-run elasticities are eij and ei, and the long-run 
elasticities are found by setting lnqi equal at all t, as implied by long-run 
equilibrium. The long run elasticities may then be computed from Eq. 2 as  

1(1 )i i ie cη −= − . To be consistent with utility maximisation, the parameter ci 
must be between zero and one, and this is empirically observed. 

 
During the 1970s, dynamic models, motivated primarily by problems 

with persistent autocorrelation and poor forecasting abilities, appeared in the 
macro-economic literature; particularly in reference to the consumption 
function. The work of Davidson et al. (1978) left a major impact, not only on 
macro-economic research, but on time series empirical economic research in 
general. The basic formulation is an autoregressive distributed lag model 
with a functional form linear in the logarithms of the variables: 

 

1 0 0
ln ln ln ln

r s s

it i ik it k ijl jt l il t l
k j l l

q c q e p e Xα − − −
= = =

= + + +∑ ∑∑ ∑ . (3) 

 
Lag lengths, r and s, are an empirical question and chosen to ensure that 

all dynamics are accounted for and the residuals are white noise.  
 
There are both statistical and economic arguments for including lags in  

a model such as Eq. 3. The statistical arguments are founded on the obser-
vation that often in time series data there exists dependencies in the data over 
time. To capture these dependencies, dynamic specifications are necessary. 
Economic arguments focus on the lagged or dynamic adjustment to changes 
in economic variables. As instantaneous adjustment implies a static model, 
thus, the arguments against instantaneous adjustment are also arguments 
against a static model. 

 
Habit formation is one argument for a dynamic model, but restrictions  

on the adjustment process, such as contractual obligations and imperfect 

be important in consumer behaviour. The first explicit attempt to specify 
Economists had early on discovered that dynamic adjustment might 
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information that induce adjustment costs, can also invalidate the hypothesis 
of instantaneous adjustment. These restrictions require more general dyna-
mic specifications than the habit formation model. To model demand when 
these features are present, a general dynamic model is necessary. The advan-
tage with Eq. 3 is that all linear dynamic structures are included as special 
cases. 

 
Note that the habit formation model in Eq. 2 is a special case of the  

lag model in Eq. 3 with r = 1 and s = 0. Each parameter in (3) gives  
the elasticity of one variable at a particular lag with respect to current 
consumption. The long-run elasticities are found by summing over all lags. 
Hence, the long-run elasticities from Eq. 3 are 1)1( −∑∑ −= k ikl ijlij ceη and 

1)1( −∑∑ −= k ikl ili ceη  An inconvenience with this model is that the long-
run elasticities (often the elasticities of interest) must be computed after 
estimation. The long-run parameters (elasticities) can be estimated directly 
by transforming Eq. 3 to an error correction model (ECM) or; 

 
1 1 1

1 0 0
ln ln ln ln

          (ln ln ln )

r s s

it i ik it k ijl jt l il t l
k j l l

t r ij jt s i t s
j

q C q E p E X

q p X

α

ω η η

− − −

− − −
= = =

− − −

∆ = + ∆ + +

− − −

∑ ∑∑ ∑

∑
. (4) 

 
The parameter ω is also of interest as it may be interpreted as the adjust-

ment speed towards equilibrium. Equation 4 is nonlinear in parameters and 
requires more computationally difficult nonlinear estimation techniques. 

 
Other single equation specifications have appeared in the literature. These 

models specify variables in level form or with a Box–Cox transformation. 
The advantage with the Box–Cox transform is that the double-log and linear 
in levels forms are nested as limit cases. An empirical example may be found 
in Bjørndal et al. (1992). 

 
Although most demand function estimation with single equation speci-

fications have used quantity-dependent models, there are examples where 
price is the dependent variable. These inverse demand curves are common  
in agricultural and fishery studies where quantity is restricted by quota or 
other regulations. It is worth pointing out that the endogeneity problem for 
price and quantity variables in demand (and supply) studies has usually  
been studied with single equation demand (and supply) functions. This 
endogeneity problem has generally been ignored in demand specifications 
based on an assumption that either price or quantity is exogenous. 
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There exist two major problems with single equation models. First, in 
general, they are not theoretically consistent. The most common of these 
specifications, the double log, is theoretically consistent only when demand 
is independent of expenditure, that is the consumer’s preferences are homo-
thetic. This also violates Engel’s law, which claims that the propensity to 
consume a particular group of goods varies with total expenditure. It is 
sometimes argued that in the analysis of a single commodity, where the 
functional form of the other goods in the system remains unspecified, the 
double-log specification may give a satisfactory local approximation, parti-
cularly if there is not too much variation in total expenditure. For speci-
fications linear in the variables and using the Box–Cox transformation, it is 
not possible to be theoretically consistent (possibly with the exception of an 
approximation point). This can be seen by noting that the demand equation 
cannot be homogenous of degree zero when using these specifications. 

 
Second, the single equation models specify uncompensated demand 

equations. The prices of the goods omitted from the specification may then 
cause problems because any change in either of them causes changes in 
demand for the commodity in question through changes in expenditure. This 
problem may be reduced if one specifies a compensated demand function 
(Stone, 1954). In empirical work, this problem may not be too serious, as the 
effect is small if the particular good represents a small portion of the budget.  

 
In order to estimate demand functions that are consistent with utility 

maximisation, the concept of weak separability is used to separate a group of 
goods from the rest of the consumer’s bundle. The demand functions for the 
goods inside the group are then specified in a system of demand functions 
where the restrictions associated with consumer theory can be tested or 
imposed (i.e. adding up, homogeneity and symmetry). These conditions, 
together with the trivial assumptions of positive prices and consumption, 
ensure that the demand system is consistent with consumer theory.2 Most, 
but not all systems are derived from an explicitly formulated utility, indirect 
utility or cost function. However, this is not a necessary condition for 
theoretical consistency. In addition, only demand systems are used in empi-
rical work as it is not possible to measure or compare utility. For a discus-
sion of the connection between the functional form of a utility, indirect 
utility or cost function and each of the demand systems where this can be 
explicitly formulated, see Pollak and Wales (1992). 

 

 
2Positive consumption is not absolutely necessary, and in some studies using cross section 
data at a micro level, zero consumption is allowed, see e.g. and Salvanes and DeVoretz 
(1997). 

______ 
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2.1 The Rotterdam System 

In the Rotterdam system of Theil (1965) and Barten (1968), the demand 
equations are in budget share form and satisfy the adding-up condition. The 
symmetry and homogeneity restrictions implied by consumer theory may  
be expressed as linear functions of the estimated parameters. Consequently, 
one may either test if the data are in accordance with consumer theory or 
impose these restrictions on the estimated parameters to ensure theoretical 
consistency. Note that this, and most other empirical specifications, is an 
approximation to the underlying demand equations.3 The results are depen-
dent on the functional form. In particular, a rejection of the hypothesis of 
symmetry and homogeneity does not necessarily imply that the consumer 
theory is false. It could be caused by model specification problems, inclu-
ding functional form.  

 
Another improvement with the Rotterdam system compared with the 

linear expenditure system is that it allows for estimation of price effects, 
including complements and inferior goods, without losing theoretical consi-
stency. The Rotterdam system may be written as 

 
ln ln lni i i ij j

j

w d q b d x c d p= +∑ , (5) 

 

where it i
it

p qw
x

= , 

 
ln ln ln lnj j j j

j j
d x d x w d p w d q= − =∑ ∑ , 

 
i

i i i
qb we p
x

∂
∂

= =  and 

 
* i j ij

ij i ij

p p s
c w e

x
= = . 

 
Remember that ei is the expenditure elasticity for good i. In addition,  

eij
* is the compensated price elasticity, which is related to the uncompens 

 

 
3It is of course possible to postulate that the consumers' preferences actually correspond to the 
demand equations from a particular functional form. 
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ated and expenditure elasticities by Slutsky’s equation on elasticity form 
jiijij weee −= * . The continuous difference operators d, in applied work, are 

replaced by their discrete approximation ∆. 
The adding-up restrictions imply that 
 

1, 0i ij
i i

b c= =∑ ∑ . (6) 

 
These restrictions are satisfied when the budget shares in the data set  

add to unity. However, this restriction makes the covariance matrix singular. 
One must therefore delete one equation from the demand system before 
estimation. With correct estimation technique and an iid (0, I ⊗Σ) error term, 
the system is invariant to which equation is deleted (Barten, 1968), and the 
adding-up restrictions from Eq. 6 are used to retrieve the parameters in the 
deleted equation. This is also a feature the Rotterdam system has in common 
with all the other systems of demand equations formulated in their budget 
share equations. The symmetry and homogeneity restrictions may be expres-
sed as functions of the parameters: 

 
Symmetry:       

Homogeneity:  0.

ij ji

ij
j

c c

c

=

=∑
 (7) 

 
The Rotterdam system is common in the literature, and this work has 

been extended to an inverse demand approach (Barten and Bettendorf, 
1989). The Rotterdam system differs from most other functional forms in 
that the underlying utility or cost functions have never been explicitly formu-
lated, and that differential demand functions are used instead of functions 
formulated in the levels of the variables. 

2.2 The Almost Ideal Demand System 

The most common functional form in demand system specification since the 
early 1980s has been AIDS of Deaton and Muellbauer (1980). As with the 
Rotterdam and translog systems, it is formulated in terms of the budget 
shares, and each demand equation can be written as 

 

⎟
⎠
⎞

⎜
⎝
⎛++= ∑ P

Xpw ij
j

ijii lnln βγα , (8) 
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where 

∑∑∑ ++=
i j

jiij
i

ii pppP lnln
2
1lnln 0 γαα . 

 
AIDS is linear except for the translog price index lnPt. This problem has 

traditionally been circumvented in most applied work as suggested by Deaton 
and Muellbauer, by using a Stone price index that is *ln lnt it iti

P w p=∑ , 
which makes the system linear. Recently the use of the Stone price index has 
been shown to be inappropriate as it causes the estimated parameters to be 
inconsistent (Moschini, 1995). Moschini attributes this problem to the fact 
that the Stone price index does not satisfy the commensurability property, 
and suggests that the problem may be solved by using a price index that 
satisfies this property.4 Moschini suggests several other price indices that 
satisfy this property and may be used to keep a linear specification of AIDS. 
He also shows that these indices perform as well as the translog index in a 
Monte Carlo experiment. 

 
The restrictions to ensure theoretical consistency for AIDS are 

 

Adding up: 0.i ij
i i
α γ= =∑ ∑         1,  (9a) 

 
Symmetry: .ij jiγ γ=           (9b) 

 
Homogeneity: 0.ij

j
γ =∑     (9c) 

 
AIDS is parallel to the Rotterdam and translog systems in that the 

adding-up restrictions are automatically imposed, and one equation must  
be deleted before estimation to avoid a singular covariance matrix. The 
symmetry and homogeneity restrictions may be tested or imposed. There 
exist no clear criteria for choosing among AIDS and the other two systems, 
and which functional form will perform best depends on the true structure in 
the underlying data. AIDS has the advantage that it is linear and formulated 
in levels. It may accordingly be encountered as more intuitive and easier to 
use than the Rotterdam systems. In common with the Rotterdam system, 
AIDS has an inverse demand representation. 

 

 
4The commensurability property means that a price index should be invariant to the unit of 
measurement for the prices. 

______ 
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3 MARKET INTEGRATION 

While measuring, the degree of substitution is the preferred way of deter-
mining to what extent commodities compete; the development or changes in 
prices over time provides valuable information on the relationship among 
commodities. The importance of prices in defining markets was recognised 
early on by Cournot, who in 1938 defined a market: 

 
It is evident that an article capable of transportation must flow from the 

market where its value is less to the market where its value is greater, until 
difference in value, from one market to the other, represents no more than 
the cost of transportation (Cournot, 1971). 

 
Similar definitions have been provided by, for example Stigler (1969) 

and others. Stigler maintains the spirit of Cournot in defining a market as 
“the area within which the price of a commodity tends to uniformity, 
allowance being made for transportation costs”. The concept also applies to 
product space, where quality differences take the place of transportation 
costs (Stigler and Sherwin, 1985). 

 
To motivate the Law of One Price (LOP) and price-founded definitions of 

a market, Figure 1 sketches the equilibrium for two markets. Prices in both 
markets are initially normalised at P. Assume then that there is a supply 
shock in Market 1 that shifts the supply schedule to S1′, giving p′ and q1′ as 
new price and quantity. This causes the price to decrease while the quantity 
increases. What happens in Market 2 depends on the degree of substitution 
between the two commodities.5 If there is no substitution possibility between 
the two markets/commodities, there will be no change in price and quantity 
in Market 2. If the goods are perfect substitutes, the demand schedule in 
Market 2 is shifted down to D2′ as consumers substitute commodity 1 for 
commodity 2, and the fall in price is just enough to equilibrate prices in both 
markets at P′. (This is LOP). If the goods are imperfect substitutes, the 
demand schedule is shifted down somewhat, say to D2′′, but not enough to 
equate prices in the two markets. 
 

As mentioned, the strength of the influence of the shock in Market 1 on 
Market 2 is normally measured by the cross-price elasticities.6 However, one  
 

 
5For completeness one should also mention that if the demand schedule in Market 2 shifts 
upwards, the two goods are complements 

6The same story can be told based on a demand shock, but here it is the producers that 
potentially adjust their supply. 

______ 
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Figure 1. Potential Market Interactions between Two Markets. 

can also look at the effect of the supply shock only from the price space. The 
price change in Market 1 can impact price in the other market in a number of 
ways. If there is no substitution effect, the demand schedule does not shift 
and there is no movement in price in Market 2. If there is a substitution 
effect the demand schedule in Market 2 shifts down, and the price in this 
market shifts in the same direction as the price in Market 1. At most the price 
in Market 2 can shift by the same percentage as the price in Market 1, that is 
LOP holds, and relative prices are constant. Hence, with respect to structural 
information about a market, analysis of relationships between prices can 
provide us with information on whether the two markets (goods) do not 
compete, whether they are imperfect substitutes or whether they are perfect 
substitutes so that the relative price is constant. This is the basis for the 
hypotheses we want to test when investigating price relationships.7 

 
Several studies have pointed out that the adjustment towards a new equi-

librium can be delayed by adjustment costs (Goodwin, et al., 1990). A dyna-
mic adjustment model is used to investigate this relationship and can also  
be used to determine whether the adjustment process is bi- or unidirectional. 
If causality goes only in one direction, this can be interpreted as price leader-
ship for the price that does not adjust. This is possible if there is one central 
market that affects the price in smaller regional markets.8  

 

 
7A negative relationship between the prices implies complements.  
8In product space, the quality of one commodity is the reference quality. 
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It is common in studies of market integration to perform the analysis on 
the logarithms of prices, and we will proceed using this transformation. 
Given time series on two prices, say, pt

1  and 2
tp , the simplest specification 

to test for market integration is 
 

1 2
t t tp a bp e= + + . (10) 

 
A null hypothesis that b = 0 is a test that no substitution possibilities 

exist. A null hypothesis that b = 1 is a test for constant relative prices and 
LOP. The constant term a is the logarithm of a proportionality coefficient, 
and is zero if the prices are identical with exception of the arbitrary devia-
tions caused by the error term. A non-zero constant term is in most cases 
interpreted as transportation costs or quality differences, which then are 
assumed to be constant.9 Economic theory gives little guidance as to the 
choice of dependent variable, and the test is therefore often repeated by 
interchanging price variables in Eq. 10.10 

 
In the early 1980s, several authors argued that adjustment could be costly 

and therefore take time. To account for this, models were introduced with 
variable specifications that could distinguish between short- and long-run 
effects. This test is performed by first running the regression:11 

 
1 1 2

1 0

m n

t j t j i t i t
j i

p a b p c p e− −
= =

= + + +∑ ∑ . (11) 

 
The lag structure on prices is chosen so that et is white noise. The data 

support a hypothesis that there is a relationship, or in statistical terms that 
pt

2  causes pt
1 , if a joint test that all ci parameters are zero is rejected.12 

Interchanging price variables in Eq. 11 allows a test of the null hypothesis 
that pt

1  causes pt
2 . In this dynamic specification, test results based on 

different dependent variables have an economic interpretation. If one price 
causes the other while the opposite causality does not hold, this is evidence 
of price leadership. If causality is not observed in any of the equations, this is 

 
 9Some authors argue that the assumption of constant transportation cost is too restrictive, and 

can at times cause tests to show less market integration than there actually is. For instance, 
Goodwin, Grennes and Wohlgenant (1990) show closer market integration when trans-
portation costs are explicitly modelled. 

10This also gives rise to a simultaneity problem that often is acknowledged, but otherwise 
ignored. A good discussion can be found in Goodwin, Grennes and Wohlgenant (1990). 

11In some cases, exogenous variables that represent common trends for the prices are also 
included. 

12This is in econometric terms a test for Granger causality (Granger, 1969). 
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evidence that the goods are not in the same market. A test for a long-run 
LOP relationship corresponds to a test that the restriction 1j ib c+ =∑ ∑  
holds. What is more, if the restrictions co = 1, ci = 0 and bj = 0, for all ∀ij > 0 
cannot be rejected, this is evidence that LOP holds in a static sense, and 
hence Eq. 11 nests Eq. 10. 

 
In the 1980s, economists became increasingly aware that most economic 

time series are non-stationary. This means that normal statistical inference is 
not valid for linear regressions on nonstationary data and casts doubt on the 
reliability of early results obtained using the approach described earlier. In 
general, for non-stationary data there will be no linear long-run relationship. 
However, if the data series in question have common stochastic trends, the 
linear combination of two non-stationary data series can be stationary and 
the data series are said to be cointegrated (Engle and Granger, 1987). 

 
There are two common approaches to testing for cointegration: the Engle 

and Granger (1987) test and the Johansen (1988) test. The Engle and Granger 
test is a straightforward regression procedure. However, there are two prob-
lems with this test. First, it is subject to the same normalisation problem  
in setting the dependent variable as with stationary data. Second, and more 
serious, is that normal statistical inference and tests for LOP are not valid, 
although cointegration tests for a (substitution) relationship between two 
commodities are possible. These problems are avoided when the Johansen 
approach is used. 

4 DEMAND ELASTICITIES FOR FISH 

Modelling and estimating demand elasticities for fish have a long history 
starting with the classic study by Bell (1968). Over time, and particularly 
from the 1980s, there has been a multitude of demand studies covering a 
wide rage of markets and species.13 Wessells and Anderson (1992) provide  
a good review of this literature through the early 1990s. There are also a 
number of studies that investigate the relationship between seafood and other 
food commodities (e.g. Salvanes and DeVoretz, 1997; Johnson et al., 1998). 
Depending on the model specification used, elasticities or flexibilities are 

 
13See e.g. Asche, Salvanes and Steen (1997), Barten and Bettendorf (1989), Bjørndal, Gordon 

and Salvanes (1994), Bjørndal, Salvanes and Andreassen (1992), Eales and Wessells (1999), 
Hermann, Mittelhammer and Lin (1992), Jaffry, Pascoe and Robinson (1999), Kinnucan and 
Myrland (2002a), Zidack, Kinnucan and Hatch (1992). 
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reported. In some studies, flexibilities are estimated in the model and used to 
calculate and report elasticities.14  

 
A review of the literature shows substantial variation in reported demand 

elasticities over species, model specifications, market levels investigated  
and level of aggregation over species (Schrank and Roy, 1991). In general 
and for most species, product groups and product report both elasticities and 
flexibilities from a common data set. The reported summary statistics are  
to some extent comparable, although for this data set the inverse demand 
system is supported by statistical testing. In any case, they report that the 
magnitude of the inverted flexibilities is substantially higher than the unitary 
elasticities measured. This suggests that elasticities measured directly from 
the model may be substantially lower than indirect elasticities calculated as 
inverse flexibilities. Moreover, it is likely that the difference is larger the 
more elastic the inverted flexibilities.  

 
Estimates of elasticities at different market levels appear to show less 

elastic response at the retail level compared with the ex-vessel level. This 
generalisation must be interpreted carefully as different model specifications 
are commonly used at different points in the marketing chain. In addition, 
more recent studies report less elastic results, which may be caused by an 
identification problem between shifts in the demand curve (the result of 
increased and more competitive advertising) and movements along a demand 
curve. 

 
In studies15 where retail level data are used in quantity-dependent demand 

systems, reported elasticities vary closely around a value of –1.0. There are 
certainly deviations and more valuable fish have more elastic demand. 
However, the aggregation level for the data used in these studies is relatively 
high, and this would tend to make demand less elastic. This is because 
substitution possibilities are larger the less aggregated the data.  

 
Whitefish and related species, particularly plaice and sole, were the group 

of species that obtained most attention early on. This can be explained by  
the large importance of these species when measured by value. Research 
attention was first directed at the fisheries of the Georgia and Grand Banks 
off the Atlantic coast of the USA and Canada. The seminal study of Bell 

 
14The inverse of a flexibility will be a consistent estimate of the elasticity only if the good in 

question has no substitutes. Otherwise, the inverted flexibility will provide a lower bound 
for the elasticity (Houck, 1965). 

15See e.g. Wessells and Wilen (1994), Eales, Durham and Wessells (1997), Johnson, Durham 
and Wessells, (1998). 
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(1968) indicates elastic demand for all the species using price-dependent 
models. However, with the exception of ocean perch, which seems to be 
very odd, the magnitude of the elasticities is not too high. When one takes 
into account that a price dependent specification is used, the true elasticities 
are not likely to be very elastic and most likely not smaller than –2. Tsoa  
et al. (1982) contradict Bell’s results in indicating that the demand elasticity 
for cod fillet is highly inelastic (–0.46), and also find demand for redfish 
fillets to be inelastic. However, it should also be noted that the results of 
Tsoa, Schrank and Roy have been disputed (see Crutchfield, 1986). This 
dispute is interesting as it describes some of the difficulties confronted when 
estimating elasticities for seafood. Other studies of whitefish and flounders 
vary in their estimates, but in general the elasticities are either about –1.0 or 
more elastic.  

 
Demand for salmon has received serious attention by researchers. This is 

not surprising given that Pacific salmon has always been among the world’s 
most valuable fisheries, and salmon is one of the most successful species  
in intensive aquaculture. The first studies were carried out in Canada and  
the USA, with focus on wild Pacific salmon and the potential competition 
from salmon aquaculture (see, e.g. DeVoretz, 1982; Kinnucan and Myrland, 
2002b). Most of these studies report a demand elasticity for salmon that is 
highly elastic. However, DeVoretz found that the demand for canned salmon 
is substantially less elastic than the demand for fresh/frozen salmon. 

 
Asche (1996) reports a general trend in the demand for salmon being less 

elastic. This is possible due to the total supply of salmon (both wild and 
farmed) increasing threefold from the early 1980s. However, Bjørndal et al. 
(1992) argue that generic marketing has led to an outward shift in demand. 
Based on these studies, it seems reasonable to assume that the demand 
elasticity for salmon is near –1.0. However, the elasticity does vary by 
product form and species, and demand for frozen Pacific salmon seems to be 
inelastic.  

 
Catfish is another species where aquaculture production has increased 

substantially. Catfish is a low-value species and despite successful generic 
advertising, Kinnucan and Miao (1999) argue that the elasticity has become 
less elastic with increased supply, indicating a movement along the demand 
schedule.  

 
It is somewhat surprising that we do not observe the same tendency for 

whitefish. One of the main features of the whitefish market since the mid-
1980s has been the increased internationalisation and the introduction of 
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Alaska pollock and Pacific hake to this market (Myrland and Vassdal, 1998). 
Further investigations are needed to account for the changes in the market.  

 
Tuna is a species of major importance, yet demand for tuna has received 

little attention. Wessells and Wilen (1994) and Johnson et al. (1998) indicate 
that retail demand for tuna in Japan is close to –1, but inelastic. Wallström 
and Wessells (1995) indicate that demand for canned tuna in the USA is 
highly inelastic. 

 
Several other species like crawfish, scallops, shrimp, shellfish, halibut, 

lobster, cuttlefish, crabs, crustaceans have received some attention. However, 
as estimates exist from only one or a few studies it is not possible to gene-
ralise. The only obvious trend is that high-valued species tends to have more 
elastic demand.  

 
In several studies, particular for whitefish and salmon, different product 

forms are also studied. It seems hard to generalise the results, with the 
exception that demand for canned products is more inelastic than demand for 
other product forms. It also seems like the fresh product form tends be the 
most elastic.  

 
Johnson et al. (1998) address the issue of competition between meat 

products and seafood products. Estimating systems which contain both types 
of product is important if the two types of products are not separable for the 
consumers. While the results are somewhat mixed, one can conclude that the 
substitutability between seafood and meat products is rather limited. 

 
So far we have focused only on own-price effects. However, in most 

cases one also needs information about substitution effects as measured by 
cross-price elasticities or flexibilities. Although it is difficult to generalise, it 
is clear that most seafood products have substitutes. As expected, similar 
species and product forms tend to be the closest substitutes. For instance, 
different species and product forms of salmon tend to be closer substitutes 
than any given salmon category and other seafood species/products. 

5 EMPIRICAL MARKET INTEGRATION STUDIES 

There are a number of variations in the econometric approach used for market 
integration, but the common feature is a test for cointegration between at least 
two different prices. Some studies provide additional testing for LOP, leading 
prices, central markets and speed of adjustment after a price shock. 
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The first study to appear with respect to seafood that we are aware of is 
Squires et al. (1989) who studied the relationship between sablefish prices  
in Japan and the USA. They find that the Japanese and Alaska markets are 
integrated, whereas the US west coast is a separate market. This study is also 
notable as being the only one that treats prices as stationary. 

 
Gordon et al. (1993) is the first in a string of studies that investigate the 

relationship between salmon, cod and other species, and are also the first to 
find that salmon is a separate market from wild fish (see also Asche et al., 
2002). 

 
As in demand studies, salmon is the most studied species using cointe-

gration analysis. Asche (2001) and others provide evidence that there is a 
global market for salmon including farmed as well as wild salmon. However, 
Clay and Gordon (1999) show that in the USA, the different regional 
markets are segmented. Asche and Guttormsen (2001) look further into the 
micro-structure showing that although there are seasonal variations in the 
price for different weight classes of salmon, prices are highly correlated. In 
total, these studies indicate that there is an integrated market for salmon both 
globally and for different product forms, and as such, all forms of salmon  
are competing in the same market. Each product form or species need not  
be directly substitutable with any other, but there are so many species and 
product forms that are substitutable, that there is a link in the price formation 
process. 

 
The whitefish market has also received substantial attention. These 

studies indicate that all product forms of cod compete, although fresh cod is 
somewhat weaker related to the other product forms such as frozen, frozen 
fillets, wet salted and dried salted cod. Cod is also a part of a larger white-
fish market that includes haddock, saithe, hake and pollock. The keenest 
competition seems to be at the international trade/wholesale level, as the 
competition appears less intense at the ex-vessel level. Still, Asche et al. 
(2002) find a high degree of price transmission between the different levels 

 
While salmon and whitefish are the most studied species, there are also 

studies investigating market integration either spatially or in product space 
for several other species and product forms, for example the study by Bose 
and McIlgrom (1996) of tuna in Japan. 
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6 CONCLUDING REMARKS 

In this chapter, a review of demand and market integration studies for fish 
and seafood products is presented. With a few notable exceptions, the demand 
for fish and seafood received little attention until the mid-1980s. However, 
henceforth a number of studies, using a number of different methodological 
approaches, have been carried out. This research has vastly increased our 
knowledge about fish and seafood markets, in particular for salmon and 
whitefish. 

 
Estimating demand elasticities and testing for market integration is an 

empirical exercise with each study focusing on a specific market in a given 
period of time. This is a problem as it provides information only about a 
given market for a given time period, and there is no reason why the demand 
for salmon in Japan should show similar characteristics for example to the 
demand for cod in the UK. Moreover, a number of different model speci-
fications have been used, making it even more difficult to compare across 
studies.  

 
Nevertheless, the demand in most markets appears to be price-elastic. 

This is good news for the seafood industry in general as it implies that total 
revenue will increase as production continues to increase. However, it also 
implies that the market will give little help for conservation measures, as 
fishermen’s income will fall if landings have to be reduced.  

 
For species with a rapidly increasing production, like new aquaculture 

species such as salmon and catfish, the demand gets less elastic with increases 
in supply. Hence, even though there is substantial evidence of successful 
generic marketing campaigns, it seems like lower prices facilitated by produ-
ctivity improvements are more important in terms of increasing the quantity 
sold of these species. 

 
Notwithstanding the many demand studies that have been carried out, there 

are gaps in our knowledge about the demand for seafood products. Perhaps the 
most serious is the lack of studies on the demand for seafood products from 
developing countries. Developing countries are of increasing importance in 
seafood production, international trade in fish and in own demand. 
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MODELS FOR STRATEGIC FOREST 
MANAGEMENT 
Informed by Strategic Perspectives 

Eldon A. Gunn 
Department of Industrial Engineering, Dalhousie University, Halifax, N.S., Canada 

Abstract Strategic forest-management models are models that assist strategic decision 
makers in examining forest strategy. There is history of long-term linear 
programming and related models being seen as strategic. However, strategy is 
broader than just the forest-management process. As a result, a large number 
of ecological and economic models may also inform the forest-management 
process. As we change our perspective on what strategic issues are important, 
this may require us to think about both the formulation and use of the strategic 
models. 

Keywords: Management, linear programming, simulation, strategy 

1 INTRODUCTION 

In forestry, “strategic”, in reference to planning and modelling, is often used 
as a synonym for long term, even though not all strategies are long term, nor 
is all long-term planning strategic. The term strategic forest-management 
model usually refers to the linear programming and simulation models, used 
by almost every corporate body and government agency that manages forest 
land holdings. These are among the most widely used models in operations 
research. Much has been written on the use of certain models in the forest-
management planning process in government agencies. On the other hand, 
although most forestry companies use these models, relatively little is written 
about this use by private industry. 

 
In spite of this history, some negativity can to be found in the literature. 

Some may be unavoidable in a milieu of government policy formation, but 
some is due to a failure to distinguish between strategy in forest-management 
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and strategic models. Strategy is something management does; it is not the 
result of running a computer model, although models can be useful to ana-
lyse consequences of a strategy. Models used in strategic planning are 
typically models of management control of a strategy.  

 
Strategic forest-management models focus on the interaction between 

forest-management decisions, such as harvest and silviculture scheduling, 
and issues such as sustainability and economic returns from the forest.  
The long-term supply of timber products has often been a primary focus. 
One strategic theme that permeates forestry today is sustainable forest-
management (SFM) with an increased emphasis on ecosystem management 
and a decreased emphasis on timber.  

 
Interestingly, the strategic models have tended to treat both the economic 

environment and the productive capability of the land base as givens that are 
unaffected by the forest management decisions. The use of simulation 
models aimed at understanding forest productivity has been growing in both 
analytical and advocacy roles. These models have had limited involvement 
from operations researchers and even foresters. The emphasis has been on 
forest growth dynamics and ecology. In forest economics, the emphasis has 
been less on forest management than on land values and the markets for 
forest products. However, important models, based on partial equilibrium 
analysis, attempt to understanding how scarce resources eventually translate 
into market prices for both products and forest land. Some of this resource 
scarcity is, of course, due to changing views on ecological sustainability. 
Sections 3 and 4 provide a short discussion of ecological and economic 
models, before we examine the linear programming and simulation models 
in Section 5.  

 
Much of the focus of the strategic models has been on a formulation that 

describes what types of treatments, in which stand types, and when to carry 
them out. However, the strategic context has been that of land availability, 
definitions of sustainability, required cover conditions, and allowable treat-
ments. What seems obvious is that the ecological context will require more 
attention to where treatments occur. This can also be true as economic issues 
come to the fore. In Section 5, our discussion of the strategic model points 
out some of the relations between formulation and strategy 

 
There is a very large literature on the use of models for analysis of forest 

management strategy. Davis et al. (2001) textbook is required reading. 
Greber and Johnson’s (1991) theme of examining the perspective behind  
the analysis is important for strategic forest decision makers, although the 
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emphasis on “overcutting” is a little dated. Weintraub and Bare (1996), and 
Martell et al. (1998) and are two overview papers with an emphasis on stra-
tegic forest-management models that can help give additional perspective. 

2 STRATEGY, SUSTAINABILITY, AND MODELS 

2.1 What is Strategy? 

Strategic planning is often depicted as a formal rigorous process, designed to 
position the enterprise in some advantageous way. However, Mintzberg 
(1989) depicts strategy as a craft in which past experience and present 
creativity combine to develop strategy for the future. Strategy formation  
is seldom if ever programmed (see Mintzberg, 1994). Realized strategy  
is a combination of intended strategy and emergent strategy, a pattern of 
behaviour that emerges from the organizational culture. Anthony’s (1965) 
juxtaposes strategic planning with “management control”, the “process by 
which managers assure that resources are obtained and used effectively  
and efficiently in the accomplishments of the organizations objectives”. 
Anthony, like Mintzberg, is clear that there can be no normative theory of 
strategy development. Strategy development is a creative, irregular, oppor-
tunistic activity. 

 
An issue that inevitably comes up in discussions of forest-management 

strategy is “whose strategy?”. If strategy is not a computation, then there  
are strategic decision makers who develop and adopt the strategy, and  
the analysis needs to be put in terms of their responsibilities. Typically, 
people who deal with long-term and large-scale strategy are not the same 
people who deal with short- and medium-term operations and tactics. 

2.2 Sustainability 

The public goods aspect of forests provides a second perspective of “whose 
strategy”. Forests provide multiple benefits to society. Many argue that 
forests need to be managed taking into account the interests of stakeholder 
groups. The Working Group on Criteria and Indicators for the Conserva-
tion and Sustainable Management of Temperate and Boreal Forests (the 
“Montreal Process”) was formed in Geneva in June 1994. The criteria and 
indicators from this international agreement (see Montreal Process Working 
Group, 2004) now lie behind the strategic efforts of many organizations. The 
Montreal Process Criteria include i) Conservation of biological diversity, ii) 
Maintenance of productive capacity of forest ecosystems, iii) Maintenance of 
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forest ecosystem health and vitality, iv) Conservation and maintenance  
of soil and water resources, v) Maintenance of forest contribution to global 
carbon cycles, vi) Maintenance and enhancement of long-term multiple 
socio-economic benefits to meet the needs of societies and vii) Legal, insti-
tutional, and economic framework for forest conservation and sustainable 
management. Only two criteria (vi and vii) mention economic issues. The 
public goods aspect of these indicators implies that there are likely to be 
many players, each with their own strategies. Thus strategic planning may 
include not only those who make strategic decisions but also stakeholder 
groups whose interests are affected by these decisions.  

 
Some have argued that adaptive forest management involves feedback 

processes that, using similar indicators to the Montreal process, lead to a 
form of automatic control (see Gunn, 2004). However, leading economists 
(see Arrow et al., 2000) have argued that tradeoffs exist between economic 
and ecologic values and markets do not resolve these tradeoffs in an auto-
matic fashion. Gunn (2004) indicates that it is unlikely feedback systems can 
be controllable or stable. Thus, SFM needs management to be achieved. As 
Mintzberg points out, the essence of management is making strategic choice. 

2.3 Models in the Strategy Process 

What then is the role of models in the strategy process? Strategy needs 
management control in its implementation. Implementation sheds light on 
the strengths and weaknesses, costs, and benefits of a strategy and suggests 
to management the need for modifications to the strategy, closing the feed-
back loop. Models of the management control process, similarly, serve to shed 
light on the strategy. Models cannot set our values and wants; the framing of 
these is strategy. However, models can reveal some of the biological and 
economic consequences of proposed actions.  

 
There has been discussion of decision support systems (DSS) for stra-

tegic planning of forest ecological management (e.g. Rauscher, 1999). This 
suggests a view that strategic decision-making can be systematized. Most 
successful implementations of DSS technology are in routine operational 
decision-making (see Holsapple and Whinston, 2000), not strategy. Quantita-
tive analysis of the consequences of strategic decision is consistent with ideas 
in Anthony and Mintzberg; systematized strategic decision-making is not.  

 
An important question is the level of detail required in strategic analysis. 

Sometimes, emphasizing the details of a process loses the perspective of 
simple concepts and large-scale trends (Nelson, 2003). Anthony (1965) points 
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out the issue of confusion by detail. Modellers, in an effort at “accuracy” 
often attempt to include detail at spatial and temporal resolutions that are not 
meaningful to the strategic decision makers. This occurred in the manufac-
turing literature more than 40 years ago (Silver et al., 1998, Chapter 13). 
Hierarchical planning (Gunn, 1991) has been a way of ensuring that the 
model focus and modelling detail are consistent with the needs of the 
strategic decision maker. 

3 MODELS OF THE ECOSYSTEM 

The first four criteria of the Montreal process require that SFM maintains the 
ecosystem in a healthy condition. This suggests that models of ecosystem 
condition will be an important part of developing a forest-management 
strategy. Historically, forest-management strategy has taken the ecosystem 
as exogenous and mostly worried about managing trees. A number of models 
have been developed for projecting how the ecosystem will evolve over 
time. Deutschman et al., 1997 gives a nice introduction to the field. The 
primary aim of these models is to understand forest succession and 
productivity, starting at the stand level and extending to the landscape level. 
The literature is very large and a serious review is outside the scope of this 
paper. Forest operations researchers have also tended to view these models 
as outside the scope of strategic models. 

3.1 Gap Models 

The best known of such models are the “gap” models, also referred to as the 
JABOWA models (see Deutschman et al., 1997). One of the later models in 
this series is Zelig (Urban, 1990). Gap models are aimed at a stochastic 
simulation of detailed ecosystem processes. A forest stand is simulated as a 
series of cells, where one cell is about the size that would be occupied by a 
single mature tree (approximately 10 m2 in many models). Typically, 
individual tree characteristics, as well as the characteristics of the canopy, 
are simulated. Initial distributions of tree species, sizes, and heights, as well 
as detailed soil characteristics, are the starting point. As trees grow and leaf 
litter accumulates, soil characteristics change. Light access for the trees is a 
key issue. The simulation takes stand slope and latitude as exogenous. As 
trees die, they create gaps with increased access to light. Each species is 
described as having different requirements for light and nutrients. A single 
cell is not sufficient to model light interference from tall trees and seed 
dispersal. For temperate forests, the zone of interaction may extend over 5–6 
cells (Urban et al., 2000). Simulations typically involve grids ranging from 

321



Eldon A. Gunn

100 to 2,500 cells and may take a long time to arrive at a steady-state 
distribution of key measures, more than 2000 1-year periods in some cases.  

 
Forest ecosystems are modelled as a coupled set of stand models (e.g. 

FACET, Urban et al., 2000). Although the gap models are highly dependent 
on spatial relationships, the ecosystem models developed from them are 
often not. The SORTIE model (see Deutschman et al.,) is an example of a 
model that is spatial at both the individual tree and stand levels. 

3.2 Landscape Models 

Because some ecosystem processes, such as fire, wind, and insects, are 
themselves highly spatial, some landscape ecology models emphasize spatial 
issues. LANDIS (Mladenoff, 2004) is a cellular simulation model but the 
cells are typically larger and cover the entire landscape. The within-cell 
succession is generally not as detailed as the gap models, although He et al. 
(1999) report using a gap model to estimate the within-cell processes in a 
LANDIS model of landscape response to climate warming. Ecosystem/ 
landscape models typically have been used to study natural disturbance, but 
this is changing. Gustafson et al. (2000) report using harvest rules within 
LANDIS to model joint forest succession and timber harvesting. Simulations 
of 50 ten-year time periods for 25,143 stands on a map representing 262,080 
ha (60-m cell, 728,000 cells) with 23 tree species, 4 size classes (seedling, 
sapling, pole, saw log) and 6 prescriptions to 6 management areas are 
reported to take about 6 h using a 450-MHz Pentium processor. The model 
was used to study the landscape response to wind and fire regimes under no 
harvest, clearcutting, and uneven age management options. 

 
There has been ongoing debate on accuracy and appropriateness of land-

scape process models (see Larocque, 1999) and the papers in that volume). 
Mladenoff and Baker (1999) is a comprehensive survey of ecosystem 
models, tracing the development from gap tree level and stand level models 
through to complete landscape level models. Urban et al. (1999) explains the 
process of putting together a landscape level simulation from a gap model. 
The gap models are not the only way of getting at forest development. The 
Forecyte/Forecast series of models (Kimmins et al., 1999) emphasize the 
ability to model other processes, such as soil and moss development, in 
addition to tree processes.  

 
To date, these simulations have been developed primarily from a per-

spective of ecological modellers, with a limited orientation to management 
control. The methodology is not the discrete event simulation familiar to 
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most operations researchers but rather more a simulation of a set of sto-
chastic differential equations. However, forest operations researchers need  
to be aware of this work. The linear programming models and simulation 
models discussed later assume that site capability is constant and unaffected 
by management. They also implicitly assume that characterization of eco-
logical health can be expressed as aggregate constraints on cover charac-
teristics. The models discussed here are based on a view that site capability 
and ecological health are more complicated than this.  

 
Traditionally the forest-management community has used simulation 

models to investigate various strategies of forest regulation (see Davis et al., 
2001) using concepts such as binary search on harvest levels to develop  
a notion of sustainability. The ecological models discussed here are much 
more detailed in their simulation of ecological processes, although their 
simulation of forest growth and the consideration of a host of management 
scenarios is still less sophisticated. Nonetheless, there does appear to be a 
trend developing of using these types of models as part of the strategy 
process (e.g. see Gustafson and Rasmussen, 2002). Whether the level of 
detail in these models is appropriate for strategic planning remains to be 
seen. 

4 MODELS OF THE FOREST ECONOMIC SYSTEM 

If current forest strategy is focusing on the ecosystem, much of the past 
strategic forest management has been based on the view of the forest as a 
resource base for industry. Economic issues start with the economic rent that 
can be earned from forested land. If the forest rent is not higher that that 
from other land uses, it is unlikely to remain forested. Land is not the only 
issue. The relative location of forest production and the nature and capacity 
of markets are also important strategic issues. 

4.1 Stand Level Economics 

Economic perspectives have had a dual viewpoint of both determining the 
optimal sustained economic (timber) yields of the forest and also deter-
mining the economic rent that land is capable of earning. This work has a 
very long history (e.g. Hellig and Linddal, 1997) Samuelson (1976) is a 
modern source, while Buongiorno (2001) and Zhang (2001) continue the 
analysis, emphasizing the role of uncertainty.  
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The basic problem is the “rotation age” of a forested stand. Under some 
prescribed method of forest management, there is a function V(t) = (V1(t), 
V2(t), … , VK(t)) giving the volume per hectare for up to K classes of timber 
for a stand that has been allowed to grow for t periods. A function p(V(t)) 
gives the end of period discounted future value of all cash flows in the 
interval [0,t] if the stand is managed during this interval and harvested in 
period t. For a given forest type and site capability, an infinite series of 
rotations, starting from bare land, which will then have a net present value of  
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The maximizing value T* is the optimal rotation and NPV(T*,r) is the 
maximum net present value per hectare that this stand is capable of pro-
ducing. The average annual yields V(T*)/T* give a concept of sustainable 
yields. These models also produce policy in the form: “if T ≥ T*, then end 
the rotation through a regeneration harvest and start again from age 0”.  

 
The T* and the NPV(T*,r) depend on many factors such as (i) r, the time 

value of money, (ii) the silvicultural techniques applied and the wood 
volume response, (iii) the set of products produced, (iv) the harvesting, 
sorting and manufacturing choices available, and (v) the price of forest 
products. Different strategies will produce different values of T*. By modi-
fying the model slightly, using a Hartman-like analysis such as Koskela and 
Ollikainen (2001), amenity value of standing timber influence both T* and 
rent. These amenity values range from recreation, scenic beauty, and eco-
logical and watershed effects.  

 
Note that each stand type and site capability will have its own optimal 

policy and yields. Applying these across all the stands in the forests gives 
state dependent, forest level analysis. Since the rotation period and yield 
depend on a plan of stand management, a variety of management plans/ 
silviculture strategies can be investigated. The analysis can be extended to 
stochastic settings (Buongiorno, 2001).  

 
Since these models are based on infinite horizon analysis, the policies are 

inherently sustainable at the stand level, so long as the rotations chosen do 
not lead to deterioration of site capability. The response to price, to discount 
rates or to constraints on rotation periods is clear and unambiguous and pro-
vides an upper bound on the rent the actual system can achieve. These models 
probably are not used as much as they should be for strategy analysis. The 
reason they aren’t is mainly because of irregularity of wood supply, not 
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forest sustainability. With no inherent coordination mechanism, the irregular 
wood supply may not be compatible with the needs of a forest products 
industry. Habitat requirements for certain species (e.g. Rempel and Kushneriuk, 
2003) and the requirements for forest cover to provide appropriate water 
quality and quantity (e.g. Alila and Beckers, 2001) may also require patterns 
of forest cover across various landscapes that do not naturally arise from 
stand level analysis.  

 
Strategies that require a steady flow of wood products, or that consider 

habitats and watershed conditions, require different modelling capabilities. 

4.2 Models of Forest Products Markets 

There is another side of forest economics that the standard strategic models 
do not address. Production of forest products assumes a forest product market. 
Supply and demand economics imply that production levels affect market 
prices. Substitution is also an issue. Timber of a given type and size can may 
be restricted to certain markets; some markets can use a variety of types and 
sizes. 

 

There is a long history of the use of partial equilibrium models that 
integrate forest-management strategies and economic development stra-
tegies. Perhaps the best known is the Timber Assessment Market Model 
(TAMM) (Adams and Haynes, 1980). This model uses a partial equilibrium 

 
Both TAMM and NAPAP are spatial equilibrium models (Takayama and 

Judge, 1971). The basic model structure can be represented as the following 
mathematical programming problem, although in the case of NAPAP, there is 
also a manufacturing component in addition to the transportation component: 
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This has lead to the linear programming and simulation models. However  as
Pareds and Brodic (1989) Print out, there are strong connections between 
these stand level models and the forest level models.

pulp and paper industry North American Pulp and Paper (NAPAP) that use a 
similar equilibrium concept but a different mathematical approach based on 

the US Resources Planning Act timber Assessments (see Adams, 2002). In this 
work, they are assembled into a large, complex suite of models which includes 

modelling calculation to calculate a set of prices, timber supplies, and timber 

not only NAPAP and TAMM, but also AREACHANGE, a model designed to 

demands that are in economic equilibrium in a given period. TAMM deals 

forecast the potential changes in forested area and ATLAS, a model designed to 

Gilless and Buongiorno (1987). These models have been in long-term use in 

provide an estimate of timber availability in each region by period and to project 

with solid wood product uses in the economy. There are also models of the 

the change in forest timber availability after the harvests and following growth. 
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Where Di (.) and Sj (.) are demand and supply curves respectively, Qi j is the 
amount transported to demand region i from supply region j, Qi

D is the 
quantity consumed in region i, Qj

S is the quantity produced in region j, and ci j 
is the cost of transportation from region i to region j. The rational behind the 
objective is a maximization of consumer surplus plus producer surplus minus 
transportation costs as discussed in Samuelson (1952). The supply sector is 
actually not just a simple curve. It involves capacity, inventory, and stump-
age price interactions.  

 
The computation of equilibrium can be challenging in such models. The 

TAMM model is based on reactive programming in which prices are adjusted 
in response to an imbalance in supply and demand until equilibrium is obtained. 
These methods have been used in TAMM over many years. However, they 
are difficult to extend to more complex markets. The NAPAP model is based 
on the “price endogenous linear programming” (PELPS) (Lebow et al., 
2003) concept originally developed by Buongiorno and Gilless (1984). Here, 
the demand curves and the supply curves are replaced by step functions: 
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with pi1> pi2> … . Since the linear programming model will choose the high-
value consumption qi1 before it chooses the qi2, the solution will correspond 
to the demand curve. Thus, linear programming represents a robust solution 
algorithm for these equilibrium problems, subject only to the errors intro-
duced from the step function approximation.  
 

These equilibrium models have found wide application in a variety  
of settings. Sohngen and Sedjo (1998) review four large-scale models. 
Buongiorno et al. (2003) and Kallio et al. (2004) are similar examples in a 
European and global context. Although these large scale econometric models 
go beyond what many foresters think of as forest-management strategic 
issues, clearly modelling capabilities do exist that can take into account the 
market price effects and transportation costs due to modifying forest outputs. 
These models take as given the available forest production in a single period 
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and calculate the market response. This is in contrast to the models discussed 
below that assume markets for forest products are not an issue. 

5 MODELS OF FOREST LAND AND ECOSYSTEM 
MANAGEMENT 

What most foresters think of as the basic tools of strategic forest planning 
are models that give a long-term response to forest-management inputs. Two 
classes of such models are linear programming and simulation models, 
although the distinction between the two blurs at times. We often see linear 
programming used as a way of simulating the consequences of restricting 
harvest techniques or constraining the management in some way. We also 
see simulation models used in a binary search method to optimize harvest 
levels. 

 
Referring back to our discussion of ecological and economic models, it 

interesting to observe that these forest-management models have simplified 
views of both ends of the spectrum. The essential assumption is that forest-
management changes neither the capability of the soil to produce fibre  
nor the capability of the economic system to absorb the forest products 
produced. 

5.1 The Linear Programming Models 

In few fields has the use of linear programming received more use than 
forestry. Its use for the analysis of strategic decisions has been one of the 
prime areas of application. The USDA Forest Service has been particularly 
active in supporting the development of analysis tools based on linear 
programming. Kent et al. (1991) give an outline of the development of the 
FORPLAN system for forest-management modelling. FORPLAN began 
with Multiple Use Sustained Yield Calculation (MUSYC) (Johnson and 
Jones, 1979), evolved to FORPLAN as considerations other than timber 
became important and has since continued in its evolution to SPECTRUM 
(Greer and Meneghin, 2000). The Timber RAM package (Navon, 1971)  
has had a long history of government use and the MaxMillion package 
(Ware and Clutter, 1971) has influenced several generations of industrial 
application. These applications have spread internationally including the 
New Zealand FOLPI system (Garcia, 1984) and the JLP (Lappi, 1992) 
system in Finland. JLP is in turn part of the larger Finnish forest-
management package called MELA (Siitonen et al., 2001). One outcome of 
all this development has been a commercial software industry for forest-
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management modelling. The Woodstock/Stanley package from REMSOFT 
is one example.  

 
In spite of, or perhaps because of, its extensive use, FORPLAN has 

received much criticism as a strategic tool. Both Kent et al. (1991) and 
Rauscher (1999) have many references. Some of these criticisms are directed 
at the USDA Forest Service processes. Others are directed at the concept of a 
“normative, rational, optimization” approach (Rauscher, 1999). This appears 
to be a case of confusing the modelling tools with the process of strategy 
formation. 

 
The linear programming models have three distinct parts. The first models 

the process of forest growth and management. The second models the sus-
tainability of forest products. The third models the requirement to provide 
certain types of forest cover, usually associated explicitly or implicitly with 
some type of habitat consideration. As discussed earlier, a strategy is often 
expressed as constraints. The strategic modelling provides a framework for  
a strategic decision maker to examine the tradeoffs as these constraints  
are imposed. Linear programming is particularly useful for this analysis  
(i) because of its unambiguous calculation of feasibility or infeasibility and 
(ii) because of the availability of shadow costs that tell how much a 
constraint is costing at the margin (Dantzig, 1963).  

 
There are three separate modelling approaches to forest growth and 

management (Fig. 1). Two are the well-known Model I and Model II (see 
Davis et al., 2001). What some people call Model III is less common (see 
Garcia, 1990) but still the basis of widely used packages such as FOLPI. 
Briefly, in Model III, all stands of the same age class are aggregated. In each 
period, the land in an age class is either harvested, reverting to the regene-
ration age class, or not harvested becoming one age class older. The process 
of growth and harvesting of the forest can be represented as the flow through 
a network. Model II involves a similar aggregation of all stands. However 
the network is less detailed. The arcs (i,j) of the network correspond to a 
stand originating in a certain period i and being regeneration harvested in a 
subsequent period j. An arc of the Model II network corresponds to a path 
between two regeneration nodes in the Model III, or a path from one of the 
initial nodes to a regeneration node. Model I can be thought of as either 
aggregated or as individual stands. If aggregated, then all stands of a given 
age class are aggregated to a single node. Each arc of Model I correspond to 
a path from the equivalent node in the Model II or Model III network. From 
this point of view, the Model I, Model II and Model III networks thus are 
equivalent. However, in practice the arcs of Model II do not correspond to 
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every possible path of Model III and the arcs of Model I are usually only a 
small fraction of all possible paths. 

Figure 1. Models III, II, and I. 

At first glance, Models II and III appear to be the more efficient modelling 
frameworks. However, because Models II and III merge stands at harvest, 
validly representing growth requires a separate network for every different 
site capability (site index) and cover type (see Davis et al., 2001). To account 
for different management regions, government jurisdictions, biophysical zones 
such as riparian zones and steep slopes, or ecological districts, again requires 
separate Model II or Model III networks for each unique combination of 
attributes. This can result in very large LP models with substantial network 
constraints. Such models are known to be relatively difficult to solve.  

 
All three models are described above as if there is only one silvicultural 

regime, namely harvesting at a certain point. It is easy to model a variety  
of silvicultural regimes in Model I. Any particular path of regeneration,  
pre-commercial thinning, commercial thinning, and regeneration harvest and 
subsequent treatments, is just one arc, commonly referred to as one pre-
scription. Obviously many such arcs are possible. In most practice, only a 
few are examined, although codes such as JPL (Lappi, 1992) use column 
generation techniques to generate as many as needed as the algorithm 
proceeds. In Model II a similar comment applies in that there can be several 
alternate paths from one regeneration node to the next. In Model III, it is 
more complicated. Separate networks need to be created for each type of 
silviculture, and a transition from one network to another is created for each 
treatment. 
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5.1.1 Overall Model Structure 

Using a Model I formulation for forest growth and management, forest-
management models typically have the following structure 
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where the principal decision variables are xik, the hectares allocated to 
prescription k from analysis area I and the data are cik , the net present value 
of all future returns if prescription k is used on analysis area i, and Ai the 
total area of analysis area i. 

 
This Model I formulation, with its very simple constraints structure (1), 

can be replaced by the Model II or Model III structure, usually with a 
substantial reduction in the number of variables but at the cost of many more 
constraints and more complicated constraints. There are strategic issues in 
the choice what prescriptions to include in the various Pi. For example,  
some environmental strategies might eliminate clearcutting as a permitted 
treatment or establish a minimum rotation period?  

 
Historically the first issue has been flow constraints to ensure some sort 

of regularity of harvest flow. Thus the following equations describe the 
amount of forest products produced: 

1 1

1, , 1, , 1,
iPI

iklrt ik lrt l
i k

h x H l L r R t T
= =

= = = =∑∑  (2) 

where hiklrt is the volume of timber type l produced in region r in period t if 
prescription k is used for analysis area i, L is the number of forest product 
types, Rl is the number of regions for which product flows are of interest for 
forest product of type l, and T is the number of time periods of interest in the 
model. 

 
 
 
Then we have various possible flow constraints, examples of which are 
 

Maximize
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( 1) , 2, , 1, , 1,lrt lr t lH H t T l L r R−= = = =  (3a) 

( 1) , 2, , 1, , 1,lrt lr t lH H t T l L r R−≥ = = =  (3b) 

( 1) ( 1) , 2, , 1, , 1, .lr t lrt lr t lH H H t T l L r Rα β− −≥ ≥ = = =  (3c) 

The constraints of type (3a), (3b) are referred to as level flow and non-
declining yield, respectively. The constraints (3c) generalized the previous 
two with α > 1 and β < 1. The choice of how many timber regions and how 
many timber types are modelled is obviously part of the decision maker’s 
strategic outlook.  

 
The other types of constraints will be called habitat constraints. Others 

might call these forest cover constraints or landscape constraints. These 
constraints are of the form 

d
1 1

, 1, , 1, 1, ,
iPI

iksdt ik s t s
i k

w x W s S d D t T
= =

≥ = = =∑∑  (4) 

where wiksdt  is a habitat condition measure for wildlife type s in district d in 
period t if prescription k is used for analysis area i. Wsdt is a lower limit on 
the total amount of the condition measure, S is the number of wildlife 
habitats of strategic interest, and Ds is the number of wildlife districts (land-
scapes) of strategic interest for habitat of type s. 

 
There is obviously considerable flexibility in defining what habitats, 

districts, and wildlife type mean. Some of the habitat districts can be lands-
capes corresponding to watersheds and the constraints can correspond to a 
constraint on forest cover on the watershed. There is no reason that districts 
have to be disjoint even for a given habitat type. Neither is there any reason 
that districts need to align themselves for different habitat types nor is there 
any necessity for alignment with the forest product regions.  

 
It is worth commenting on the objective coefficients Cik. If the objective 

is maximization of net present value, then these are of the form 

1 1

,
T L

t
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where δ is a discount factor and ciklt is the net revenue produced if 
prescription k applied to analysis unit i produces forest product type l in 
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period t. If a Model I form is used, the Cik can reflect transportation costs but 
this will be problematic with Model II or Model III forms. 

 
Since these terms are linear, this implies that markets are perfectly elastic 

and no substitution of product between alternative industrial consumption. 
Surprisingly, in many applications, these issues do not seem to matter 
because the model is only directed to maximizing volume. That is Cik is just 
Vik, the total volume of all forest products produced if prescription k is used 
on analysis area i. Barros and Weintraub (1982) and Gunn and Rai (1987) 
have both used other approaches where an additional industrial sector is 
added to the model with the option of allocating one type of forest product to 
several alternative uses with differing prices. The demand sector represen-
tation ideas in PELPS (Lebow et al., 2003) could also be applied here. 

5.1.2 Sustainability, Uncertainty, Spatial representation,  
and Habitat 

These LP models have had a very large influence on how government 
foresters think about sustainability (Kent et al., 1991). Moreover, most 
forestry students have been taught to use such a model and the flow 
constraints (3a and/or 3b) are generally portrayed as the “sustainability” 
constraints. This raises interesting questions when the levels of harvest from 
the model, are lower than current. In this case, non-declining (or level flow) 
yield has required an immediate decline in harvest! Practitioners have had 
the experience of replacing the (3a) constraints with (3c) and observing a 
solution that starts at current levels, experiences a modest early decline and 
then returns to harvest levels that are both higher than initial levels and 
maintain higher standing volumes. Daugherty (1991) has also reported on 
the “declining non-declining yield”. Here the model solution is assumed to 
be implemented exactly in the first period and the model run again as if at 
the beginning of the second period. The harvests in the first period of the 
new model will usually be lower than in the second period of the original 
model because the initial model solution scheduled expensive harvests late in 
the planning horizon, at low net present value cost because of discounting, in 
order to have a high initial harvest. Once the initial harvest is taken, the high-
cost later harvests are no longer worthwhile. These are two sides of the same 
coin. The strategic decision maker needs to decide how to deal with 
intergenerational issues (Church and Daugherty, 1999) of historical harvests 
and future harvests. 

 
Traditionally models have used relatively simple breakdowns, both in 

terms of forest products, regions, habitat, and divisions. Many models use 
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only one forest products region and a very small number of product classes, 
making it impossible to represent transportation. As foresters explore strategic 
issues of sustainability, it may be important to be able to constrain harvest 
levels or forest cover conditions within riparian zones, watersheds, and/or 
various types of ecozones, as well as on a political district and management 
district basis. This has considerable impact on the utility of the three model 
frameworks. A typical situation of a 500,000 ha land base with about 
100,000 stands could easily produce as many as a thousand zone combi-
nations. Managing on the basis of ecologic and economic zones implies not 
aggregating across zone combinations, requiring a separate Model II (or 
Model III) network for each. Because the Model I framework preserves 
stand location, it is more adaptable as strategic decision makers feel a need 
to cope with increased spatial specificity. Users of Model II report very large 
models even with far less spatial representation than the example above.  

 
The three model frameworks also have different implications in treating 

uncertainty. Gunn (1991) discusses hierarchical planning using a rolling plan-
ning horizon as a way of dealing with uncertainty such as fire, or insect 
infestations. The essence of rolling planning is to replace the uncertain fire/ 
insect consumption by a mean value and being prepared to re-plan on a 
regular basis. Reed and Errico (1986) and Boychuk and Martell (1996) have 
shown that a Model III framework works very well as a way of representing 
the mean fire/insect consumption. However, there seems to be no nice way 
of representing mean fire/insect consumption in a Model I or Model II 
framework. This has left planners with the options of either ignoring these 
effects or of just treating them as an extra harvest (equivalent to reducing the 
implemented harvest from the computed Hlrt by mean fire/insect amounts). 
However, since harvests are optimized, this latter action amounts to optimizing 
the placement of the fire and insect outbreaks.  

 
The linear constraints (4) on landscape cover are unlikely to model in any 

exact way the requirements to protect the landscape or provide habitat. They 
neither approximate wildlife nor hydrological processes; they only attempt to 
constrain forest cover. As Hof and Bevers (2002) have discussed, it is often 
possible to build linear programming models that represent wildlife and 
watershed processes. However, such models are more complicated and are 
not models of the management control of strategy. Implementing a strategy 
that requires special treatment of a watershed or ecodistrict usually means 
setting some type of aggregate target constraint. Although the constraint 
does not necessarily reflect the landscape effects, the shadow cost on the 
constraint reflects the consequences on the objective function. 
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5.2 Simulation Models 

There is quite a long history of simulation used to model forest-management 
strategy. Much of the earlier work was used to model different strategies to 
achieve forest regulation using area or volume regulation (see Chapelle as 
cited in Davis et al., 2001). 

 
In most simulations, stands are given an initial description in terms of site 

capability and forest cover characteristics. Some sort of goal state is speci-
fied for each period. This is typically total harvest. Using some harvest rules, 
stands are designated for harvest until the goal is attained or until no eligible 
stands are left. The designated stands are harvested. Then all stands are 
“grown” for a period and the process repeats itself.  

 
This apparent simplicity hides the fact there is considerable flexibility in 

how a simulation is designed. Early simulations were non-spatial with land 
sharing certain cover, site, and other attributes combined together into a 
single “macro-stand”. At every period, stands of the same type, but different 
ages that are harvested during the period were merged at harvest. This is 
exactly the same as the Model II philosophy of the linear programming 
models. However, models such as LAMPS (Bettinger and Lenette, 2004), 
where individual stands are spatially represented, are now more common.  

 
Simulation can offer a lot more flexibility than LP. Among other things, 

it is possible to use detailed growth models and to implicitly offer more pres-
cription choices. In Model I or Model II LP models, harvest/silviculture 
prescriptions have to be defined in advance. With simulation, the prescrip-
tions can be defined in terms of eligibility (age, diameter, etc.). In each 
period, all eligible stands can be considered for silvicultural treatment or 
harvest. Thus, it is possible for a simulation model to sometimes achieve 
larger values of an objective than the optimal solution of a similar linear 
programming model, because, over the course of the simulation, each stand 
has more “prescriptions” available to it. 

 
There are other areas of flexibility as well. In some cases, assuming  

that management choices are made “optimally” is unrealistic. For example, 
non-industrial private forest (NIPF) owners are unlikely to target their 
harvest to age or site classes in a way that mimics optimizing behaviour. The 
LAMPS model (Bettinger and Lennette, 2004) includes some mechanisms 
for modelling NIPF. More generally, an important aspect of a simulation 
model is the ability to specify rules and priorities that control which stands 
should be treated and harvested in a given period. These rules and priorities 
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can extend the users ability to control not just the level of harvest but also 
spatial issues associated with the harvest. Put simply, if the modeller can 
think of a harvest policy, he/she can simulate it! A key area of strengths in 
simulation models is the ability to model stochastic phenomena. These 
include ongoing growth stochastics, delays in regeneration, and cover type 
changes at regeneration, and the larger stochastic events such as fire, insect, 
and disease outbreaks. As we observed earlier, it is difficult to model even 
mean effects in the Model I and Model II LP models.  

 
In spite of the obvious differences, in some ways the use of simulation 

models and optimization models in forest management has been surprisingly 
similar. This is partly due to the tendency of foresters to choose an objective 
of volume maximization and level flow constraints in their LP models. As 
Davis et al. (2001) discuss, similar analyses have often carried out using 
binary search on harvest levels within a simulation model. As a modern 
example, LAMPS has a variety of simulation search options available. Adding 
to the confusion, the Hoganson and Rose (1984) simulation model is really a 
Lagrangian dual decomposition to an implicitly defined large LP in which 
the flow constraints are removed using Lagrange multipliers. Each stand will 
have its own optimal harvest strategy in response to the prices. Calculating 
these strategies gives a forest “simulation”. 

 
Where optimization models have strong advantages over simulation 

models is in their ability to deal with sophisticated objective functions, while 
at the same time finding feasible solutions to complex constraints over and 
above the basic harvest flow constraints. 

5.3 Spatial Models 

There is an ongoing concern with spatial issues, often phrased as an ability to 
put the strategic forest-management plan “on the ground” in terms of  
road building and stand access. Other concerns include the assignment of 
inappropriate prescriptions and inappropriate harvest levels to sensitive 

using spatially specific models for strategic analysis and comments on the 
excessive detail that is being placed on the strategic decision maker. 

  
Models that focus on the detailed placement of management treatments to 

account for opening size restrictions and for road access are properly in the 
realm of tactical and operational planning. On the other hand, many of the 
current forest-management challenges, requiring spatial analysis in terms of 
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levels of protection and special status for watersheds, wildlife habitat and  
in terms of location of large facilities, do require spatial placement of the 
treatments. As discussed above, this is relatively easy using Model I LP 
formulations or simulation models like LAMPS. Many authors interpret 
spatial as discrete, necessitating solution using integer programming and 
heuristics. At a strategic level, there seems to be little reason why this should 
be necessary. Hof and Bevers (2002) discuss a variety of models where 
linear programming gives useful spatial analysis. Simulation models such as 
LAMPS and the hybrid optimization simulation methods such as Hoganson 
and Rose (1984) and Lappi (1992) naturally produce discrete spatial (Model 
I) solutions but require that constraints be treated with some flexibility.  

 
It has become practice to define the strategic models aspatially and then 

try to replicate the strategic solution in a spatial fashion using a tactical 
model of a portion of the land base. Church, Murray and Barber (2000) give 
some of the issues. One point about which there has been little discussion is 
the meaning of the solutions from the strategic models. If we use a stochastic 
simulation model to produce harvests and other silvicultural treatments that 
meet strategic objectives, simulation modellers would recognize that the 
model solution is just one realization that demonstrates that the strategic 
constraints are achievable. There is no particular reason to believe that this 
solution will, or should, be implemented. The same actually holds true of 
linear programming. Linear programming models typically have alternate 
optimal solutions and all convex combinations of these solutions are also 
optimal. Moreover, in the simplex algorithm, there will be a large number of 
iterations with objective function values very close to optimal. Since the data 
underlying the objective function and harvest flow constraint coefficients are 
very imprecise, any of the basic feasible solutions produced in the later 
stages of the algorithm could have been declared optimal, given minor 
perturbations of the data. This implies that achievable objective levels, feasi-
bility of constraints and shadow costs on constrains are meaningful assess-
ments of the strategy, but precise allocation of harvest and other silviculture 
to stand types in each period have little meaning, particularly in a hier-
archical planning context. 

6 SUMMARY 

Foresters are faced with an increasingly complex strategic environment. 
Although they have long used both simulation and linear programming 
models to investigate harvest strategies, and strategies for land availability 
and timber sustainability, foresters may well need extensions to these models 
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to deal with this complexity. At the same time, modellers will need to resist 
the tendency to add such complexity to the models that they are no longer 
useful for strategy. This will be an ongoing challenge. 

 
The tradition in most forest-management strategic models has been to 

assume that forest productivity does not change with forest management. 
Ecologists have developed a variety of simulation models of ecological pro-
cesses and these are increasingly being used to look at the effects of various 
types of management. Insights gained here may lead to new constraints for 
the linear programming models. It also appears that the simulation models 
normally used for forest-management modelling are evolving in the direction 
of the ecosystem models. 

 
Similarly, forest-management models have tended to ignore issues of 

prices and markets for forest products. Often the models look at the 
production of forest products in terms of volume instead of looking at 
commodities that can be consumed in a market, a market often characterized 
by spatial location and capacity limitations. PELPS and related methods 
show that linear programming models can be extended to deal with market 
issues. For the solutions to make sense in such models, the LP models may 
require more spatial representation than has been traditional. 

 
In thinking about strategic models, it is important to stress the role of the 

model. Models that are useful for strategy are unlikely to be at the level of 
detail of implementation. Given the time horizon, scale, complexity and 
uncertainty surrounding the strategic decision process, it is unrealistic to 
expect these models to predict how the chosen strategy will be implemented. 
They simply cannot. What the strategic models can do is assess the effect of 
the constraints imposed by strategy. They tell if the constraints are feasible 
and, if feasible, the costs and benefits of tightening and relaxing these 
constraints. Used in this way, strategic models can be important sources of 
insight to the strategic decision maker. 
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PART III 

FFOORREESSTTRRYY  
The articles presented in forestry aim to cover main aspects of research and 
application of OR at different levels of decision, as well as user concerns, 
such as environment preservation, wildlife, fire containment, and so on. 

The first article, “Models for strategic forest management” by Eldon 
Gunn deals with high-level, long-term decision processes. Main issues dis-
cussed include sustainability, looking at forests as ecosystems, and forests as 
economic and managerial systems. Most used OR tools at strategic level are 
linear programmes and simulation. 

Following the hierarchical structure, Richard Church presents “Tactical-
level forest management”, which bridges strategic and operational decisions. 
The chapter presents several approaches and models developed at that inter-
mediate level to consider decisions on harvesting, road building and envi-
ronment. Spatial representation becomes particularly important at this level 

At the operational level we have three articles: “Harvest operational 
models in forestry” by Epstein, Karlsson, Ronnqvist and Weintraub, where 
the authors present successful implementations of OR tools to support short-
term decisions related to harvesting and bucking, location of harvesting 
machinery and road accesses and integration of harvesting and transporta-
tion, leading to analysis of the forest supply chain. In a similar operational 
setting, Hamish Marshall in “Log merchandizing models used in mechanical 
harvesting” considers how to cut trees into logs at destinations such as 
plants, in order to obtain best value, given prices and demands for specific 
logs. Mechanized processes use OR models to optimize this stage, with 
significant improvements in value obtained from each stem. 

Finally, in “Forest transportation”, by Epstein, Ronnqvist and Weintraub, 
the issue of using models for short- and medium-range transportation deci-
sions is presented. Successful implementations of heuristics mostly for daily 
dispatching of up to several hundred trucks have led to important savings 
and show promise for future use in real time. 

Environmental issues play a very significant and increasing role in forestry. 
In “Optimization of forest wildlife objectives” John Hof and Robert Haight 
discuss the importance of considering spatial optimization to integrate 
wildlife preservation to habitat possibilities. The dimension and form of 
areas with mature forests as well as recently harvested areas play important 
roles to preserve different animal species. They show how exact and 
heuristic algorithms have been developed in this area. 
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In a related chapter, Alan Murray in “Spatial environmental concerns” 
discusses specific spatial models to enhance environmental quality. In par-
ticular restricting the maximum contiguous area that can be harvested is a 
common practice, which leads to difficulties in solving combinatorial pro-
blems. 

Heuristic as well as exact approaches have been proposed to solve these 
problems. In “Heuristics in forest planning” by Sessions, Bettinger and 
Murphy show how different OR heuristic techniques, including some based 
on LPs, simulation and metaheuristics have been applied to solve forest 
planning problems at different decision levels. The difficulties in data 
capturing and uncertainties are discussed, and several real planning exercises 
are shown. 

Rainukar and Buongiorno in “Forest economics: historical background 
and current issues” present forest analysis from an economic theory per-
spective. Issues such as optimal rotation, first analysed in the mid-nineteenth 
century, externalities, market equilibrium, taxes and incentives are analysed, 
as well as non-market valuation, in particular when dealing with tourist ame-
nities and environment. 

Clearly forest planning involves multiple objectives, ranging from 
harvest production to environmental protection and biodiversity to visitor 
amenities. In “Multiple criteria decision making in forest planning: recent 
results and current challenges”, Diaz-Baltiero and Romero discuss the 
different approaches and techniques that have been proposed to deal in an 
explicit form with them. 

The next chapters deal with the menace to forests caused by fires and 
insects and how OR can support decisions to deal with these problems. 

In “Forest fire management: current practices and new challenges for 
operational researchers” David Martell presents contributions made by OR at 
different levels of fire protection and prevention, going from planning 
firebreaks and fire fighting crews and airplanes, to actual operations to 
contain fires in real time. 

In “A model for the space-time spread of Pine Shoot Moth” Cominetti 
and San Martin analyse the particular problem of an insect species which 
causes severe damage to Chilean pine plantations and develop a non-linear 
model to predict successfully its diffusion in time and space. 

Finally, Lohmander in “Adaptive optimization of forest management in a 
stochastic world” presents different techniques to deal with uncertainties 
typically present in forest planning, such as tree growth and in particular 
future prizes. 
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Chapter 17 

TACTICAL-LEVEL FOREST MANAGEMENT 

Bridging between strategic and operational problems 

Richard L. Church 
Department of Geography, University of California at Santa Barbara, Santa Barbara, CA
93106-4060 

Abstract Tactical analysis represents a bridge between strategic modeling and opera-
tions modeling. Whereas strategic models represent space with large tracks 
and production areas, operational models represent a space as a set of stands, 
riparian zones, feasible positions for road segments, and the terrain surface  
so that logging activities can be laid out. Strategic models allow a broad-scale 
analysis over a long horizon to optimize forest-level outputs and costs. Opera-
tional-level models make location-specific decisions over a much smaller time 
frame. The task of a tactical-level model is to bridge the disconnect that exists 
between the strategic domain and the operational domain. 

Keywords: Forest management, optimization, hierarchical models, strategic, tactical, and 
operational models, linear programming, integer programming 

1 INTRODUCTION 

Managing a forest involves a variety of objectives, including the production 
of forest products, the provision of recreational opportunities, the protection 
of biological elements (e.g., endangered or threatened species), the main-
tenance of watershed values, the conservation of soil, the control of pests 
and disease, and the reduction of losses due to wildfire. Activities that sup-
port such objectives involve a wide ranging set of possible activities that 
typically involve prescriptions of forest cutting and thinning, road building 
for access, designating areas for wilderness, controlled burning of excess 
fuel conditions, and the placement of sediment traps to protect riparian 
zones. This list of activities is by no means exhaustive, as forest operations 
tend to be complex. Thus, capturing the essence of all elements of forest 
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management in a single model over a large tract of land is virtually impos-
sible. This is due, not to the lack of ingenuity on the part of systems analysts, 
but in large measure to shear size and complexity of elements that could  
be modeled. Further, uncertainty and stochastic elements, which have often 
been ignored, can add a significant degree of complexity to modeling forest 
systems. Modeling is by its very nature abstract and simplified when comp-
ared to the real problem. The approach taken to model a forested region is a 
function of scale and the areas represented, the number of time periods and 
the modeled components (e.g., habitat protection, fire losses, road building, 
and harvesting operations), and the number of spatial interaction terms and 
constraints. The logical approach to modeling such a complex landscape is 
to break the problem into a hierarchy of problems, each supporting specific 
aspects of forest management (Hof and Pickens, 1987; Weintraub and 
Cholaky, 1991; Church et al., 1994). At the highest level of the hierarchy are 
“strategic” models that are designed to analyze broad-scale planning deci-
sions over a large landscape and over a long period of time. The FORPLAN 
and Spectrum models of the U.S. Forest Service are good examples of 
strategic models (Johnson et al., 1986; Bare and Field, 1987; Johnson and 
Stuart, 1987; Kent et al., 1991). The objective of such models is to devise a 
trajectory of decisions that leads to long-term production levels, measured  
in terms of metrics such as timber volume, return on investment, and acres  
of habitat protected. For example, in the strategic level, decisions over 10 
decades or more are optimized for large planning units, represented by strata 
aggregated into age-classes. The outputs from strategic models are poorly 
specified in terms of the spatial dimension. For example, a solution from  
a strategic model may call for 500 acres of 100-year-old Douglas fir trees  
to be harvested from a 10,000 acre planning area, but it will not specify 
specific stands to be harvested. This is because all stands of similar type  
and age have been aggregated into one planning unit, about which specific 
prescription/activities are considered. Aggregating stands across large plan-
ning units allows a wide variety of activities to be considered (e.g., thinning 
in year 10 followed by harvesting in year 20). Simply put, at the strategic 
level there is a greater emphasis on the types of activities and outputs than 
representing details of spatial layout (Boungiorno and Svanqvist, 1982; 
Weintraub et al., 1986). Strategic plans cannot be implemented without 
further analysis, but they help support the decision-making process for long-
term planning by estimating possible levels of performance over a number of 
different metrics.  

 
At the other end of the spectrum are operational models. Operational 

models are oriented towards supporting decision making that deals with 
forest operations over a week, a season or two, up to perhaps a decade. 
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Whereas, strategic models represent forest stands in an aggregated form, 
operational models are spatially explicit. For example, Weintraub et al. 
(1996) developed a model to schedule trucks to haul timber from specific 
harvest stands to specific destinations such as pulp mills, saw mills, sorting 
yards, and ports. Epstein et al. (1995) developed a model integrated with a 
Geographical Information System to optimize the layout of harvest areas 
with the placement of machinery and road location. Another important 
problem addresses road building/scheduling and harvesting/scheduling as the 
cost and maintenance of roads to harvest units can exceed the value of 
specific units (see as a recent example, Andalaft et al., 2003). Another 
example of an operational-level problem is the cutting block problem. The 
cutting block problem schedules harvesting of individual stands of a forested 
area. The adjacent stands harvested at the same time represent a harvest 
block. The major constraint is that the size of any given harvest block is 
limited to a predefined area limitation (see, e.g., McDill et al., 2002; Murray 

 
Defining decision-making models for strategic and operational levels 

makes a great deal of sense. If no spatial constraints exist to constrain the 
positioning of activities or the amount of activity that takes place in a set of 
adjacent stands, then it is relatively straight forward to determine where 
strategic activities should be allocated at the operational level. This is be-
cause of the fact that if no spatial condition restricts the level of activities in 
a given region of the forest, then harvest activities of the strategic level can 
be concentrated in the areas of the forest that can be extracted at the least 
cost. Unfortunately, there are three conditions which tend to restrict 
activities spatially across a forest area. First, forest stands of a given age and 
condition are not evenly distributed across a region. Second, most forest 
operations have limits on the size of a given operation, so that a harvest 
block is restricted to be no larger than a given size and so that two adjacent 
harvest blocks are not scheduled to be harvested in the same decade. Finally, 
there exist constraints that may limit the amount of activity in a given  
area (e.g., watershed) so that specific environmental conditions may be 
maintained (e.g., limiting the amount of sediment that may reach riparian 
zones). Over time, a number of environmental guidelines have been added to 
forest management protocols in the U.S. Forest Service. Such standards and 
guidelines are often translated into constraints which limit the amount of 
activity that can take place in each planning unit. Such constraints are often 
tracked at a level of detail and spatial resolution that does not exit in the 
strategic-level model. Consequently, it is possible that a solution generated 

et al., 2004). Such spatially explicit details are important in making opera- 
tional decisions, but are not necessary in making long-term forest manage- 
ment decisions at the strategic level.  
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concentrate too much of the total activity in specific planning units and 
simply violate standards applied to a level of spatial detail not present in  
the strategic model (Church and Barber, 1992). Thus, the two levels of 
modeling, strategic and operational, cannot be modeled independently of 
each other. That is, the decisions made at the strategic level need to be 
translated to appropriate feasible targets at the operational level (Nelson  
et al., 1991). This is the task of a tactical model. A second type of tactical 
model has also emerged over the last decade. This model is oriented to-
wards identifying the impacts on forest lands of maintaining specific levels 
of biodiversity protection. For example, how much of the landscape would 
be needed to protect 40% of the habitat that supports a given species, in 
such a way that such protected areas are as connected as possible (see, e.g., 
Nalle et al., 2002; Fisher and Church, 2003). On a strategic level, we might 
estimate how much of a habitat is necessary to support a population of a 
given size. Tactically, we need to determine possible arrangements across 
the landscape that provide this level of protection. Both types of tactical-
level models will be described in greater detail in subsequent sections of 
this chapter. 

2 STRATEGIC MODELING: A CLASSIC EXAMPLE 

There have been a number of strategic models that have been developed 
(see, e.g., Buongiorno and Svanqvist, 1982; Johnson and Stuart, 1986; 
Weintraub et al., 1986; Sleavin and Camenson, 1994). As described earlier, 
these models tend to model forest operations over a long period of time. The 
emphasis tends to be on the different types of activities and management 
alternatives, where planning units tend to be large, represented by compo-
site totals of stand types and age classes. For example, Buongiorno and 
Svanqvist (1982) model the Indonesian forest industry, where each forest 
region is represented as a point source, with maximum levels of harvest 
productivity per year. Their model focuses on the flows of logs to sawmills 
and ports, to minimize the costs of transport of logs and products and 
minimize the costs of port and plant operations while meeting desired levels 
of demand for logs and other products. Weintraub et al. (1986) define a 
strategic model for forest industries where stands in a forest region are 
represented as “macro stands.” Each macro stand is an aggregation of like 
stands in terms of age and class owned by a forest company in the same 
region. Each macro stand is represented by a number of management 
alternatives, where each alternative yields certain outputs per acre per time 

of activities generated in the strategic level for specific strata-age classes 
in a strategic-level model may not be feasible on the ground, as the level 
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period. The overall objective is to maximize net present revenue, based on 
decisions of stand management, mill investment and operations, acquisition 
of additional forest stands, product sales, and debt loads. Just as in the 
Buongiorno and Svanqvist model, the forest area is described as a relatively 
small number of large area sources. The reason for this is that the characteri-
zation of the stands in detail is not necessary when attempting to optimize 
investment within the context of mills, sales, overall production levels, etc. 
Perhaps the most widely known strategic model in forestry is FORPLAN. 
The FORPLAN model represents an extension of the earlier model of Navon 
(1971) called Timber-RAM. FORPLAN represented one of the first models 
to characterize forest management in terms of multiple use, where timber 
production represented one of the outputs. FORPLAN (along with extended 
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Figure 1. A forest region of two zones. 
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versions like SPECTRUM) became one of the most widely used models in 
the USA for forest management by government agencies and private comp-
anies (Kent et al., 1991). We will use the FORPLAN model to demonstrate 
the problems that one must over come in applying the results of a strategic 
model. To describe FORPLAN, consider the forest region depicted in Fig. 1. 
This region is divided into two zones and there are four different strata-age 
classes distributed across the two zones. In each zone, the stands of the same 
type are aggregated into macro stands. For example, zone 2 contains three 
macro stands, 1, 2, and 3. Zones represent large divisions of a forest and are 
used to restrict operations so that management alternatives selected for a 
given zone are all compatible. For example, if zone 1 is allocated to wilder-
ness, then macro stands within zone 1 are restricted to management alter-
natives that are compatible to a wilderness zone designation. Thus, macro 
stand management alternatives are coordinated to selected zone management 
strategies. We can use this spatial arrangement to define a strategic model 
for forest management using the following notation:  

 
s is the index of analysis areas (or strata) represented as macro stands 
z is the index of management zones in the forest 
m is the index of coordinated allocation of choices (CAC) 
n is the index of timing choices for zones 
p is the index of prescription sets 
t is the index of time periods 
k is the index of timing choice associated with a prescription on an area 

ip  is the prescription i of the prescription set indexed as p 
kspi

X̂  is the acres allocated to timing choice k of prescription i in the set p 
defined for analysis area s 

zmnY  is the proportion of zone z allocated to timing choice n of the CAC m 
zmnc  is the contribution to the objective function of timing choice n of the 

CAC m for zone z 
kspi

ĉ  is the per acre contribution to the objective function of timing choice k 
of prescriptions i in set p defined for analysis area s 

pU  is the set of prescriptions in set p 
zmnspta  is the acres made available in time period t to prescription set p for 

analysis area s if  timing choice n of CAC m is chosen in zone z 
tpi

W  is the set of timing choices k of the prescription i in set p that have  
their first management action in period t 

ttspT )1( −  is the number of acres made available for but not allocated to 
analysis area s under prescription set p in period (t–1). 

 

348 



Tactical-Level Forest Management Models 
 
2.1 Coordinated Allocation of Choices (CAC) 
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                    ˆ0 , , ,≤ ∀
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                    ( 1)0 , ,1 ,−≤ ∀ < <sp t tT s p t T  
 
The model given here features two types of management decision 

variables, X and Y, where X represents decisions associated with the pres-
criptions and timing choices on given stands and Y represents zone decisions 
and timing choices. Such a model can be used to coordinate harvest activi-
ties within a zone as well as to eliminate harvest activities within a zone, 
depending upon the zone designation. The objective involves maximizing 
the return or value associated with the zoning and stand-based decisions. 
Constraint (2) restricts each zone to be allocated to a management strategy 
and timing choice. Constraint (3) tracks a stand allocation within a zone, and 
restricts activity to be compatible to the zone management strategy. Acres of 
a stand that are not allocated to a given prescription in time period t are 
carried forward to time period t+1 for subsequent allocation as long as it  
falls within the compatible set of prescriptions p, given the zonal designation. 
Altogether constraint (3) ensures that the sum of the allocations to a stand 
cannot exceed the area of that stand. Constraints (4) specify the appropriate 
bounds on the decision variables. Additional constraints are often added to 
the earlier model; the most common of which is a constraint that specifies 
that the yield of timber over time does not decline. A second type of cons-
traint is often added to reflect environmental restrictions. For example, harv-
esting activities disturbs the soil, and some of that ends up as sediment in  
the streams. Sediment yields from harvested stands within a given zone or 

s, p, t,∀
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across the entire region can be limited by a constraint for each time period, 
so that the sediment/erosion is controlled over time stream degradation is 
limited. Such restrictions are often added to represent each standard and 
guideline restriction of the U.S. Forest Service.  

 
For all intents and purposes, the CAC model became the model of choice 

for a number of forest applications in the USA. The major problem with the 
CAC model in application involved the notion that zonal designations should 
be discrete, that is, 0 or 1. To use the model in this fashion required a mixed 
integer—linear solver, which was not generally available to forest analysts. 
Thus, the full capabilities of this type of model were somewhat limited in 
application. 

3 TACTICAL MODELING 

If a solution to the CAC model specifies that 500 acres of mature Loblolly 
pine are to be harvested from zone 1 in time period 1, it does not specify 
which 500 acres, because all mature Loblolly pine is represented as a 
composite total or macro stand within the zone. To show that this creates a 
problem in knowing exactly where to apply the treatment, consider the 
detail given in Fig. 2. Figure 2 depicts the same region as that given in Fig. 
1 except that each zone is further divided into two subunits. These subunits 
may represent planning areas like small watersheds. The watersheds are 
defined so that constraints such as the erosion constraints can be applied at 
the appropriate scale. That is, even though the CAC model may have a 
sediment constraint, it covers a larger area than the actual watershed unit 
that the constraint is applied when developing an operation plan. One 
approach to fix this dilemma is to construct greater spatial detail in the 
strategic model. Unfortunately, this cannot be done without pushing the size 
of the strategic model beyond what can be easily solved. Thus, the real crux 
of the problem is that the erosion constraint cannot be constructed at the 
appropriate level of spatial detail in the strategic model so that the condition 
can be guaranteed to hold when developing an operational plan. The real 
problem is just where should the 500 acres of treatment be placed so that 
the erosion condition is met at each of the appropriate watershed units. 
What is needed is a method of translating activities generated in the stra-
tegic model to appropriate spatial units so that spatial constraints such as  
the erosion constraint can be maintained when working at the operation level. 
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Figure 2. Forest region depicted at the zone and subunit levels. 

This is the principal goal of a tactical model. Tactical models, in general, 
bridge strategic and operational models by: 

 
1. Translating decisions made at the strategic level from large areas and 

macro stands to operational planning areas, such as small watersheds  
and forest tracts, appropriate for tracking and maintaining standard and 
guideline conditions 

2. Attempting to meet targets and goals generated at the strategic level of 
analysis 
 
The tactical model represents the details of a zone with greater spatial 

definition. The tactical model, however, does not represent all of the issues 
that an operation-level model might involve. Even though the treatments are 
assigned to smaller spatial units, like small watersheds in the tactical-level 
model, decision making does not focus on individual stands as in operational 
models. Thus, conditions such as block size and adjacency are not modeled 
explicitly at the tactical level. The task of the tactical-level model is simple, 
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attempt to translate decisions to smaller spatial units, so that a feasible opera-
tion plan will likely result, or so that the strategic model solution can be 
tested for “feasibility” when taking into account a greater level of spatial 
detail. In fact, the tactical model presented later was first developed, because 
forest analysts started to think that their simple schemes for prorating deci-
sions to smaller spatial units led to problems at the operation level (Church 
and Barber, 1992). It makes sense to use a simple proportioning rule as a 
tactical model, as long as it is feasible. To show how the proportioning 
process can be accomplished, we first assume that each zone z of the 
strategic problem have been further subdivided into subunits u, called 
planning units or analysis areas. From forest data, we can determine the 
amount of a given strata-age class, s, in each zone and subunit. These values 
can be represented as:  
 

zsa  is the number of acres of strata s in zone z 
u
zsa  is the number of acres of strata s in zone z that are in subunit u. 

 
From the strategic model, we know: 
 

kzspi
θ  is the number of acres of strata s in zone z that are to be treated using 
prescription i in set p with timing choice k. 
 
At the tactical level, we have to determine: 
 

u
kzspi

θ  is the number of acres of strata s in subunit u of zone z that are to be 
treated using prescription i in set p with timing choice k 

 
We can simply prorate activities in a zone to the smaller subunits u. This can 
be represented in a general form as 

 
,θ θ=

i i

u
u zs
zsp k zsp k

zs

a
a

 (5) 
 
As an example, if 35% of strata s of zone z falls within subunit u, then 

35% of each treatment activity for strata s in the zone is assigned to subunit 
u. Each prescription has a corresponding set of activities and scheduled 
times. This means that from the definition of the prescription, we can then 
compute just in which period each activity occurs (Church and Barber, 
1992): 

 
,α θ=

i i i

u t u
zsp t zsp k zsp kH  (6) 

where 
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u
tzspi

H  is the acres treated in strata s in subunit u of zone z with prescription i 
in set p in period t and 
 

1,   if prescription    with timing choice  begins in period 

0, otherwise.                                                                        i

t
zsp k

i k t
α

⎧
= ⎨
⎩

 

 
Suppose, for example, that the prescription represents a thinning in period 

t, then u
tzspi

H  represents the number of acres of strata s in sub-unit u in zone 
z that are thinned in period t. We can use this proportioning process to 
translate all activities for each strata to the subunits level. Since we can 
determine the level and type of activity, the time at which each activity takes 
place, and the strata at which it is applied at the subunit level, we can model 
the impacts at the subunit level. For example, assume that the impact of 
concern is sediment generation in time period 1. We can estimate the level of 
sediment generation in given subunits for period 1 as: 

 

1,β
∈

∑∑∑ i

p

u
sp zsp

s p i U
H   (7) 

where 
 

spβ  is the amount of sediment generated under prescriptive action p per acre 
of strata s. 

 
We can test to see if this level of sediment generation is within accept-

able limits for subunit u, by comparing the generation level to the maximum 
acceptable level of sediment generation: 

 

1 ,β
∈

≤ Γ∑∑∑ i

p

u
sp zsp u

s p i U
H     (8) 

where 
 

uΓ  is the upper limit on sediment produced within subunit u. 
 
If the condition holds then sediment generation is within acceptable 

limits. In general, we can structure constraints for any standard and guide-
line, v, in the following manner: 
 

1 ,β
∈

≤ Γ∑∑∑ i

p

u
spv zsp uv

s p i U
H  (9) 
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where 
 

uvΓ  is the upper limit for impact on subunit u for standard or guideline v and 
spvβ  is the amount of impact type v produced by the prescriptive action p on 

an acre of area s. 
 
We can further expand the earlier conditions for any time period. If a 

simple proportioning scheme meets all of the additional threshold cons-
traints, then it represents a feasible tactical plan. However, if threshold condi-
tions are not met, then a simple proportion plan does not yield a feasible 
tactical plan. The U.S. Forest Service used simple proportioning schemes  
in a number of forests, assuming that such conditions were met. In 1991,  
this assumption was questioned and this model was developed (Church and 
Barber, 1992). A software program called visualization of the implemen-
tation process (VIP) was developed to map each planning unit, where each 
unit was colored based upon the level of feasibility for the most constraining 
condition in each planning unit. For example, assume that for unit u, that the 
most constraining condition was the sediment limitation. The unit is then 
colored based upon the slack of that constraint. If a considerable amount of 
slack was present, then the unit was colored green. If the constraint was 
barely met, then the unit was colored a pale yellow. If the constraint was 
violated, but only by a small amount, then the unit was colored a pale red. If 
the sediment threshold constraint was violated by a large amount, then the 
unit was colored a bright red. Intermediate shades of green and red were 
used for intermediate levels of constraint slack or violation. Thus, the VIP 
program could show the results of simple proportioning across the region.  
In most applications, the VIP program demonstrated that past proportioning 
schemes led to standards violations at the operational level. The color “red” 
appeared quite often in application. If simple proportioning schemes did  
not yield feasible solutions at the tactical level, then how can treatments at 
the strategic level be translated to the tactical planning unit and still meet 
threshold constraints? This question led to the development of a set of 
tactical level models, of which we will describe one. 

 
Understanding that simple proportioning rules often produced activity 

levels that violated threshold conditions was an important step, but equally 
important was the development of an approach to identify feasible tactical-
level solutions. To show how this might be accomplished, we can begin with 
the relationships described earlier: 

,α θ α θ= =
i i i i i

u
u t u t zs
zsp t zsp k zsp k zsp k zsp k

zs

aH
a

 (10) 
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Taking the threshold constraint and substituting for the value of u

tzspi
H  

yields: 

1 .β α θ
∈

≤ Γ∑∑∑∑ i i

p

u
zs

spv zsp k zsp k uv
s p i U k zs

a
a

 (11) 

u
zsa  and zsa

 
u

kzspi
X  is the fraction of analysis area s in sub-basin u of zone z that is 
assigned prescription i in set p with timing choice k. 
 

Using this variable, we can restructure the threshold constraint as:  
 

1 .β α θ
∈

≤ Γ∑∑∑∑ i i i

p

u
spv zsp k zsp k zsp k uv

s p i U k
X  (12) 

 

fixed ratio. We can build a tactical-level model using this structure as follows 
(Church et al., 2000): 

3.1 Bridging Analysis Model A (BAM-A) 

Minimize   ( ),= +∑∑∑∑∑ i i

u u
zsp k zsp k

z s i k u
Z S R  (13) 

Subject to 
 

1 , ,β α θ
∈

≤ Γ ∀∑∑∑∑ i i i

p

u
spv zsp k zsp k zsp k uv

s p i U k
X u v  (14) 

 

, , , ,θ θ≤ ∀∑ i i i

u u
zsp k zsp k zsp k iX z s p k   (15) 

 
1 , ,

∈

≤ ∀∑∑∑∑ i

p

u
zsp k

p i U u k
X z s   (16) 

 

, , , , ,− + = ∀
i i i

u
u u u zs
zsp k zsp k zsp k i

zs

aX R S z u s k p
a

 (17) 

0 1 , , , , ,≤ ≤ ∀
i

u
zsp k iX z u s k p  (18) 

This new condition allows for the proportioning scheme to vary from the 

variable rather than a fixed quantity in the following manner:  
.  If we allow for flexibility, then we can define this ratio as a

This equation fixes the proportioning in terms of the ration of the areas, 
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0 ,≤
i

u
zsp kR  

0 ,≤
i

u
zsp kS  

where 
 

u
kzspi

R  is the amount that assigned activity exceeds area proportion 
and 

u
kzspi

S  is the amount that assigned activity is under area proportion. 
 
The objective of BAM-A is to allocate strategic level prescriptions so 

that threshold conditions are met at the tactical level where the allocation  
is as close as possible to the simple proportioning scheme. Constraints (14) 
ensure that all activities meet the standards and guideline threshold condi-
tions applied at the subunit level. Constraints (15) ensure that the strata 
assigned to prescription p and timing choice k in a zone is the upper limit  
on what can be assigned to that strata (using same prescription and timing 
choice) among the subunits of that zone. This means that BAM-A will not 
substitute acreage use on one strata with another type of strata, nor will it 
substitute treatment of acreage of the same strata over different zones 
(Church et al., 2000). Constraint (16) restricts the sum of treatments on a 
given strata in a zone to be less than or equal to the area of that strata in the 
zone. Constraint (17) defines the amount of the level of deviation between 
the solution and a simple proportioning ratio. Constraint (18) imposes appro-
priate conditions on the decision variables. 

 
BAM-A attempts to translate all strategic decisions to the tactical level 

tunately, BAM-A is very restrictive and it allows little flexibility in substi-
tuting activities to meet strategic outputs or goals. It is designed so that all 

activities on various strata to efficiently meet the strategic model output 
targets (Church, 2001). We can structure a similar model to BAM-A which 
allows greater flexibility in determining the type and location of the activi-
ties as long as the sum of the outputs reaches the level of the outputs given  
in the strategic model. This model has been dubbed BAM-B. Over, time a 
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number of bridging models have been developed. Alternate forms of the
BAM models have been applied where the objective was to maximize the

activities on a given strata remain on that strata, rather than substituting 

smallest level of slack across all planning units for all threshold constraints  
(Church et al., 2000). This form of BAM model attempts to create a

and maintain all threshold conditions among smaller spatial units. Unfor-

solution that does not have binding environmental constraints.
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The bridging models described earlier represent one style of tactical-
level modeling. Weintraub et al. (1986) describe an alternate form for 
tactical-level analysis. In fact, Weintraub et al. were the first to succinctly 
describe the need for a so-called tactical model. They described how an 
aggregation of stands into “macro” stands in strategic modeling can lead to 
results that are not feasible when tracking constraints at the operational 
level. The importance of tactical models is founded on the fact that envi-
ronmental constraints may prevent strategic solutions from being easily 
translated to smaller planning areas in preparation for the application of 
operational models. In fact, one of the basic issues in strategic modeling is 
the extent to which aggregation is required to make a large-scale planning 
model operational. Cea and Jofre (2000) have also proposed a strategic-
tactical model linkage, whereby the tactical model can be used to support 
and test strategically derived outputs. They also discuss the problem intro-
duced by “macro” stands, when harvesting actually takes place at the stand 
level. Cea and Jofre’s (2000) tactical model characterizes the forest at  
the stand level and optimizes road building, silvicultural activities, and 
transport. Their “tactical-level” model appears to be similar to many opera-
tional models that have been developed. The main purpose of a tactical-
level model is to test the potential feasibility of a strategic model solution, 
within a finer mesh of constraints written at the appropriate level for 
application. That is, the greatest concern at the strategic level is the question 
of feasibility. Carroll et al. (1995) have also presented an approach which 
attempts to make a FORPLAN solution feasible associated with adjacency 
conditions. This tactical model is based upon a greedy/random stand sele-
ction method which attempts to create a feasible set of stands that meet 
harvesting goals. All of these examples really address a simple question: 
namely can a specific strategic solution be applied at the operational level 
and produce the appropriate amounts outputs and services, or will spatial-
based constraints written at the operational-level limit exclude elements of 
that solution. It should be somewhat obvious that the importance of the task 
of translating activities from the strategic level to the operational-level 
cannot be overstated. 

4 TACTICAL MODELING FOR BIODIVERSITY 
PROTECTION AND ENHANCEMENT 

Another type of tactical-level model has begun to emerge when attempting 
to integrate biological preservation with traditional forest management goals. 
In public forests in North America, management objectives have changed 
over the decades, moving from managing for multiple uses, to managing for 
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preservation and protection. For example, in California the U.S. Forest 
Service has been directed by the courts to reduce fuels, lower the risk of 
catastrophic fires, and protect natural habitat. Because of this, harvesting 
activities on forest service lands has been reduced to very low levels. The 
main objective is to identify those areas that should be thinned so that the 
severity of possible fires can be reduced and habitats containing endangered 
or threatened species can be protected as much as possible. Thus, the typical 
activities focused on harvesting and road building have been replaced by 
improving forest health and species protection. This has caused tension 
between timber companies who have relied on harvests from public lands, 
public agencies, and special interest groups. This has also led to the deve-
lopment of a different type of tactical model. Whereas, the traditional tactical 
model links strategic-based harvesting on macro stands to operational acti-
vities such as harvesting and road building, the new class of tactical models 
support planning for forest species preservation, including birds and animals 
(see, e.g., Hof and Bevers, 2000).  

 
The underlying premise of much of the change in forest management 

over the past decade has been based upon what would it take to protect 
threatened species (such as the California spotted owl)? What changes in 
land management would be necessary to keep species from being considered 
at risk? If a forested region is managed primarily for its natural resources, 
then it might be possible to protect species by concentrating protection 
activities in specialized management areas and rely on the rest of the natu-
ral landscape for additional habitat values and connectivity. This premise 
formed the basis for the Biodiversity Management Area Selection (BMAS) 
model developed as a part of the Sierra Nevada Ecosystem Project (SNEP) 
(Davis et al., 1996).  

 
We can define biodiversity management areas as (BMAs) specially design-

ated areas with an active ecosystem management plan in operation whose 
purpose is to contribute to regional maintenance of native genetic, species, 
and community levels of biodiversity. Economic activities are not necessarily 
precluded, but they are subordinate to the goal of biodiversity protection. 
The major underlying problem is to identify which areas should serve as 
BMAs in order to protect biodiversity in the region (Davis et al., 1996). 
Before such a problem can be solved, it is necessary to define exactly what 
the basic unit of land is for biodiversity selection. For the SNEP study, it was 
decided to utilize small watersheds as the basic planning unit, although the 
model described later can easily handle planning units of other types. The 
choice was predicated on the fact that a small watershed represents a conti-
guous unit of land interrelated with a drainage and riparian area.  
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The major question is which watershed units should be chosen to help 
protect those elements which were found to be at risk. At the strategic level, 
an estimate is made in terms of the amount of habitat necessary to protect 
threatened elements. For example, this may be 15% of the existing range  
of a species. Such targets might be defined through the use of population 
viability models, whereby an estimate of what it takes to support a desired 
population is estimated, or it may be a politically defined goal. Since habi-
tat or threatened elements are distributed unevenly across a landscape, the 
amount of land and the specific units that are needed to efficiently protect 
elements at risk may differ depending upon the aforementioned goals. It is 
important to make efficient choices so as to keep the costs as low as possible 
and keep the land under biodiversity management at a manageable and 
politically feasible level. This is the goal of the BMAS model. We can define 
this model using the following notation: 

 
 , Kk is the index and set of elements at risk  

 , Jj is the index and set of planning units 
MINk  is the minimum area containing element k that is needed within 
BMA 

H D j  is the human density of planning unit j 

P P I j  is the the density of public-private land interface in unit j 
PLO j  is the the percentage of private ownership for unit j 

  jA     is the area of unit j 
  jR     is the percentage of area in unit j that is impacted by roads 
 jka     is the area in unit j which contains element k 

  lw     is the weight attached to term  l in the objective 

1,   if watershed unit    is selected for a BMA.
  

0,   if not                                                       j
j

x ⎧
= ⎨
⎩

 

 
We can now formulate the BMAS model in the following manner: 

BMAS: 

( )1 2 3 4 5 ,j j j j j j
j J

w HD w R w PPI w PLO x
∈

+ + +∑   

 (19) 
subject to 

Minimize      Z = +w A
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Ensure that enough land containing element k is protected in a BMA: 

     for each  .jk j k
j J

a x MIN k K
∈

≥ ∈∑  (20) 

Integer requirements on decision variables: 

for each0,1        jx j J= ∈  (21) 

This formulation is very simple in both structure and size and is equivalent 
to a multidimensional knapsack problem. There is one decision variable for 
each planning unit and one constraint for each element at risk. The model is 
structured as a binary integer programming problem. The objective mini-
mizes a combination of a number of different factors, each weighted by their 
importance. The constraint set ensures that at least a minimum amount of 
area containing a given element at risk can be found among the planning 
units chosen for BMA status. Planning units are either chosen as a whole 
unit for BMA status or they are not chosen at all. 

 
The cost of selecting a watershed for BMA status is a function of a 

number of different terms, like population density. Each term was selected  
as a surrogate measure for the ease at which it might be converted into  
and managed as a BMA. For example, selecting areas which are owned 
privately are discouraged over selecting suitable watersheds which are publ-
icly owned. Selecting a planning unit with a low population density is en-
couraged over selecting a planning unit with a higher population density. 
Other factors of concern deal with the length of road segments per unit area 
(road density) and the fragmentation of public and private land within a 
watershed (public-private interface). The greater road density and land owner-
ship fragmentation is, the greater the perceived difficulty in managing for 
biodiversity. Finally, the area of a unit is important as the larger the water-
shed, the higher the costs of management. Each of these terms can be 
weighted to reflect their importance in selecting watershed units for BMA 
designation.  

 
BMAS can be solved optimally by off the shelf optimization software 

like CPLEX. The BMAS model has also been extended to encourage 
clustering of selected management areas (Fischer and Church, 2003). The 
BMAS model is also related to the SITES model which was developed for 
the Nature Conservancy (Andelman et al., 1999). Nalle et al. (2002) present 
cell-selection model to zone land for reserves in support of strategic goals.  
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These models are representative of tactical-level models for biodiversity 
protection. They do not, in themselves, generate an operations plan, but help 
to delineate which areas are zoned for strategic goals. 

5 CONCLUSIONS 

Forest lands comprise one of the largest natural landscapes on earth. Many 
of the forested areas have been managed as a natural resource by industry 
and governments. In the USA alone, the U.S. Forest Service manages more 
than 190 million acres of forest and grassland. To manage such large tracts 
of land, large-scale optimization has been all but required. Strategic-level 
decisions involve devising forest plans and goals for a long-planning horizon 
(e.g., 150 years or more) and at a high level of data aggregation. Unfor-
tunately, strategic plans may not be feasible when attempting to identify just 
where such activity should be allocated. Tactical-level modeling helps to 
bridge solutions reached at a strategic level with the some of details and 
scale of operational planning. This chapter has described tactical-level 
models for both harvesting-oriented operations and operations that are orien-
ted towards ecosystem protection. Since forested areas and their riparian 
zones support a wide range of biota, they play a significant role in world 
biodiversity protection. The tactical level of analysis represents an ideal level 
in which to mesh both species protection and forest management, including 
harvesting, thinning, and fuels treatments. It is indeed difficult to represent 
species protection levels without significant spatial detail. It is the tactical 
level in which the spatial detail supports planning for conservation goals. 

 
The defined boundaries of strategic, tactical, and operations models 

overlap, as researchers have attempted to add greater levels of spatial detail 
in all management models. This trend is supported by larger and faster 
computers, common enterprise-level data bases involving Geographical 
Information Systems, new innovative solution strategies (which include tabu 
search, simulated annealing, column generation schemes), and better off the 
shelf optimization software. As forest modelers write applications integrated 
with large data bases, strategic models can be executed on aggregated data 
whereas tactical-level models can be applied to that same data involving 
smaller and more detailed spatial data. This has allowed greater linkages 
between levels of analysis, allowing an analyst to solve almost simultane-
ously each level and use information from each level to refine goals and 
targets between levels. 
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Abstract Harvest operations have provided many important operations research (OR) 
applications. The harvesting process incorporates decisions on areas to 
harvest, how to buck (or cross cut) trees to obtain demanded products by 
length and diameter, how to locate harvesting machinery, how to build and 
maintain roads to haul away logs, and how to distribute and stock logs. We 
discuss how OR has impacted successfully on these decision processes. 

Keywords: Forest supply chain , harvesting, short-term planning 

1 INTRODUCTION 

This chapter deals with operational decisions that are related to the actual 
operations that need to be carried out in the harvesting process. Strategic and 
tactical decisions discussed in other chapters of this Handbook deal with 
long and medium range planning processes. As in other areas most of the 
strategic and tactical decisions do not lead directly to actual activities being 
carried out. This happens at operational level, basically related to harvesting 
activities. Whereas in other areas, operational decisions are typically very 
short term, forestry operational decisions can have planning horizons of up 
to several months. 

 
We can distinguish several aspects at operational level 
 

1. Harvesting decisions relating to which areas will be harvested in the 
planning horizon. 
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2. Bucking (or bucking control) decisions carried out at the stands (or 
smaller cutting units) or at destinations where logs are bucked. 

3. The location and use of harvesting machinery.  
4. Transportation of logs to primary destinations. 
5. Handling of logs at primary destinations. 
6. Road building or upgrading decisions to secure log supply throughout the 

planning horizon. 
7. Downstream operations, which relate to the supply chain.  

 
In this chapter we deal with most of these aspects. Transportation and hand-
ling of logs at primary destinations are taken care of in other chapters of this 
Handbook. 

 
The basic operational activities we consider are related to harvesting. A 

typical situation will be where demand is known for the next 6–16 weeks, in 
terms of logs of well-defined quality, length, diameter and a delivery date. 
The scheduler also has knowledge of standing timber that can be harvested 
in this time frame and that is mature for harvesting and accessible through 
existing primary roads. Inventory models allow reasonably good estimates of 
yields of specific logs given bucking or cutting patterns used. Harvesting is 
usually carried out using harvesters and skidders for flat areas and towers or 
cable logging for steeper slopes. Transportation is usually done with trucks, 
although rail and even water barges are also used at times. Costs and prod-
uctivity of harvesting machinery and transportation means are known.  

 
The problem then can be stated as: which cutting units should be harv-

ested in each time period (e.g. week), which machinery should be used, 
which secondary access roads need to be built, how should transportation be 
scheduled, and how should trees be bucked in order to satisfy the demand 
efficiently. This problem is particularly relevant to private companies 
handling plantations or regular forests. Similar decisions are also involved 
when native forests are harvested.  

 
Environmental issues are also present and constrain the management 

options. Care needs to be taken in preserving soil and water quality in 
particular. These decisions need to be coherent with tactical plans which 
define areas to be harvested along a longer time horizon. This means care in 
not using heavy harvesting machinery on fragile soils, how to build roads to 
avoid erosion and other similar measures. 
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2 HARVESTING AND BUCKING 

The units to harvest need not be identical to stands (homogeneous areas in 
terms of tree species and age, site quality) which are the basic units defined 
at strategic and tactical level. Cutting units are defined based on logistic 
considerations and environmental norms, for example, adjacency constraints 
for harvesting as detailed in another chapter. LP models have been propo-
sed to solve this problem (Burger and Jamnick, 1991). An LP model has 
advantages in matching supply of standing timber with demand for specific 
products as it is efficiently solvable and accurately represent the actual 
problem. In most cases, the handling of tree bucking has been incorpor-
ated into the models. One important aspect is how to incorporate bucking 
patterns. A bucking pattern is defined by the length of each log and a mini-
mum diameter at the smaller end. A typical pattern may consist of two larger 
pieces 12- and 8-m long, 30- and 27-cm minimum diameter, respectively, 
two medium pieces 4-m long and minimum diameter of 24 and 20 cm and a 
last thin piece to use for pulp. The bucking process tries to obtain as many 
high-value logs as possible in descending order, as the market value of 
larger, higher diameter logs is significantly higher. 

 
There is an exponential number of bucking patterns, so it is not possible 

to include all patterns explicitly in an LP model. Mc Guigan (1984) proposed 
to include a given set of patterns generated externally. Eng et al. (1986) 
proposed a Dantzig Wolfe decomposition approach where a sub-problem 
generated the patterns. Column generation was proposed in Mendoza and 
Bare (1986), Dynamic Programming in Briggs (1989) and heuristics in 
Sessions et al. (1989). 

 
In terms of applications, an LP model has been in use in New Zealand 

(Garcia, 1990). An LP model, using a branch and bound approach to gene-
rate bucking patterns, has been used by Chilean forest companies (Epstein  
et al., 1999). It was shown that the column generation allowed to improve 
solutions by up to 5% over solutions based on a given set of externally 
generated patterns.  

 
Bucking is often carried out at the forest, where operators measure trees 

to define how to buck each tree based on a specific pattern defined for all 
trees in the unit or with mechanized harvesters with online bucking computers 
where each tree is bucked independently. Bucking also occurs at processing 
plants, where each tree is scanned and analysed and where a best bucking 
pattern is found based on Dynamic Programming models. The latter requires 
transportation of full stems to the processing plant, for example, sawmills. 
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Algorithms have also been defined specifically, for bucking decisions, based 
on DP or Metaheuristics (Laroze and Greber 1997). In many harvesters there 
are built-in bucking-optimization routines that given price lists for combi-
nations of species, length and diameter, maximize the value of each tree. 
One issue is to dynamically adjust this price list to produce a given demand 
of products.  

 
Bucking and harvesting decisions are at times taken jointly, when the 

best possible cutting units are selected simultaneously with cutting patterns 
to match a specific demand (Epstein et al., 1999). On the other hand, it has 
been shown that good bucking and handling of logs at destinations can add 
significant value. This aspect is discussed in a separate chapter of this 
Handbook. 

3 MACHINE LOCATION 

Given an area to be harvested, an important short-term decision process  
is related to detailed use of harvesting machinery. First, trees are felled and 
de-branched, then, they must be brought to areas adjacent to a road to be 
loaded on trucks. For steep slopes, towers or cable-logging are used to bring 
trees up the slope to the loading area. On flat areas, skidders or forwarders 
are used. 
 

Short secondary roads are built to join loading areas to main roads. Loading 
areas are defined by the location of towers, and for skidders, the economic 
need not to haul logs for distances longer than 200 m. 

 
Traditionally, forest engineers planned machine locations manually, based 

on topographical maps. This process is time consuming and basically does 
not allow to explore alternatives. The advent of GIS systems has signifi-
cantly improved this planning process. PLANS (Twito et al., 1987) was 
introduced by the US Forest Service and a similar system PLANZ (Cossens, 
1992) in New Zealand. Based on GIS information, these systems act as 
simulators. The decision maker indicates the desired location of harvesting 
machinery and the system, in a visual interactive form determines areas that 
can be harvested from those machines, access roads to be built and timber 
volumes harvested. Logger PC (Jarmer and Session, 1992) provides a physical 
feasibility analysis for harvesting using log cable. PLANEX (Epstein et al., 
2006) determines a near optimal location of harvesting machinery, the corres-
ponding access roads, areas and volumes to be harvested combining a visual 
interactive approach with a heuristic algorithm. In the GIS, cells of 10×10 m 
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are defined with information on timber availability and topography. The 
system, being used by firms in Chile and Colombia is a significant improve-
ment over manual planning. This problem is a combinatorial one, combining 
a plant location problem (where machines act as plants and cells with timber 
act as customers) and a fixed charge network flow problems for the roads. 
So far, only moderate size problems have been solved in exact formulations 
(Vera et al., 2003) using Lagrangean relaxation and strengthening of the LP 
formulation. As alternative, Tabu search has provided good solutions for 
large size problems in small amounts of CPU time (Diaz et al., 2005). 

4 HARVESTING AND TRANSPORTATION 

Transportation is an essential element in operations and is also being dealt in 
detail in a separate chapter of this Handbook.  

 
Harvesting and transportation planning are often combined. A typical 

problem case, relevant in, for example, Sweden is a harvesting planning 
problem where the time horizon is 6-12 months. It starts from a list or a pool 
of cutting units that correspond to 6-18 months of harvesting. The main 
decisions deal with which units to harvest and which crews to assign. The 
selection of cutting units strongly affects the production level of different 
assortments (logs defined by species, type, dimension and quality), as each 
unit has a particular assortment mix and related harvest volumes. It also 
affects the choice of crews as each crew has a machinery capable to harvest 
a specified average tree size and a given capacity and efficiency depending 
on this size. The planning also includes transportation planning and control 
of storage of logs in the forest and at terminals. The decisions are which 
volumes and assortments should be transported from cutting areas to plants, 
each time period. Road maintenance can also be included. In a central 
planning process, the demand at paper-, pulp- and saw-mills are distributed 
typically on a monthly level. Weather conditions may vary significantly 
during the year and this fact needs to be considered. Some roads are closed 
and some areas cannot be harvested during thawing in Spring and heavy 
rainy periods in Autumn. The output from this plan is a sequencing of 
harvest areas distributed over the year, assuring accessibility and that the 
monthly harvested amount corresponds to demand of the wood-processing 
facilities. This problem, which leads to a mixed integer linear programming 
(MILP) model, is studied in Karlsson et al. (2004). 

  
In many cases it is important to decide the sequence in which cutting 

units are to be harvested. This in order to account for moving costs of 
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equipment and teams. For such considerations there is a need to use shorter 
time periods, say 1 week in the planning, and a total planning period of 4-8 
weeks. For this time of planning period it can also be important to consider 
the time logs are stored as the properties and values change. The main deci-
sions deal with the same aspects as the annual planning problem, but each 
crew is given a schedule, which means a defined sequence of areas to be 
harvested during the planning period. Here, costs for moving equipment are 
considered as the actual sequencing of areas is explicit. As for the storage, 
more variable and constraints are needed. For example, if four discretized 
storage times are used, four times as many storage variables and constraints 
are needed. Note that this short-term problem can be considered in the 
context of the harvesting and bucking problems of Section 2. What is added 
in this case is the explicit consideration of handling of crews, transportation 
and storage. A model dealing with this problem is described in Karlsson  
et al. (2003). 

 
There are many papers dealing with harvesting planning on different 

levels. A medium-range tactical harvest schedule model called OPTIMED  
is described in Andalaft et al. (2003). This model supports decisions concer-
ning which stands to harvest and how much timber is needed to satisfy 
projected demands, and which roads are needed to gain access to the harvest 
areas for a total planning horizon of 2–5 years. Annual harvesting planning 
is found in Newham (1991), where a version of the system LOGPLAN II is 
described. This is an LP-based model that can be used to schedule timber 
harvesting and regeneration activities given available equipment, wood 
resources, planting stock and mill demands to minimize cost. A related annual 
planning problem is described in Gunnarsson et al. (2003). Here the problem 
is to decide where and when forest residues (after harvesting) are to be 
converted into forest fuel, and how the residues are to be transported and 
stored in order to satisfy demand at heating plants. 

 
There is often a large number of cutting units which leads to a large 

number of binary and continuous variables. Spatial environmental constraints 
related to harvesting may also be present. The presence of integer variables 
and the size of real-world problems often lead to heuristic methods to 
achieve practical solution times. The issues, which have led to the combi-
natorial nature of some forest management problems and solution algo-
rithms proposed for these problems, are discussed in another chapter of this 
Handbook. 
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5 ROAD UPGRADING 

The forest industry is highly dependent on an efficient road network since 
almost all logs are transported some distance by trucks. Weather conditions 
vary during the year and during some periods, accessibility becomes difficult 
due to rains and thawing. In order to secure a continuous supply to the mills, 
forest companies have safety stocks of raw material. During periods of stock 
building an increased harvest and transportation capacity is needed. The 
storage of raw material outdoors involves considerable costs, due to quality 
deterioration. Road blocking lead to longer hauling distances and an incre-
ased transportation cost. For example, in Sweden it is estimated that about 
6% of total cost to deliver timber and pulp logs originates from increased 
storage and transportation costs due to insufficient road accessibility. There 
is a trade-off between restoration cost to improve standard and accessibility 
and losses due to road blocking. 

 
At present, much of the road upgrading planning is carried out manually 

and the planning is strongly dependent on the experience of a senior planner. 
It is difficult to obtain an overview of the road network, the accessible 
volumes or necessary restorations. The planning periods are often several 
years but there are operational decisions on which roads to upgrade next. 
New GIS systems together with national road data-bases provide opportu-
nities for using decision support and OR in forest applications. 

 
The first models integrating land management and road building are 

presented in Weintraub and Navon (1976), Kirby et al. (1986). Murray and 
Church (1995) present a model including road building and other environ-
mental constraints. Gunn and Richards (1997) discuss the trade-off between 
productivity losses and road building costs for a planning horizon of 10–30 
years. Consideration of road building (and other spatial aspects) in forest 
planning models leads to MILP models, typically difficult to solve due to the 
large size of realistic problems. Weintraub et al. (1994) presents an LP based 
heuristic solution procedure for a problem as presented in Kirby et al. 
(1986). Gunn and Richards (2003) present a Tabu search algorithm for their 
problem. Guignard et al. (1998) show how solvability is improved for the 
integrated harvest/transportation model, by use of different valid inequalities 
and careful selection of B&B branching priorities. 

 
Andalaft et al. (2003) present a model including short-term decisions 

concerning the areas to harvest, the amount of timber to produce, the roads 
to build or upgrade for access and storage of timber. The planning horizon is 
a couple of years, which imply consideration of different seasons (winter/ 
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summer). There are two different road standards, defining which season the 
roads are open. Harvested timber can be stocked from summer to winter. 
Solution strategies involve model strengthening and applying Lagrangian 
relaxation. Cea and Jofre (2000) present a two-level model and optimization 
algorithm to assist simultaneously strategic and tactical planning. The tact-
ical planning problem (time horizon is a couple of years) includes decisions 
about harvesting, transportation, road construction and upgrading considering 
two different road standards. A two-stage solution algorithm is presented. 
First the road network is designed and second a linear programming model 
corresponding to the harvest planning is solved. 

 
Olsson (2004) presents an MILP model, which starts from the tactical 

overall harvest planning and includes decisions concerning restorations of 
existing forest roads and transportation. The problem is to provide available 
harvest areas during the part of the year when only roads of the highest 
standard are accessible (typically 6-10 weeks year) considering transport-

to support forest road restorations. This chapter includes decisions on road 
upgrade with transportation between harvest areas and plants. Models using 
both link and path flows are tested in order to get detailed description of the 
upgrading decisions. The models are used as a basis for a decision support 
system RoadOpt (Frisk et al., 2006) developed by the Forestry Research 
Institute of Sweden. 

6 THE GLOBAL HARVESTING OPERATION 

We note that the described decisions in previous sections are not indepen-
dent. Machine locations depend on the areas where there is a decision to 
harvest in the next 6-12 months. Short-term harvesting to supply demand for 
the next 6-16 weeks will consider where harvesting machinery is presently 
located and costs and times of moving these machines. Harvesting and trans-
portation also interact; given the high costs and the capacity constraints 
involved in transportation. 

 
Time frame is also a factor. We have defined short term harvesting 

operation planning, with a horizon of 6-16 weeks, for which successful 
models have been developed. However, an important aspect is decisions  
in daily operations. No models have been proposed so far for harvesting  
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decisions on a daily basis. These decisions are taken anyway by field mana-
gers, and consider basic aspects such as which crews will work with which 
machines today, on given areas, with given bucking patterns. What needs to 
be done on an hourly basis? 

 
In transportation there is an equivalent. Plan on use of transport can be 

made for several weeks in advance, in terms of requirements of vehicles and 
when timber will be moved. The models implemented deal mostly with daily 
vehicle routing. As described in the transportation chapter of this Handbook, 
this scheduling can be done on a daily basis, with corrections as needed 
along the day, or dispatching that can be done in real time, where tasks are 
assigned dynamically. There has been little work integrating in detail harve-
sting and transportation; both at longer horizons of weeks or on a daily, real 
time basis. This is an approach which needs to be worked on to improve 
harvest management. 

7 THE OPERATIONAL FOREST SUPPLY CHAIN 

There is a whole wood chain or supply chain of forest production starting 
from standing trees which are bucked into logs and sent to primary destina-
tions such as sawmills, pulp plants, or plants developing other wood products. 
The supply chain is complex. Sawdust and other by-products in plants are 
used for energy. Chips from sawmills are used in other plants. Best quality 
boards from sawmills are used in remanufacturing for building or furniture 
pieces. Panels are also used in manufacturing process further down the line. 
And transportation plays an important role along the supply chain. In addi-
tion some tasks in the chain are managed by different organizations. Figure 1 
shows a systematic forest supply chain. 

 
The supply chain can be very extensive geographically, where final manu-

facturing factories may be in different continents than the original forests.  
It can be readily seen that the forest supply chain: forests, plants, factories, 
transportation should be designed in coherent way at strategic level, and 
planned in an integrated way at tactical level.  

 
At the operational level few efforts have been developed to synchronize 

the supply chain. Again, we can consider two operational levels: one with 
horizon of up to 4 months and another on a daily basis. Models have been 
proposed to coordinate at least parts of the supply chain (Carlsson and 
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Figure 1. Illustration of the forest supply chain. 

Rönnqvist, 2005), in particular harvesting and transportation. But, as noted 
in Weintraub and Epstein (2002) evaluating Chilean forest firms, there are 
areas that need stronger coordination. Sawmills and other plants have 
production schedules very weakly coordinated with forest supply to make 
sure sawmills receive the type of logs needed given their production demand. 
An integration of decisions, where logs supplied to each plant are coordi-
nated with production plans and sale commitments of plants would clearly 
improve overall decisions. An attempt is made in Bredström et al. (2003). 
Models which consider all these decisions jointly can be built, but at present 
there is no strong coordination at management level. 

 
One interesting fact in the analysis of the forest supply chain is the mini-

mal effect of the well-known bull whip effect, where minor variations in final 
demand in conventional industries get significantly amplified upstream the 
supply chain. The reason for this low impact in forestry is due to the fact the 
production is based on standing timber, which provides high flexibility to 
produce different products, and carries basically no inventory cost. Moreover, 
process times in this industry are measured in weeks, so there is normally 
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characteristic, which would deteriorate quite fast anyway. So, inventories of 
primary products, such as logs are usually small. Only at the level of manu-
factured products are stocks carried in conventional ways.enough time to 
produce an order from standing timber. Since variations in market demands 
for primary forest products can be quite readily fulfilled from standing trees, 
there is no need to have stocks of logs of specific 

8 CONCLUSIONS 

OR models have been successfully implemented by industry to support main 
decisions for harvesting, bucking, handling machinery, road building and up-
grading and transportation space. There is still ample scope for improvement. 

 
As technology becomes more sophisticated and cheaper, there will be  

a possibility of following each log from forest to destination, for example  
via code bars and coordinating in real-time harvesting and transportation. 
Developing models, information technology and communication in real-time 
to optimize operations along the chain may prove advantageous in the future. 

 
Operational decisions relate to time frames of several months to 1 day. 

They include which units to harvest each period, how to buck trees to satisfy 
demand, location and use of harvesting machinery, building or upgrading 
secondary roads, use of stocks and transportation.  

 
Use of OR has been successful in supporting these decisions. Application 

of such models in the Chilean timber industry was awarded the INFORMS 
Edelman Prize for best OR application in 1998. New challenges include 
making these applications more extensively used, integrating the whole 
forest supply chain, and incorporating new technology to support decision in 
real time. 
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Chapter 19 

LOG MERCHANDIZING MODEL USED  
IN MECHANICAL HARVESTING 

Hamish Marshall 
New Zealand Forest Research Institute Ltd. 

Abstract Harvesting is a key component of the industrial forestry supply chain. One of 
the key decisions made during harvesting is how to cut the trees into logs. A 
number of mathematical models have been developed to optimally solve this 
problem. Increasingly around the world, harvesting of timber is becoming 
mechanized. This mechanization provides a platform for the use of state-of-
the-art measurement and monitoring technologies and the application of 
increasingly powerful on-board computers. These technologies are now 
allowing these log merchandizing models to increasingly be implemented in 
the forest during harvesting. 

Keywords: Mechanical harvesting, log merchandizing, buck-to-value, buck-to-order, 
forestry, dynamic programming, linear programming 

1 INTRODUCTION 

The harvesting process is a key component in the forestry supply chain. It is 
the time when a forest owner realizes a return from decades of investment. 
During the harvesting process many key decisions need to be made. As the 
entire volume of a tree is seldom merchantable (Brown, 1950), one of the 
key decisions is cutting the tree into sections, or segments, commonly refer-
red to as logs. This process is often referred to as log making, log bucking or 
log merchandizing. 

 
Different wood markets require different log characteristics and are willing 

to pay significantly different amounts (Conway, 1979). Such price differen-
tials for different log types, means that considerable value can be lost through 
incorrect log-making. In New Zealand, initial value recovery studies in the 
early 1980s indicated that 40% of the total stem’s value could be lost during 
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harvesting operations (Murphy and Twaddle, 1986). The largest single source 
of loss was from log making where up to 26% of the potential value could  
be lost. 

 
Mechanization of forest harvesting operations is increasing worldwide, 

particularly as tree size decreases. In Scandinavia, almost 100% of logging  
is carried out using mechanical harvesting systems (Nordlund, 1996). In 
other areas of the world such as eastern Canada, New Zealand, Australia 
and the Pacific Northwest of North America, the majority of harvesting is 
now carried out using mechanized harvesting systems. The drivers for this 
trend generally are productivity goals or labour-related issues, for example 
enhancing worker safety or overcoming labour shortages, and in some cases 
reducing environmental impacts.  

 
In modern mechanical harvesting operations log merchandizing is normally 

carried out by either a harvester or a processor. A harvester is a machine that 
has the ability to fell, delimb, buck and sort stems. Processors can carry out 
the same tasks as harvesters with the exception of felling. Both these 
machines place their operators in completely enclosed cabs. These cabs  
not only provide a safe environment for the operator but they also allow 
powerful computers and communication systems to operate protected from 
the harsh harvesting environment. (Sondell et al., 2002)  

 
The modern on-board computers are capable of running a number of 

complex applications to control the harvester head, timber measurement and 
base machine functions. It controls, adjusts and monitors the power trans-
mission and hydraulic systems. These computers can also run applications 
such as geographical information systems as well as optimization models 
designed to help in the log-merchandizing decision-making process. 

2 OPTIMAL LOG MERCHANDIZING 

The objective of optimal merchandizing is to section each stem into logs  
to obtain maximum monetary value from the resource. A stem can be cut 
into logs in numerous ways; with each set of logs yielding a different finan-
cial return. However, there is, in many cases one unique bucking pattern  
that yields the maximum value. There are two main optimal log-bucking 
problems; the individual tree optimization problem (buck-to-value) and the 
multiple trees with demand constraints problem (bucking-to-order). The 
objective of buck-to-value optimal bucking is to obtain from each individual 
stem the maximum monetary value. In buck-to-order the objective is to 
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optimally buck the trees to maximize the monetary value at harvest unit or 
forest level while meeting market and operational constraints.  

 
The value and logs cut using the optimal bucking pattern depends on the 

species, diameter, taper rate and quality of the stem plus the properties and 
relative market values of log grades being cut. When strictly bucking-to-
value, value loss from log making occurs either when logs do not meet spe-
cification or when the combination of logs cut from a stem is sub-optimal. In 
buck-to-order, value can be lost when a product is either produced in excess 
or less than the market demand for that product.  

 
Although optimizing the value produced when trees are cut into logs was 

thought about as early as 1913 (Bryant, 1913), the mathematical techniques 
to solve the problem were not researched until the early 1960s. Over the last 
45 years a number of mathematical optimization techniques have been 
developed and used to solve the optimal log-bucking problems. 

2.1 OR Techniques used in Log Merchandizing Models 

2.1.1 Buck-to-Value 

The most common optimization techniques that have been used to solve the 
individual tree-bucking problems are dynamic programming (DP), network 
programming, simulation and, to a lesser extent, branch and bound integer 
programming and linear programming. Clemmons (1966) was the first to 
propose the use of dynamic programming techniques to solve the buck-to-
value problem. However, Pnevmaticos and Mann’s 1972 paper is credited as 
the first detailed, published description of using DP to solve the buck-to-
value problem. Pnevmaticos and Mann’s approach is now considered simp-
listic as they defined their stage length as the minimum log length. They also 
calculated the stem volume using a truncated cone which, for many tree 
species, is an oversimplification. Log quality was dealt with in a proba-
bilistic way. 

 
Briggs (1980) redeveloped the Pnevmaticos and Mann formulation remo-

ving the restriction that a stage length must be integer multiples of the mini-
mum log length. In Brigg’s formulation every log length must be an integer 
multiple of the stage length. He also introduced the concept of a “dummy” 
log, which has no value; however, he did not consider any quality infor-
mation.  
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Geerts and Twaddle (1984) developed a dynamic programming algorithm, 
which was implemented in a software product called AVIS; ‘Assessment of 
Value by Individual Stems’. This formulation used the Briggs definition of a 
stage. The Geerts and Twaddle formulation considered stem quality in a 
deterministic way. Each potential log was checked to make sure that the 
stem qualities at that state did not violate the required log type quality. Stem 
shape such as sweep was dealt with by including cut zones within which a 
cut must be made.  

 
The optimal bucking problem can also be solved using network pro-

gramming algorithms that efficiently find either the shortest or longest path 
through a network. In the mid-1980s, network analysis was introduced as a 
potential way to solve the buck-to-value problem (Nasberg, 1985; Sessions, 
1988). Sessions (1988) formulated the problem as a network where all the 
possible bucking points along a stem represented the nodes on a network  
and the arcs connecting the nodes represent the value of the log that might  
be cut between them. The objective of this formulation is to find the path  
of arcs and nodes that gives the maximum value. Sessions implemented an 
algorithm similar to Dijkstra’s node-labelling algorithm (Sessions, 1988). 
Nasberg (1985) also used a longest path algorithm to solve the same network 
discussed above.  

 
Many of these formulations have been implemented into software, mostly 

for educational and training purpose. Examples of these programs are: OSU 
BUCK© (Sessions, 1988), AVIS (Geerts and Twaddle, 1984), VISION 
(Lembersky and Chi, 1984), HW Buck (Pickens et al., 1992) and others.  
In 1986, Weyerhaeuser reported that the VISION log bucking training and 
decision simulator had produced operational benefits that exceeded $ 100 
million in increased profits since its implementation in 1977 (Lembersky and 
Chi, 1986). In 1985, VISION won the Edelman Prize from the Operations 
Research and Management Science Society (now know as INFORMS) of  
the USA. In the mid-1990’s the idea of placing an optimal log-bucking 
algorithm onto a set of digital calipers for optimizing individual stems on a 
landing was commercialized by a New Zealand company (Boston, 2001). 
 

2.1.2 Buck-to-Order 

In the literature there are generally two approaches that have been taken to 
solve the buck-to-order problem: 

 
• Selecting cutting instructions, either before or during the bucking pro-

cess, for each tree that will produce the required volume for each product  
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• Finding the correct price list (in some cases the correct specification) that 

will be applied to the stand of trees to produce the required, volume for 
each product 
 

The first published optimal bucking formulation (Smith and Harrell, 1961) 
was actually solving the buck-to-order problem, using linear programming. 
However, as Pnevmaticos and Mann (1972) stated, the Smith and Harrell 
linear programming formulation was limited by the requirement that all 
relationships be linear and by the limited number of cutting instructions 
available for each diameter class.  

 
The limited number of cutting patterns, problem was solved by Nasberg 

(1985), Mendoza and Bare (1986), Eng et al. (1986) and Laroze and Greber 
(1997) by using a two-stage iterative formulation of the problem. The first 
stage, or master problem, uses linear programming to solve the constrained 
market problem and the second stage, or sub-problem, uses a dynamic pro-
gramming or network algorithm to solve the individual tree problem. The 
shadow prices from the master problem were used in the second stage to 
generate new cutting patterns. These were then used to form new columns  
in the master problem using column generation techniques. This general 
approach is theoretically correct and computationally efficient (Laroze, 1993), 
but as many authors (Sessions et al., 1989; Laroze, 1993, etc.) have pointed 
out, the solutions produced are not particularly practical as they produce 
large numbers of cutting instructions. Sessions et al. (1989) also noted that 
the requirement of these techniques to subdivide the stand into stem classes 
makes these solutions hard to implement.  

 
The second approach does not suffer from these same problems; however, 

it can not theoretically guarantee that maximum revenue is gained from the 
bucking of the stand. Duffner (1980) has first published work on adjusting 
the price list in a bucking algorithm to meet market demands. There was, 
however, very little detail in the Duffners (1980) paper on exactly how he 
adjusted the prices. Sessions et al. (1989) developed a system to adjust prices 
iteratively using a shortest path algorithm to solve the sub-problem and a 
binary search to find the price multipliers to obtain the correct ratio of long 
logs to short logs. A number of other approaches have been tried, such as 
using an LP solution at the upper level to adjust the prices in the DP lower 
level, or using a heuristic to find the correct prices so the demand constraints 
are met in the master problem (Laroze and Greber, 1993; Murphy et al., 
2004). Kivenen and Unsitalo, 2002 developed a fuzzy logic controller to 
adjust the prices specifically for a mechanical harvester. 
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2.2 Models used on Mechanical Harvesters/ 
Processors 

The potential of using optimal log-making algorithms in mechanical log-
making systems was realized early in their development. Pnevmaticos and 
Mann noted in their 1972 (p. 26) paper that this procedure [a DP optimal 
bucking algorithm] can be applied either with the use of tables or a system of 
computerized control of the slasher. 

 
In 1973, Ösa, a Finnish company, developed a processor called the Ösa 

710. This processor head incorporated a relay-controlled system designed  
to calculate the optimum use for each tree. However, these systems were 
cumbersome and prone to breakdowns caused by vibration. Five years later, 
in 1978, the first microprocessor-based measuring systems appeared on 
Volvo’s new 900 harvesters. This development caused a rapid evolution of 
automated measuring and bucking technology (Drushka and Konttinen, 
1997).  

 
A Swedish study showed that a change to computerized bucking could 

increase the value of the wood by about 4%. It concluded that there are  
few areas in forestry that have the potential for such large high return  
on investment as that of computerized bucking equipment (Berglund and 
Sondell, 1985). The use of optimal bucking computer algorithms on Swedish 
harvesters was first tried in 1986. The algorithm was a simple heuristic 
model, which optimized over 9-m lengths. In 1987, a range of different log-
bucking techniques were used on different mechanical harvesters/processors. 
Many machines had simple operator selection or predetermined selection of 
log lengths. Some harvesters/processors used automatic bucking to length, 
automatic bucking to taper and automatic bucking to value (Sondell, 1987). 

 
In 1989, Olsen et al. tried using the OSU-BUCK software developed by 

Oregon State University on a Hahn Harvester. The trials showed that a 7.5% 
increase in value could be obtained through the use of an optimal bucking 
algorithm. A study in Australia showed that by using a harvester with an 
optimizer enabled increased the value cut from a stand by at least 11% 

 
Most of the literature on the implementation of optimal bucking on 

mechanical processing systems is based on Scandinavian harvesters/ proces-
sors. Modern single-grip harvesters employ either buck-to-value or buck-to-
order approach (Sondell et al., 2002 and Uusitalo et al., 2003). There is  
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little in the literature on what mathematical techniques the different mecha-
nical harvest manufacturers use. It is known that Ponsse use the Nasberg’s 
network formulation in their log-merchandizing computers (Kivinen and 
Uusitalo, 2003).  

 
There are currently two main approaches to buck-to-order optimization 

(also known as apportionment bucking) that have been developed by the 
harvester manufacturers. In the ‘adaptive price list’ approach, the value of 
each log grade is changed in accordance with how well the demand for each 
product is being met as harvesting progresses through the stand. In the ‘near 
optimum’ approach a cutting solution is selected from the top 5 %, based on 
value, of the buck-to-value solutions that best fulfils the demand require-
ments (Uusitalo and Kivinen, 2001). The Dasa4, Timbermatic 300, Valmet 
and Motomit computers all use the near optimum approach; Ponsses’ com-
puter uses the ‘adaptive price list’ approach (Sondell et al., 2002). 

2.3 Implementing the Models onto Mechanical 
Harvesters/Processors 

The on-board computers that run the optimal bucking models are connected 
to diameter and length measuring systems on the processing head. Modern 
mechanical harvesters/processors use mechanical sensors, and in some cases 
photocells, to measure diameter and length. The length measurements are 
commonly done using a measuring wheel (90 % of the time) or the feed 
rollers that are connected to an encoder (Andersson and Dyson, 2002; 
Gellerstedt, 2002). The encoder generates a fixed number of pulses each 
time the wheel is turned. The wheel is kept in contact with the stem either by 
using a spring or a hydraulic cylinder (Makkonen, 2001). The wheel is either 
reset using the action of the cut-off saw or in some cases using photocells 
located near the cut-off saw. The diameter of the log is measured using one 
or two potentiometers or encoders connected to the feed rollers or delimber 
arms (Makkonen, 2001; Andersson and Dyson, 2002). The measuring 
systems are connected to the on-board computers and the measuring sensors 
provide them with a continual stream of length and diameter measurements.  

 
The majority of harvesters use adaptive functions for stem form predic-

tion. These functions are able to ‘learn’ the mean taper in the stand as they 
work their way through it (Sondell et al., 2002). This allows the stem to be 
bucked based on only partial information about stem shape. Uusitalo et al. 
(2003) state that harvester operators can apply optimal bucking in three 
ways: 
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1. Automatic bucking – if no significant changes in quality exist within the 
stem, it can be bucked automatically using the cross-cutting decisions 
from the optimization system. 

2. Automatic quality bucking – changes in quality are entered into the opti-
mization system, the optimization system then takes the quality changes 
into account when calculating the optimal cross-cutting decisions. The 
decisions are then automatically carried out by the harvester.  

3. Quality bucking – In this case, bucking is carried out manually. Pre-
selected species and log lengths or diameters (Coyner, 2004) are entered 
into the computer and can be assigned to ‘hot keys’ on the operator’s 
controls.  

 
When harvesting Norway spruce in Scandinavia ‘automatic bucking’ is 

commonly used as there is little variation in quality, and the value differ-
ences between lumber-quality grades are quite small. In Sweden ‘automatic 
quality bucking’ is quite popular (Uusitalo et al., 2003). In other species 
where there is large variation in quality between trees, and the value of  
log grades depends heavily on quality, automatic optimization is considered 
inefficient and has led to economic losses (Uusitalo et al., 2003; Murphy, 
2003; Marshall and Murphy, 2004).  

 
Many of the new harvesters have wireless connection to the internet, 

which provides a platform for better supply chain management in the forestry 
industry. Wireless communication between the forest machine and the com-
pany offices mean that current production can be communicated in real time 
to the logging company, transportation company and customer. Möller et al. 
(2003, p. 66) gave the following examples of data exchanges:  

bucking instructions (e.g. customer orders, price lists, and restrictions for 
different assortments), reporting of production results (volume of logs per 
assortments and dimensions).  

In Scandinavia, Skogforsk administers StandForD, which is a common 
Nordic and North European Standard for Forest Data and communication 
(Anon., 2003). All modern harvesters in Nordic countries now operate with 
the same standard of open data exchange which allows production and 
demand data to be easily exchanged among all members of the supply chain 
(Möller et al., 2002). 

In the past the logging industry has concentrated its efforts on reducing costs 
in an attempt to maximize profits. In designing mechanical harvesting and 
processing machines, increasing productivity has been a key motivation for 

3 CONCLUSION 
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new developments. Today’s machines have faster processing speed and are 
more reliable than in the past. Logging, however, can be one of the major 
areas where the potential value of a forest can be lost.  

 
In Scandinavia, where many of the new mechanical harvesters are being 

developed, the forestry and forest equipment industries have invested and 
still are investing, considerable amounts of money and time in new hardware 
and software that can help obtain the optimal distribution of logs both in 
terms of their value and order fulfillment. However, unlike the productivity 
improvement technology that seems to have been successfully applied to 
other areas of the world, the value-maximizing technology has not been so 
successful. This is largely due to differences in tree species, forest types and 
markets.  

 
As the level of competition in forestry increases, value maximization at 

the time of harvesting trees is vitally important for improving or maintaining 
international competitiveness. The Scandinavians have shown that mecha-
nical harvesters/processors provide a great platform from which to better 
manage the forest supply chain. In many parts of the world, however, the 
way the technology is applied will need to be customized for different forest 
types and markets. 
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FOREST TRANSPORTATION 
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Abstract Transportation decisions in forestry appear in many planning situations and are 
often integrated with harvest planning as this step links supply with demand. 
At the same time, transportation corresponds to a large proportion of total 
operational costs and thus it is important to manage it efficiently. In this 
chapter we discuss how OR models and methods have been proposed and used 
to support forest transportation decisions in planning and scheduling. 

Keywords: Routing, forest transportation, multimodal transportation, backhauling, dis-
patching 

1 INTRODUCTION 

In forestry several modes of transportation are used; truck, train, ship and 
water. All logs are carried by trucks for parts of the transportation; either 
directly to customers or indirectly to storage locations, train terminals or 
harbours. The raw material can be divided into three main categories: pulp 
logs to pulp and paper mills, sawlogs to saw mills and energy wood to 
heating plants. In addition, wood chips are carried from saw mills to pulp, 
paper mills and heating plants. Moreover, sawn timber and other final 
products are distributed to domestic and international markets. Different 
types of trucks are used depending on the type of raw material, operational 
conditions and each firm’s policy.  In general, there are separate truck fleets 
for logs, wood chips and final products. Fuel wood has the potential to be 
chipped or packed together in the form of large bundles directly to prod-
uction areas. In this case it is possible to integrate it with log transportation 
as the same trucks can be used. In some operations, full stems are trans-
ported to saw mills. In this way, a better utilization is possible as scanning 
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and optimized breakdown processes can be used directly. These trucks are 
generally larger and are restricted to private road networks. The latter is also 
true for trucks with very large capacity; there are trucks with a capacity of  
up to 200 tons.  

 
The Industrial mills are dependent on continuous deliveries throughout 

the year. On a time horizon of several years, the transportation planning is 
integrated with forest management, road building/upgrading/maintenance 
and harvesting. Inadequate quality standard of the road network reduces the 
possibility to use roads for heavy traffic during certain parts of the years. 
This is the case in for example Sweden during spring, when frozen soils are 
thawing or during winter periods of heavy rains, as is the case for example in 
Chile. These cases correspond to tactical and strategical planning described 
in other chapters of this handbook. 

 
How the transportation planning is done, by whom and to what level of 

detail vary significantly among companies. One case is when a forest com-
pany organizes and makes central planning for one fleet of trucks. These 
trucks may belong to one or several independent transporters. A second case 
is when one large transport company organizes the transportation for several 
forest companies or organizations. A third and more decentralized case is 
when several transportation managers, each responsible for a region, provide 
target quotas for the number of loads that should be carried from specified 
roadsides to different mills. The transporters may then organize the work 
independently from other transporters and just keep in contact with harv-
esting personnel to ensure that there is enough wood at the landing ready  
for haulage. The trend is, however, for planning to become more centralized 
and trucks to increase their working area. This trend is supported by the 
development of geographical information systems (GIS) road databases  
and algorithms. 

 
Environmental issues are increasingly important aspects of transportation 

planning. To minimize transportation costs is often equivalent to minimizing 
the actual transportation work. This in turn often decreases emissions, thus 
reducing the negative impact on the environment. Usage of other trans-
portation modes, such as trains and ships, often has advantages, in terms of 
costs and environmental impacts, over trucks for long distances and high 
volumes. Other negative impacts due to the use of trucks that should be 
considered correspond to, for example, traffic congestion and risks, distur-
bance in population centers, noise and dust on unpaved roads.  
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In this chapter, we focus on planning problems arising in annual, monthly 
and shorter time periods and we study the following planning problems/ 
issues. 

 
1. Destination of logs  
2. Backhauling 
3. Daily/weekly scheduling (and dispatching) 
4. Train and ship integration 
5. Organizational aspects 

 
The first three problems are described from a planning horizon perspec-

tive. Destination of logs is a network flow problem, which basically balances 
demand against supply. Backhauling is also a flow problem but where routes 
are included to explicitly consider efficient routing. In scheduling and dispat-
ching, detailed routes for individual trucks are used. Here binary variables 
are needed as decision variables. Train and ship integration consider planning 
with several modes, and organizational aspects consider integrated planning 
between several organizations or companies. 

2 DESTINATIONS OF LOGS 

The destination of logs is based on a network flow problem with the 
structure given in Fig. 1. In this problem we use decision variables ijx  repre-
senting the flow from supply point (or harvest area) i to destination point (or 
industry) j. At each supply point i there is a supply is  and at demand point j 
a demand jd .  

Figure 1. Illustration of the network structure for the destination problem. 
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The objective is to minimize the total cost, where ci j denotes the unit  
flow cost between supply point i and demand point j. The index sets I and J 
denote the sets of supply and demand points, respectively. The model can be 
stated as  

[P1] min∑∑
∈ ∈Ii Jj

ijij xc , 

subject to Iisx i
Jj

ij ∈∀≤∑
∈

     , , (1) 

Jjdx j
Ii

ij ∈∀=∑
∈

     , , (2) 

JjIixij ∈∈∀≥ ,    ,0 , (3) 
 

Constraint set (1) represents the limited supply, set (2) the demand in 
industries and (3) is the non-negativity restrictions on variables. The formu-
lation corresponds to a linear programming (LP) model and is efficiently 
solved using any commercial LP package. The model is a basis for many 
other more complicated and integrated models. In practical situations we 
often have several assortments and the model is modified into a multi-
commodity flow problem. Moreover, demand can often be satisfied by several 
(similar) assortments and this linkage must be included. In addition, often 
there are special restrictions on which supply points can be used to satisfy a 
particular demand point. One example is when special bucking patterns are 
used at the harvest points to satisfy special demands. Moreover, often there 
are several time periods. In this case we also need to include storage balance 
constraints between periods.  

 
A typical monthly/weekly planning problem is to decide the catchment 

area allocated to each industry. A catchment area is a set of supply points 
that is to deliver a given assortment to each industry. Figure 2 illustrates 
catchment areas around a set of five mills. In this illustration only one assort-
ment is used. Different assortments gives rise to different catchment areas. 
This type of a model appears in Carlsson and Rönnqvist (2005) and Frisk  
et al. (2006). In Gunnarsson et al. (2004) it is a part of a multi-period 
formulation. 

 
In practice there are some issues regarding information that need to be 

addressed to develop a decision support tool. Information about supply and 
demand needs to be collected, stored and maintained. Information on supply  
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Figure 2. Illustration of catchment areas around a set of five mills. 

can be collected online from harvest units or on a daily basis. This informa-
tion also needs to be updated against what is actually transported by trucks. 
The costs are based on tariffs and agreements and these must be modelled in 
detail. Distances and travel times are important in this perspective and  
determining them is often not trivial. Use of GIS and road databases in this 
context is important. Models need to be robust and able to balance supply 
against demand, using penalties to prioritize deliveries when demand exceeds 
supply, or service remote supply points. 

 
Harvesting is generally not in balance during the year. In the Nordic 

countries, the harvesting is often carried out during winter when harvesters 
and forwarders do not damage the soil. In other countries, like Chile it is the 
other way around and harvesting is concentrated in the summer. Because of 
this it is necessary to use storage terminals and several time periods. The 
extended model becomes a transshipment model and information on storage 
capacities, storage costs, handling costs, and so on etc must be included. 

3 BACKHAULING 

In the previous model [P1], the cost for each flow variable is based on  
the fact that each truck drives loaded from the supply to demand point and 
empty (unloaded) in the other direction. This gives an efficiency of just  
50% as half of the travelled distance is loaded and the other half unloaded. 
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Efficiency would be improved if routes involving several loaded trips were 
used, that is, backhauling. Backhauling refers to cases where a truck that has 
carried one load between two points, carries another load on its return. By 
this, the unloaded proportion can decrease. In Fig. 3 we provide such an 
example. On the left part side of the figure, we have two direct flows where 
the corresponding routes are S1-D1-S1 and S2-D2-S2. On the right side, we 
have the backhaul route S1-D1-S2-D2-S1. The backhaulage trip clearly has  
a shorter unloaded distance. 

Figure 3. Illustration of two direct flows (left) and a backhaulage tour (right). 

To use back-haulage flows may dramatically decrease the cost. Savings 
between 2% and 20% are reported in different analyses, see for example 
Carlsson and Rönnqvist (1998) and Forsberg et al. (2005). The possibilities 
for backhauling are dependent on the type of transportation and the geo-
graphical distribution of mills and harvest areas. There must exist wood 
flows going in opposite directions. This can be because of several assort-
ments or because there are special restrictions between pairs of supply and 
demand points, resulting in each demand point not connected with the 
closest supply.  

 
A model with backhauling flow can be expressed in the extended LP 

model [P2] below. This model is the same as [P1] but where variables ky  
are added (from a set K). Each variable ky denotes the flow in backhaulage 
route k and kc  the corresponding unit cost. The coefficients ika  have value 
1 if route k picks up at supply point i and jkb  has value 1 if route k delivers 
to demand point j. Otherwise the coefficients have values 0.  

 

[P2]   ∑∑∑
∈∈ ∈

+
Jk

kk
Ii Jj

ijij ycxcmin , 
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subject to I isyax i
Kk

kik
Jj

ij ∈∀≤+ ∑∑
∈∈

    , , (4) 

J jdybx j
Kk

kjk
Ii

ij ∈∀=+ ∑∑
∈∈

    , , (5) 

, 0,     , , .ij kx y  i j k≥ ∀  (6) 

The main problem with backhauling is the large increase in the number of 
variables. If a standard model using direct flows has, say, 100,000 variables, 
a model with backhauling may easily invlove 10–50 million potential 
variables. Because such numbers of variables cannot be explicitly used in the 
model, solution methods based on column generation are used. Here, the 
backhauling variables are dynamically generated in the solution process 
(Carlsson and Rönnqvist, 1998).   

 
The use of backhauling is included in different systems. One example is 

the system FlowOpt developed by the Forestry Research Institute of Sweden 
(Forsberg et al., 2005). In Carlgren et al. (2006) it is used integrated with 
harvest operations. For more operative purposes it is implemented in the 

a basis in manual planning to find daily routes for trucks. 

4 SCHEDULING AND DISPATCHING 

The truck scheduling problem is to find a daily route for each truck in a fleet 
of trucks. This is a pickup and delivery vehicle routing problem (VRP) with 
time windows. In general there may be multiple pickups and deliveries but 

 
This problem can be formulated in several ways. One form often used in 
practice is based on representing routes as columns and is shown below. 
Here, we use binary variables to represent if routes are used or not. Each 
variable zr is defined to be 1 if route r (from a set R) is carried out and 0 
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most often there is just one delivery. In addition, it is more complicating than 

web-based decision support system ÅkarWeb (Eriksson and Rönnqvist, 

a standard VRP as each location can be visited by several trucks; this as the 
supply or demand is generally more than one truckload. Figure 4 illustrate

2003).  In this system backhauling routes are generated each day and used as 

a route taken by a truck. 
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Figure 4. Illustration of a route in the scheduling problem.The numbers indicate the order in 
which the single parts of the trips are taken. The sequences 1–2 and 8–9 illustrate single 
pickups and sequence 5–6–7 illustrate a multiple pickup. 

otherwise. The coefficient air is the volume picked up at supply node i in 
route r and bjr is the corresponding volume delivered to demand node j. The 
set Rt  states which routes are linked to truck t (from a set T). The cost 
coefficient cr gives the cost of an entire route. The basic formulation is 

[P3] ∑
∈Rr

rr zcmin , 

subject to T tz
sRr

r ∈∀=∑
∈

    ,1 , (7) 

I isza i
Jr

rir ∈∀≤∑
∈

    , , (8) 

J jdzb j
Jj

rjr ∈∀=∑
∈

    , , (9) 

{ } R rzr ∈∀∈     ,1,0 , (10) 
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The constraint set (7) states that only one route can be used for each truck. 
Sets (8) and (9) restrict the supply and demand as in the previous models.  
The last set (10) requires each variable to be a binary variable. Model [P3] 
has many similarities with model [P2]. The main difference is the more 
detailed description of routes and the requirement to use only one route for 
each truck. Time restrictions on routes are handled during the generation 
process of columns. The number of potential columns or routes is much 
larger than the number of backhauling routes in [P2]. Solution methods are 
therefore often based on heuristics and column generation. 

 
Since 1990 a computerized system called ASICAM, has been in use at 

the main forest companies in Argentina, Brazil, Chile, South Africa, Uruguay 
and Venezuela. It is a simulation system embedded with a heuristic solver, 
which produces a complete working schedule for 1 day for more than 100 
trucks in a couple of minutes. The system also updates the schedules during 
the day to incorporate unforeseen events, to produce a real time solution. 
ASICAM has led to very significant improvements in transportation effici-
ency, with reduction in costs between 10% and 20% (Weintraub et al., 1996; 
Epstein et al., 1999). It has also been implemented for a large sawmill firm 
in Chile to schedule deliveries from plants to customers. In this case round 
trips are much longer and can take up to 5 days, given the distance from 
some cities to the forest region.  

 
A system called EPO has been in use in Finland company; see Linnainmaa 

et al., (1995). EPO is a system that deals with all stages from strategic to 
operative planning. The input data are collected on-line directly from the 
forests and the main output is a weekly schedule for each truck. The solution 
approach combines both heuristics and optimization. A solution approach 
based on branch and price is  reported in Palmgren et al., (2004). Here, the 
subproblem to generate routes becomes a very large constrained shortest 
path problem, due to time and volume discretization. 

 
A system called RuttOpt was developed by the Forestry Research 

with a road database.  Different solvers can be used but for practical cases it 
uses a heuristic approach based on tabu search. In tests the system reports 
savings of 5%–20% compared to manual solutions. There are other systems 
available but many have not been reported in the research literature and it is 
difficult to evaluate the systems and their performance.  

 
A real-time truck dispatch system where queuing is included for more 

than 100 trucks has been developed in New Zealand; see Rönnqvist and 
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Ryan (1995). Here, the entire daily schedule is not required and instead the 
objective is to generate one trip at a time for each truck that is available. 

5 INTEGRATING TRAIN AND SHIP 

Many forest companies operate over large areas and distances between 
supply and demand points are long. In these cases, substantial savings can be 
achieved using train or ship transportation for parts of the transportation. To 
use a train system requires a set of terminals where loading and unloading 
take place. At each terminal, there is a fixed cost for opening the terminal 
and a variable cost for handling, that is, loading, storage and unloading. The 
capacity of a train system is decided by the number of wagons in use and the 
frequency of the trips. There are also alternatives in how the operation is 
organized. One alternative is that the train is loaded directly when it arrives 
to a terminal and then leaves directly after a quick loading. Another is that 
the wagons are placed at the terminals and get loaded during several days 
and then locomotives arrive and take the wagons to unloading terminals. For 
each train system there is a fixed cost depending on the number of wagons 
and locomotives used, and different capacity levels lead to different fixed 
costs. The overall cost for a system is generally hard to estimate before an 
actual negotiation is done. 

 
The introduction of trains may give a very different structure of the 

catchment areas. In the illustration shown in Fig. 5, we add two terminals 
and one train system (from Fig. 2) that can load at the terminals and unload 
at one of the mills. The impact after planning new catchment areas shows 
that the areas get a very different geographical structure. 

 

 

Figure 5. Illustration on catchment areas without trains (left) and when a train system is 
introduced (right). 
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Traditionally, truck and train transportation have been planned sepa-
rately. Typically, the train transportation is decided in a first phase. Then, 
this plan provides a new set of supply and demand points, that is, terminals 
depending on whether loading or unloading take place. The second phase is 
then to make plans for the trucks. A two-phase approach leads to suboptimal 
solutions. Therefore, it is desired to integrate the two phases into one. To 
include train flows in the model requires variables describing at which 
terminals logs are loaded and unloaded. Constraints that must be added 
relate to the capacity of each link of the train system to the handling capacity 
of the terminals. Binary variables are normally needed to model the usage of 
terminals. Alternatively, if there are few alternatives these can be studied as 
different scenarios. To include ship transportation is relatively easy as the 
modelling properties are similar to that for train systems. In the system 
FlowOpt (Forsberg et al., 2005) there is a possibility to integrate all three 
modes. In Broman et al. (2006) a case including truck, train and ship modes 
are used to establish a new logistic solution for a forest company. 

6 ORGANISATIONAL ASPECTS 

In addition to primary actors, representing the wood producers and wood 
consumers, there are also loggers and the transporters, harvesting and carrying 
the wood from forest to mill. The management of these operations can be 
centralized or decentralized. Even though all actors involved recognize the 
importance of co-operation and integration along the wood-flow chain it is 
easy to observe and explain why the different actors upon optimizing their 
individual short-term goals make decisions that can hinder integration and  
co-operation. There are for example problems with different planning systems, 
data capture, management and sharing sensitive information. However, savings 
between 5% and 15% are reported in the literature (Forsberg et al., 2005) 
which acts as a motivational factor. 

 
A strategic problem is how to optimize the timber supply scheduling 

when several companies operate in the same region. It is very common  
that transport distances, and costs, can be decreased if companies exchange 
wood, applying bartering between them. This issue is difficult, as planners 
do not want to reveal supply, demand and cost information to competitors. In 
practice this is solved by deciding on wood bartering of specific volumes. 
Today this is done in an ad hoc manner and is mostly dependent on personal 
relations. For more companies there needs to be a more general method to 
split costs and or profits among several companies. A number of different 
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economic models for cost sharing are described in Frisk et al. (2006) where 
cooperation between eight companies are studied. 

7 CONCLUSION 

The chapter has discussed the important impact  transportation has on 
operational decisions and costs. Transportation decisions are very complex, 
as they involve usually a large number of vehicles, multiple origins, des-
tinations, time periods and assortments of types of products to be hauled 
from origins to destinations. 

 
Most transportation is carried out via trucks, but other modes, in parti-

cular trains, can be attractive in some instances. Basic transportation decisions 
for which OR has been proposed are in the planning stages as well as in 
daily scheduling. 

 
OR models can significantly improve decisions, as has been shown in 

concrete experiences, in particular for daily scheduling. Planning on dispatch-
ing for the next few weeks can also be improved through the use of models. 
As technology on communications improves and gets less expensive, it should 
drive the development of systems based on OR algorithms, which support 
decisions in real time. 

 
Cooperation between organizations and companies is becoming more 

important and OR models play an important role in coming up with feasible 
and practical allocations of common costs. 
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OPTIMIZATION OF FOREST WILDLIFE 
OBJECTIVES 

John Hof 

1 and Robert Haight2 

1Rocky Mountain Research Station, USDA Forest Service, Fort Collins, CO; 2North Central 
Research Station, USDA Forest Service, St. Paul, MN 

Abstract This chapter presents an overview of methods for optimizing wildlife-related 
objectives. These objectives hinge on landscape pattern, so we refer to these 
methods as “spatial optimization.” It is currently possible to directly capture 
deterministic characterizations of the most basic spatial relationships: proximity 
relationships (including those that lead to edge effects), habitat connectivity/ 
fragmentation relationships, population growth and dispersal, and patch size/ 
habitat amount thresholds. More complex spatial relationships and stochastic 
relationships are currently best captured through heuristic manipulation of 
simulation models. General treatment of stochastic variables in spatial opti-
mization is in its infancy. 

Keywords: Habitat connectivity, landscape pattern, reaction-diffusion model, response-
surface analysis, search heuristics, simulation optimization, spatial optimi-
zation, stochastic population model 

1 INTRODUCTION 

The objective of this chapter is to review emerging methods that allow 
analysts to make explicit recommendations (prescriptions) concerning the 
placement of different features in managed landscapes, so as to optimize 
wildlife-related objectives. We refer to this general set of methods as “spatial 
optimization.” As used here, spatial optimization refers to methods that 
capture spatial relationships between different land areas in the process  
of maximizing or minimizing an objective function subject to resource 
constraints (we draw a distinction between this set of methods and “spatially- 
explicit optimization,” which simply involves choice variables that are spa-
tially defined and includes no spatial relationships). 
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2 STATE OF THE SCIENCE IN SPATIAL 
OPTIMIZATION 

In our view, two basic approaches can be used to describe our current capa-
bilities in spatial optimization of landscape pattern: direct spatial optimization 
approaches and heuristic manipulation of simulation models. We review each 
of these in turn.  

2.1 Direct Approaches 

The approach here is to directly include the spatial relationships of concern 
in a formulation that is focused on the optimization of landscape pattern, per 
se. We would characterize the approach as having a closed-form formulation 
with a formal solution method. We would include in this category recent 
augmentations of the basic “adjacency” formulation (discussed elsewhere in 
this book) to addressing ecological problems (see, e.g., Bettinger et al., 
1997; Barrett et al., 1998; Falcao and Borges, 2001). We would also include 
recent contributions that have endeavored to add spatial relationships to the 
set-covering reserve selection model (some examples are Possingham et al., 
2000; Nalle et al., 2002; Onal and Briers 2002, 2003; Fischer and Church, 
2003). Other authors who have taken relatively direct approaches include 
Nevo and Garcia (1996), Farmer and Wiens (1999), and Loehle (1999).  

 
Hof and Bevers (1998, 2002) explore a large number of direct spatial 

optimization formulations, including static models, dynamic models, models 
of spatial autocorrelation, and models of sustainability. As an example, wild-
life habitat fragmentation (spatial division into disaggregated patches) is a 
common concern with regard to placement of timber harvests. The approach 
is to directly model the wildlife population growth and dispersal patterns that 
make habitat connectivity (nonfragmentation) important. This is a dynamic 
problem where management activities must be scheduled over time, wildlife 
habitat (determined by forest age) must be tracked as forest stands age and 
grow, and different wildlife species respond differently to those habitats. The 
method is related to the classic “reaction-diffusion models” (Skellum, 1951; 
Kierstead and Slobodkin, 1953; Allen, 1983).  

 
First, the land is divided into cells, where the cell could be scaled to the 

ecology of the species (e.g., average home range or territory size) or could be 
scaled simply to provide adequate spatial resolution for the optimization 
problem. Then, a set of choice variables is defined for each cell, each of 
which represents a complete scheduled management prescription. For example, 
each prescription could define the time periods for harvesting the given cell, 
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including a no-harvest option. Any harvest would reset the forest age class to 
0 and would change the habitat for each wildlife species accordingly. Initial 
forest age classes are assigned to each cell, as well as initial population 
numbers for each wildlife species included.  

 
The following definitions will be used: 
 
i indexes species 
k indexes the management prescription 
h indexes the cells, as does n 
t indexes the time period 
 
qh = the number of potential management prescriptions for cell h 
 
T = the number of time periods 
 
Xkh= the area in cell h that is allocated to management prescription k  
 
Kh= the total area in cell h 
 
Siht= the expected population of species i in cell h at time period t 
 
aihtk= a coefficient set that gives the expected carrying capacity of animal 
species i in cell h at time period t, if management prescription k is imple-
mented (based on forest age class) 
 
Nih= the initial population numbers for species i in cell h 
 
ginh = the probability that an animal of species i will disperse from cell n 
in any time period to cell h in the subsequent time period. This includes a 
probability for n=h, so that the ginh sum to 1 for each combination of h 
and i 
 
ri = the “r value” population growth rate (net of mortality not related to 
dispersal) for species i, and  
 
Fit = the total population for species i in time period t. 
  
The simplest objective function would be to maximize a given species’ 
expected total population: 
 
Maximize itt

F∑  for a given i. 
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The minimum population over all time periods (m), for a given species 
could be maximized as follows: 
 
Maximize m 
Subject to ,itm F≤  Tt ,...,1=  for a given i. 
 
Or, a weighted ( iV ) sum of multiple species’ populations could be maxi-
mized: 
 
Maximize ( ).i iti t

V F∑ ∑  
 
Many other objective functions are also possible. 
 
The basic constraint set for such a model is 
 

h

q

k
kh KX

k

=∑
=1

, h∀  (1) 

ihih NS =0 , 
h
i

∀
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khk ihtkiht XaS ∑≤ , 
h
i
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[ ])1()1( −+≤ ∑ tinn inhiht SrgS , 
h
i

∀
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∑= h ihtit SF , 
t
i

∀
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hkh KX ≤≤0 , 
h
k

∀
∀

. (6) 

 
This model is linear, with continuous variables, and can be solved with 

the simplex algorithm. Equation 1 limits the total management prescription 
allocation to the area in each cell. The management prescriptions are defined 
with no action in the first time period (t =0), which is used simply to set 
initial conditions. Equation 2 sets the initial population numbers for each 
species, by cell. The Siht (expected population by species by cell, for each 
time period) is determined by whichever of (3) or (4) is binding. Constraint 
set (3) limits each cell’s population to the carrying capacity of the habitat in 
that cell, determined by forest age classes. Constraint set (4) limits each 
cell’s population according to the growth and dispersal from other cells and 
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itself in the previous time period. The growth and dispersal characteristics of 
each species are reflected by the parameters in constraint set (4). Constraint 
set (4) adds up the expected value of the population dispersing from all cells 
in the previous time period to the given cell in the given time period. It is 
important to note that whenever (3) is binding for a cell, some of the animals 
assumed to disperse into that cell are lost because of limited carrying 
capacity. Reaction-diffusion models assume that organisms dispersing into 
unsuitable regions will perish. This mechanism provides a probabilistic basis 
for the expectation that mortality (beyond the nondispersal-related mortality 
accounted for in the r value) occurs in proportion to the usage of inhos-
pitable surroundings. Thus, actual population growth is determined by a 
combination of potential growth, dispersal, and spatially located carrying 
capacities determined by the management prescription allocations. Cons-
traint set (5) defines the total population of each species, in each time period. 
And finally, constraint set (6) limits the choice variables to be between 0 and 
the area in each cell. 

 
Hof and Bevers (1998, 2002) applied this basic type of model structure  

to problems of habitat placement for the black-footed ferret, which also 
accounted for release schedules of captive-born animals. As a follow-up, it 
was applied to the black-tailed prairie dog, accounting for population-depen-
dent dispersal behavior. Hof and Bevers also modified this structure to account 
for water-borne seed dispersal and for habitat edge effects; converted the 
model to optimize the location of control measures in managing exotic pests; 
and applied these basic ideas to problems other than organism management 
(especially stormflow management and fire management).  

 
The primary criticism that can be leveled at this type of approach is that 

there are limits to the complexity of ecological relationships that can be 
captured in a closed-form optimization formulation. An alternative explored 
in the next section is to start with a more complex ecological simulation 
model and use heuristic procedures to direct repeated predictions with 
different management regimes, hopefully converging on a near-optimum. 

3 HEURISTIC MANIPULATION OF SIMULATION 
MODELS 

The fields of wildlife management and conservation biology contain a long 
history in developing stochastic models of population viability, which are 
commonly used to inform wildlife management decisions (Boyce, 1992; 
Beissinger and Westphal, 1998). Demographic models predict the birth, death, 
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and migration of individuals in one or more localized populations (e.g., Liu 
et al., 1995). Incidence function models predict the extinction of local 
populations and colonization of empty habitat patches (Hanski, 1994). Both 
types of models incorporate uncertainty in one or more demographic para-
meters, and Monte Carlo methods are used to sample from the underlying 
distributions and simulate populations many times for different combinations 
of parameter values. Thus, stochastic population models yield probabilistic 
results, which are typically summarized by performance measures for the 
ending population such as mean patch occupancy or probability that popu-
lation size exceeds a threshold. Stochastic population models are routinely 
used to determine the relative effects of habitat management options (e.g., 
Armbruster and Lande, 1993; Liu et al., 1995). In addition, results of 
population models, such as relative growth rates of populations in potential 
reserve sites, are used in formulations of reserve selection models (e.g., 
Carroll et al., 2003). Only a few studies combine optimization with stochastic 
population models to determine cost-effective habitat protection. Here we 
describe some of the basic ideas and approaches. 

3.1 Stochastic Optimization with Heuristics 

Stochastic population models can be optimized using search heuristics. 
Moilanen and Cabeza (2002) addressed the problem of selecting a subset of 
potential reserve sites to maximize the long-term persistence of a species 
living in a metapopulation given a limited budget for site protection. They 
formulated an incidence function model for the false heath fritillary 
butterfly, an endangered species in Finland, and applied the model with 125 
potential reserve sites of varying size and isolation. Their site selection 
problem can be described with the following notation: 

 
i, I = indices for individual sites and total number of sites, 
 
b = upper bound on budget, 
 
ci  = cost of protecting site i, 
 
xi  = 0–1 variable for protecting site i; 1 if site i is protected, 0 otherwise, 
p(x1,..., x1) = the probability of extinction of the metapopulation in period T. 
 
The optimization problem was formulated as follows: 
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1Maximize    1 ( , , ) (7)
Subject to:                        

(8)

(9)

Ip x x− K

 
The objective of the optimization problem (Eq. 7) was to maximize the 
persistence of the metapopulation (one minus the probability of extinction) 
subject to a budget constraint (Eq. 8) and binary restrictions on the decision 
variables (Eq. 9). This is not a trivial optimization problem because the 
objective function value associated with each subset of sites must be 
estimated using a stochastic population model and the number of different 
subsets of sites (2I) increases rapidly with I.  

 
One way to estimate ),,( 1 Ixxp K for a given subset of sites is to make N 

replicate simulations of the population and compute the proportion of 
simulations that go extinct before time T. The problem with this estimator is 
that N must be large to get a high level of precision if the probability of 
extinction is low, which will slow down the optimization considerably. 
Variance reduction techniques such as importance sampling can be used to 
increase precision of the estimator for a given sample size N (Haight and 
Travis, 1997).  Importance sampling forces a larger number of rare events 
from the underlying distribution of the stochastic demographic parameter 
into the sample that is used for Monte Carlo simulation. Inference from the 
simulation results is done in a way to correct for sampling bias. 

 
Another option is to define an objective function with properties similar 

to the probability of extinction ),,( 1 Ixxp K and which requires a smaller 
sample size to obtain a given level of precision. Moilanen and Cabeza (2002) 
used the average one-step extinction probability of the meta-population 
calculated over time horizon T and N simulations: 

 

, 1 1 , ,
1 1

1 ( , , ; ; )                                                 (10)
N T

n t I n t n t
n t

x x y E
NT

φ +
= =
∑∑ K

 
where the function φn,t+1is the probability of extinction in period t+1 given 
the subset of sites protected (x1,…, xI), the patch occupancy in period t (yn,t), 
and a random environmental variable (En,t). Because their incidence function 
model provided a closed-form expression for the one-step extinction 
probability φn,t+1, computation of the average (Eq. 10) was fast. Further, 
Moilanen and Cabeza (2002) found that the average one-step extinction 
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probability was closely related to, but not always identical to, the extinction 
risk of the metapopulation during horizon T, and it does not require a large 
sample size to obtain a precise estimate. 

 
Once an objective function is defined, a heuristic is needed to search for 

the best set of sites. The operations research community has developed a 
number of heuristics for optimizing stochastic systems using simulation 
(Andradottir, 1998; Goldsman and Nelson, 1998; Pichitlamken and Nelson, 
2001). Moilanen and Cabeza (2002) used a genetic algorithm combined  
with a local search to optimize their incidence function model. A genetic 
algorithm operates on a set of alternative solutions, which are called indivi-
duals. Each individual is assigned a fitness value equal to the value of the 
objective function (e.g., Eq. 10). The fitness of an individual determines its 
probability of taking part in reproduction. Individuals with high fitness 
reproduce on average more often than those with low fitness. A genetic 
algorithm proceeds generation by generation with individuals in one genera-
tion combining and producing individuals in the next. Moilanen and Cabeza 
(2002) used 50 replicate simulations to estimate the fitness of each indivi-
dual in a population. They found that problems with 125 candidate sites 
converged within 25 generations to almost identical site selections and 
objective function values.  

 
Optimization of stochastic population models using search heuristics is in 

its infancy. Commercial simulation packages are beginning to incorporate 
heuristic optimization tools (e.g., April et al., 2001), and it would be worth-
while to explore their value in optimizing stochastic population models. 

3.1.1 Response-surface analysis 

Another approach to simulator optimization involves response-surface ana-
lysis. Monte Carlo experiments with a stochastic population model can be 
used to create response surfaces of the relationships between measures of 
population performance and reserve design features. Then, regression equa-
tions representing those relationships can be included in an optimization 
model to determine the best reserve design features.  

 
Haight et al. (2004) used elements of response-surface analysis to address 

a problem of allocating a fixed budget for habitat protection among disjunct 
populations of the endangered San Joaquin kit fox in California to maximize 
the expected number of surviving populations. A demographic model of 
population viability was used to quantify the risk of extinction of each 
population under different amounts of protected habitat. The predictions of 
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the demographic model, in turn, were used to estimate risk-area curves for 
the populations. The risk-area curves and costs of habitat protection were 
incorporated into an optimization model to determine how best to allocate 
limited funds among the populations. The problem set up is as follows. 

 
Suppose we have a set of disjunct populations of an endangered species 

and a limited budget to protect habitat. By disjunct we mean that each popu-
lation is isolated enough that migration between populations is inconse-
quential. Further, assume that we have information for each population about 
the relationship between risk of population extinction and amount of habitat. 
Using these risk-area curves, we can formulate an optimization model for 
determining the amount of habitat to protect for each population that maxi-
mizes the expected number of populations that survive over the management 
horizon. The model has the following notation: 

 
i, I  = indices for individual populations and total number of populations, 
 
ai  = amount of already-protected habitat for population i, 
 
b  = upper bound on budget, 
 
ci  = unit cost of protecting additional habitat for population i, 
 
di  = upper bound on the amount of habitat available for protection for 
population i, 
 
xi  = amount of habitat that is selected for protection for population i, 
 
pi (ai + xi)= function for the probability of extinction, population i. 
 
The optimization problem is formulated as follows: 

1

1

i
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The objective (Eq. 11) is to maximize the expected number of populations 
that survive over the management horizon. The probability of extinction of 
each population depends on the total amount of habitat protected, which is 
the sum of the already-protected habitat and the newly protected habitat. The 
risk function can be estimated using predictions from a demographic model 
of population viability under different amounts of protected habitat as 
described below. The first constraint (Eq. 12) requires that spending for 
habitat protection does not exceed the budget. The second set of constraints 
(Eq. 13) bounds the amount of habitat available for protection. 

  
Haight et al. (2004) used a stochastic demographic model of a disjunct kit 

fox population to predict extinction risk in 100 years in habitat patches of 
increasing size. For each patch, the estimator of extinction risk was the 
percentage of 1,000 independent simulations in which population size was 
<10 individuals in 100 years. The predictions were used to estimate a 
relationship between extinction risk and patch area. The risk-area relation-
ship was a logistic function estimated using a form of logistic regression 
called the minimum logit chi-squared method (Maddala, 1983). Logistic 
regression describes a binary response as a function of one or more explana-
tory variables. In this case, the binary response was extinction or persistence 
of a population in a habitat patch, and the explanatory variable was patch 
area. The minimum logit chi-squared method of estimation is appropriate 
when there are multiple observations of the binary response for each level of 
the explanatory variable. Let Pi be the proportion of the 1,000 observations 
in which the population became extinct in patch i and Pi/(1–Pi) be the 
estimated odds of extinction. With the logistic model, the log of the odds of 
extinction is assumed to be a linear function of patch area. The model for 
San Joaquin kit fox was 

ˆ 1log  log( ) ,0 1 2ˆ1
pi b b b yi ip yi i

µ= + + +
−

 (14) 

where yi is the area of patch i, b0, b1, and b2 are the regression coefficients, 
and iµ  is the regression error. Because the log of the odds of extinction is a 
continuous variable without limit, ordinary or weighted least squares regres-

Eq. 14 were estimated, the equation was transformed into a risk-area 
relationship by solving for pi on the left-hand-side. The risk-area curve for 
each of eight populations was incorporated into the optimization model (Eqs. 
11–13) and solved using commercial nonlinear programming software. The 
results included priorities for reserve expansion under increasing upper 
bounds on funding and a cost curve showing funding required for incre-
mental increases in population viability.  
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Hof and Raphael (1997) used elements of response-surface methodology 
to address a problem of locating habitat reserves for Northern Spotted Owl in 
the Olympic Peninsula, Washington State (USA), to maximize the overall 
size of the owl population (rather than the expected number of surviving 
populations in Eq. 7). They subdivided the landscape into 1681 cells and 
defined variables for the amount of habitat to be protected in each cell. The 
owl population in each cell depended on the amount of protected habitat in 
the cell and the total number of owls in adjacent cells. These functions were 
estimated using predictions of a stochastic model of spotted owl population 
viability. Although their equations for population size were nonlinear, Hof 
and Raphael (1997) approximated them as a series of linear line segments, 
which allowed them to formulate a linear programming model for habitat 
protection. Although their formulation had over 20,000 variables and 12,000 
equations, it was easy to solve with off-the-shelf commercial software. 
Results of the optimization model were used to identify potential improve-
ments in a proposed spotted owl habitat protection plan. 

4 DISCUSSION AND CONCLUSION 

The primary shortcoming of the direct approach is that the amount of eco-
logical detail that can be captured is limited. The primary shortcoming of the 
Simulation Manipulation approach is, of course, that the outcome is only “the 
best” alternative from among the landscape layouts investigated. Even with  
a large number of layouts, near-optimality is not assured. To demonstrate the 
point, suppose we have 100l and units (e.g., in a 10 x 10 grid). Even if we 
must consider only one action (v. none), with no scheduling component, there 
are still 2100 or 1.2676×1030 possible spatial layouts. Even if 99.9999999% 
(all but a trillionth) of the layouts can be eliminated as undesirable, we still 
have 1.2676×1021 options. Even if there are a trillion layouts that are accept-
able, we only have a 7.886×10–13(1×109÷1.2676×1021 chance of hitting an 
acceptable solution if we randomly arrange our management actions. This 
suggests the need for optimization procedures in all but the simplest spatial 
problems. In addition, the implicit response surface may or may not be con-
vex, such that a solution that appears to be near-optimal may actually not  
be at all. 

 
Thus, the choice is between a precise optimum to a simplified model and 

an approximate optimum to a more precise model. In a given planning 
application, the answer may depend on the questions being asked and the 
circumstances surrounding the planning problem. For example, habitat 
placement choices may be limited because the pattern of land development 
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has reduced the configuration possibilities (Saunders et al., 1991). When 
habitat-placement options are restricted to a small set, simulation modeling 
may offer a very useful approach for ranking alternative configurations. If, 
however, placement choices are numerous, then formal spatial optimization 
may be more useful in determining a layout that really is “the best” given the 
objectives and constraints of the planning problem. Joint use of both 
strategies as in Hof and Raphael (1997) or Haight et al. (2002) might offer 
planners the opportunity to take advantage of both the ecological detail 
captured by simulation models and the analytical power of formal spatial 
optimization to select the best solution. 

 
It should be fairly clear from this chapter that the state of the science  

in optimization of landscape pattern borrows heavily from the operations 
research or management sciences field. Thus, ecology in general and land-
scape ecology in particular could probably benefit from more utilization of 
management science methodology. It might be worth pointing out that the 
flow of knowledge also goes the other way. The study of natural processes 
has inspired several heuristic procedures in optimization. In particular, a 
class of heuristic solution algorithms called “genetic algorithms” solves 
mathematical programming problems by emulating evolutionary processes. 
In the heuristic search, new trial solutions are created by “mating” previous 
solutions so as to emphasize positive traits much like natural selection pro-
motes evolution in natural systems. Another example is “simulated annealing” 
which was originally developed to simulate the annealing process of cooling 
metals, but which is now commonly used as an optimization search routine.  

 
The most fundamental research need in optimizing landscape pattern is 

the ability to better capture the relevant ecological relationships in an opti-
mization analysis. A natural reaction to the idea of optimizing spatial pattern 
across a landscape is that we simply do not know enough about ecological 
systems to actually optimize them. Indeed, we will probably never know as 
much about ecology as we would like to. Our reaction is that it is important 
to apply spatial optimization in the context of an adaptive learning process 
(as we have noted previously). We will probably never have a level of know-
ledge that is adequate to find a permanent optimal strategy for a managed 
ecosystem in a one-time optimization analysis. On the other hand, an adaptive 
management process that does not take advantage of optimization methods is 
much less likely to make progress either in learning about the ecological 
system or in managing it. Applied in a careful, learning process, spatial opti-
mization of landscape pattern has the potential to illuminate new hypotheses 
for landscape ecology research as well as providing a mechanism to apply 
landscape ecology research in landscape management. 
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Chapter 22 

SPATIAL ENVIRONMENTAL CONCERNS 

Alan T. Murray 
Department of Geography, The Ohio State University, Columbus, USA 

Abstract Balancing utilization and protection of the natural environment is a challeng-
ing task. Forest management in particular continues to deal with trade-offs 
inherent to responsible timber harvesting. This chapter focuses on harvest 
scheduling where one is interested in maximizing economic returns subject to 
maintaining a continued supply of timber in the future. This necessarily means 
managing resources in a sustainable manner. As such addressing spatial issues 
related to environmental concerns is critical. This chapter reviews approaches 
that have been relied upon to limit localized impacts of harvesting activity. 

Keywords: Harvest scheduling, optimization, adjacency, green-up, area restrictions 

1 INTRODUCTION 

Human activities and their associated impacts on the environment continue 
to be recognized as a threat to the long-term sustainability of the Earth. 
Forestry represents an industry that relies on natural resources, forests and 
timber in particular, in a multiple-use context. Given demands for timber and 
wood products as well as the environmental impacts of harvest operations on 
flora and fauna, increasing attention has been directed to enhancing analysis 
and modeling detail in the management of natural resources. Of interest in 
this chapter is increased spatial and temporal specificity in harvest-scheduling 
analysis supported by optimization models. 

 
Harvest-scheduling optimization models have characteristically focused on 

making decisions on how to treat standing timber over a horizon of several 
years to decades. Decision variables in these models relate to the sequencing 
of stands or blocks for harvesting to satisfy temporal timber demands and 
other constraining conditions. Given this, the orientation of harvest-scheduling 
models is to maximize economic returns in the management of a forest region. 
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This necessarily means minimizing management costs, such as operational 
overhead, transportation system development/maintenance, timber movement 
costs, and so on. Spatial environmental concerns arise when accounting for 
wildlife richness, creating habitat favorable to flora and fauna, promoting 
diversity, maintaining soil and water quality, preserving scenic beauty, and 
moving toward sustainability more generally. In order to address such concerns 
implicitly or explicitly, limiting spatial impacts is desired in harvest-scheduling 
models. Adjacency restrictions and green-up conditions have traditionally 
been relied upon to regulate localized activity. 

2 ADJACENCY AND GREEN-UP 

Avoiding concentrated harvest activity in any one area has been approached 
in optimization models by addressing adjacency relationships. Adjacency 
reflects spatial proximity of an area to another area. Typically, adjacency  
is defined as two areas sharing a common boarder or point, but certainly 
adjacency could be defined using distance between two areas as well. One 
way to limit localized harvest impacts is to prohibit any two adjacent areas 
from being simultaneously treated, as was the intent of Thompson et al. 
(1973). Consider a harvesting decision variable for management area i: 

1 if area  is harvested
0 otherwisei

i
x

⎧
= ⎨
⎩

. 

For two management areas i and i′, we can define a condition that would 
limit harvesting to at most one of these adjacent areas: 

1≤+ ′ii xx . (1) 

Thus, restrictions would be imposed for all adjacent areas iN  to area i, and 
these conditions would be needed for each area i. Murray (1999) has referred 
to harvest-scheduling problems where adjacency between management units 
is imposed as the unit restriction model (URM). The assumption here is that 
the combined area of units i and i′ exceeds an acceptable threshold. That is, 

Aii >+ ′αα , where iα  is the area of unit i ( i′α  similarly defined) and A is 
the maximum permissible harvest disturbance area. Murray et al. (2004) 
indicate that maximum area limits of 16–49 ha are common in practice. 

 
If we also take into account temporal aspects of spatial decision making, 

the earlier notation can be extended as follows: 
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1if unit  is harvested in time period 
0 otherwiseit

i t
x

⎧
= ⎨
⎩

. 

In the context of limiting localized impacts, condition (1) can be more 
broadly defined to include both spatial and temporal restrictions on harvest 
activity as follows: 

( ) 1≤+∑
+

−=′
′′′

pt

ptt
titi xx . (2) 

where p is a pre-specified harvesting exclusion period. Condition (2) inclu-
des the so-called green-up requirement, where an area cannot be harvested  
if an adjacent unit has been harvested in a pre-specified interval of time 
before or after the current time period t. As such, condition (2) would be 
necessary for each units i and adjacent units i′ in every each time period t. 

3 AREA RESTRICTIONS 

Current harvest-scheduling research increasingly focuses on a variant of  
the earlier problem, recognizing that management units may be defined such 
that two or more adjacent units do not necessarily violate the maximum area 
limitation (see Hokans, 1983; Lockwood and Moore, 1993; Murray, 1999). 
That is, it is possible that Aii <+ ′αα , representing a feasible management 
possibility. In this case, rather than adjacency constraints, one needs a maxi-
mum area restriction defined for sets of units if the intended condition is to 
be imposed in a harvest-scheduling optimization model. Murray (1999) has 
referred to harvest-scheduling problems where spatial limitations apply to 
sets of management units as the area restriction model (ARM). 

 
While in the general case this is a particularly formidable problem to 

structure (and solve) using integer programming, under certain conditions it 
is possible to enumerate potential feasible harvesting blocks (or areas) a 
priori (see Murray et al., 2004; Goycoolea et al., 2005). As an example, 
consider the forest units shown in Fig. 1, assuming a maximum allowable 
impact area of A=49 ha. Given this, there are 17 potential combinations of 
feasible blockings for these individual management units: {1}, {2}, {3}, 
{4}, {5}, {1,2}, {1,3}, {1,4}, {2,4}, {2,5}, {3,4}, {4,5}, {1,3,4}, {1,4,5}, 
{2,3,4}, {2,4,5}, and {3,4,5}. A block, then, is an area comprising spatially 
connect, or contiguous, management units. As such, a feasible block would 
need to be identified using some enumerative scheme (see Goycoolea et al., 
2005). 
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1
(20 ha)

2
(20 ha)

3
(15 ha)

5
(15 ha)

4
(13 ha)

1
(20 ha)

2
(20 ha)

3
(15 ha)

5
(15 ha)

4
(13 ha)

 

Figure 1. Forest management units. 

From a modeling perspective, this somewhat changes how our problem is 
mathematically represented as we must account for these permissible spatial 
blocks. This can be done by introducing a new decision variable for each 
feasible block l: 

1 if block  is harvested
0 otherwisel

l
y

⎧
= ⎨
⎩

. 

Given this notation and a priori identified feasible blocks, there are two cases 
in which any two blocks cannot be simultaneously selected for harvest. First, 
if a unit i is common to both blocks, clearly both should not be allowed as a 
unit and cannot be harvested twice. Second, if two blocks are adjacent, then 
we assume that their combined area would result in a spatial violation. While 
it is true that their combined area may not actually exceed the stipulated 
maximum area restriction, if this combination of units is feasible it will be 
identified as a potential block (see Goycoolea et al., 2005). Therefore, this 
harvesting option is present as a feasible block that can be selected. The 
implication of these two cases is that we can utilize an adjacency constraint 
to impose proscribed configurations of blocks as follows: 

lll llyy Ω∈′∀≤+ ′ ,1 , (3) 
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where lΩ  is the set of blocks adjacent to block l and those blocks which 
share a common management unit with block l. 
 

Returning to the example shown in Fig. 1, feasible blocks {1,4} and {2} 
would be prohibited based on adjacency given that their combined area (53 
ha) exceeds the maximum allowed disturbance area of 49 ha. Mathe-
matically, this can be imposed as follows: 

1}2{}4,1{ ≤+ yy . 

Alternatively, feasible blocks {1,4} and {3,4,5} would be prohibited because 
they share a common area,  unit 4. As such, the following additional const-
raint would also be needed, among others: 

1}5,4,3{}4,1{ ≤+ yy . 

For this example, it is possible to encapsulate the harvesting decision vari-
ables and spatial constraints as a graph of nodes and arcs. The nodes in this 
graph represent feasible blocks to harvest and arcs depict adjacency or block 
overlap restrictions. Goycoolea et al. (2005) refer to this as a projected graph 
because it is derived from the forest region. Figure 2 illustrates the projected 
graph for the earlier forest example. In this case, it is nearly a complete 
graph, with no arcs between {1} and {5}, {2} and {3}, {3} and {2,5}, and 
{5} and {1,3}. 

 

{3,4}

{1}

{1,4}

{2} {1,2}

{3,4,5}

{5}

{2,3,4}

{2,4}

{1,3}

{2,5}

{3}

{2,4,5}

{4,5}

{4}

{1,4,5}

{1,3,4}

{3,4}

{1}

{1,4}

{2} {1,2}

{3,4,5}

{5}

{2,3,4}

{2,4}

{1,3}

{2,5}

{3}

{2,4,5}

{4,5}

{4}

{1,4,5}

{1,3,4}

{3,4}

{1}

{1,4}

{2} {1,2}

{3,4,5}

{5}

{2,3,4}

{2,4}

{1,3}

{2,5}

{3}

{2,4,5}

{4,5}

{4}

{1,4,5}

{1,3,4}

 

Figure 2. Graph depicting blocks and restrictions in the five unit-forest. 

423



Alan T. Murray

Given the projected graph, it is possible to structure the harvest-sche-
duling optimization problem as an integer program by restricting spatial 
impacts between blocks using the ARM. 

4 SOLVING THE AREA RESTRICTION MODEL (ARM) 

The remainder of this chapter will focus on the ARM, as the URM has been 
shown to be a special case of the ARM (see Murray, 1999). Murray and 
Weintraub (2002) provide an empirical examination of the relationship 
between the URM and ARM. The ARM can be formally stated as follows: 

Maximizes ∑∑
l t

ltlt yβ , (4) 

subject to 

( ) tllyy l

pt

ptt
tltl ,,1 Ω∈′∀≤+∑

+

−=′
′′′ , (5) 

tUy t
l

ltlt ∀≤∑ν , (6a) 

tLy t
l

ltlt ∀≥∑ν , (6b) 

ly
t

lt ∀≤∑ 1 , (7) 

{ } tlylt ,1,0 ∀= , (8) 

where 
 
 is the benefit of harvesting block  in period l titβ , 
 is the volume produced by harvesting block  in period l titν , 
 is the upper bound on total volume harvested in period U tt , and 
 is the lower bound on total volume harvested in period L tt . 
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The objective (4) maximizes net return in selecting blocks for harvest. 
Constraints (5) impose adjacency and incompatibility restrictions on the 
simultaneous selection of blocks. Constraints (6) establish upper and lower 
bounds on harvesting productivity in each time period. Constraints (7) allow 
a block to be harvested at most once over the planning horizon. Finally, 
constraints (8) indicate integer requirements on decision variables. 

 
Common extensions to this basic model include road network constru-

ction and maintenance, minimum revenue requirements, age structure, and 
preservation of habitat (see Kirby et al., 1986; Murray and Church, 1995; 
Caro et al., 2003). 

 
Solving the ARM has proven to be a challenge. Much of the initial work 

on solving the ARM utilized heuristic solution methods. Hokans (1983) 
detailed an artificial intelligence-based heuristic for the ARM. Following this 
were approaches based on simulated annealing and tabu search developed by 
Lockwood and Moore (1993), Clark et al. (2000), and Richards and Gunn 
(2000). Recent work in this area includes the evolutionary approach (genetic 
algorithm) of Falcao and Borges (2002) and the tabu 2-opt heuristic of Caro  
et al. (2003). 

 
Murray et al. (2004) and Goycoolea et al. (2005) detail an approach for 

solving the ARM exactly using commercial integer-programming software. 
The idea behind the approach is to exploit properties of the projected graph. 
In particular, constraints (5) in the ARM are not particularly strong in the 
sense of inducing facets beneficial to integer-programming techniques. Speci-
fically, integer-programming typically relies on linear programming (LP) 
coupled with branch-and-bound, where integer restrictions on decision vari-
ables are initially relaxed then systematically resolved in the branching 
phase. When constraints (5) are utilized, highly fractional LP solutions often 
result, if a relaxed solution can be obtained at all, requiring substantial effort 
to resolve fractions and prove optimality, again if this can even be done at 
all. To address this issue, Goycoolea et al. (2005) proposed higher-ordered 
cliques and other facet-defining constraints in the projected graph. A clique 
is a set whose members share a mutually exclusive relationship with all other 
members in the set. The cliques suggested in Goycoolea et al. (2005) are 
structurally similar to those developed for the URM by Murray and Church 
(1996). 
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Constraints (5) actually are low-ordered cliques, fundamentally containing 
two decision variables, for example, Eq. 3 and a right-hand side coefficient 
value of one. Interestingly, higher ordered cliques typically exist in projected 
graphs, making it possible to have many decision variables in one constraint 
while retaining a right-hand side coefficient of one. Thus, Eq. 3 can be gener-
alized as follows: 

∑
∈

≤
Cl

ly 1, (9) 

where C is the set of blocks forming a clique (all blocks in the clique are 
mutually prohibited from being harvested together). Such a constraint in the 
ARM provides the facet-inducing property important for optimally solving 
integer-programming problems in practice. 
 

For the forest example previously discussed, only three cliques are need-
ed to impose all projected graph restrictions: 

1}5,4,3{}5,4{}4,3{}4{

}5,4,2{}4,3,2{}5,2{}4,2{}2{

}5,4,1{}4,3,1{}4,1{}3,1{}2,1{}1{

≤++++

+++++

+++++

yyyy

yyyyy

yyyyyy

, (10a) 

1}5,4,2{}5,4{}4,2{}4{

}5,4,3{}4,3,2{}4,3{}3{

}5,4,1{}4,3,1{}4,1{}3,1{}2,1{}1{

≤++++

++++

+++++

yyyy

yyyy

yyyyyy

, (10b) 

1}5{

}5,4,3{}5,4,1{}4,3,1{}5,4{}4,3{}4,1{}4{

}5,4,2{}4,3,2{}5,2{}4,2{}2,1{}2{

≤+

+++++++

+++++

y

yyyyyyy

yyyyyy
, (10c) 

Assuming that an enumerative scheme is developed to identify all necessary 
cliques in a projected graph, a constraint for each clique k may be structured 
as follows: 

tky
kCl

pt

ptt
tl ,1 ∀≤∑ ∑

∈

+

−=′
′ , (11) 

 

426 



Spatial Environmental Concerns 
 
where k is the index of cliques. These constraints would replace constraints 
(5) in the ARM. The rationale for this replacement is that there will be sub-
stantially fewer constraints (11) than (5). Further, the facet inducing structure 
of constraints (11) is far superior to (5). 
 

Goycoolea et al. (2005) provide computational experience using commer-
cial integer-programming software to solve the ARM using constraints (11) 
for a range of harvest-scheduling problems. The largest problem solved had 
1,363 management units and a planning horizon of 7 periods, resulting in 
some 9,500 scheduling decision variables alone. Extensions of the ARM to 
account for average area considerations were detailed in Murray et al. (2004), 
readily solving scheduling problems with 351 planning units. The point here  
is that the projected graph and higher-ordered cliques make it possible to  
solve fairly large ARM-based harvest-scheduling problems with modest 
computational effort. 

5 TEMPORAL RESTRICTIONS 

While much progress has been made in the development of optimization 
approaches to support harvest scheduling, a relatively under investigated area 
of research in modeling spatial environmental concerns is the impacts of 
temporal output requirements. This is not particularly surprising given that 
spatial restrictions have been challenging to represent and impose, and they 
have had substantial impact on model solvability (Murray and Church, 1996; 

merely adding a temporal dimension to an ARM with a requirement on 
productivity in each time period greatly increased computational complexity. 
As an example, for a problem with 1363 management units and 15 time 
periods the addition of volume restrictions, constraints (6a) and (6b) incre-
ased computational effort by more than 200% just to find a solution within 
1% of optimality. Thus, addressing both space and time presents difficulty, 
but is fundamentally important to responsible natural resource management 
practices (see Ware and Clutter, 1971; Bettinger et al., 2003). 

 

fraction-inducing behavior of temporal volume constraints becomes apparent. 
That is, temporal volume constraints do not tend to be integer-friendly. As a 
result, approaches for dealing with this aspect of modeling difficulty in harvest 
scheduling is necessary, which is precisely what was done in Vielma et al. 

branching and relaxing strict volume constraints. 
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Goycoolea et al., 2005). Recent work by Vielma et al. (2007) has found that 

What is significant about the work of Vielma et al. (2007) is that the 

(2007). Specially, Vielma et al. (2007) discussed approaches for constraint 
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6 CONCLUSIONS 

Spatial environmental issues are of central concern in forest management.  
Harvest scheduling has long been focused on using optimization models to 
support management and decision making. There has been an evolution of 
sorts in harvest-scheduling where greater spatial and temporal specificity is 
expected with increases in geographic data and a better understanding of 
ecological processes. To support this, harvest scheduling models have moved 
from unit-based to area-based approaches, such as the ARM. While many  
of the initial ARM applications made use of heuristic solution methods, 
recent work has demonstrated increased capabilities for optimally solving 
such problems. Improvements facilitated by the use of projected graphs and 
cliques necessarily exploit spatial problem structure. Along the temporal 
domain, advances are being made associated with the ARM, but there appears 
to be substantial opportunity for improvements based on space–time insights. 

 
Future research addressing spatial environmental concerns will no doubt 

continue to push the envelop of computational capabilities for solving 
harvest-scheduling models. One can anticipate advances in both exact and 
heuristic approaches. It seems reasonable as well to expect research focusing 
on the impacts of temporal volume restrictions. Beyond this, extension of  
the basic ARM to address roading and other operational concerns is no  
doubt an important future area of work with real potential for significant 
contributions. 

ACKNOWLEDGEMENTS 

This research was supported by the National Science Foundation (Geo-
graphy and Regional Science Program and the Decision, Risk, and Manage-
ment Science Program) under grant BCS-0114362. 

7 REFERENCES 

Bettinger, P., D.L. Johnson and K.N. Johnson (2003). Spatial forest plan development with 
ecological and economic goals. Ecological Modelling 169: 215–236. 

Caro, F., M. Constantino, I. Martins and A. Weintraub (2003). A 2-opt tabu search procedure 
for the multiperiod forest harvesting problem with adjacency, greenup, old growth and 
even flow constraints. Forest Science 49: 738–751. 

Clark, M.M., R.D. Meller and T.P. McDonald (2000). A three-stage heuristic for harvest 
scheduling with access road network development. Forest Science 46: 204–218. 

428 



Spatial Environmental Concerns 
 
Falcao, A.O. and J. Borges (2002). Combining random and systematic search heuristic 

procedures for solving spatially constrained forest management scheduling models. Forest 
Science 48: 608–621. 

Goycoolea, M., A.T. Murray, F. Barahona, R. Epstein and A. Weintraub (2005). Harvest 
scheduling subject to maximum area restrictions: exploring exact approaches. Operations 
Research 53: 490–500. 

Hokans, R.H. (1983). Evaluating spatial feasibility of harvest schedules with simulated stand-
selection decisions. Journal of Forestry 81: 601–603, 613. 

Kirby, M., W. Hager and P. Wong (1986). Simultaneous planning of wildland management 
and transportation alternatives. TIMS Studies in the Management Sciences 21: 371–387. 

Lockwood, C. and T. Moore (1993). Harvest scheduling with spatial constraints: a simulated 
annealing approach. Canadian Journal of Forest Research 23: 468–478. 

Murray, A.T. 1999. Spatial restrictions in harvest scheduling. Forest Science 45: 45–52. 
Murray, A.T. and R.L. Church (1995). Heuristic solution approaches to operational forest 

planning problems. OR Spektrum 17: 193–203. 
Murray, A.T. and R.L. Church (1996). Analyzing cliques for imposing adjacency restrictions 

in forest models. Forest Science 42: 166–175. 
Murray, A.T., M. Goycoolea and A. Weintraub (2004). Incorporating average and maximum 

area restrictions in harvest scheduling models. Canadian Journal of Forest Research 34: 
456–464. 

Murray, A.T. and A. Weintraub (2002). Scale and unit specification influences in harvest 
scheduling with maximum area restrictions. Forest Science 48: 779–789. 

Richards, E.W. and E.A. Gunn (2000). A model and tabu search method to optimize stand 
harvest and road construction schedules. Forest Science 46: 188–203. 

Thompson, E.F., B.G. Halterman, T.S. Lyon and R.L. Miller (1973). Integrating timber and 
wildlife management planning. Forestry Chronicle 47: 247–250. 

capabilities for addressing volume constraints in forest harvest scheduling problems. 

Ware, G.O. and J.L. Clutter (1971). A mathematical programming system for the 
management of industrial forests. Forest Science 17: 428–445. 

429

Vielma, J.P., A.T. Murray, D.M. Ryan and A. Weintraub (2007). Improving computational 

European Journal of Operational Research, 176: 1246–1264.



Chapter 23 

HEURISTICS IN FOREST PLANNING 

John Sessions1, Pete Bettinger2, and Glen Murphy3 

1Oregon State University, Department of Forest Engineering, USA;  
2University of Georgia, Warnell School of Forest Resources, USA;  
3Oregon State University, Department of Forest Engineering, USA 

Abstract Heuristics are often used in forest planning due to the size and nonlinear 
structure of many problems. Heuristics have been used at all levels of forest 
planning: strategic, tactical, and operational. An important strength of heuris-
tics is their ability to capture the essence of the planning problem. The solution 
methods for forest-planning problems reflect the wide range of problems being 
solved, from rule-based systems to network-based algorithms, linear program-
ming (LP)-heuristic combinations, as well as the more recent metaheuristics 
(simulated annealing, threshold accepting, tabu search, and genetic algorithms). 
The major barriers to solving planning problems have moved from hardware 
and software to costs of data capture, reliability, and uncertainty. Advances in 
data-capturing technologies will help. Trained and experienced people are 
important to the success of heuristic applications. 

Keywords: Combinatorial optimization, resource scheduling, strategic planning, tactical 
planning, operational planning 

1 INTRODUCTION 

Heuristics used in forest planning can be divided into three broad applitions, 
strategic forest planning, tactical forest planning, and operations planning. 
Strategic planning involves the scheduling of activities across broad areas 
and over long time periods and is generally nonspatial in nature. Tactical 
planning involves scheduling activities over a shorter horizon, but uses higher 
detail and often includes spatial considerations. Operational planning is used 
for scheduling activities over short time periods and utilizes highly specific 
spatial information. 
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2 STRATEGIC PLANNING 

Planning processes performed at the stand level and translated to the forest 
level can be viewed as unconstrained optimization of organizational goals. 
When this translation is made, higher level landscape goals do not affect the 
decisions made at the stand level. However, if higher-level goals affect the 
decisions made at the stand level, the forest-level planning process becomes 
constrained, and the translation of stand-level decisions to the forest-level is 
not necessarily transparent. In this case, the forest level decisions generally 
involve choosing among a number of alternatives for each stand. 

2.1 Unconstrained Optimization – No Constraints 
Between Stands 

The task of finding the optimal way to grow an individual stand of trees has 
been the focus of considerable research. The use of dynamic programming 
(Brodie et al., 1978), optimal control (Haight et al., 1985), and heuristics 
(Paredes et al., 1987; Yoshimoto et al., 1990) have all been used. In the early 
work in this area, the objectives were mainly economic, but recently there 
has been interest in ecological goals and multiple economic-ecological goals 
(Pukkala and Miina, 1997). The inherent stand-level optimization problem is 
a discrete, multiple period optimization problem. The decision variables are 
designed such that they represent the number of trees to be removed from 
each diameter class from each species in each time period to maximize a 
goal. Much of the recent work originated with Paredes et al. (1987) who 
used a one-state, one-stage dynamic programming approach to reduce the 
search region. This approach was extended by Yoshimoto et al. (1988), and 
applied by Cousar (1992) and Wedin (1999). Recent applications include 
developing prescriptions for fire-prone landscapes and obtaining structural 
conditions in a minimum amount of time (Graetz et al., in press). 

2.2 Optimization with Constraints Within Stands 

Sometimes management decisions involve considering multiple goals within 
a stand. This has been approached in one of two ways, either one goal is 
used for the objective function and the remaining goals are represented as 
constraints, or goal-programming approach is used, where multiple goals are 
included in an objective function, and given weights to represent their 
importance. In first case, when dynamic programming is used, arcs leading 
to infeasible states are pruned from the network. What this suggests is that 
while one goal is optimized, the solutions can contain only those actions  
that do not exceed the bounds of other goals (expressed as constraints).  
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A considerable amount of discussion during planning meetings centers on 
the importance of a goal being represented by the objective or by a cons-
traint, and how much influence each has on the final solution. In the latter 
case, the constraints are moved to the objective function and penalized 
(Haight et al., 1992). Here, a trade-off (of sorts) among goals is optimized, 
yet the difficulty lies in scaling and weighting the goals in the objective 
function. 

2.3 Optimization with Constraints Between Stands 

Often, a number of stands must be managed to meet goals at a higher level. 
Heuristics have been used in strategic forest planning for many years. In 
Europe, early heuristics were developed to estimate the amount of volume that 
could be harvested during the time required to convert a forest from one 
condition to another. A classic text is Forest Regulation by Freiderich Judeich 
that appeared in 1871. The early methods involved simple formulas and 
discusses 18 approaches. Later, when digital computers became available, 
binary search procedures were developed to permit taking into account many 
types of stands and stand conditions to answer the same question. In the 1970s, 
linear programming (LP) replaced many of the heuristics, as the nature of  
the problem often resulted in a linear objective function (maximize volume  
or harvest value subject to constraints on land, stand condition, labor, and 
budgets). Normally the constraints were nonspatial. The harvest-scheduling 
process could usually be described as land classification, growth and yield 
projection of stands under differing levels of management intensity, and 
assignment of acres to various levels of management intensity.  

 
The two main problem formulations for even-aged management are best 

described by Johnson and Scheurman (1977) who classify them into Model I 
and Model II. Model I is categorized by the description of activity inputs and 
outputs over the entire planning horizon, whereas a Model II activity defines 
inputs and outputs from the birth to the death of a stand. In both cases, the 
assignment of land to various types of prescriptions was performed with LP, 
but heuristic approaches were used to develop the management prescriptions 
eligible for each type of stand (strata). These heuristic approaches usually 
involve a trial and error approach or a “shot gun” approach designed to bracket 
acceptable prescriptions from which the LP could choose at solution time. 
More recently, there has been attention to more careful selection of prescrip-
tions. Difficulty in the identification and development of “good candidate 
prescriptions” led to consideration of the intelligent search procedures from 
unconstrained optimization. 
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Beginning in the 1990s, concern over the size of harvest units began to 
appear in strategic plans. Lockwood and Moore (1993), for example, deve-
loped a four period, 1.6 million ha plan in eastern Canada using simulated 
annealing. By the end of the 1990s the USA-based National Council for Air 
and Stream Improvement had developed spatial forest-planning software  
to support the Sustainable Forestry Initiative using a simulated annealing 
heuristic (Van Deusen, 1999), and the state of Oregon was using a simulated 
annealing heuristic to develop strategic plans for the majority of its forests. 
The state of Oregon models combine the advantages of Model I and Model 
II by maintaining spatial control in a Model I sense while permitting acres to 
shift between prescriptions at regeneration harvest time (Model II). Most 
other land owners in North America continue to use strata-based LP or a 
strata-based binary search heuristic for strategic planning. 

 
Heuristics have also recently been used for strategic planning that involves 

uneven-aged management (Bettinger et al., in press). Here, the size of harvest 
units is not a concern, yet the location of treatments may be important, as  
this information may be transferred to a spatial fire behavior model. Integer 
decision variables were used to ensure that the exact location of uneven-aged 
stand-level management prescriptions were known, and the resulting forest 
structure influences the simulation of fire behavior across a broad area 
(100,000 ha or more). 

3 TACTICAL PLANNING 

While LP has been the dominant method for strategic forest planning in North 
America in the last three decades, as well as the dominant method for planning 
on large plantations of South America, New Zealand, and Australia, heuristics 
have dominated tactical-planning processes. However, in a few research 
applications mixed integer LP has been shown to be useful for tactical 
planning (e.g., Hof and Joyce, 1992). The difference in the choice of solution 
method for the type of planning process has been mainly due to spatial forest-
planning considerations. The issues in tactical planning have generally revol-
ved around how to implement the strategic plan, and incorporate constraints 
not considered at the strategic level, primarily spatial constraints. Embedded 
within tactical planning are harvest shape and size, delineation of riparian 
zones, and mitigation activities for fish and wildlife. These considerations 
invariably involve large numbers of integer variables. The most common 
approach is to try to find output levels corresponding to the strategic plan 
while meeting constraints imposed at the tactical level. Of course, if the 
additional constraints at the tactical level are binding, then the solution at the 
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strategic level is to some extent infeasible. Heuristic algorithms used at the 
tactical level include pure Monte Carlo simulation, simulated annealing and 
other similar stochastic neighborhood searches, tabu search, and genetic algo-
rithms. Where transportation is important, road systems are included in the 
tactical plan (Jones et al., 1986; Bettinger et al., 1998; McNaughton et al., 
1998; Clark et al., 2000; Richards and Gunn 2000), but this has generally  
not been common. The research applications have involved tabu search, tabu 
search with strategic oscillation, simulated annealing, and other approaches. 
Specialized heuristic procedures for rounding and bounding linear-programming 
solutions have also been developed (Jones et al., 1986; Weintraub et al., 1994). 

 
Because strategic planning omits constraints included at the tactical-

planning level, it is difficult to interpret forest condition across the landscape 
where the metrics depend on not only how much (percentage) will occur, but 
where it will occur. This has prompted discussion of what is superior, a 
strategic plan that is “optimal” but may prove infeasible, or a strategic plan 
that is feasible, but may not be optimal. As an alternative, heuristics are being 
explored at the strategic level to directly incorporate spatial constraints. 
Examples include the heuristic to determine the sustainable harvest level for 
the majority of forests of the Washington Department of Natural Resources, 
USA and the majority of forests managed by Oregon Department of Forestry 
(ODF). In the former case, the heuristic involves primarily simulation and in 
the latter case simulated annealing is used. 

4 OPERATIONAL PLANNING 

Operational planning involves a wide variety of land management activities. 
At one end of the spectrum, it includes equipment assignment and develop-
ment of logging site access (which is at the threshold of tactical planning), 
and at the other end, algorithms for real-time log-cutting decisions on harv-
esting equipment. Although LP and dynamic programming have had limited 
application in operational planning, the majority of the planning and decision-
making applications have involved using heuristics. We discuss several of the 
categories of operational planning and decision making later. 

4.1 Equipment Location and Road Access  

One of the most basic operational-planning processes in forest management 
involves the decisions regarding where to install (or locate) equipment, the 
equipment type(s) to use, and the road access decisions. Approaches that 
have been used generally involve network-based heuristics. Some of these 
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algorithms interact with a digital terrain model (DTM) to automatically 
determine the road network possibilities, such as automatically constructing 
the road network possibilities for various truck-turning radius requirements 
(Chung et al., 2004; Epstein et al., in press). Truck-routing problems have 
been described with rule-based algorithms (Weintraub et al., 1996), and an 
LP master with a k-shortest path heuristic subproblem (Palmgren et al., 
2004). 

4.2 Tree-Based Decisions 

Perhaps the very finest level of planning in forest management involves  
what to do with individual trees. For example, forest managers are routinely 
confronted with decisions regarding the trees to mark for harvest, or the 
shortest path around a set of timber sampling points. One could also consider 
the decisions regarding the marking of trees to leave (as residual wildlife 
habitat) and the associated safety and logging efficiency concerns as similar 
tree-level decisions. The solution methods that have been used or proposed  
for these types of decisions involve integer decision variables. Tree-bucking 
decisions (the decision to cut a tree into logs) and market allocation decisions 
are other types of tree-based decisions that include as possible solution tech-
niques LP with column generation using dynamic programming (Eng et al., 
1986; Epstein et al., 1999) and heuristics such as tabu search (Laroze and 
Greber, 1997; Murphy 1998), as well as network-based heuristics (Sessions  
et al., 1989). Individual tree harvesting and bucking decisions may also be 
considered as another class of integer decisions for either manual felling and 
processing or mechanized harvesting, and have been described with dynamic 
programming and rule-based algorithms (Kivinen and Uusitalo, 2002; Murphy 

4.3 Location of Forestry Facilities 

Sort yard location, a centralized place where forest products are sorted into 
classes and distributed to various processing facilities, has been described 
with network-based heuristics (Sessions and Paredes, 1987). In these types 
of problems, a planner is attempting to minimize costs or maximize net reve-
nues by locating a temporary destination, along a path from the woods to the 
mill, to sort logs into different wood products. With a sort yard, a forest 
manager may be able to better meet the needs of various mills in their region. 
The decision choices in this type of planning process include determining  
the appropriate number and location of sort yards within a transportation 
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network. Shortest path heuristics have been used to address the network 
problem. 

4.4 Road Network Design  

Foresters and forest engineers often attempt to develop transportation sys-
tems that have the lowest total road cost, while also protecting the associated 
soil and water resources (Akay, 2003). These land managers have to exa-
mine a large number of road design alternatives to ensure that the routes 
selected are cost-effective. These types of management decisions are very 
complex, and in the absence of computer-aided road design algorithms, 
could easily be made inefficiently. The decision to develop roads in areas 
void of a transportation system is guided by economic criteria as well as 
topographic and physiographic aspects of a landscape. Virtually all appli-
cations of road design involve manual trial and error processes, but there has 
been substantial recent activity in developing road design algorithms that use 
heuristics such as simulated annealing, tabu search, and genetic algorithms 
(Akay et al., 2005; Aruga et al., 2005). 

5 CAPTURING THE ESSENCE OF PROBLEMS  
IN MODELS 

One of the main limitations of most modeling efforts relates to the valida-
tion of the modeling process, which is inherently problematic. Some of the 
results of planning processes, such as projected harvest levels and spatial 
patterns of activities, can be compared against recent activity, however 
planning processes do not lend themselves well to validation procedures. 
When developing plans of action, a number of real-system dynamics are 
contingent on factors that may have unknown or uncertain distributions, such 
as climate change and human population growth (Carpenter, 2002). There-
fore, the uncertainty surrounding plans is difficult to compute. Evaluating 
alternative plans of action have value, however. These force managers to 
think through decisions when accurate predictions of actions and conse-
quences are not possible, and they broaden people’s perspectives, and may 
tend to challenge conventional thinking (Carpenter, 2002). 

 
As with many modeling efforts, there is considerable room for impro-

vement of the modeling process. Linear and integer programming allow 
planners to represent management systems reasonably well, although when 
certain constraints are not represented, the results should be viewed as those 
from “relaxed” problems. Heuristics and simulation models can facilitate the 
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modeling of an unlimited number of integer variables and complex resource 
assessments, although one loses the ability to say with confidence that the 
results obtained are the best one can hope to find for a specific problem. 
Ultimately, planners must acknowledge that they can never develop a comp-
lete and perfect representation of real management systems, since many 
uncertainties and unknown interactions make this task impossible. Finding 
the level of comfort (in quality of data, system dynamics acknowledged, 
etc.) for both the decision maker and planner may be the main challenge in 
capturing the essence of problems in forest-planning models. 

6 DATA ACQUISITION, RELIABILITY,  
AND UNCERTAINTY 

Data-development processes comprise perhaps 50–75% of the time required 
to develop forest plans. A typical industrial forestry organization may spend 
2–3 months each year updating Geographic Information Systems and asso-
ciated inventory databases before developing forest plans. A number of chall-
enges face the integration of data and models for forest planning efforts. 
Next, we provide a few examples of issues related to forest-planning that 
should be considered, including those related to vegetation databases, topo-
graphy, individual tree measurements, and product quality. 

6.1 Vegetation Databases 

Before 1960, one could speculate that the ability to solve forest-planning 
problems was limited by solution methods, not data. However, advances in 
data acquisition methods have not kept pace with the rapid advancements in 
solution capability. Many land managers, however, are still using inventory 
methods with which they have high confidence at the forest level, but have 
low confidence at the individual strata level. Others are using broad strata 
averages to represent the vegetation characteristics of individual stands. 
There is concern that allocating strata averages spatially across the landscape 
may provide the illusion of data adequacy for spatial planning, but this has 
not been quantified. A common method of gathering data is to sample photo-
identified strata, or stand management record strata, with ground-based plot 
measurements. More recently, satellite images coupled with field plots and 
various heuristics have been used to classify the images, and provide esti-
mates of vegetation data at the pixel level, with aggregation algorithms used 
to form stands (e.g., Ohmann and Gregory, 2002).  
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6.2 Topography  

Forest-planning efforts since the 1960s have also used topographic maps to 
assist with the layout of harvest units and road systems. These have typically 
been derived from aerial photographs, combined with a sampling of ground 
elevations. The precision of contours was a function of the height of the 
vegetation at the time of estimation. With the advent of global positioning 
systems (GPS), airborne lasers (light detection and ranging, LIDAR) are 
becoming a practical way to delineate topographic features. LIDAR provides 
a surface profile from which vegetation and ground surface elevations are 
separated by data processing algorithms (Lefsky et al., 1999; Drake et al., 
2002). The current accuracy of these devices in forested terrain is about 30 
cm, but measurement and algorithms continue to improve. LIDAR promises 
to improve both vegetation measurement and ground profile measurement.  

6.3 Projections of Individual Tree Measurements 

Measurements of individual trees are used in algorithms that allow foresters 
to optimize the products derived from trees at the time of cutting (felling  
and bucking), and in stand- or forest-level planning processes that include 
constraints that are closely associated with forest structure (i.e., wildlife habi-
tat models). Stem optimization requires accurate descriptions of tree form 
and wood quality. Stand- or forest-level optimization may require the deve-
lopment of growth regimes, which requires predicting tree size, stem taper, 
branch frequency, and size over time. Growth models have been developed 
for many important species, but uncertainty concerning genetics, precipitation, 
disturbance, reactions to disturbance, and nutrient availability cloud fore-
casting. Shorter-term projections are usually more accurate than longer term 
forecasts. Models such as ORGANON (Hann et al., 1997) and the Forest 
Vegetation Simulator (Dixon et al., 2004) can be used to provide the growth 
and yield projections necessary for stand- or forest-level planning. 

6.4 Product Quality 

For operational decisions such as tree bucking, the major obstacles are 
collecting stem form data and identifying interior defects. Manual measure-
ment of stem properties in real time has not been successful, except for 
training and auditing purposes. The increase in mechanization of tree-fell-
ing operations has provided access to rapid survey of the stem during the 
delimbing operation. Mechanical methods that rely on measuring wheels to 
record length can have bark and weather-related challenges. Use of ultrasonic, 
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x-ray, lasers, and other scanning technologies has the potential to provide 
surface quality and interior defect identification. 

7 SOLUTION ALGORITHMS 

The main types of solution algorithms used in stand-level planning have 
been dynamic programming, heuristics developed from dynamic program-
ming, and simulation. In forest-level planning, linear programming, integer 
programming, heuristics, and simulation have all been used. In North America,  
a shift in planning from a dependence on LP to heuristics has been shown, 
although LP and other exact techniques continue to be used to illustrate 
strategic forest plans, plans without spatial components, or relaxed solutions to 
complex forest-planning problems (Bettinger and Chung, 2004). Mathemati- 
cal-programming techniques have evolved to support the development of 
forest plans with complex non-timber goals, and spatial components within 
forest-planning processes have increased dramatically in the last decade 
(Bettinger and Sessions, 2003). 

 
The initial papers on forest-level planning in North America include those 

related to linear and goal programming in forest management (Curtis, 1962; 
Loucks, 1964; Kidd, et al., 1966; Kidd, 1969; Thompson and Haynes, 1971; 
Ware and Clutter, 1971; Field, 1973; Leuschner et al., 1975). Of the heuristic 
methods, Monte Carlo programming (Nelson and Brodie 1990), simulated 
annealing (Lockwood and Moore, 1993; Murray and Church, 1995; Öhman 
and Eriksson, 1998; Sessions et al., 2000), threshold accepting (Bettinger  
et al., 2003), tabu search (Bettinger et al., 1997, 1998, 1999; Boston and 
Bettinger, 1999; Caro et al., 2003), and genetic algorithms (Falcăo and 
Borges, 2001) have all been used in forest-level planning. The mathematical 
description of the forest management problem is found in earlier chapters. 
Readers interested in a general description of the primary heuristic methods in 
current use are referred to Glover and Kochenberger (2003). 

 
The solution methods for operational forest problems reflect the wide 

range of problems being solved, from rule-based systems to network-based 
algorithms, LP heuristic combinations, as well as the more recent meta-
heuristics (simulated annealing, threshold accepting, tabu search, and genetic 
algorithms). The wide acceptance of heuristics in forest operational problems 
generally reflects the difficulty with handling the large number of integer 
variables in mixed integer programming that is inherent with formulating 
these problems. 
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8 EXPERIENCE IN APPLICATIONS 

A number of recent applications are available to illustrate the use of opera-
tions research techniques in natural resource management. We present three 
applications here: the first one applies operations research techniques to  
the planning needs of a state agency, the second applies the techniques to a 
large-scale forest landscape planning assessment, and the third illustrates 
how the techniques can be used in operational log-bucking decisions. 

8.1 Oregon Department of Forestry 

The Oregon Department of Forestry (ODF) uses simulated annealing to 
schedule harvests. The four main forest districts are 40,000 to 100,000 ha 
with average parcel size of about 1.0 ha. The forest goals include maxi-
mizing present net value, achieving a desired forest structure in a minimum 
amount of time, and controlling a log normal distribution of floating patches 
of complex forest on the landscape during each 5-year period of a 30-period-
planning problem. Patches range from 20 to 1000 parcels. Harvest schedu-
ling includes recognizing greenup constraints (48.5 ha) with each opening 
including 30–80 parcels. An explicit road system tree is recognized. Calcula-
tion of net present value includes construction, reconstruction, haul, and road 
maintenance. The scheduling model is a spatial Model II with approximately 
100 thinning prescriptions available for each parcel, and a maximum of four 
regeneration harvests per parcel over the planning horizon. Eligible rotation 
length varies from 40 years to 150 years depending on land classification. 
Upslope and riparian prescriptions must be coordinated to recognize logging 
feasibility. The objective function is formulated as a goal-programming 
model with even one-way or two-way goal penalties for all goals except 
maximum clear-cut size which is a legal requirement and is represented as a 
constraint. 

  
Each parcel has nine binary decision variables to describe regeneration 

times and intermediate silvicultural activities, so problem size is 300,000 to 
900,000 variables. Solution time varies from 15 to 20 min on a 3.2 GHz 
computer. The planning team operates in real time using several machines 
and varies the goal weights to explore alternative solutions. The cost of data 
preparation including harvest and transportation system planning, pres-
cription generation, and GIS support (excluding timber inventory cost) is 
approximately US$ 2–3 per ha. To ensure the harvest-scheduling model 
produces reliable answers, two auxiliary programs have been developed. 
One, a GIS-based tool, checks independently to see the spatial solution 
“follows the rules” and the other, a database tool, makes an independent 
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check to see the solution is computationally correct. In a complex problem 
like this, independent checks have been found to be essential. 

8.2 Coastal Landscape Analysis and Modeling Study 
(CLAMS) 

The CLAMS project involves a large-scale analysis of management beha-
vior and policies across a long time frame. A simulation model (LAMPS, 
Bettinger and Lennette, 2004) was developed as a strategic-planning model 
that can accommodate tactical-planning relationships. The time horizon used 
in the LAMPS model is 100 years, divided into twenty 5-year time periods. 
Each landowner group across the landscape is recognized, and a simulation 
of management behavior for the entire landscape is made. LAMPS includes 
Monte Carlo simulation processes as well as binary search, yet recognizes  
a hierarchy of spatial units. Both unit restriction and area restriction adja-
cency restrictions can be modeled as well as an unlimited array of green  
up periods. Harvest blocks are built dynamically as the simulation model 
progresses, transition probabilities determine the type of forest that returns 
after a regeneration harvest, and riparian and leave tree policies can be 
modeled. Interior habitat areas can be developed on state-managed land as 
well. The LAMPS model can simulate up to about 650,000 ha at one time, 
recognizing over 5 million decision variables; as a result, a single simulation 
could require as much as 2 h of processing time. The data input requirements 
are heavy, as over 300 Mb might be required. Output from the LAMPS 
model can be as great as 1 Gb, as a number of characteristics of each deci-
sion variable can be reported, including inventory tree lists used to describe 
the landscape over time.  

8.3 Meeting Log Supplier Order Book Constraints 

Modern mechanized harvesters are often fitted with sensors that measure 
stem dimensions and with computers that optimally buck each stem to 
maximize the value gained based on stem dimensions, qualities, log prices, 
and desired specifications. Optimally bucking individual stems, based on 
market prices, is unlikely to provide yields that meet order book constraints 
at the harvest unit or forest level. 

 
An adaptive control heuristic was developed by imbedding an individual 

stem optimal bucking dynamic-programming procedure in a threshold 
accepting algorithm which adjusts relative prices and minimum small end 
diameter specifications to meet order book constraints (Murphy et al., 2004). 
The heuristic was tested on four radiata pine plantation stands where the 
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location and detailed stem description of every tree was known. Three of the 
stands were virtual stands designed specifically to test the adaptive control 
heuristic. The fourth stand was a real-world stand. Improvements in meeting 
order-book, target proportions were found for all four stands when the 
heuristic was used; 17% to 22% improvement with pre harvest inventory 
data and 19% to 26% improvement with stem information gathered as the 
harvester works its way through the unit. These results are similar to those 
reported by Kivinen and Uusitalo (2002) who found a 20% improvement in 
four Norway spruce stands when applying fuzzy logic to tree-bucking 
control where perfect information was available on all trees within the stand. 
Recent research using a genetic forest-level algorithm-based control system 
to generate stand-specific log-demand distributions has shown promise for 
improving bucking-to-order deliveries (Kivinen, 2006). 

9 MAIN CHALLENGES 

As with many types of systems that forestry organizations attempt to imple-
ment, forest planning, whether strategic, tactical, or operational, requires several 
important aspects. First, having access to the appropriate people is critical. 
This includes people to assist with the identification of reasonable forest 
management prescriptions (field foresters), to develop databases (inventory 
specialists, geographic information systems analysts), to develop and specify 
parameters of policies (managers, policy analysts), and to run the algorithms 
and report results in a manner than can be understood by decision makers. 
Second, having access to the appropriate type of databases is essential, and 
these include databases related to the vegetation, land ownership, stream 
systems, road systems, and other aspects of the landscape for which decisions 
will be based or effects measured. Third, technology, such as the type of 
computers and computer-programming languages used is critical. Investing  
in current computer technology could allow both larger models to be solved, 
and speed up the analytical cycle (i.e., development of scenario, running of 
model, analyzing results, re development of scenario, etc.). Of equal impor-
tance are algorithms that are flexible enough to change as problems or goals  
of an organization change. Finally, institutional acceptance and funding of  
the planning process is important. Too often organizations will under fund, 
discount, or under utilize the results of planning efforts. A limitation in one or 
more of these will likely reduce the success of the effort (Bettinger, 1999). 
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10 ROLE OF DEVELOPING TECHNOLOGIES 

A number of the advances made in other sciences can be of value in optimi-
zing decisions made at the strategic, tactical, or operational levels in natural 
resource management organizations. For example, some current pre harvest 
inventory systems are being used to match wood to markets based on 
optimal bucking of a sample of individual standing stems that have been 
described in detail. Mechanized harvesters, with their measurement techno-
logies and on-board computer power, now provide an opportunity to augment 
or, in some cases replace, traditional pre harvest inventory systems and to 
reduce inventory costs. Recent studies of harvester-based inventory systems 
in Australia, and harvester measurements in New Zealand, Oregon, and 
Canada indicate that length and diameter measurement errors may be no 
worse than those associated with standing tree measurements for pre harvest 

observer is from the point of interest on the stem, operating conditions, and 
so on, need to be evaluated before we can say whether a better description of 
stem quality can be obtained from a harvester cab or from an on-the-ground 
cruiser. 

 
GPS are being used to map forest conditions, track vehicle travel, and 

provide precise positioning for land-surveying efforts. GPS units fitted to a 
harvester are likely to be used for area measurements in the near term. Although 
research indicates that GPS may be as accurate as traditional methods for 
determining area at the stand or harvest unit level, more research is required to 
determine the effect of inventory plot, boundary location, GPS errors on yield 
predictions. 

 
LIDAR offers a powerful new data source to improve operational plan-

ning. For large contiguous areas, DTMs can now be quickly produced for 
$1.00 to $3.00 per ha depending on resolution. The availability of high-
quality digital data makes optimal road design in forested areas practical, by 
greatly reducing data costs over field data collection and greatly improving 
accuracy over previously available remote data acquisition techniques. The 
availability of high-quality LIDAR provides the data required for optimal 
road design, and optimal logging planning in steep terrain. 

 
The availability of real-time data promises to reduce uncertainty in plan-

ning-allowing certain scheduling problems to be “measured and managed” in 
real time. Examples include the truck-routing heuristic ASICAM (Weintraub  
et al., 1996), which is used to schedule truck trips before each day and has the 
potential to be rerun to reschedule trucks during the day as new information 
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becomes available. Another example of real-time data is the measurement of 
road roughness by logging trucks for road maintenance scheduling. Individual 
trucks are equipped with recording devices that record road roughness. Road 
roughness measurements are downloaded along with GPS locations at the 
scale station and road maintenance vehicles are scheduled. Reported reduc-
tions in road management costs have been approximately 20%. 

 
The increasing portability of computing devices also promises to be able 

to utilize real-time data more effectively. For example, during harvest plan 
implementation hidden rock walls, wet places, or other topographic obstacles 
unknown when the “optimal” road location was developed, can be resolved 
in the field to identify the next best solution. Replanning can be done when 
suitable stump anchors or intermediate supports are later identified as not 
available during field implementation. In addition, tree-bucking decisions 
can be modified in the field as either market or stand conditions change.  
Murphy et al. (2004) found that using a heuristic to adjust prices and 
specifications on a mechanized harvester, based on stem data from the 
previously harvested block, was better than solely relying on pre harvest 
inventory data to control product yields for the next block. 
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FORESTRY ECONOMICS: HISTORICAL 
BACKGROUND AND CURRENT ISSUES 

Ronald Raunikar and Joseph Buongiorno 
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Drive, Madison, WI 53706 

Abstract The Faustmann model embodies the application of fundamental economic 
principles to the choice of management methods and alternative land uses. The 
price of products is a key input in applications of this principle. For wood 
prices, forest sector models provide a link between forestry and the rest of the 
economy, and thus a means to predict wood prices consistent with expected 
demographic and economic growth. To include the price of non-wood forest 
outputs, Faustmann’s principle needs to be expanded with modern benefit-cost 
analysis. Evaluation of forest amenities in the absence of markets poses 
conceptual challenges and requires special analytical techniques of contingent 
valuation. New concepts such as the environmental Kuznets curve and the 
Porter hypothesis provide the means to forecast future demand for forest 
amenities and better analyze the consequences of public policy choices. 

…theory is only a tool for investigating practice, like a spade for digging up facts and 
converting them into an understandable system… 

John R. Commons (1934) 

Everybody thinks of economics whether he is aware of it or not. In joining a political party 
and in casting his ballot, the citizen implicitly takes a stand upon essential 

economic theories. 

Ludwig Edler von Mises (1949) 

Keywords:  Harvest scheduling, optimization, adjacency, green-up, area restrictions 
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1 INTRODUCTION 

Reducing forest ecosystems to money is understandably unappealing to 
those intimate with the full complexity and beauty of forested landscapes. 
However, economics encompasses much more than money. Economists study 
how people organize themselves to satisfy their various needs. As foresters, 
not only can we find many practical tools in economics, but we are also 
constantly choosing a particular economic theory by our actions. 

 
The choices we make shape the capacity of forests to provide future gene-

rations with wood products, fresh water, and wildlife. Our actions determine 
the forests of the future and are shaped in large part by economics. The 
industrial revolution of Europe and the settlement of the Americas were 
economic watersheds that changed forever the nature and extent of forests. 
Presently, economic forces are largely deciding how much forest, if any, will 
remain in the Amazon and the Congo basin.  

 
The purpose of this paper is to review briefly some major contributions 

of economic thinking to forestry, and to consider how modern economic 
concepts can help in the wise management of forests. 

2 WOOD PRODUCTION AND EARLY FOREST 
ECONOMICS 

Wood has been throughout human history an essential element of civili-
zation, for fuel, construction, transport, and defence (Winters, 1974). The art 
of forest management for wood production has long been organized in a set 
of general principles founded on the scientific method. Over time, this has 
led to elaborate rules to optimize forest harvests in sustainable fashion. In the 
process, some foresters realized early on that economic principles were 
critical for good forest management.  

 
Few ventures require as much time between investment and results as 

growing trees. Much of the rest of the economy evolves in a groping process. 
In relatively short order, firms either learn to operate efficiently enough to 
stay in business or they quickly disappear. They learn by themselves or by 
using the example of more successful firms. Although forestry enterprises do 
also partake of this selection process, the results are generally slower, and 
that other managers are good examples to follow is less obvious. Thus for 
foresters well-considered economic theory is of paramount importance. 
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This importance has been recognized for so long that solutions of some 
forest economic problems predate the discovery of similar results in general 
economics. As early as 1790 William Marshal noted that trees must be felled 
before they achieve their full growth or else both interest and the use of the 
land are lost by waiting. Richard Watson made the incomplete claim in 1794 
that a tree should be cut when the increase in value due to growth is less than 
interest. Marshal subsequently completed Watson’s solution by repeating 
that a tree must be cut when the value of growth is less than interest plus the 

 
More famous is Martin Faustmann’s rigorous derivation of the value of 

forestland and of immature stands for forestry, and his attendant computation 
of the economic rotation (Faustmann, 1849). General economists largely 
missed Faustmann’s insight, and it was not until the 1930s that, through the 
work of Irving Fisher and others, the general theory of investment was form-
ulated as soundly as Faustmann’s formula. Interestingly, Fisher, though 
possibly “the greatest single economic writer on interest and capital,” gave 
the wrong solution to Faustmann’s problem (Samuelson 1976).  

 
In seeking the value of forestland, Faustmann recognized that it must be 

equal to the value of the net returns that one could expect from that land, if it 
were used in forestry. However, much of these returns would occur very far 
into the future, so that they would be worth less now, that is, they must be 
discounted at a suitable interest rate. Thus, the land value had to be equal to 
the net present value (NPV) of the full future stream of costs incurred and 
benefits derived from the forest. This was and remains a remarkable insight. 
It gives unambiguously the general principle to follow in choosing between 
forest management alternatives and different land uses: maximize the land 
expectation value.  

 
By simplifying the forest management problem to only the value of wood 

harvested from an even-aged stand, Faustmann showed that the economic 
optimal rotation is less than the rotation that produces the maximum average 
annual biological yield. This conclusion seems to contradict the intuition that 
higher average annual production must also mean higher income. Faustmann’s 
insight was to recognize that, besides the magnitude of the harvests over the 
rotation, their timing also matters.  

 
Cutting and selling early gives income to either consume or to re-invest 

in forestry or alternative investments. The interest rate reflects this oppor-
tunity cost of postponing a harvest. One elegant aspect of Faustmann’s method 
is that it recognizes the opportunity to plant a new stand of trees earlier when 
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the rotation age is shortened. By summing the costs and revenues of an 
infinite series of replanted stands, Faustmann accounts for the opportunity 
cost of these future stands.  

 
Alternatively, Faustmann could have maximized the present discounted 

value of a single rotation, and included the land rental value of the bare land 
left at the end of the rotation as Marshall suggested. However, the calcu-
lation of the appropriate market land rental rate is fraught with difficulties. It 
is one of the notable advantages of Faustmann’s approach that the land rental 
value is not needed, but that instead it results directly from his formula. This 
result can then be compared with the land expectation value for alternative 
land uses (obtained again with the equivalent of Faustmann’s formula, 
regardless of the land use). The highest land expectation value is, then, the 
land value for which the annual rental rate can be obtained as EAI=LEV·r, 
where LEV is the land expectation value, r is the yearly interest rate, and 
EAI is the equivalent annual income, that is the constant annual rent whose 
discounted present value is equal to the land expectation value. 

 
Faustmann extended his approach to compute the value of immature 

stands. The method has also been generalized to the case of selection forests, 
by recognizing that for an uneven-aged stand in the steady state, the land 
value would be equal to the NPV of expected returns minus the value of the 
residual stock of trees. Whichever plan leads to the greatest land value (i.e., 
the greatest return to the fixed input) is optimal. This allows, in particular, 
the calculation of the best economic cutting cycle in uneven-aged forests.  

 
Despite controversies (Oderwald and Duerr, 1990), Faustmann’s rotation 

appears to be valid for a regulated forest, that is, a forest yielding constant 
annual production (Chang, 1990), and in fact, it seems to be valid regardless 
of the initial condition of the forest (Buongiorno, 2001). Faustmann’s 
formula can also be generalized to include benefits in addition to harvested 
wood. The difficulty, of course, is in determining this non-timber value of 
forests, a question to which we shall return, below. Another difficulty, not 
addressed here, lies in choosing a proper interest rate (see Fisher and Krutilla 
1975, about the discount rate for natural or environmental resources in 
general; Harou, 1985 and Leslie, 1987 for forests in particular; Weitzman, 
1998, 2001) for a reason to lower discount rates over time; Broome, 1993 for 
the distinction between discounting future commodities and future well 
being; and Partridge, 2003 for insight into “pure time preference”). 
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3 MARKOV DECISION PROCESS 

Risk of natural catastrophe and other uncertainties are ignored in the simpli-
fying assumptions of the Faustmann analysis, but dealing with biological and 
economic risk are important to modern forest economic research (Perry  
and Maghembe, 1989). The Markov decision process (MDP) provides a 
generalization of Faustmann’s model to cover risk. An MDP describes the 
forest stand and other variables (especially prices) with a matrix of proba-
bilities: each being the probability of a future state given the current state. 

 
Hool (1966) first suggested such a model for even-aged forests, but the 

first operational application was Lembersky and Johnson’s (1975) work with 
Douglas fir plantations. The Markov model is very general; in particular it 
can account for correlated price changes (Taylor, 1984). The theory of 
MDPs is illuminating, in particular it demonstrates the stationarity of optimal 
decision rules (decisions depend only on system state, independently of its 
time), and as a result the independence of managing strategies with respect 
to initial conditions.   

 
Although there have been few applications of MDP’s to forestry, they have 

been shown to be adaptable to uneven-aged as well as even-aged forests (Kaya 
and Buongiorno, 1987). Powerful numerical solutions are available, based on 
linear programming, or successive approximation. As a result, it is possible to 
investigate, in a truly stochastic environment, management strategies with 
economic and ecological dimensions as objective functions or constraints (Lin 
and Buongiorno, 1998; Rollin et al., 2005). 

4 TIMBER PRODUCT MARKETS 

Economic forest sector modeling has made much progress during the past 
thirty years. The models are used extensively to help set national forest 
policy (Adams et al., 1996). Even at the international level multi-country 
models of production, consumption, trade, and prices of wood products (Zhu 
et al., 1998; Buongiorno et al., 2003) now help decide policy issues.  

 
These models are typically based on equilibrium theory, whereby at every 

point in time there exists a unique set of prices that clear markets for all products 
in all countries. Their implementation often involves a combination of techni-
ques: econometrics to estimate key relations, mathematical programming to 
compute equilibria, and systems dynamics to simulate changes in capacity 
and other constraints over time (Buongiorno, 1996).  
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Forest sector models represent a significant advance in how forest policy 
is decided, and forest decisions are made. In principle, the methods and 
assumptions are transparent, facilitating greatly the communication of ideas, 
their critique, and ultimate progress. Still, like all economic models, those of 
the forest sector lack accuracy. At best, they give an indication of possible 
direction of changes, given an internally consistent set of assumptions, but 
the future may turn out quite differently from what the models predict. Thus, 
in the foreseeable future, the timber prices that foresters should use even  
in the simplest Faustmann’s formula will always be greatly uncertain. In 
addition, foresters must deal with the rising importance of the complex non-
timber values of forests.  

 
Key to these computations of financial performance based on Faustmann’s 

principle is correct assessment of interest rate, prices, and costs. In parti-
cular, future prices depend naturally on the demand and supply conditions of 
the wood products markets. Here again, economics gives foresters useful 
tools to better understand what causes price to change, and help predict their 
future direction, if not their exact level. 

 
Econometric models of forest product markets have a long history in 

forest economics (Buongiorno, 1990). The simplest market model would 
consist of two equations: one explaining demand from prices and demand 
shifters (population, income, etc.), the other explaining supply from prices, 
and supply shifters (resource stock, energy cost, money supply, etc.). The 
equations are estimated by statistical methods from regional, national, or 
international data, depending on the context. After calibration, the model can 
be used for forecasting and policy analysis. For example, given the necessary 
condition of demand-supply equality, a two-equation demand-supply system 
is solvable for price as a function of the demand and supply shifters (also 
called exogenous variables). This reduced-form price equation can then be 
applied to predict price, conditional on future exogenous variables such as 
income and population. 

 
Presumably, income and population are themselves predicted by macro-

economists and demographers, and in that way a linkage is established bet-
ween the forest sector and the rest of the economy. Ultimately, the model 
gives a price projection essential for benefit-cost analysis, including calcu-
lations with Faustmann’s formula to decide whether to begin, continue, or 
stop forest production activities. 
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5 NON-TIMBER VALUES 

As the ecological value of forestland is increasingly recognized and under-
stood by foresters and by the public, the non-timber value of forests that 
stems from their variety of life forms and functions is of growing interest. 
Economic theory can help define these values in monetary terms, and econo-
metric techniques can be used to measure them. 

 
Hartman (1976) reanalyzed Faustmann’s optimal harvest age problem 

after including non-timber values of a mature forest such as flood control, 
recreation, and wildlife. He showed that if the services of the mature forest 
are valued more than the services of a newly planted forest, then it is optimal 
to extend the harvest age beyond the Faustmann solution computed with 
timber prices only.  

 
Strang (1983) argued further that there might be situations where even 

though a finite local best rotation may exist; the true global optimum may be 
quite different. In particular, Strang showed that it might be preferable never 
to cut an existing old growth forest, due to the considerable non-timber 
values embedded in the old-growth forest. 

6 EXTERNALITIES, PIGOVIAN TAXES,  
AND PROPERTY RIGHTS 

Often time, values that derive from the presence of forest cover, such as 
flood and erosion control may benefit others than the forest owner, so the 
owner does not include such benefits in the NPV calculation. These values 
are externalities for the firm making the decision. Since, by definition, exter-
nalities do not profit the private firm, the amount of the externality is inci-
dental to its decisions. 

 
If the externality is positive like erosion control then society might 

optimally desire more than the private firm will provide spontaneously. 
The private firm may guard against excessive erosion during harvest to a 
degree because they want to preserve the land fertility, but a municipal 
water processing plant downstream will want more effective erosion control 
so they have less silt to remove.  

 
One approach to achieving the socially best level of erosion control is 

direct regulation, decreeing, and enforcing standards to control erosion. 
Another is to institute Pigovian taxes. A tax would be waged on the forest 
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owner for each ton of silt in the runoff thus internalizing the cost of the silt to 
the owner. If the tax is set at the right level, the forest owner will choose the 
socially optimal degree of erosion prevention. Discovering the correct 
Pigovian tax rate is the main difficulty in this approach.  

 
A third approach is to establish clear property rights. If the water plant 

has the right to silt-free water, then the forest owners must pay the water 
plant for adding silt to its water supply. In this way, the externality of silting 
the water is internalized to the forest owners who incur an added expense for 
each ton of silt they add to the water, so they consider that cost in their 
management decision. For small externalities, the cost of enforcing the 
property right can make this approach impractical. Monitoring erosion on all 
of the watersheds and estimating how much purification costs increase for 
each incident of erosion might be more costly than ignoring the right. Coase 
(1960) described the conditions under which the optimum amount of an 
externality will be generated when property rights are well defined.  

 
As another example, cedar rust is a disease that is incubated in red cedar 

and that attacks the leaves and fruit of apple trees. A 1914 law of the state of 
Virginia gave apple orchards the right to remove all red cedar trees within 
two miles of the orchard (Samuels, 1989). Though draconian, the law was an 
attempt to force cedar owners to internalize the externality they inflicted on 
orchards. The law meant to give the property right of cedar-free surroun-
dings to orchard owners.  

 
In some cases, property rights are impossible to establish. The beauty of 

the forest and the protection of threatened species are public goods that 
someone can enjoy freely without preventing others from doing the same. A 
public non-timber forest good, such as its beauty, may be valuable to the 
owners, yet it tends to be under-provided compared to the social optimum. 
The combined value of a public good for all citizens is greater than the value 
to each, so as forest owners optimize for themselves, they will provide less 
than what all citizens desire (Bergstrom et al., 1986). 

7 ASSESSMENT OF VALUE  
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to all costs and benefits. To bring some order to this complicated issue, benefit-
cost analysts classify the value of the many qualities or outputs of forests as
use-value option-value, bequest value, or existence-value. Use-value derives 
from a particular use of the forest or its products. For example, timber has a 

The crucial step in Benefit-Cost Analysis (BCA) is assigning a monetary value 
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Option-values pertain to forest resources that might have value in the 

future. A pharmaceutical use for a biochemical compound produced by an 
understory species might be discovered in the future. We maintain the option 
of collecting this value as long as forest conditions allow the species to 
survive.  

 
Bequest-value is the value of maintaining a resource to pass on to future 

generations. The satisfaction we gain from the idea of passing a forest intact 
to future generations is its bequest-value to us. Last, the value that indi-
viduals and society derive from the forest merely being there now is its 
existence-value.  

 
Existence-value may be, but is not necessarily related to some use values. 

An individual who greatly values the beauty of a forest is using the forest 
while viewing it, yet the greater part of the value of sightseeing might be 
affirming the existence of the forest. Others might value the existence of rare 
animal species harbored by the forest even though they might never see or in 
any other way use them. As suggested by the subtlety of their definitions, 
quantifying their value is no easy task. 

8 MARKET PRICES  

Economists have developed many techniques to do benefit-cost analysis. The 
easiest use-values to estimate in monetary terms are those that are bought and 
sold at a “market price.”  

 
Suppose the good is timber traded competitively in a region where there 

are many small private forests, and a large public forest. Under the current 
policy, the public forest produces nothing, so that the upward sloping line 
Supply1 in Fig. 1 represents supply (totally private), while the downward 
sloping line represents total demand. Demand and Supply1 cross at B, the 
quantity of private timber sold and bought is F m3 per year, and the equi-
librium price is A $/m3.  

 
Suppose that the managers of the public forest consider producing timber, 

independently of price level. JG is the amount of public supply, regardless of 
price. This policy would result in a shift in the total regional supply curve 
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Figure 1. Welfare change due to the provision of a market good. 

from Supply1 to Supply2. The new equilibrium would then be at a lower 
price, C, for a larger volume bought and sold, G. However, the amount sold 
by private forests would decrease from F to J. Consequently, there would be 
an increase in the welfare of timber buyers, measured by the area of the 
polygon ABEC, but a decrease in the welfare of private sellers, equal to the 

 
This is an example of the most straightforward complete welfare accoun-

ting, with a full evaluation of benefits and costs, and of winners and losers. It 
still demands work to estimate the necessary demand and supply relations, 
and it is not possible without a market. As a result, for public goods, even 
those with use-value such as forest scenery, the assessment of value in 
monetary terms is difficult. If we knew the demand schedule for the good, 
we would calculate the value of, say, a change in supply as we did above, but 
there are usually no market data to estimate the demand schedule. We can 
count the number of sightseers and tabulate the time they spend viewing 
forest scenery, but short of a wall hiding the forest and a tollbooth we can 
neither limit sightseers nor charge them a fee. In this example, the ability to 
limit access to or charge for the public good is difficult or impossible; so 
most consumers will “free ride,” that is benefit without paying to view the 
scenery. One can observe the quantity of a public good that free riders use at 
zero cost, but construction of the full demand curve requires the methods 
described later. 

In another example, the sequestration of carbon by forests moderates 
atmospheric changes for everyone regardless of whether they pay. Without a  
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area of the polygon ABHC. There would then be an increase in total welfare 
of consumers and producers, equal to the area of the triange BEH.  
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way of charging for the use of the climate we cannot observe how use 
changes with price. As private forests photosynthesize carbon dioxide, the 
value of the carbon sequestration to others may not be fully considered by 
the owner. In choosing to build houses where there was forest, the value of 
the carbon storage is typically not considered by a private firm, so we cannot 
directly infer the value of this ecosystem service by observing the behavior 
of the firm. 

 
For resources with option value such as the unknown medicinal value of 

forest flora, we might observe a value in an options market. Since the option-
value exists because of a potential future market good, rights to that resource 
could be traded and a market value observed. For example, the pharma-
ceutical company Merck paid $1 million to bioprospect in Costa Rica under 
a two-year agreement that spelled out provisions for royalties (Columbia 
University, 1999). The biotech company Diversa gave the US National Park 
Service equipment, training, and an advance on royalties to do the same in 
the Yellowstone hot springs (ten Kate et al., 1998). 

  
To the extent that those deals were competitive, they should reflect some 

of the expected value of patentable biological discoveries over costs for the 
companies. Since these agreements include royalties, a claim on the profits 
generated by the biotechnology, the owners of the genetic resources retain 
part of the option value. Thus, only part of the expected value is reflected by 
the up-front fees. However, these two companies are searching for short-
term value in the genetic material, which we have retained the option to use 
by maintaining the ecosystems with those life forms.  

 
The uncertainties Merck and Diversa face in finding valuable biological 

material are small compared to the difficulty of evaluating longer-term 
option values. Effective markets for long-term option-value are hard to 
envision with the short profit horizon typically important to businesses. 
Some biotechnology companies are currently profitable (Kelly and Mbaria, 
2004), but methods for tracing option-values from such market data are not 
clear.  

 
The option-value of future non-consumptive goods is also not subject to 

market valuation. In the Midwest of the USA the existence and recreational 
value of traditional tall grass prairie ecosystems has been discovered recently 
after the destruction of all but small remnants. The option of re-creating 
prairies was preserved in the plants remaining in those remnants. Since 
barely one century ago few would have guessed that the prairie would some 
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day have a non-use value they would have had a hard time guessing how 
much the present value of that option-value was worth. 

 
The bequest-value and existence-value of forestlands are in part revealed 

when forestlands are bought and sold. These non-use values are part of the 
price paid. However, separating bequest values and existence values from 
the total price paid for the complex bundle of goods represented by the forest 
is not a simple task. Furthermore, if the price data come from private 
transactions, to obtain the total value of the forestland we must add its value 
to the rest of society to the private value. 

9 NON-MARKET VALUATION  

Economists use three kinds of methods to estimate the value of forest goods 
that are not traded (Braden et al., 1991). The household production function 
approach uses the observed trade-off between forest attributes and markets 
goods to infer the value of the forest attribute. An example is the travel cost 
method (TCM). The cost of travel to the forest is used to infer the value of 
visiting the forest for an individual, and more generally the value of different 
characteristics of forests for different people.  

 
For example, Scarpa and Thiene (2004) determined the value of climbing 

sites to various climbers in the Northeast Alps using TCM. With this method, 
Hesseln et al. (2004) found the net benefits of hiking in National Forests  
in Colorado ($12/trip) and Montana ($55/day). The value of the hikes was 
lower in forests recovering from crown fires, but higher in forests recovering 
from prescribed burns. Hanley and Ruffell (1992) used TCM to determine 
the value of the physical characteristics of forests in Canada. Fix and Loomis 
(1998) found that a mountain bike trip to Moab, Utah was worth $205. 

 
Another approach is hedonic pricing in which a market good is viewed  

as a bundle of attributes. An implicit value of the attribute is inferred from 
the differences in prices of goods with various amounts of attributes. For 
example, the price of houses can be used to infer the amenity value of a 
neighboring forest. Along with pure housing attributes such as square footage, 
number of bedrooms, etc. is access to the forest, measured for example by its 
distance from the house. Given a sufficient number of houses bought and 
sold, we calculate by regression analysis the best equation to relate house 
price to the attributes. We can then infer how much more an otherwise 
equivalent house is worth for being near the forest. This difference is an 
estimate of the amenity value of the forest. With this technique, Bourassa  
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et al., (2004) found that a house in Aukland, New Zealand, is worth 59% 
more with a wide view of water. Li and Brown (1980) found that a house is 
worth $250 more near a conservation area, and $2,800 more next to a 
recreation area. Although these amenities are capitalized values, they can be 
transformed into an annual rent value of the forest amenity, with the analog 
of Faustmann’s formula presented above. 

 
Examples of application of hedonic pricing in forestry include Turner  

et al. (1991), and Roos (1995) who inferred the value of particular chara-
cteristics of forest estates, such as their location. Scarpa et al. (2000) esti-
mated the amenity value of a stand of trees as the opportunity cost owners 
paid in the timber profit they could have gotten had they tried to maximize 
profits (according to Faustmann’s rule), minus the profit from the timber 
they actually cut. By then regressing this non-timber value on stand data, 
they inferred the amenity value of trees of different species and size. They 
found that for most owners, the amenity value of trees was much larger than 
their timber value. This opportunity cost approach has also been applied to 
the value of even-aged forests (Lee, 1997) and mixed-aged mixed-species 
forests in the southern USA (Raunikar and Buongiorno, 2005a). 

 
These two methods use market price information, for example the cost 

of travel or the price of a house, to infer non-market use-value. They are 
revealed-preference methods based on actual observed choices of people. In 
the contingent valuation method (CVM), instead, we ask individuals about 
how much they are willing to pay. One advantage of contingent valuation  
is that it can deal with non-use values such as the existence of a healthy 
forest, as well as use-values such as viewing that healthy forest (Pease and 
Holmes, 1993).  

 
As a result, CVM is used extensively in benefit-cost analysis. For 

example, Xu, et al. (2003) found that urban households in the state were 
willing to pay $31.44 annually to improve biodiversity in the forests of 
Western Washington. Donovan and Nicholls (2003) found that consumers in 
Alaska would support a secondary wood products industry in the state. They 
were willing to pay an $82 premium for a wooden table manufactured 
locally. Mattson and Li (1993) used the CVM to quantify the value of on-site 
consumptive use (berry and mushroom picking), on-site non-consumptive 
use (hiking, and camping), and off-site visual experience. And, Crocker 
(1985) asked forest visitors their willingness to pay for a visit if the trees at 
the site showed slight, moderate, and severe damage from air pollution. With 
these data he estimated the willingness to pay function for air pollution 
damage to trees.  
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CVM is subject to biases, especially due to the hypothetical nature of 
surveys. If respondents do not expect to carry out the hypothetical trans-
actions, they might respond strategically and they have less incentive to 
gather full information. Still, CVM has become a well-established valuation 
technique with methods that compensate for biases, despite doubt notably 
sown by litigants in the Exxon Valdez damages case (Boyle and Bergstrom, 
1999). Thus, CVM is vital when revealed-preference methods based on 
actual observed choices of people are not possible. 

10 ENVIRONMENT KUZNETS CURVE  
FOR FORESTS 

The choice to enjoy environmental amenities is an economic choice. In the 
study of how economies provide themselves with environmental amenities, a 
characteristic pattern has emerged.  

 
As first noted by Grossman and Krueger (1992) for emissions of sulfur 

dioxide, the emissions increased with national income among poor nations, 
but decreased for wealthier economies. This pattern has been dubbed the 
Environmental Kuznets Curve (EKC) in recognition of the analogous peaking 
relationship between income inequality and national income first observed 
by Simon Kuznets (1955).  

 
Many other environmental attributes have been found to follow the EKC 

pattern such as wastewater, solid waste and other emissions in China (De 
Groot, et al., 2004), carbon dioxide emissions (Lindmark, 2004; Martinez-
Zarzoso and Bengochea-Morancho, 2004), toxic air, water and land emissions 
(Rupasingha et al., 2004), land degradation (Rodriguez-Meza, et al., 2004), 
and toxic emissions from new manufacturing facilities (Gleeson, 2004).  

 
This EKC research has also dealt with forests. Bhattarai and Hammig 

(2001) found a strong EKC relationship between income and deforestation of 
tropical natural forests in Latin America, Africa, and Asia. They later found 
that improved agricultural technology and higher educational attainment 
reduce deforestation (Bhattarai and Hammig, 2004).  

 
Ehrhardt-Martinez et al. (2002) supplemented the deforestation EKC for 

developing countries with effects of institutions and urbanization. Decreased 
reliance on agriculture is the main factor in tropical deforestation (Barbier 
and Burgess, 2001).  
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Cropper and Griffiths (1994) found that per capita national income affec-
ted deforestation in both Africa and Latin America, but not in Asia. Stern,  
et al., (1996) used the published EKC deforestation data to predict an overall 
forest loss stabilization by 2025, but continued tropical deforestation at a 
constant rate. Panayotou (1993) using strictly cross-sectional international data 
reported a turning point in deforestation at $1275 of income per capita in 
1985 prices, while Turner (2004) fixed it at $8,700. However, some studies 
have not found a deforestation EKC at all (Shafik and Bandyopadhyay, 1992; 
Koop and Tole, 1999; Lantz, 2002; Nguyen Van and Azomahou, 2003).  

 
A few researchers have considered other attributes of forests rather than 

just their area. Skonhoft and Solem (2001) found no relation between the 
wilderness (measured by remoteness) of counties in Norway and their income 
per capita. However, with a more comprehensive measure of forest amenities, 
Raunikar and Buongiorno (2005b) did find a positive relationship between 
forest naturalness and income per capita of southern US forested counties. 

 
Economic theory explains the EKC phenomenon as a tradeoff between 

the desire for consumption goods and environmental amenities in an optimal 
control context (Keeler et al., 1972). The specific manner of this tradeoff  
is explained by abatement costs (Andreoni and Levinson, 2001), choice of 
technology (Stokey, 1998), choice of products (Jones and Manuelli, 2001), 
emissions as a factor of production (Chavas, 2004), relocation of polluting 
facilities (Copeland and Taylor, 1994), consumption choices (Rothman, 1998), 
or migration of household wealth (Gawande et al., 2001).  

 
According to these explanations, economic agents make choices on cons-

umption, investment, production, and public policy that result in the aggre-
gate economy moving along the growth curves in Fig. 2. Understanding this 
macroeconomic pattern allows foresters to forecast how much and what  
kind of forests will be needed in the future. This aggregate pattern involves  
a trade-off between income and forest amenities. More income would be 
provided along the dashed income line in Fig. 2 at the cost of poorer forest 
amenities, the dashed forest line. If the economy did not follow that pattern, 
it means that society, as a whole, values the forest amenities they would  
have lost more than the extra future income they would have gained. This 
suggests a macroeconomic method to value non-market forest amenities, 
based on income trends only. 
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Figure 2. Personal Income growth and forest change in an economy 
 
Another useful product of this approach would be to predict the future 

demand for natural forests. Such a forecast would help decide on forest 
policy. With a better grasp of how much forest with old growth charac-
teristics would be needed in coming decades, management could be adjusted 
to promote the development of those characteristics on the correct amount of 
land. In using these projections as a guide, we would be recognizing an 
underlying trend that results from innumerable details of the many choices of 
consumers and producers, in the private and public sectors. Rather than 
trying to estimate the value of all goods and services, the EKC analysis leads 
to a macro relation in the same spirit as the aggregate consumption. It 
recognizes that values result from the choices of the many competing inte-
rests in the economy, some of which are made through the political process.  

 

11 THE PORTER HYPOTHESIS IN FORESTRY?  

As foresters like Faustmann have contributed to economics, so have many 
other disciplines. Business schools have long used case studies to deal with 
management issues. Based on case studies, Porter (1991) concludes that envi-
ronmental regulation often stimulates innovation and thus improves manufac-
turing efficiency rather than hampers it. Further evidence of this phenomenon 
includes de Vries and Withagen (2005), Roediger-Schluga (2003), Horbach 
(2003), and Alpay et al. (2002).  
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A key point in the Porter hypothesis is that environmental regulation 
must be “properly constructed” to stimulate innovation. Roediger-Schluga 
(2004) describes the effect that technological opportunity, market conditions, 
patent law, and other factors have in the design of regulations that promote 
innovation in environmental technology. Ambec and Barla (2002) use an 
economic model to show that environmental regulation may both spur envi-
ronmental innovation and increase profits by overcoming organizational 
inertia.  

 
The stimulation of innovation by constraints has been a fundamental 

factor in the economic history of the USA. When labor was scarce and 
resources were abundant, the need for less labor-intensive methods stimu-
lated automation, which greatly increased US productivity and competitive 
advantage. Using deliberate regulatory choices to recognize that resources 
have become much scarcer has the potential to stimulate development of 
efficient technology for the benefit of the USA and of the rest of the world. 

 
Evidence for or against the Porter hypothesis is still scarce in the forest 

sector. Norberg-Bohm and Rossi (1998) found that the US pulp and paper 
industry has a strong preference for incremental change. Thus, they conclude 
that long-term goals for continual environmental improvement would be 
needed to stimulate radical innovation. Consistent with this conclusion, 
Marklund (2003) found no improvement in efficiency of Swedish pulp mills 
in response to tightened emission standards. Cashore and Vertinsky (2000) 
describe conditions that can deter innovation in sustainable forest management 
using the case of three North American forest companies. Understanding 
how and how much regulations stimulate innovation should improve as more 
cases are examined.  

12 CONCLUSION 

From Faustmann’s classic valuation of forestland to the complex multidi-
mensional choices in modern forest policy, economic principles and methods 
have contributed much to forest management decisions. Economics helps 
foresters grapple with the fundamental concept of opportunity cost, as it 
applies to time and alternative land uses. It gives us the framework and tools 
to handle risk objectively. Applied to the timber sector, economics is essen-
tial to predict the demand, supply, and prices of wood products. In the more 
difficult realm of amenity values, the methods of benefit-cost analysis are 
put to work constantly to measure the full social value of forests. 
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As economic theory and methods continue to develop, new opportunities 
open for their application to the management of forests. Modern macro-
economic growth theory coupled with the EKC suggests a framework to 
overcome some difficulties of benefit-cost analysis, and finding more directly 
the value of forest amenities to all of society, and their future demand. 

 
The amenity value of forests is likely to grow in importance in the day-

to-day concerns of forest managers. Economics is helping in the assessment 
of these values. Nevertheless, there are definite limits to economics. Some 
forest policy issues such as the preservation of species far transcend the 
purely economics dimension and reach into the realm of ethics and religion. 
It may, then, be questioned whether economics methodology can truly give 
useful measures of value in those circumstances. 

 
Conservation goals will most likely be set on broader grounds than purely 

economic considerations. Nevertheless, the means to reach conservation goals 
will certainly have an important economic dimension. They involve budgets, 
reallocation of resources, and sacrifices in current consumption. In sum, there 
is a very real opportunity cost to any forestry decision. It is the role of eco-
nomics and its power to determine this cost exhaustively and accurately.  
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Chapter 25 

MULTIPLE CRITERIA DECISION-MAKING  
IN FOREST PLANNING: RECENT RESULTS 
AND CURRENT CHALLENGES 

Luis Diaz-Balteiro and Carlos Romero 
Technical University of Madrid, Department of Forest Economics and Management, Spain 

Abstract Forest management is becoming a complex process that requires decision 
making involving economic, environmental and social criteria. This means 
that multiple criteria decision-making (MCDM) approaches need to be used in 
many forestry contexts. This chapter aims at assessing the efforts undertaken 
over the last 30 years towards formulating and solving forest management 
problems from an MCDM perspective. The goal of the chapter is not to 
compile an exhaustive list of MCDM applications in forestry but to detect the 
areas within forest management in which MCDM approaches have proven to 
be more productive or have significant future potential. 

Keywords: Forestry, forest management, multiple criteria decision-making, goal pro-
gramming 

1 INTRODUCTION 

Every decision taken in the management and planning of a forest resource 
generally affects several wide-ranging criteria, such as economic (timber, 
livestock, forage, hunting, etc.), environmental (biodiversity conservation, 
soil erosion control, carbon sequestration, etc.) and social (recreation, 
population settlement, level of employment, etc.). Therefore, for most forest 
management optimisation problems, especially concerning publicly owned 
forests, the decision maker (DM) has a preferences structure involving 
several criteria of very different nature. In short, in many cases, forest 
management models need to be formulated within the multiple criteria 
decision-making (MCDM) paradigm. For instance, the USDA Forest Service 
(1997) has devised a computer tool (SPECTRUM) for the management of 
public forests from a multi-criteria perspective. 
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This chapter aims to review the main contributions to the broad field of 
forest management made from a MCDM perspective during the last 30 
years. It should be noted that the purpose of the chapter is not to present a 
detailed categorised bibliography of most of the MCDM applications in forestry 
reported in the literature. Readers interested in this type of information can 
consult a working paper by Diaz-Balteiro and Romero (2004), which cate-
gorises more than 220 references according to the type of problem analysed 
and the MCDM technique used. On the contrary, the purpose of this work is 
to explore the areas within forest management where the MCDM paradigm 
has proven to be most productive and  fields where it has a lot of future 
potential. Previous review papers on MCDM in forestry taking a different 
approach are: Tarp and Helles (1995) and Kangas and Kangas (2002). 

 
The main areas covered in the chapter are as follows: (i) harvest scheduling 

problems, (ii) forest biodiversity conservation, (iii) sustainability of forest 
management plans, and (iv) group decision-making problems. In all the 
areas studied, the main purpose will not be to exhaustively list contributions 
but to characterise the underlying MCDM problem, as well as analyse the 
pros and cons of the representative cases chosen. In this way, we attempt to 
assess the results derived from the use of MCDM approaches in forestry and 
to detect the main challenges to be addressed in the near future. 

2 A BRIEF OVERVIEW OF MULTIPLE CRITERIA 
DECISION-MAKING APPROACHES MAINLY USED 
IN FOREST PLANNING 

In this section the basic features of the main MCDM approaches used in 
forestry are reviewed to give readers unfamiliar with multi-criteria techniques 
an understanding and appreciation of the material presented in subsequent 
sections. 

 
Let us divide the MCDM approaches into two groups: (i) methods devised 

to tackle continuous problems and (ii) methods for the purpose of addressing 
discrete problems. In the continuous case, we have a feasible set with infinite 
points usually defined by a set of linear and non-linear constraints. In the 
discrete case, we have a feasible set characterised by a finite and usually 
fairly small number of solutions (alternatives). 

 
The chief approach worthy of note within the continuous case is goal 

programming (GP). GP links up with Simonian “satisficing” theories by 
attaching a target to each attribute under consideration. The target represents 
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a desirable level of achievement for the respective attribute. By desirable we 
mean a target figure that the DM considers satisfactory and sufficient. The 
combination of the target and the attribute define the goal. Thus, for ins-
tance, to achieve a timber volume of at least 300,000 m3 across the planning 
horizon is a goal. 

 
The goals are included in the model by converting the inequalities into 

equalities by adding to each goal a negative and a positive deviation variable 
that measures possible underachievement and overachievement, respec-
tively. GP minimises what the DM does not desire, that is, the unwanted 
deviation variables. Thus, the unwanted deviation variable is the negative 
one when the goal derives from an attribute “more is better”, the positive one 
when the goal derives from an attribute “less is better” or both deviation 
variables when neither underachievement nor overachievement is desirable. 

 
The formulation of the GP model implies the minimisation of a function 

of the former unwanted deviation variables. This function is called the 
achievement function. The most commonly used forms of achievement 
functions are as follows: (i) weighted goal programming, which minimises a 
composite objective function formed by a weighted sum of unwanted 
deviation variables, (ii) lexicographic goal programming, which attaches 
pre-emptive or exclusive priorities to the different goals for the purpose of 
minimising the unwanted deviation variables in a lexicographic order, (c) 
Chebyshev goal programming, which minimises the maximum deviation 
from the stated goals, and (iii) extended goal programming, which, encompas-
sing the weighted and Chebyshev variants as particular cases, can establish 
compromises between these two options. 

 
GP was introduced by Charnes and Cooper in 1961. We owe the first 

application of a GP model in forestry to Field (1973). For a classic presenta-
tion of the technical aspects of GP, see Ignizio (1976). Updated presentations 
of the GP approach are Ignizio & Romero (2003) and Romero (2004).   

 
The second MCDM approach applicable to continuous problems to be 

reviewed is multi-objective programming, also called vectorial optimisation. 
This approach tackles the problem of simultaneously optimising several 
objectives subject to a set of constraints. Given a certain level of conflict 
among objectives, which is usual in most real problems, not all the objec-
tives can be simultaneously optimised. Therefore, instead of searching for a 
non-existent optimum, the multi-objective optimisation approach seeks to 
find the set of efficient solutions, also known as non-dominated or Pareto 
optimal solutions. The elements of the Pareto set are feasible solutions, such 
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that no other feasible solution can yield an improvement in one objective 
without causing a degradation in at least one other objective. 

 
There are several methods for generating or at least approximating the 

Pareto set. The most operational are: the weighting method and the con-
straint method. The weighting method combines all the objectives into a 
single objective function by attaching a weight to each objective and then 
adding all the resulting components. The efficient set is then generated by 
weight parameterisation. In fact, under very general conditions, an extreme 
efficient point is obtained for each set of weights chosen. The constraint 
method is to some extent the dual of the weighting method. In fact, this 
technique involves optimising one of the objectives, while the other objec-
tives are entered as constraints. Under very general conditions, an extreme or 
interior efficient point is generated for each set of values of the respective 
right-hand sides. 

 
A detailed explanation of the multi-objective programming approach is to 

be found in Cohon (1978), and an updated version in Steuer (1989). Chang 
and Buongiorno (1981) describe one of the first applications of this approach 
to forest planning. 

 
Compromise Programming was devised to help the DM to choose the 

“most suitable” efficient point or the “most suitable” portion of the efficient 
set. Compromise Programming starts by defining the ideal point as a vector 
whose components are given by the optimum values of the objectives 
considered. Given the usual conflict among objectives, the ideal point is not 
feasible, so the “most suitable” or “best compromise” solution is defined as 
the efficient solution closest to the ideal point within this approach. Depen-
ding upon the metric (measure of distance) used, a set of compromise 
solutions can be determined as the “most suitable solutions”. 

 
Compromise Programming was introduced by Yu (1973) and Zeleny 

(1974). It should be noted that there are strong links between GP and Com-
promise Programming (Romero, 2001). Field et al. (1980) describe the first 
application of this approach to forestry in the context of a harvest scheduling 
problem. 

 
The three approaches that we have reviewed above are applicable to 

continuous, as well as to discrete problems. However, some specific app-
roaches have been devised for the discrete case. Of these, the soundest from 
a theoretical point of view is multi-attribute utility theory (MAUT). The 
basic idea of this approach is to define a cardinal utility function comprising 
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all the relevant criteria in the analysed decision problem. This multi-attribute 
utility function is optimised subject to the constraints of the problem. 

 
The first step in the MAUT methodology is to elicit the individual utility 

functions for each of the criteria introduced in the decision problem. The 
second step is to amalgamate all the individual utility functions into a multi-
attribute utility function. Both phases of the process require a very strong 
interaction with the DM by setting questions related to artificial random 
lotteries and asking the DM to give the respective certainty equivalent. 
Moreover, the second step calls for the acceptance of strong assumptions 
about DM preferences. Therefore, although it is very sound from a theo-
retical point of view, the MAUT approach is not widely used in forestry 
planning. 

 
This approach was developed basically by Keeney and Raiffa (1976). 

Bell (1977) was the first to resort to MAUT within forestry in the context of 
quantifying stakeholder preferences for a forest region subject to an outbreak 
of a certain pest. 

 
To avoid the above-mentioned problems associated with the MAUT 

approach, several less theoretically sound but more operational methods 
have been devised. Of these, the ELECTRE (Elimination and (et) Choice 
Translating Algorithm) and the AHP (Analytic Hierarchy Process) methods 
deserve a mention in a forestry context.  

 
The basic idea of ELECTRE is to replace the preference-indifference 

relation underlying the MAUT approach by an “outranking” relationship. 
Thus, alternative Ai outranks alternative Aj, when “alternative Ai is at least as 
good as alternative Aj”. The meaning of this statement is established 
according to the concept of concordance (i.e. the fact that for a relatively 
important number of criteria Ai is preferred to Aj) and discordance (i.e. the 
fact that there is no criterion for which alternative Aj is much better than 
alternative Ai). The set of alternatives is ranked using certain concordance 
and discordance thresholds. 

 
ELECTRE was initially proposed by Roy (1968). For an updated version 

of the foundations of ELECTRE, see Roy (1991). Bertier and Montgolfier 
(1974) were the first to apply ELECTRE to forestry in the context of ranking 
a set of projects for a suburban motorway damaging a forest environment. 

 
Saaty introduced the AHP in the late 1970s. This approach has had an 

enormous impact not only on forestry but also on many other applied areas. 
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The basic idea underlying the AHP approach is to represent the DM´s 
preferences through a “pairwise”comparison process among criteria and 
alternatives using a lingustic scale and within a certain hierarchical structure. 
From the “pairwise” comparison matrices, a set of weights coherent with the 
DM’s responses are elicited to get the respective ranking of alternatives. 

 
The foundations of AHP are to be found in Saaty (1977, 1980). An updated 

version of the AHP approach is described in Forman and Gass (2001). 
Mendoza and Sprouse (1989) were one of the first to apply AHP to a fores-
try context. 

3 HARVEST SCHEDULING PROBLEMS 

Timber harvest scheduling is the first area in the forestry field where the 
MCDM paradigm was widely applied. This can be primarily put down to the 
very nature of a harvest scheduling problem. In fact, this type of problem 
was initially formulated as a linear programming model with an objective 
function that maximises an economic criterion (e.g., net present value), 
subjected to a set of constraints covering at least the following aspects: (i) 
volume control (i.e. to get an even flow of timber volume harvested in each 
of the cutting periods considered, (ii) area control (i.e. each age-class must 
occupy the same area at the end of the planning horizon and (iii) ending 
forest inventory (i.e. there must be a sensible relationship between initial and 
final inventory in order to guarantee the persistence of the forest).  

 
The above linear programming formulation is very sound from a forestry 

perspective; however, it is too rigid. Thus, there is no feasible solution to the 
proposed model in many cases; that is, there is not a harvest schedule 
satisfying the above forestry conditions expressed as constraints. In other 
cases, the feasible set is not empty but its size is very small, which makes the 
optimum net present value corresponding to the optimum solution so low 
that the solution is unacceptable to the decision-maker.  

 
One possible way of handling the overly rigid specifications of the linear 

programming models within which the timber harvest scheduling problems 
were formulated is to treat the right-hand sides of the above constraints as 
targets that may or may not be achieved. Operating in this way, the linear 
programming models turn into goal programming formulations, for which 
there are always feasible solutions.  
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The goal programming approach was initially proposed as an operational 
way of reconciling economic, even-flow and regulation criteria by Kao and 
Brodie (1979), for which purpose they formulated a lexicographic goal 
programming model. Extensions in the direction proposed by Kao and 
Brodie, also resorting to lexicographic goal programming are the works by 
Field et al. (1980), Hotvedt et al. (1982) and Hotvedt (1983). 

 
Along the same lines of the papers commented above, Riiters et al. 

(1982) use multi-objective programming techniques to determine the trade-
offs among harvested timber volume, economic return and stand diameter 
within a context of thinning regimes. Diaz-Balteiro and Romero (1998) show 
how goal programming and compromise programming can be used to  
get sensible harvest schedules that represent good compromises between 
economic return, an even-flow policy, area control (regulation) and ending 
inventory. The preferential weights to be attached to each criterion are eli-
cited through “pairwise” comparison matrices in an AHP fashion. These 
authors have demonstrated (Diaz-Balteiro and Romero, 2003) how this  
type of approach can easily accommodate other environmental criteria, like 
the net carbon captured across the planning horizon. 

 
All the above-mentioned cases correspond to a strategic level of plan-

ning. In fact, tactical planning including spatial considerations in harvest 
scheduling have usually been dealt with using integer programming and 
more recently by metaheuristics approaches. However, multi-criteria tools 
have also been applied in an incipient but promising way in this field (e.g., 
Snyder and Revelle, 1997). Finally, other studies focus on hierarchical 
planning models that combine spatial landscape-level goals with owner-
specific goals using multi-criteria models. For example, in Kurttila and 
Pukkala (2003), a MAUT methodology is modelled to achieve objectives at 
the landscape level that are compatible with small utility losses at the forest-
holding level. 

4 FOREST BIODIVERSITY CONSERVATION 

The management of forest biodiversity from the perspective of species and 
habitat diversity has been recently addressed within a MCDM perspective. 
The main efforts in this direction can be summarised as follows. 

 
The first idea was to formulate the strategic planning of a forest area 

within an analytic hierarchy structure (AHP). The hierarchy includes bio-
diversity as a whole at the level of the objectives. At lower levels of the 

479



Diaz-Balteiro and Carlos Romero

hierarchy the biodiversity criterion is broken down into different com-
ponents, such as richness, rarity and vulnerability of species. The outcome of 
the process is a priority index for each feasible forest plan. Some works in 
this direction, all of them formulated within an AHP framework, are Kangas 
and Kuusipalo (1993), Kuusipalo and Kangas (1994) and Mendoza and 
Prabhu (2001). 

 
Another line of research, closely related to the one mentioned above, 

consists of making biodiversity operational by decomposing it into diversity 
indicators that measure the characteristics of individual stands. Some 
examples of biodiversity indicators are: proportion of old forest, mean 
volume of deciduous trees, volume of deadwood, and so on. These indicators 
are treated as decision-making criteria and the respective individual utility 
functions are elicited according to the MAUT methodology mentioned in 
Section 2. Later on, the individual utility functions are amalgamated into a 
multiattribute utility function. This aggregate utility function can output a 
ranking of forest plans feasible from a biodiversity perspective. Some 
applications of this approach are Kangas and Pukkala (1996) and Kangas  
et al. (1998). 

 
An alternative way of dealing with forest biodiversity is based on the 

right management of the structural diversity of a forest stand. The structural 
diversity of a stand is described by means of the distribution of trees by 
species-size classes, and the classic Shannon index is used to measure the 
relative abundance by species-size class. Technically a multi-objective 
programming model is formulated, where an economic objective, such as the 
net present value, is maximised subject to a parametric constraint that 
measures structural diversity. This establishes the efficient Pareto frontier 
between economic returns and biodiversity and determines the trade-offs 
between both criteria. The key papers in this direction are Buongiorno et al. 
(1994, 1995) and Önal (1997a, 1997b). 

 
Some works, like Carter et al. (1997) and Bevers and Hof (1999), among 

others, address the biodiversity problem by focusing on the optimisation of 
the spatial arrangement of forest stand age classes, provided that the habitat 
requirements of species with respect to the number of edges are previously 
known. Along these lines, Bertomeu and Romero (2001, 2002) proposed the 
integration of the maximisation of the edge contrast as an operational 
measure of habitat diversity with other relevant forest management criteria, 
such as volume control across the planning horizon and the ending forest 
volume inventory. The exercise is successfully undertaken by formulating 
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several goal programming models (a weighted and a Chebyshev formu-
lation). 

 
Linked with the biodiversity problem is the management of national 

parks, reserves and any type of protected land. In these cases, the selection 
of activities to achieve the management objectives lead to a multi-criteria 
decision-making problem. Several works deal with this question. For example, 
Bojórquez-Tapia et al. (2004) utilise the AHP in a study to determine the 
best design of nature reserves inside a park in order to maximise their con-
servation value. 

5 SUSTAINABILITY OF FOREST MANAGEMENT 
PLANS 

In the few last years sustainable forest management, where sustainability is 
understood in a broad sense, has come to be of paramount importance. The 
current view of sustainability comprises not only timber production persis-
tence, but also sustainability (i.e. persistence over time) of several attributes 
demanded by society and produced by the forest systems. These attributes 
involve the economic, ecological, as well as the sociological aspects of the 
forest systems. 

 
Taking into account the above considerations, it is rather obvious that the 

concept and measurement of the sustainability of a forest system is a very 
complex problem, and there is no consensus about how to address it. In this 
respect, one of the most widely used orientations to measure the sustainability 
of a system is the so-called “indicators approach”. Within this perspective, a 
key question is to aggregate the different indicators used into a single index 
that measures the sustainability of the forest system as a whole. 

 
Analytically speaking, the above-stated problem of aggregation fits in 

very well with a MCDM approach. In fact, we only need to interpret each 
indicator as a criterion function in order to establish the respective equiva-
lence, and the analogy is complete. 

 
Efforts to connect the forest sustainability issue with the MCDM para-

digm are very recent and can be summarised as follows. Ducey and Larson 
(1999) resort to fuzzy multi-objective programming to evaluate a discrete set 
of forest management plans. In a similar direction, Mendoza and Prahbu 
(2000, 2003) and Mendoza et al. (2002) demonstrate how to use some 
qualitative soft multi-criteria methodologies for the assessment of indicators 
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of forest sustainability. The use of discrete multi-criteria methods, based 
upon outranking relationships, like ELECTRE, to select the most favourable 
kernel of alternatives from a sustainable perspective is well illustrated by 
Bousson (2001). 

 
Diaz-Balteiro and Romero (2004) have proposed a procedure, based upon 

binary extended goal programming, that can establish the forest system with 
a higher level of achievement with respect to the targets that an expert or a 
panel of experts have attached to each indicator of sustainability. A natural 
extension of this procedure can determine a complete ranking of all the 
forest systems considered. 

 
Phua and Minowa (2004) have applied several criteria and indicators for 

sustainable forest management to deal with a forest conservation plan at 
landscape level in a national park. Three criteria and eight indicators have 
been integrated in a GIS-based multi-criteria decision-making approach. 
Criteria and indicators are evaluated using GIS and remote sensing tech-
niques. All the scores are normalised and introduced into an AHP model.  

 
The concept and measurement of the sustainability of forest systems is 

still an open problem. Similarly, the incipient methods for addressing this 
type of problem derived from the MCDM field are still very tentative. 
However, the development of further efforts to articulate new methods based 
upon the MCDM paradigm to characterise and measure forest sustainability 
appears to be especially promising. 

6 GROUP DECISION-MAKING IN FOREST 
PLANNING 

Nowadays there is increasing awareness that the complexity associated  
with the management and protection of a public forest is due not only to  
the multiplicity of very different criteria involved in the process but also  
to the manner in which different segments of society or social groups per-
ceive these criteria. Shields et al. (1999) offer a thorough presentation of the 
main models for addressing group decision-making problems from a single-
criterion perspective and within an ecosystem management context. 

 
In short, public forests planning is actually a decision-making problem, 

involving several criteria as well as several social groups. To address this 
type of problem properly, a crucial matter will be to tackle the problem of 
how to aggregate the preferences that the members of each social group have 
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revealed for each criterion considered in the decision-making process. 
Accordingly, forestry planning problems strongly connect with what opera-
tional research terms the group decision-making discipline or with what 
economists refer to as the social choice discipline. 

 
We owe one of the first attempts of addressing forestry planning pro-

blems from a multi-criteria as well as multiple decision-maker perspective to 
Tecle et al. (1998). These authors formulate a problem with five objectives 
in a group decision-making framework, by using two methodologies: compro-
mise programming and cooperative games. By resorting to an interactive 
software the DM can provide different vector of weights in the compro 
mise programming model, or to change their utility vectors in the coopera-
tive game approach. 

 
Schmoldt and Petersen (2000, 2001) prioritise projects in national parks 

in the USA using the AHP methodology to arrive at a consensus between 
different subjective judgements using the geometric averages of the different 
judgements, as the AHP methodology suggests within a group decision-
making context. A similar procedure was developed by Bantayan and Bishop 
(1998) to allocate land use in a forest reserve in the Philippines. This area 
was divided into 10 compartments and 8 different criteria were defined for 
each one. A choice was made from four alternatives. In this case, the median 
was used to represent group response, assuming that there were no intra-
group differences in the weightings. 

 
The integration of tactical plans for private forests into a more aggregated 

scale (landscape level) was solved by Pykäläinen et al. (2001) by applying 
an optimisation model with an interface to be used in group decision-making 
problems. This hierarchical model incorporates a MAUT method called 
“HERO” (Kangas and Pukkala, 1993) and presents four different ways to 
formulate a landscape-level forest planning model for group planning. 
Before applying this MAUT method, a goal programming model was used to 
achieve the landscape optimum. Finally, an interface enables an interactive 
planning process.  

 

(2004) apply the multi-criteria approval (MA) method, suggested by Fraser 
and Hauge (1998) to group decision-making problems in forestry. The MA 
approach is an ordinal method that does not require too much preference 
information from the social groups/decision-makers involved. In Laukanen 
et al. (2004), the MA approach is applied to a case study in Finland, where 
nine timber harvesting alternatives are ranked according to seven criteria and 
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seven social groups. In Laukanen et al. (2002) this methodology is applied in 
a small case study regarding the choice of the best tactical plan in a consor-
tium consisting of three private forest owners. Five criteria and 20 alter-
natives were considered. Other discrete MCDM approaches were applied to 
achieve different rankings for the 20 forest plans considered. Finally, a 
compromise programming methodology is applied in Phua and Minowa 
(2004) to integrate the forest conservation priorities of several decision-
makers.  

 
The application of group decision-making/social choice methods with a 

multi-criteria perspective in forestry is a new area of research. Nowadays, 
this line of development represents more a promise of success than a produc-
tive reality. However, the adaptation of the enormous collection of ordinal 
and cardinal methods for group decision-making decisions to a forestry 
context appears to be an extremely attractive research area. 

7 CONCLUDING REMARKS 

The main purpose of this chapter was not to compile an exhaustive list of 
applications of MCDM techniques in forestry. On the contrary, we aimed at 
providing an overall judgement of the suitability of this paradigm to several 
forestry areas of application. 

 
The main finding of this chapter is that MCDM has played a relatively 

important role in forestry over the last 30 years. Moreover, this importance is 
increasing as shown by the growth rate of papers published on forest 
management with a MCDM perspective. It should also be noted that there 
are areas, like harvest scheduling and biodiversity conservation, where the 
MCDM applications have reached a certain level of maturity. However, 
there are other areas, like sustainability and group decision-making, where, 
although there are interesting applications, the main interest of MCDM lies 
in potential future developments. 

 
Regarding the use of the different approaches, there has been a clear 

reliance on operational approaches, like goal programming or AHP, with 
respect to more sophisticated approaches like MAUT that require a strong 
interaction with the DM, as well as the acceptance of very demanding beha-
vioural assumptions. 

 
It is not bold to state that the most appealing aspect of MCDM for forest 

researchers rests upon the idea of finding “satisficing” solutions among very 
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different goals and/or finding “best compromise” solutions among conflict-
ting objectives as underlies the goal programming approach. The success and 
acceptability of these theoretical orientations is reinforced by the fact that at 
the practical level of modelling, only a basic mathematical programming 
knowledge is required. And this type of knowledge has been in the tool-kit 
of forest researchers for decades. 
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Chapter 26 

FOREST FIRE MANAGEMENT 
Current practices and new challenges for operational 
researchers 

David L. Martell 
Faculty of Forestry, University of Toronto, Toronto, Ontario, Canada 

Abstract Forest fire management systems share much in common with urban fire, police 
and ambulance systems, but the spatial and temporal variability of forest fire 
occurrence processes and the comparatively long distances over which forest 
fire management takes place pose special challenges to operational researchers. 
This chapter describes the basic structure of a forest fire management system 
and the decision-making problems faced by fire managers. It describes how 
operations research (OR) has been applied to forest fire prevention, detection, 
deployment and initial attack dispatch decision-making problems; large fire 
management, strategic planning and fuel management, and it identifies new 
challenges that are amenable to OR approaches. 

Keywords: Wildland fire, wildfire, fire suppression, ecosystem management, emergency 
response systems, natural disturbance, operations research 

1 INTRODUCTION 

Forest fire management agencies are responsible for dealing with forest or 
wildland fire and its social, economic and ecological impacts on people and 
forest ecosystems.i Fire managers predict when and where fires might occur; 
invoke prevention measures to reduce the incidence of arson and accidental 
fires; attempt to detect fires while they are small; acquire and deploy fire 
fighters, aircraft and other suppression resources close to areas where fires 
are expected to occur to minimize response times; initiate initial attack 
control action to contain fires that are reported while they are small; and deal 
with the large escaped fires that are not controlled by the initial attack 
system. They also work with other land managers and use prescribed fire to 
enhance wildlife habitat and produce other beneficial impacts of fire; modify 



David L. Martell

fuels to mitigate the damage that results if and when wildfires do occur;  
and develop integrated fire/forest management strategies designed to mini-
mize the detrimental impact of fire on timber production and other forest 
resources. 

 
Fire is a natural component of many forest ecosystemsii but forest or 

wildland fires can and often do pose significant threats to public safety, 
property and forest resources. Most North American forest management 
agencies were formed in response to large fires [some of which are described 
by Holbrook (1943), Lambert and Pross (1967) and Pyne (1982)] that burned 
across large forested areas, engulfed many communities, and killed many 
people in the early decades of the twentieth century. Although forest fire 
managers have long recognized the ecological benefits of fire and most 
North American fire management agencies have evolved from fire sup-
pression to fire management organizations, fire has, until recently, been 
viewed primarily as a destructive force that should, for the most part, be 
suppressed or excluded from the forest.  

 
In this chapter, I approach forest fire management from a decision-

making perspective and attempt to address the diverse needs of forest fire 
managers, fire management systems researchers and operations research 
practitioners and researchers. I describe some of the research and develop-
ment that has been carried out in the past and some of the many important 
challenges that remain in the hope that fire managers that read this chapter 
will gain a better understanding of what operations research (OR) has to 
offer and some OR specialists will decide to tackle some of the many 
important challenges that remain. Fire management practices vary around 
the globe due in part to variations in climate, vegetation and societal needs. I 
chose to focus on forest fire management in Canada, and to a lesser extent, 
the USA, in part because those are the jurisdictions with which I am most 
familiar and in part because OR has, I believe, had its most significant 
impact on forest fire management in those two countries. OR has, of course, 
been applied to fire management problems in other countries including 
Australia (e.g. Loane and Gould, 1986), Russia (e.g. Kurbatskii and Tsvetkov, 
1976) and parts of Europe (e.g. Dimopoulou and Giannikos, 2004), but a 
comprehensive review of global practices would lengthen this chapter unrea-
sonably and I would no doubt overlook important contributions in those 
other areas. 

 
This chapter is not nor is it intended to be a comprehensive literature 

review. Readers interested in the early contributions to this subject should 
consult Martell (1982) who reviewed most of the research (much of which 
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appeared in technical reports and theses) that was carried out during the 
period 1961 through 1981 and Martell et al. (1998), which updated some 
aspects of that literature review. 

2 FIRE AND FOREST LAND MANAGEMENT 

Fire is but one of many factors that forest land managers must consider. Fire 
managers should view forest managers as clients and attempt to manage fire 
in ways that contribute to their forest management objectives. The deve-
lopment of an integrated fire/forest management strategy should begin by 
having forest managers partition their land into compartments and specifying 
“how much” of “what type” of fire is required (i.e. the preferred fire regime) 
in each compartment.iii This preferred fire regime should then be transmitted 
to the fire managers who can respond with a proposed fire management 
programme designed to minimize the cost of achieving those fire regime 
objectives along with an assessment of the potential impact of their proposed 
fire programme on public safety, property and ecosystem processes.iv Forest 
managers must ultimately finance the fire management programme and 
given the very slim likelihood that the first fire management programme 
proposal will meet the preferred land management fire regime objectives at a 
cost that is acceptable to the land managers, should initiate an iterative 
planning process during which land managers successively refine their fire 
regime targets and fire managers refine their proposed plans to ultimately 
converge on a fire management programme where a “preferred” fire regime 
is produced at a cost acceptable to the forest managers. 

 
Perhaps the best way to describe forest fire management to an OR 

audience is to borrow from the definition of supply chain management (see 
Simchi-Levi et al., 2003) and define forest fire management as getting the 
right amount of fire to the right place at the right time at the right cost, a 
definition that conveys the importance of achieving an appropriate balance 
of the beneficial and detrimental impacts of fire on people and forest 
ecosystems at a reasonable cost to society. It is therefore not surprising that 
OR specialists, beginning with Shephard and Jewell (1961), were attracted  
to fire and developed and implemented many wildland fire management 
decision support systems that have the “look and feel” of their urban 
counterparts.v 

491



David L. Martell

3 FIRE OCCURRENCE PREDICTION 

In order to model a forest fire management system one needs to model basic 
fire occurrence processes. Fire managers typically classify fires into one of 
two broad categories – people-caused fires and natural fires, the most 
common of which are those ignited by lightning. In the province of Ontario, 
in Canada, for example, lightning ignites roughly 45% of the fires but 
lightning-caused fires burn roughly 80% of the area burned (Wotton and 
Martell, 2005).vi  

 

Cunningham and Martell (1973) studied daily people-caused fire 
occurrence and showed it is reasonable to assume the probability distribution 
of the number of fires that occur in a district each day is Poisson with an 
expected value that varies with the weather, the state of which is described 
using fire danger rating systems that are based on daily weather obser-
vations.vii The Poisson model is used to predict daily people-caused fire 
occurrence because of the underlying theoretical rationale for its structure; 
the fact that it fits historical fire occurrence reasonably well; and perhaps 
even more importantly, because it can serve as the basis of Poisson fire 
occurrence processes, the Markovian properties of which simplify fire 
management systems modelling (e.g. queueing models of initial attack 
systems) enormously. Significant effort has therefore been devoted to 
developing and testing statistical methods for predicting the expected 
number of fires in a designated area each day which can, when needed, be 
aggregated over time to produce weekly, monthly and annual predictions; 
and over space to produce district, regional, provincial and national fire 
occurrence estimates. 

 
The Poisson distribution is also used to model lightning fire occurrence, 

which is simplified by the availability of lightning counter technology that 
records when and where (with some uncertainty) lightning strokes hit the 
earth. Kourtz and his colleagues pioneered the prediction of lightning-caused 
fire occurrence (see for example, Kourtz and Todd, 1992) and Wotton and 
Martell (2005) describe a model they recently developed for use in the 
province of Ontario. 

4 FIRE PREVENTION 

Fire prevention is seldom given the attention it deserves and with few 
exceptions [see for example, Heineke and Weissenberger (1974), Nickey and 
Chapman (1979), and Iliadis and Spartalis (2005)] has been largely 
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ignored by the OR community. Prevention is essentially a marketing acti-
vityviii and although there are marketing specialists in the OR community, a 
keyword search of Marketing Science, a leading journal targeted to reach 
Operational Researchers working in marketing did not identify any papers 
that deal with either forest or urban fire management. 

 
Although most forest fire management agencies do devote some resources 

to prevention activities, a lack of understanding of the impact of prevention 
measures on people-caused fire occurrence makes it difficult for fire pre-
vention specialists to develop and rationalize their programmes. Comprehensive 
public education fire prevention programmes are particularly difficult to 
assess. Consider, for example, an agency that administers an intensive ele-
mentary school prevention programme and also places prevention adver-
tising in local media. School programmes instill messages and habits that 
may persist for many years such that even if both such programmes were to 
be suspended for a number of years, I doubt that would precipitate a rise in 
fire occurrence in most jurisdictions. 

 
There remains however, an important prevention measure that can be 

rigorously assessed – local forest closures. Most forest fire management 
agencies restrict travel or the use of campfires in designated areas when fire 
hazard is extreme. Such measures can have a number of impacts, three of 
which are a reduction in people-caused fire occurrence, inconvenience to 
forest users and a loss in revenue to local tourist operators. Clearly, such 
impacts should be balanced but I am not aware of any published efforts to do 
so. Given the availability of GIS technology, which can be used to archive 
when and where such measures are invoked, a sound decision analysis of 
forest closures should provide fire and forest managers with valuable 
decision support. 

5 FIRE DETECTION 

Forest fires are detected and reported by the organized detection system (e.g. 
detection patrol aircraft and lookout tower observers) and the public, what 
fire managers refer to as the unorganized detection system. The sooner a fire 
is detected and reported the sooner initial attack can begin and the smaller 
the fire will be when suppression action begins. Since the probability of 
initial attack success is a decreasing function of size at initial attack, a well-
managed detection system can contribute to significant reductions in the 
number of fires that escape initial attack, fire suppression costs and losses. 
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Some forest fire management agencies use fixed towers or lookouts that 
provide continuous coverage of designated areas, some use detection patrol 
aircraft that provide intermittent coverage, and others uses mixes of such 
resources. In North America, fire management agencies in the mountainous 
western states and provinces tend to use towers more than their eastern 
counterparts. Kourtz and O’Regan (1968) showed that high value areas 
should generally be protected using fixed lookouts while less valuable areas 
should be protected by patrol aircraft. 

 
The management of fixed detection sensor systems (e.g., lookout towers) 

poses interesting strategic and tactical decision-making problems – for 
example, how many lookout towers or sensors should be constructed or 
purchased, where they should be located and when the lookout towers 
should be staffed or the sensors turned on. Given the relatively high capital 
cost of towers and sensors and the annual salaries of observers and the 
relatively low daily cost of sensor operation and observer overtime wages, 
strategic management of fixed detection system resources provides more 
opportunities for detection system improvement than daily tactical detection 
planning. 

 
Deciding where to locate fixed sensors, be they towers, cameras or 

smoke detectors, can be modelled as a simple location problem. Mees (1976) 
developed a simulation model which combined digital “area seen” maps and 
historical fire occurrence rates and used an explicit enumeration algorithm to 
evaluate potential tower sites with respect to the number of historical fires 
“seen” by alternative tower system configurations. That problem can, of 
course, be formulated as a simple coverage problem (e.g. maximize the 
number of historical fires covered with a specified budget or minimize the 
cost of covering a designated proportion of fires covered) and solved using 
mathematical programming methods, but I am not aware of any published 
accounts of efforts to do so. 

 
Detection aircraft management poses much more difficult problems. 

Each year a fire management agency must decide upon the number and type 
of aircraft to charter and the terms of those charters. Detection aircraft 
charter contracts may, for example, stipulate some guaranteed minimum 
number of flying hours at a specified rate and the provision of additional 
flying hours at higher rates. Detection managers must also decide if an 
observer will accompany the pilot on some or all flights. Each day he or she 
must decide how many aircraft will fly what patrol routes keeping in mind 
the expected number and location of undetected fires, the damage that might 
result if their detection is delayed given the current and forecast weather, the 

494 



Forest Fire Management 
 
values at risk in the areas where fires are thought to be burning, and the 
potential demand for detection flying hours throughout the remainder of the 
fire season. 

 
Peter Kourtz of the Canadian Forest Service developed many strategic 

and tactical detection system models which are described in Martell (1982), 
beginning with Kourtz (1967), a simulation model of a hypothetical detec-
tion system comprising towers, patrol aircraft and the public. Kourtz (1971) 
developed a simulation model to investigate operating policies for airborne 
infrared detection aircraft after which O’Regan et al. (1975) developed a 
quadratic programming model to maximize detection system effectiveness. 

 
Kourtz later extended his patrol route planning research to develop novel 

approaches that exploit the travelling salesperson structure of such problems. 
Suppose a detection system manager has partitioned his or her protected area 
into a large number of cells and fire occurrence prediction models are used 
to predict how many fires are burning undetected in each cell. He or she will 
subjectively combine that information with his or her knowledge of the 
predicted weather, fuel, and values at risk in each cell, and identify a set of 
cells to be visited and searched by detection patrol aircraft. The detection 
patrol route planning problem then becomes one of finding optimal routes 
for one or more aircraft that originate and end at one or more designated 
airports. The problem is compounded by the need to search some cells 
before others due to potential losses. It is, in short, not unlike the complex 
stochastic vehicle routing with time windows problems studied by trans-
portation researchers (e.g. see Bramel and Simchi-Levi, 1996). The need to 
visit designated cells can be relaxed to a need to fly within some designated 
distance of designated cells, a variant of what Hodgson et al. (1998) des-
cribes as the tour covering problem. Given such decisions, the development 
and implementation of detection patrol route planning models is a potentially 
very rich source of interesting challenges for the OR community. The 
emergence of new technology (e.g. see San-Miguel-Ayanz and Ravail, 2005) 
such as tower mounted gas sensors and infrared cameras, satellite imagery,ix 
infrared sensor equipped drones will hopefully stimulate a revival of interest 
in this important area. 

6 INITIAL ATTACK RESOURCE DEPLOYMENT 

The rate at which fires are reported in the area surrounding an initial attack 
base can vary significantly from day to day and hour to hour posing signi-
ficant challenges to fire managers that must deploy their scarce resources at 
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bases located close to fires that have yet to be reported in order to minimize 
initial attack response times. Analysis of historical fire patterns reveals that 
most initial attack bases experience many days with little or no fire activity 
but from time to time, lightning and/or human activity coupled with 
prolonged drought and extreme fire weather conditions initiate short periods 
of intense fire activity or “fire flaps” characterized by large numbers of 
challenging fires that are reported over short periods of time. Fire mana-
gement agencies do not attempt to equip all their attack bases to levels 
sufficient to cope with these intense, infrequent fire flaps but rather, they 
attempt to predict when and where such events will occur and re-deploy their 
resources from bases where they are not expected to be required to bases 
where they are expected to be needed. 

 
Daily initial attack deployment poses many interesting challenges for fire 

managers and OR specialists. Consider, for example, the daily deployment 
of airtankers, which can be viewed as a “design and control of queueing 
systems” problem with fires as customers and airtankers as servers. In the 
case of a single base, the duty officer must decide how many airtankers to 
place on initial attack standby at that base each day to achieve specified 
initial attack response time objectives that may vary with fire weather 
severity. The problem is complicated by the fact that fire arrival rates and 
service times may vary throughout the day in response to diurnal variation in 
weather and human behaviour. Service times will not be exponential due to 
the need to include travel time to and from the fire in the service time and to 
complicate matters even more, service time depends upon waiting time as 
fires grow while they wait in the initial attack queue. The optimal solution 
may call for the number of airtankers on standby to vary throughout the day 
and, as was the case with police cars (see Green and Kolesar, 2004), the 
number of airtankers to be dispatched to each fire may be a random variable. 
Daily airtanker deployment is further complicated by the need to account for 
the fact that a fire region may have a number of airtanker bases with partially 
overlapping response zones. When an airtanker finishes serving a fire it is 
therefore not necessarily optimal for it to return to the airport from which it 
was dispatched. 

 
Greulich (1976) formulated the multiple base daily airtanker deployment 

problem as a chance constrained linear programming model, which Greulich 
and O’Regan (1975) applied to the California Division of Forestry’s District 
1. Hodgson and Newstead (1978) formulated the daily airtanker deployment 
problem as a location-allocation problem. Lee later incorporated a variant  
of that model in his spatial fire management system (Lee et al., 2002). 
Bookbinder and Martell (1979) appear to have been the first to use a 
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queueing approach to daily deployment when they developed a queueing 
model that can be used to allocate initial attack transport helicopters to 
independent initial attack bases. Martell and Tithecott (1991) later extended 
that approach to airtankers but when they field-tested it in the Northwestern 
region of Ontario, the fire managers involved expressed concern that they 
had not modelled the interaction of bases. Islam (1998) extended Larson’s 
hypercube queueing model to deal with interacting bases, time-dependant 
fire arrival rates and Erlang service times and by using numerical methods to 
solve the differential equations that describe the behaviour of such systems. 
Furthermore, he showed how the dynamic re-deployment of airtankers  
(how they should be re-deployed from base to base as the day progresses) 
can be modelled as an intractable complex stochastic dynamic programming 
problem that he did not attempt to solve. 

 
Daily initial attack deployment is clearly an important problem that has 

been studied but not yet solved. Such problems have grown in importance 
with increased centralization of fire management organizations and that 
trend is expected to continue as fire agencies attempt to “do more with less” 
in the future. Fire management agencies will, much like their urban emer-
gency response system counterparts, have to develop an appropriate mix of 
stochastic queueing and deterministic location allocation type models to 
satisfy their needs. Given the needs and what has been accomplished to date, 
daily deployment problems should prove to be a rich source of interesting 
problems for OR specialists. 

7 INITIAL ATTACK DISPATCHING 

Forest fire managers use the term initial attack to refer to the first sup-
pression action taken on a wildfire. Most forest fire management agencies 
attempt to initiate suppression action, while fires are small in the hope that 
they can be contained at a small size in short period of time. The United 
States Forest Service (USFS) was one of the first agencies to formalize their 
initial attack objectives when in 1935, they developed what is referred to as 
the “10:00 A.M. rule”, which called for fires to be controlled by 10:00 A.M. 
on the day following the day the fire is first reported or, failing that, by 10:00 
A.M. the next day, ad infinitum (see Pyne, 1997, p. 195). Most forest fire 
management agencies use variants of that rule that call for fast, aggressive 
initial attack. 
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Initial attack dispatchers must decide what resources (e.g., fire fighters 
and airtankers) will be dispatched (by ground and/or air) to each fire that is 
reported, and when more than one fire is burning out of control, they must 
prioritize them and decide which will be attacked first or which will receive 
most of the scarce resources. Initial attack dispatching decisions must be 
resolved quickly and often with very limited information concerning current 
and potential future fire behaviour and values at risk. Fire managers typically 
develop initial attack dispatch guidelines or rules that stipulate what sup-
pression resources will be dispatched to each fire and vary with respect to 
fire weather conditions and zone to reflect the need to respond more quickly 
and aggressively to fast-spreading fires in high value areas. 

 
Parks (1964) developed an analytical model of initial attack using crews 

that construct fire line. That was followed by many subsequent studies, most 
of which were simulation models, including Stade (1967) who simulated 
airtanker effectiveness; Simard (1979), who’s simulation model was designed 
to help identify the best use of airtankers and ground forces on individual 
fires and many others described by Martell (1982). 

 
Despite the importance of initial attack dispatching and the amount of 

work that has been carried out by OR specialists, the peer reviewed literature 
contains little evidence that OR specialists have had any significant impact 
on initial attack dispatching. Most agencies appear to rely on well defined 
“run card” dispatching rules that are subjectively modified by dispatchers if 
and when they perceive the need to do so, and although the development and 
testing of such rules may have been influenced by OR models, there is little 
documented evident that has occurred. This is perhaps not surprising given 
Green and Kolesar’s (2004) discussion of the limited use of the dispatch 
research that was carried out as part of the New York City Rand Fire Project 
in the 1970s. They believe the lack of “real time” implementation of that 
research was due in part to the fact that complex models produced insight 
that could be incorporated in simple dispatch rules and that senior managers 
were more interested in strategic issues such as the siting of fire stations 
rather than tactical issues like dispatch. 

 
The apparent lack of success in implementing tactical dispatching models 

in both urban and forest fire organizations notwithstanding, I feel the OR 
community has a great deal to offer forest fire managers that must resolve 
dispatch-related decision-making problems. 
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8 LARGE FIRE MANAGEMENT 

Large fires that result from initial attack “failures”x usually materialize under 
extreme burning conditions when small, intense, fast spreading wind-driven 
fires that cannot be contained by initial attack forces rage out of control or 
when lightning storms ignite large clusters of fires that simply overwhelm 
the initial attack system. Although fuel, topography and diurnal variation in 
weather and burning conditions often enable fire managers to contain many 
“escaped” fires at relatively small sizes, large fires that burn tens of thou-
sands of hectares are common in many areas, particularly the boreal forest 
region of Canada.xi Although large fires are relatively uncommon, some of 
those that do occur may persist for weeks or even months during which they 
draw upon the organization’s suppression capabilities and undermine the 
initial attack system. This can lead to even more large escaped fires and 
result in expenditures of millions of dollars, to say nothing of their impact on 
public safety and property. 

 
Large fires typically progress through several distinct phases. Most fires 

escape initial attack during severe burning conditions that preclude safe and 
fire suppression. Most of the large fires that occur in the province of Ontario 
experience at most one such “burning” day but multiple burning days are not 
uncommon (Podur, 2006). Fire managers typically draw back from such 
fires and wait for favourable weather conditions to materialize.xii During 
such “runs”, fire managers consult weather forecasters, whereas fire beha-
viour analysts study the fuel and topography in the vicinity of the fire and 
predict when and where the fire is expected to slow its progress. The 
Incident Management Team responsible for the firexiii develops a strategy for 
dealing with the fire, requests the resources required to implement their 
strategy and begins to assemble those resources at a staging area near the 
fire. As soon as the fire slows to a point where it can be fought safely, they 
implement their plan and quickly deploy fire crews and other suppressions 
resources around the perimeter of the fire where they work to quickly 
establish control lines before the weather deteriorates and blows the fire out 
of control yet again. Once they establish a preliminary control line they 
solidify it and then gradually work their way from the perimeter towards the 
interior of the fire extinguishing flames and mopping up smoldering fuels 
farther and farther from the fire’s edge. Once the fire is declared under 
control, mop up activity may proceed for days or weeks until the fire is 
judged to have been extinguished and it is declared out. Resources com-
mitments escalate very rapidly during the early stages of a large fire sup-
pression operation and then tend to decrease gradually as the fire becomes 
more controlled to a point where in the later stages of a large fire, only a 
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small number of crews may remain to patrol the fire on the ground or by air. 
Some large fires in the boreal forest region of Ontario are not formally 
declared out until winter sets in. 

 
Despite the early interest in large fire management (e.g. see Shephard and 

Jewell, 1961), there have been few efforts to bring OR to bear on large fire 
management problems. Bratten (1969) developed a non-linear mathematical 
model that could be used to optimize the location of control line segments 
subject to constraints on the availability of suppression resources. Hafterson 
(1979) described how the US Forest Service used decision analysis methods 
to enhance the Escaped Fire Situation Analysis (EFSA) methods that were 
used to structure the evaluation of alternative strategies for managing large 
fires. Saporta (1995) showed how timber harvest scheduling models can  
be incorporated in EFSA frameworks so that fire managers could assess 
large fire management strategies in terms of their potential impacts on forest 
resources as well as suppression costs and areas burned. Mees et al. (1994) 
developed a stochastic large fire suppression model. More recently, Hof  
et al. (2000) developed an integer programming model of large fire 
containment. Lastly, Donovan and Noordijk (2005) studied how well fire 
mangers assessed the potential final size suppression costs of the escaped 
fires they were managing. 

 
Large fire management operations are very costly and the Incident Mana-

gement Teams that are responsible for managing them are well trained and 
equipped with modern information systems technology, communications 
resources and fire behaviour prediction technology. Modern supply chain 
logistics tools, personnel scheduling models and other OR applications could, 
I expect, be exploited to enhance the management of large fires. 

9 STRATEGIC PLANNING 

Forest fire managers must decide how many and what type of airtankers and 
transport aircraft to acquire, how many fire fighters to hire, how many trucks 
and what fire suppression equipment to lease or purchase and where all those 
resources should be based to minimize the cost of quickly satisfying local 
demands that vary throughout the course of a fire season. Such decision-
making is complicated by the fact that fire occurrence and the need for fire 
suppression resources is highly variable over both time and space. Most fire 
management organizations re-deploy their resources to meet daily demands 
and share their resources with other agencies, sometimes on continental 
scales. It is therefore not surprising that many OR specialists have studied 
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strategic fire management planning problems and given the capital cost of 
aircraft, that many of them have focused on airtanker fleet composition 
decision-making problems. 

 
One of the earliest contributions of OR to forest fire management was 

Stade (1967) who developed a simulation model that contributed to the deve-
lopment of Canadair’s (now Bombardier’s) CL-215 airtanker. The USFS 
developed the FOCUS simulation model (see Davis and Irwin, 1976) and 
used it to evaluate initial attack strategies for relatively small independent 
planning units (e.g. national forests). Martell et al. (1984) developed a 
strategic initial attack simulation model that the Ontario Ministry of Natural 
Resources used to help decide how many and what type of airtankers it 
should acquire to satisfy its initial attack needs. Their Interfaces publication 
appears to be one of the first documented applications of OR to forest fire 
management that appeared in the open literature. Their so called “initial 
attack model” was subsequently modified by McAlpine and othersxiv to 
produce what is now referred to as the LEOPARDS model (see McAlpine 
and Hirsch, 1999), which the OMNR has used on a number of occasions to 
help resolve other airtanker fleet management decision-making problems 
and to explore strategies for dealing with the potential impact of climate 
change on fire management in Ontario. 

 
Other important contributions in this area include Fried and Gilless’s 

CFEES2 simulation model that was initially developed for use in the state of 
California (a recent application of which is described in Fried et al., 2006) 
and the USFS’s National Fire Management Analysis System (a recent 
assessment of which is described by Dimitrakopoulos and Omi, 2003). 

 
 Strategic fire management planning remains an important area for fur-

ther research. Boychuk’s enhancement of LEOPARDS to deal with daily 
deployment decision-making constitutes an important advance but there is a 
need for further research to develop a more fully integrated hierarchical 
planning system that links long-term strategic planning with daily deploy-
ment and initial attack operations. Fire management agencies now share 
resources much more frequently than in the past and the economies of scale 
and continent-wide resource sharing should be considered when individual 
agencies decide what resources to acquire and where to base them. It is, for 
example, important to assess the likelihood that an agency can borrow 
airtankers from another agency across the continent, the possibility of which 
will depend upon the probability that both agencies will need such resources 
at the same time. There is perhaps, a need for a mix of planning models that 
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can be used to explore how fire management agencies can collaborate 
effectively across regional, provincial state and national borders. 

 
Most strategic fire management planning models use relatively simple 

measures of effectiveness (e.g. predicted initial attack response times or 
flying costs) that reflect suppression cost effectiveness. Fire management 
agencies are now developing and implementing new fire management poli-
cies that address a broader range of fire suppression and fire use activities, 
and when they implement such policies they often specify complex objectives 
that vary spatially across their jurisdiction (e.g. the need for aggressive 
suppression in some areas and the need to allow fire to play a more natural 
role in some parks and protected areas). Strategic planning models need to 
be enhanced to respond to such evolving demands. 

10 FUEL MANAGEMENT 

Fuel management poses a special class of strategic planning problems that 
have received very little effort from the OR community. Fire behaviour  
is influenced by fuel, weather and topography and although people can 
influence climate in the long run, only fuel can be managed in the short run. 
Fire managers who once treated fuel as a “given” must now deal with the 
fact that in some areas, their “successes” have contributed to fuel buildups, 
some of which are located in or near Wildland Urban Interface (WUI) areas 
where people build residences in or near very flammable fuel complexes. 
WUI problems contributed to the challenges faced by fire managers in 
Australia, British Columbia and California in 2003 and in southern Europe 
in 2003 and 2005. 

 
Tremendous amounts of resources have been devoted to fuel manage-

ment research in recent years and much of it has been directed at developing 
a better understanding of fire behaviour in natural and modified fuel 
complexes. Fire specialists are relying on what is currently known about fire 
behaviour and developing guidelines for fuel management, most of which 
are directed at community protection, but with very few exceptions [e.g. see 
Omi (1979) or Hof et al. (2000)] there have been very few attempts to bring 
OR to bear on such problems. 

 
Fuel management represents rich untapped sources of interesting pro-

blems for OR specialists, particularly those interested in spatially explicit 
stochastic integer programming under uncertainty. Consider for example, the 
problem faced by a fire manager who is faced with deciding how to reduce 
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the flammability of an inhabited flammable forest landscape. He or she must, 
for example, decide what fuel patches will be modified using what fuel 
treatment strategy subject to a fuel treatment budget constraint. When doing 
so he or she must consider uncertainty concerning fire ignition and spread, 
initial attack success and large fire growth. There is a very rich source of 
interesting problems that will push even the best stochastic integer pro-
gramming methodologies to their limits. 

11 DISCUSSION 

Most North American forest fire management agencies were, as noted 
above, established to counter the destructive impact of fire on people, pro-
perty and forest resources. Their initial focus was on community protection 
but timber protection grew in importance as lumber and pulp and paper 
companies and other resource industries grew and spread across the heavily 
forested regions of the continent. Logging slash was sometimes burned to 
reduce the fire hazard it posed, to facilitate post-harvest forest regeneration, 
and to manipulate forest vegetation to achieve wildlife management object-
tives. It was not until the mid-1970s that park managers and others in the 
USA and to a lesser extent Canada, began to develop true “fire management” 
strategies that called for more extensive use of prescribed fire and the 
modified management of “wild” fire to help achieve ecological objectives. 

 
Many North American fire managers are now faced with the difficult 

tasks of restoring fire to parks and protected areas and using fire to reduce 
fuel buildups, some of which are located near populated WUI areas that 
contain expensive homes and other structures. Smoke emissions are pro-
blematic and in some areas, fuel loads are so volatile they simply cannot be 
burned because of the risk to people and property. 

 
Many North American fire management agencies are gradually moving 

into an era during which timber protection will diminish in importance, 
public safety and property protection will grow in importance and the ability 
of fire mangers to cope with such problems will be challenged by increasing 
pressure on fire management budgets due to growing health care costs  
and climate change. This of course will create many opportunities for OR 
specialists. 

 
OR specialists have worked with fire managers in the past to develop 

decision support systems that can enhance fire management, but the number 
of OR specialists still working in the area is substantially less than the 
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numbers involved in the 1960s and 1970s and there remain very substantial 
gaps between fire managers’ needs and the decision support systems cur-
rently being used. 

 
In their retrospective article, Green and Kolesar (2004) describe differences 

between police work and traditional OR. They concluded that “meaningful 
models of emergency systems cannot be developed without intimate 
knowledge of the organization, its operations, and its objectives” and pointed 
out that members of the New York City Road Fire Project Team “went to 
fires with the firefighters, slept over in firehouses, [and] sat at the shoulders 
of the dispatchers in the communications center” to acquire such knowledge. 
The importance of such practices, which might best be described as 
embedding, (given the current widespread use of that term by journalists) 
has perhaps been most eloquently articulated by Woolsey in his many 
popular Interfaces articles (e.g. see Woolsey, 1995). What Green and 
Kolesar found in urban settings is no different in the forest fire sector. In 
order to contribute, OR specialists need to get out into the woods to observe 
what is really happening. The time commitment required to do so will be 
more than made up for by the fact that fire management poses many 
interesting challenges and, as I have illustrated above, is a rich source of 
novel problems that call out for basic and applied research in stochastic 
modelling and optimization. 
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Endnotes 
 
                                                      

i I use the term “forest fire”, which is commonly used to refer to fires that burn in the 
forested areas of Canada and many other countries. The term “wildland fire” is often used 
to refer to such fires in the USA, some of which burn areas dominated by grass, brush and 
other forms of vegetation. Both “forest fire” and “brush fire” are used in Europe, 
depending upon the predominant fuel type being burned, and the term “bushfire” is 
commonly used in Australia. 

ii Bond and Keeley (2005) discuss the importance of forest and wildland fire from a global 
perspective. 
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iii The attributes of a fire regime (e.g. see Whalen, 1995) and how fire managers might assess 

the impact of their programmes on those attributes are beyond the scope of this chapter. 
iv The social, economic and ecological impact of fire and fire management’s role in forest 

land management are often classed as “fire economics” and are beyond the scope of this 
chapter. For an introduction to the fire economics literature see Gorte and Gorte (1979). 
Most of the OR applications in fire economics deal with the impact of fire on timber 
supply and the timber harvest scheduling under uncertainty. Examples include Martell 
(1980) and Reed and Errico (1986). Although the ecological aspects of fire are growing in 
importance, there have been few applications in this area to date. Examples include 
Richards et al. (1999) and Beverly and Martell (2004).  

v Although forest fire managers share much in common with their urban counterparts (see 
for example, the important OR contributions described in Walker et al., 1979 and Larson 
and Odoni, 1981), the naturalness of fire is a very significant distinguishing factor. 
Structural fires in urban areas almost always pose threats to public safety and property but 
natural fires that burn in remote areas can, and sometimes are allowed to burn relatively 
freely to reduce suppression costs and produce ecological benefits. 

vi  Lightning-caused fires burn a disproportionate area because they generally occur in remote 
areas and are not detected as early as people-caused fires and they tend to arrive in spatial 
and temporal clusters that can overwhelm the initial attack system. 

vii Forest fire managers use fire danger rating systems, indices based on daily observed 
weather that are used to predict fire occurrence, behaviour and impact. Canadian forest fire 
managers use the Canadian Forest Fire Danger Rating System (CFFDRS), which is 
described by Stocks et al. (1989). 

viii Forest fire prevention specialists often describe the different elements of their programmes 
as the “3 E’s”, Education, Engineering and Enforcement. 

ix Satellite imagery is used to monitor the progress of large fires in some remote areas of 
northern Canada but is not currently used to detect fires in intensively protected areas as 
the technology currently available to fire management agencies cannot detect fires at the 
small sizes required for effective initial attack. As higher resolution technology becomes 
available, the “routing” of satellite scanners (i.e. deciding where to focus high-resolution 
scanners) will produce a rich source of new routing problems analogous to detection 
aircraft routing. 

x Fire management agencies sometimes classify large fires as initial attack failures but it is 
important to note that such fires may result from prevention or detection failures or simply 
from the fact that fuel, weather and topography conditions are producing such intense and 
erratic fire behaviour that the fire could not be controlled by any initial attack force and 
that such fires are not a result of initial attack or any other system failures. 

xi Ward et al. (2001) reported that during the 25-year period from 1976 through 2000, an 
average of 1,580 fires were reported per year in the 49,281,000 ha Intensive and Measured 
(I & M) protection zone of Ontario, the portion of the province in which most forest fire 
management activity takes place. Those fires burned an average of 81,544 ha or 0.17% of 
the I & M zone per year.  

xii There is one important exception to this general rule. Burnout teams equipped with torches 
slung from helicopters sometimes carry out “burning out” operations under severe burning 
conditions when there is no other suppression action taking place. They may, for example, 
set “backfires” along rivers ahead of the fire to reduce the likelihood that the main fire will 
“spot” across such barriers or create other burned buffer zones that fires crews can work 
from when they ultimately do initiate suppression action on the ground. 
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xiii Most forest fire management agencies and many other North American emergency 

response systems use the Incident Command System (ICS) to structure their emergency 
response teams. The ICS was first developed in response to wildfire problems in southern 
California (see Chase, 1980). For a recent assessment of ICS see “The Incident Command 
System: a 25-year evaluation by California practitioners” by Dana Cole, Assistant Chief, 
California Department of Forestry and Fire Protection, St. Helena, California. An applied 
research project submitted to the National Fire Academy as part of the Executive Fire 
Officer Programme. February 2000. Accessed at http://www.usfa.fema.gov/downloads/ 
pdf/tr_00dc.pdf on May 16, 2006. 

xiv Dennis Boychuk, one of the developers of the original Ontario initial attack model, has 
enhanced LEOPARDS by incorporating daily deployment decision-making to capture the 
important variability of fire activity over time and space. 

 

509



Chapter 27 

A MODEL FOR THE SPACE–TIME SPREAD  
OF PINE SHOOT MOTH 

Roberto Cominetti and Jaime San Martín 
Departamento de Ingeniería Matemática, Centro de Modelamiento Matemático, Universidad
de Chile, UMI-CNRS 

Abstract We develop a diffusion-type model for the space–time spread of the pine shoot 
moth in the south of Chile. The model is stated as a discrete time evolution 
with non-overlapping generations and combines a drift term determined by the 
dominant winds with a filter term that accounts for the fact that the moth is 
specific to pine trees. We fit the model using the captures on pheromone traps 
on the two consecutive seasons 1991–1992 as well as the observed average 
spread of the plague during the period 1984–1999. 

Keywords: Diffusion, plague, shoot moth 

1 INTRODUCTION 

In 1984, the presence of pine shoot moth (Rhyacionia buoliana) was 

 
This work describes a model to predict the space–time evolution of this 

plague and may be used to design and evaluate different control policies. 
The main explanatory variable for the spatial spread of the moth is the flux 
of predominant winds, which implies that certain geographical areas are 
more exposed to immigration of the moth than others. In this way, the model 

infested virtually all the pine forest run by the Chilean forest industry. The
damage produced by this moth on the pine trees occurs mainly at the larvae 
stage, especially during the spring after surviving the winter in a bud. When a 
larvae feeds from the main apex of a tree, it produces deformations that may 
range from small deviations in the stem to fork-type anomalies with an
important economic impact. For details on the biology of the pine shoot moth 
and the damages it produces on pine tree we refer to Robredo (1970) and 
Robredo (1975).

detected in the south of Chile (see Shoeder (1986)). Since then the plague has 
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can be used to produce a risk map of pine plantations as well as to identify 
the upstream regions where control must be applied to protect a given area. 

 
A standard tool for modelling the spread of a disease or an insect is  

based on diffusion equations which are well suited to model short-range 
interactions of species. More precisely, if u(t,x) represents the density of 
insects located at x by time t, a general evolution model may be described by 
 

( , ) ( , ) ( , , ),
y x

u t e x u t y p y x e
≈

+ =∑  

where p(y,x,e) represents the chances that an insect located at y (a neighbour 
of x) jumps over x in e units of time. The system is described by modelling p 
and the neighbourhood of x at the microscopic level. Under appropriate 
assumptions, a limit process where the vicinity y ≈ x shrinks towards x yields 
a diffusion model for u(t,x). For example, taking p = 1/4 and choosing for the 
neighbourhood of x a rectangular planar grid of width ,δ  the limit when 
δ→0 yields the standard two-dimensional Brownian motion. More generally, 
in a two-dimensional setting the limit process leads to diffusion equations of 
the form 
 

2

,
( ) ( ) ,ij i

i j ii j i

u u ua x b c x u
t x x x
∂ ∂ ∂

= + +
∂ ∂ ∂ ∂∑ ∑  

in which the left-hand side represents the rate of variation of the density of 
insects, while the right-hand side contains three terms of different nature: a 
pure diffusion term associated to the random short-range movements of 
insects with coefficients aij(x) that represent spatial asymmetries, a second 
term called the drift which accounts for the movement of the population due 
to an external force such as wind, and a third term representing the 
reproduction rate of the population. 
 

In Banks (1994), a diffusion model with exponential growth was used to 
study the dispersal of the gypsy moth throughout New England at the 
beginning of the twentieth century; and a similar model was used for the 
spread of muskrats in central Europe during the period 1905–1927. Among 
the rich literature on the theoretical aspects of diffusions, we mention the 
excellent books by Protter (1990) and Oksendal (1992). For a background on 
the mathematical modelling of biological dispersal, we recommend the 
books by Murray (2003), Okubo (1980) and Leibhold et al. (1995), as well 
as the papers by Kendall (1948), Long (1977), Polymenopoulos and Long 
(1990) and Skellam (1951). 
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The model considered in this chapter represents a departure from this 
standard diffusion model. A first difference comes from the fact that the pine 
shoot moth has non-overlapping generations with one generation per year, so 
that a discrete-time model is more appropriate. Secondly, the long-range 
effects dominate over the local diffusion phenomena as the plague covers a 
long distance each year moving along with the flux determined by the 
dominant winds. As a matter of fact, starting from the south of Chile in 
1984, the plague has moved northbound covering a distance of 850 km in 15 
years for an average speed of 57 km/year which cannot be explained simply 
by local random movements. Finally, the available data to fit the model are 
not based on direct density measures but rather on captures of males in 
pheromone traps at different locations, once again each one spaced 1 year in 
time. 

2 THE MODEL 

Let us begin by stating some preliminary definitions required to write down 
the model. The territory is divided into cells which we assume for simplicity 
to have equal surface S. We denote by C the set of cells and for each x∈C we 
let a(x) represent the fraction of surface covered by pine plantations, which 
is assumed constant over time (a simplification justified since we restrict our 
study to a period of a few years). For each year t we let u(t,x) denote the 
number of female moth at cell x per unit of forest surface, so that an empty 
cell in that year is represented by the equality u(t,x) = 0. 

 
For each cell x we also denote F(x) the upstream cells from which an 

insect can reach x by following the flux of dominant winds, that is to say, y 
is in F(x) if and only if an insect starting at y and suspended in the wind 
reaches the cell x by following the wind streamlines. By convention, we 
assume x is not in F(x). Clearly far-away cells in F(x) should not contribute 
to cell x in the same way as the nearby ones. Our model reflects this fact  
in two different and complementary ways. First we restrict to the cells 
F(x,T)⊂F(x) from which it takes less than T units of time to reach x 
following the wind flow. The value of T is one of the parameters of the 
model and will be estimated from the data. Secondly, we observe that for a 
moth in a cell y∈F(x,T) it should be harder to reach x if along the path 
connecting the two cells there is a large amount of pine forest where it can 
land. In this way, the pine forest acts like a filter. For y∈F(x,T), we denote  

 

z
( ) ( ),a y,x a z∑=  
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where the sum extends over those z∈F(x,T) that are between y and x along 
the flux, which is the same as saying that the path starting from y to x crosses 
z. We notice that Sa(y,x) is the total surface of forest which is encountered 
when travelling from y to x following the dominant wind flow. 
 

As already mentioned, the observations indicate that the average distance 
covered by the plague per season is around 57 km, a fact which is hard to 
explain on the ground of a pure diffusion model. Thus, we assume that a 
fraction α of females leaves the home cell and is dispersed by the wind. 
Alternatively, one may assume that all females are dispersed but a fraction 
1−α of the eggs is put at the home cell. The observed phenomena in both 
cases will be the same. Due to saturation effects, it is conceivable that the 
parameter α may depend on the population density. However, since we are 
going to fit our model for small population densities (first or second 
generation) we take α as a constant to be estimated from the data. The larger 
this parameter α is, the faster the plague will move. The case α = 0 corres-
ponds to a pure diffusion model whereas α > 0 is a drifted model. We esti-
mate α to fit the observed mean speed of 57 km/year. 

 
With these preliminaries, we may now state the model, which is simply a 

balance of mass and takes the form 
 

( ) ( )1
2

1
2 ( )

( ) 1 1 ( ) ( )

( ) ( )exp( ( ))[1 exp( ( ))]
y F x,T

Sa x u t ,x h - Sa x u t,x

hα Sa y u t,y a y,x a x .

α

η η
∈
∑

+ =

+ − − −  (1) 

 
This model reads as follows: the total number of females at cell x in the next 
period t + 1 is equal to the number of females staying at x plus the females 
arriving from other cells driven by the wind, multiplied by the average 
number of female descendants which will survive to the adult stage (here h 
represents the average number of eggs per female that will reach the adult 
stage, while the factor 1/2 is explained by a sexual ratio of 1:1). The factor 
exp(−ηa(y, x))[1−exp(−ηa(x))] represents the probability that a female born 
at y reaches x. The justification for this term is as follows. Let a = a(y, x) be 
the total amount of forest between y and x. Divide this quantity into m equal 
pieces that are aligned one after the other. Let p = p(m) the probability that a 
moth is trapped in the first of these pieces. Assuming that each experiment is 
realized independently (which clearly is a simplification) then the probability 
that a female trespasses all these traps is (1−p(m))m. The value p(m) should 
be a decreasing function of m and in first approximation it should have  
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the form p(m) ≈ 1/m. In addition, p(m) should scale with a(y, x) so that we 
postulate p(m) = ηa(y,x)/m for some constant η > 0. In this way, the 
probability that a female born at y passes over x is (1−ηa(y,x)/m)m which 

 
A difficulty for fitting the model (1) is that in the available data the moth 

population is not measured directly but through captures on pheromone 
traps. In the Appendix we derive the model  

( )2
01 ,u RN N θκ∞= −  

which relates the number of captures N in a trap with the density u of 
females in the surroundings. The parameter N∞ is interpreted as the satura-
tion level of a trap whereas κ is a function of the relative strength between 
the trap and a female. Inverting this formula and replacing into Eq. 1, we get 
the following relation between captures N(t,x) at site x in two consecutive 
seasons: 
 

( ) ( )
( )

( 1, ) 1 ( , )
2

( , )

( , )

log 1 (1 ) log 1

( ) ( ) log 1 exp( ( , )),

N t x N t x
N N

N t y
Ny F x T

h

R x a y a y x

α

η

+

∞ ∞

∞∈
∑

− = − −

+ − −
 

where 1
2( )  [1 exp( ( ))]/ ( ).R x h a x a xα η= − −  

If we consider a cell x located beyond the northern boundary of the region 
colonized in season t, we have N(t,x) = 0 and therefore 
 

( ) ( )( 1, ) ( , )

( )
log 1 ( ) ( ) log 1 exp( ( )),N t x N t y

N Ny F x,T
R x a y a y,xη+

∞ ∞∈
∑− = − −  (2) 

from which we get the following explicit model in terms of captures 

( )( , )

y ( , )
( 1, ) 1 exp ( ) ( ) log 1 exp( ( )) .N t y

NF x T
N t x N R x a y a y,xη∞ ∞∈

∑
⎛ ⎞⎡ ⎤+ = − −⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠

 (3) 

We use this last model to calibrate the parameters N∞, α, h, η and T by  
using least squares estimation. We observe that we can only estimate the 
product hα and not each one separately. In the language of statistics, we say 
that in this model h and α are not estimable but their product is. Moreover, it 
turns out that the parameter η is small so that 1−exp(−ηa(x)) ≈ ηa(x) and 
exp(−ηa(y,x)) ≈ 1 and therefore the model we are fitting is close to 
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( )1 ( )
2 ( , )

( 1 ) 1 exp ( ) log 1 ,N t,y
Ny F x T

N t ,x N h a yαη∞ ∞∈
∑

⎛ ⎞⎡ ⎤+ = − −⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
 (4) 

on which the identifiable parameters are N∞ and the product hαη. In order to 
estimate them separately we tested different combinations of these parameters 
to simulate the advance of the plague during the period 1984–1999, comparing 
these simulations to the observed advance in terms of the northern boundary 
for the period 1991–1992 which was located around Concepción; and the fact 
that in the year 1999 the plague reached Valparaíso, the northern Chilean 
territory with pine plantations. 

3 DATA AND ESTIMATION 

The available data to fit the model are based on two different sources. The 
first is the geographical data, which provide two main variables for each cell: 
the fraction a(x) covered by pine trees and the direction/magnitude of the 
dominant wind v(x). The second source is the location of pheromone traps 
and the number of captures on each for the whole season. 

 
It is known that the moth is carried out by the wind near the sunset. Since 

the plague is active as adults only during late spring and summer (November 
through March in Chile), the relevant data were taken close to 8 P.M. in that 
period. Although wind data present day-by-day variations in direction and 
strength, we only considered the average values. Using data obtained from 
different climate stations, we produced a wind map that associates to each 
point z a vector v(z) representing the dominant wind at z. Numerical inte-
gration was then used to solve the equation  

d ( ( )),
d
z z t
t
= v  

backward in time to determine the sets F(x,T). 
 
The basic data for captures on pheromone traps correspond to the years 

1991 and 1992. Each year the Chilean forest service CONAF, in collabo-
ration with forest companies, distributed traps within a window of several 
kilometres around the northern border of the plague and keeping a certain 
overlapping from year to year. These observations provide the position and 
total number of captures for each trap on these two consecutive years. From 
these data, we estimated the northern boundary at year t = 1991 and then 
used model (3) for the period t + 1 = 1992 at the cells x located to the north 
of this boundary to estimate N∞,hα,η,T. Since some of the cells contain 
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many traps whereas others contain no traps, we smoothed the number of 
captures for 1991 and 1992 for all the cells containing pines, by averaging 
the captures in nearby traps with a weight proportional to exp(–d) where d is 
the distance from the trap to the centre of the cell. 

 
Since the model (3) is highly non-linear in the parameters, it is not 

possible to use the standard linear model theory to obtain confidence inter-
vals for the parameters. In addition, because of spatial correlation between 
the traps, we may not assume the observations to be independent and a 
sophisticated analysis would be required to get asymptotic distributions for 
the parameters. We content ourselves by performing a sensibility in the 
parameter estimation through variations in the correlation coefficient r2 
between observations and predictions. 

 
As mentioned earlier, since η is small there is a further estimation pro-

blem, which is reflected by the fact that there is a curve on the plane (hα,η) 
where the parameters produce essentially the same fit. This curve is 
approximately given by hα,η = 0.18 (obtained empirically). The natural 
range for h is from a few eggs to a maximum of 180 observed in laboratory, 
so that η should be found on the interval [0.02, 0.0002]. Table 1 shows the 
best fit obtained for different combinations of these parameters. 

 
Table 1. Parameters and r2. 

N∞ hα η T r2 N∞ hα η T r2 

20 3.9 0.20 14.7 0.58  20 4.9 0.05 9.6 0.67 

50 4.2 0.20 14.7 0.57  50 5.9 0.05 9.3 0.69 

100 4.3 0.20 14.7 0.57 100 5.9 0.05 9.3 0.68 

200 4.3 0.20 14.7 0.56 200 5.9 0.05 9.3 0.68 

 

N∞ hα η T r2 N∞ hα η T r2 
20 2.4 0.10 9.3 0.64  20   9.8 0.02 9.3 0.69 
50 2.7 0.10 9.3 0.64  50 10.7 0.02 9.3 0.71 
100 2.8 0.10 9.3 0.64 100 10.8 0.02 9.3 0.71 
200 2.8 0.10 9.3 0.64 200 10.8 0.02 9.3 0.71 
 

N∞ hα η T r2 N∞ hα η T r2 
20 17.7 0.01 9.3 0.70  20 33.5 0.005 9.3 0.70 
50 19.2 0.01 9.3 0.71  50 36.5 0.005 9.3 0.72 
100 19.5 0.01 9.3 0.71 100 37.0 0.005 9.3 0.72 
200 19.6 0.01 9.3 0.72 200 37.2 0.005 9.3 0.72 
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year of infestation with low population densities and small captures (the 
maximum observed capture was 18), so we are far from the saturation level 
of a trap and therefore the estimation of N∞ is not precise. On the other hand, 
assuming that N∞ is large enough we can linearize Eq. 2 obtaining a model 
which does not depend on this parameter, this also explains why the fitting 
of N∞ is not precise. Fortunately, since our ultimate interest is to fit the 
model (1), a precise value of N∞ is not needed. 

 
On the contrary, we observe that the estimation of T is very stable. Since 

a moth flies on the average around 1–2 h each day, the estimated value of 
T = 9.3 h corresponds to 4–9 days of flight, and in terms of distance it gives 
80–100 km/year, which is in the order of magnitude of the observed mean 
advance of 57 km (notice also that the first is the maximum advance and the 
second is the average displacement). 

 
Once the parameters N∞,hαη,T are estimated by using least squares, we 

estimate h,α,η by fitting the observed mean advance of 57 km/year and the 
observed 1991 boundary. To this end, we run simulations with model (1) for 
different values of the parameters and then compared the average advance of 
the northern boundary in successive years. 

 
Figure 1 shows the 1991–1992 boundary as determined by the northern 

captures during the season 1991. This boundary may be slightly sub-estimated 
since at low population densities there may be no captures at all. 

Figure 1. Boundary 1991–1992. 
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Figures 2 and 3 show two simulations with different values for the para-
meters. The figures show the south of Chile (Puerto Montt-Santiago) with 
pine plantations represented by small green dots and main cities represented 
by circles. We plot the simulation on a (logarithmic) colour scale ranging 
from blue = 5 moth/ha to red = 90,000 moth/ha. This range is divided into 18 
classes. The fifth class (light blue) corresponds to 50 moth/ha and was 
considered as the threshold for positive captures, so the northern boundary of 
the plague predicted by the model should be around light blue and light 
green. For each set of parameters, we show three figures. The first one is 
common to all the simulations and shows the initial condition with a low 
density concentrated in a small region on the south. The second one is the 
simulation for the period 1991–1992 and the third one is the situation on 
1999. 

 
Using such simulations, we found that the best combination of para-

meters was: h = 27, α = 0.4 and η = 0.02. This means that at low densities, 
the population (females) is amplified on average by a factor of 13.5 from  
1 year to the next, and 40% of them emigrate from their home cell. 

 

Figure 2. h = 27, α = 0.4 and η = 0.02. 
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Figure 3. h = 4.9, α = 0.6 and η = 0.1. 

4 CONCLUSIONS 

We described a model for the evolution and dispersion of the pine shoot 
moth in southern Chile. The model combines a drift term determined by the 
dominant wind flows, with a filter scheme that depends on the area of pine 
forest found along the fly path of a moth. The model depends on a few para-
meters with physical or biological meaning. Despite the fact the model is 
highly non-linear, these parameters were successfully calibrated from field 
observations, attaining a high correlation coefficient between the observations 
and the model predictions. The model is also consistent with the average 
growth and temporal distribution of the plague, replicating the northern 
boundaries during the period 1984–1999. 

5 APPENDIX 

In this appendix, we justify the model 
 ( )2

01 ,u RN N θκ∞= −  (5) 
 

for predicting the number of captures N in a pheromone trap as a function  
of the density of females u in the surroundings. To this end we assume that  
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a trap and a female attract a male moth in a similar way, except that the 

approximation, we consider that the basin of attraction of a trap (female)  
is a cone with vertex at the trap and angle θ with respect to the wind dire-
ction. Since traps are designed to deliver pheromone at a constant rate, a 
reasonable assumption is that the attraction exerted by a trap decreases as 
1/d, where d is the distance from the male to the trap. Correspondingly, the 
attraction of a female at the same distance is γ /d where γ < 1 represents the 
relative power of a female as compared with a trap. 

 
The typical path followed by a male towards a trap is described in Birch 

and Haynes (1982) and is illustrated in Fig. 4. If a male and a female are 
dropped at random in the cone of attraction of a trap, then the male will  
miss the female and will be captured at the trap if and only if at every  
point m(s) along this path the following inequality holds γ dist(m(s),trap) 
≤ dist(m(s),female). 

T

M

F

T

M

F

(a) (b)  

Figure 4. (a) A path to the trap. (b) A path intercepted by a female. 

Suppose the male is located initially at the position (R,β0) measured in 
polar coordinates from T, and consider an infinitesimal displacement along 
the male’s path from point A = (r,β ) to point B = (r−∆r,β + ∆β ) (see Fig. 5). 
Let µ be the angle of this segment to the vertical and denote AB = ∆l, AT = r, 
AC = γr. The male can arrive from A to B if no female is found inside the 
parallelogram P defined by the points A, B, C, D. The area of this 
parallelogram is γr∆lcos(θ−µ) while up to first order we have  

 

( )221 d / d .l r r rβ∆ ≈ ∆ +  
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Figure 5. Infinitesimal displacement of a moth. 

Integrating from r = 0 to r = R (the initial distance from the male to the trap), 
we get a total area 
 

( ) ( ) ( )22
0 0, cos 1 d / d d .RA R r r r rβ γ θ µ β+

∫= − +  
 
Since r(dβ/dr) = tan(α) with α = π + β−µ, using the change of variables 
r−Rw, we obtain 
 

( ) ( ) ( )( )22 1
0 00, cos 1 tan , d .A R R w w wβ γ θ µ α β+

∫= − +  

 
The function α(w,β0) can be made explicit if we assume that the male 
initially moves upwards. A similar computation gives the area A− for an 
initial downward movement. With these areas we estimate the probability 
that a male at (R,β0) reaches the trap given that there is a female in the cone 
of attraction at a distance R from T, by the following expression  
 

( )( ) ( )2 2
0 0

1 1, |1 1 / 1 / .
2 2

P R A R A Rβ θ θ κ β+ −⎡ ⎤ ⎡ ⎤= − + − =⎣ ⎦ ⎣ ⎦  

 
If we now compute this probability assuming there are n females we get 

( )( ) ( )0 0, | nP R nβ κ β= , and since in terms of the density u of females we 
have n ≈ uθR2 we obtain 
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( )( ) ( )
2

0 0, | .u RP R n θβ κ β=  
 
Integrating this function we deduce that the probability that a male dropped 
at random in the zone of action of the trap finally reaches it, within an envi-
ronment with a density u of females, is  

 

( ) ( )
( )( )

2
020 0

0 0 02 2
0 00 0

11 1 1d d d .
2 ln

u RR u R R R
R u R

θ
θ θθ

θ θ

κ β
κ β β β

θ κ βθ θ− −
∫ ∫ ∫

−
=  

 
Finally, since the expected number of males in the zone of action for the trap 
is also 2

0Ruθ , the expected number of males caught at the trap for a given 
density u of females is 
 

( )
( )( )

2
0

0
0

0

11 d .
2 ln

u R

N
θ

θ

θ

κ β
β

θ κ β−
∫

−
=  

 
An approximation of this expression using the mean value theorem gives 

 
2
0 1

.
ln( )

u R

N
θκ

κ

⎡ ⎤−⎢ ⎥⎣ ⎦=  

 
where κ < 1 is a measure of the relative attraction of a female as compared 
with a trap, and letting N∞ = −1/ln(κ) we finally obtain the model (5). Notice 
that this model presents a saturation level, with the number of captures 
approaching a finite limit N∞ as u grows to infinity. 
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Chapter 28 

ADAPTIVE OPTIMIZATION OF FOREST 
MANAGEMENT IN A STOCHASTIC WORLD 

Peter Lohmander 
Department of Forest Economics, SLU, Sweden 

Abstract Management decisions should be based on the sequentially revealed infor-
mation concerning prices, growth, physical damages etc. Future flexibility is 
valuable in a stochastic world and should be optimized. Stochastic dynamic 
programming, stochastic scenario tree optimization, and optimization of adap-
tive control functions with stochastic simulation of the objective function are 
relevant alternatives. 

Keywords: Stochastic dynamic optimization, forest management 

1 INTRODUCTION 

Economic optimization of forest management is a highly interesting area, 
which covers theories from several quantitative fields and optimization 
methods of all kinds. One reason for this fact is that trees grow. Trees 
represent interesting biological units that form stands and forests. Growth 
can be modelled at the tree level and at higher levels. The stock may be 
observed and controlled over time via activities such as thinning and 
fertilization. Growth, in several dimensions, is a function of the measurable 
state. Hence, we may view the forest as a controllable Markov process.  

 
Future growth is affected not only by the present properties of the trees. 

Wind throws, insect damages, fungi damages, rodents, moose, elephants and 
other animals, changes in climate, air pollution, forest fires, and many other 
factors affect forest damages and growth and the future state of the forest. In 
most cases, such factors may not be perfectly predicted. Storms, fires, and 
different forms of other damages may usually be regarded as stochastic.  
It should also be clear that there are many different types of “stochastic 
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disturbances” of this nature. Different types of disturbances may have very 
different effects on the forest state. Some disturbances will only influence 
some species and leave other species unaffected. Other disturbances will 
affect some parts of the trees, such as the roots or some branches. Some 
damages are local and affect only one tree. Other types of damages have 
spatial dimensions and influence the development of several square kilo-
metres, such as forest fire damages and wind throws.  

 
In most places, it is very expensive to go to the forest to harvest and to 

collect just one tree. We have to consider the different alternatives on a 
larger scale: Is it economically optimal to harvest one or several forest stands 
in the area in this period via clear felling or should we perform partial 
harvesting in the form of continuous cover forestry? We conclude that there 
are mostly considerable economies of scale in harvesting and other ope-
rations. For this reason, it is seldom optimal to perform “continuous” harves-
ting. During a time interval when you harvest in an area, you harvest much 
more than the growth during the same time interval. It would in most cases 
be far too expensive to keep the harvester, the forwarder, and the labour in 
the forest stand for ever. Hence, irrespective of whether you make a clear 
felling or make a thinning, it is economically optimal to wait a considerable 
time, usually many years, before you visit the site again in order to harvest.  

  
When we consider stochastic events of importance to forest management 

and economic optimization, we must not forget the markets. The market 
value of a tree is a function of the general market conditions. If we want to 
determine the economic values of trees, we have to consider the prices of 
logs of different qualities and dimensions in different market places, the 
prices of pulpwood and fuel wood and several other alternative wood pro-
ducts. We also have to consider the costs of harvesting and forwarding, the 
capacity of the forest road network at different points in time, and the 
availability and prices of trucks and labour. Clearly, in most cases the timber 
producers do not control the market prices. Inventions and innovations in 
process technology will change future relative prices and can, by definition, 
not be perfectly predicted. If you can predict the exact properties of a future 
invention, it has already taken place! Furthermore, political changes at the 
national and international scales may change the markets in ways that are 
impossible to predict. As a confirmation, econometrics research has not yet 
been able to give us perfect price predictions covering long horizons.  

 
Hence, if we want to address the relevant forest management problems, 

we have to admit that future prices cannot be perfectly predicted. This has 
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not been possible in the past and there is no reason to hope for such options 
in the future. As a result, we may conclude the following: 

 
We may view the forest management problem this way: There is a con-

trollable Markov process. The state of the forest is affected by growth and 
damages that have to be regarded as stochastic. The stochastic disturbances 
may have many different properties and influence the forest in different 
scales. The market prices and other external conditions usually change over 
time. These changes cannot be perfectly predicted and may be regarded as 
stochastic processes with many different properties. There are considerable 
set-up costs in harvesting and other operations. Each time you undertake 
some operation, you have to move harvesters, forwarders and labour 
considerable distances between objects. Hence, you visit each stand or forest 
area only rarely. In the mean time, between these visits, the forest grows and 
may be affected by different kinds of stochastic damages. Furthermore, 
between these visits, considerable market changes may take place.  

  
Now, it is time to take a close look at earlier attempts and new ways to 

handle the forest management decisions in an economically optimal fashion. 
Of course, this text cannot cover all kinds of relevant problems and app-
lications in the area. Hence, just a small number of typical and economically 
important examples from forest management will be analyed in detail. The 
reference list contains studies that discuss many more applications of the 
presented methods and may be consulted by the reader at a later point in 
time. 

2 GENERAL MATHEMATICAL TOOLS  
AND METHODS 

Economic forest management decision problems have been addressed by all 
kinds of mathematical optimization methods during the years. Faustmann 
(1849) defined the present value of an infinite series of identical forest 
generations. It was implicitly assumed that everything was known with cer-
tainty. A number of authors have continued in the same tradition. Johansson 
and Löfgren (1985) give a survey of this field. They use a number of dif-
ferent methods in different chapters, all but one essentially based on 
deterministic derivations and optimization. During more than one century, 
the dominating forest economic decision problem has been the determination 
of the optimal harvest year, based on alternative deterministic assumptions. 
Typically, the decision problems were solved stand by stand via one-
dimensional present value maximization. The options to simultaneously 
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optimize the number of seedlings per hectare, the number of thinnings,  
the timing and intensity of thinnings, and the year of the final felling, were 
mostly neglected. As one typical example, Johansson and Löfgren (1985) 
present a very detailed one-dimensional analysis of the optimal harvest year 
decision problem, assuming that all future forest generations will be identical 
to the present.  

 
Linear programming made optimization and coordination at higher levels 

possible. George Danzig developed an efficient method for linear program-
ming problems many years before he published his well-known book, 
Danzig (1963). Linear programming rapidly became a widely used forest 
planning tool, partly thanks to the development of computers and easily 
available standard software. Mostly, the forest management model assump-
tions included perfect information, large numbers of forest compartments, 
and long horizons. Much later, it became known that linear programming 
also is a very useful tool when it is necessary to solve a completely different 
type of problem with stochastic disturbances of many different kinds. See 
later sections.  

 
Bellman (1957) presented a conceptually new method: dynamic pro-

gramming. In many of the typical applications, dynamic programming is 
used to optimize decisions over time under the assumption that future 
parameters are known with certainty. However, dynamic programming can 
also be used for many other purposes. It turns out that you may handle set-up 
costs, sequential information, and adaptive decisions in a very simple and 
consistent way. Ross (1983) concentrates on the very important and relevant 
field stochastic dynamic programming. Among other things, Ross (1983) 
shows how you can find an optimal stationary policy for stochastic dynamic 
programming problems based on Markov chains via linear programming. 
Winston (2004), Chapter 19, gives a very convenient summary of this app-
roach and related methods.  

 
It has often been considered more elegant and sometimes more relevant 

to deal with continuous time formulations and solutions. Pontryagin (1961) 
is often regarded as the founder of optimal control theory. Fleming and 
Rishel (1975) present most of the general theory and proofs in a complete 
fashion. Sethi and Thompson (2000) give a very good description of the area 
and derive the central proofs using dynamic programming in an efficient 
way. In fact, several authors have used continuous time optimal control 
theory to derive optimal solutions in forestry. Clark (1976) derives the 
optimal thinning policy in forestry using deterministic optimal control in 
continuous time. Sethi and Thompson (2000) develop the model from Clark 
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(1976) in a similar way. Clark (1976) and Sethi and Thompson (2000) refer 
to Kilkki and Vaisanen (1969), who developed the original optimization 
model in discrete time using dynamic programming. The later authors then 
transformed the model into continuous time. 

 
The author of this paper is not convinced that the later continuous time 

versions of the Kilkki and Vaisanen (1969) model are more relevant or better 
in any way. The optimal stock-level function is smooth and elegant in the 
continuous time version. The discrete time model however has the very 
important advantage that the harvest cost function in a very simple way can 
include the set-up cost, the cost of moving harvesters, forwarders and labour 
to the site, and many other parameters that may vary in many different ways 
between periods. Hence, the discrete time version may come as close as  
you want to the true optimal solution. It is never optimal to “continuously 
harvest” the forest. The prices and variable harvest costs per unit are assumed 
constant over time in the Sethi and Thompson (2000) continuous time ver-
sion. Furthermore, there are unfortunate errors in the Hamiltonian function 
analysis in the otherwise very well-written Sethi and Thompson (2000) 
book, since the discounting factor was forgotten. The original dynamic pro-
gramming version is much more easily described to the reader and the dyna-
mic programming version can also easily be extended to the really relevant 
case where you may have stochastic disturbances of many different kinds. 
Then, we simply go to stochastic dynamic programming in discrete time. A 
final argument is that very few, if any, real things are continuous. In the time 
dimension, as one example, we note that growth and harvesting conditions 
normally change over the year. Some seasons are warm, others are cold, 
some are wet, and some are dry.  

 
Furthermore, as the discrete time intervals approach zero, we should not 

neglect the existence of day and night, since the light conditions usually 
affect biological growth in forests and elsewhere and most connected acti-
vities in the economies. As a result, it may be better to handle the real and 
relevant periods via discrete time dynamic programming than to assume that 
they do not exist, using continuous time optimal control. Continuous time 
optimal control can be extended to stochastic continuous time optimal 
control. This approach has found many applications. Sethi and Thompson 
(2000) give a good summary with typical applications from different fields. 
The reader should be aware that the underlying process assumptions often 
are very restrictive. If the assumptions are relevant to the application at hand, 
this may not be a problem. Gleit (1978) investigates a stochastic optimal 
control problem in continuous time and derives an optimal harvest function. 
The mathematical analysis is well performed and the analytical difficulties 
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are openly demonstrated. In order to be able to derive some explicit results, 
several highly restrictive assumptions have to be introduced. One of these is 
the assumption that the expected growth is proportional to the stock level. 
From a biological perspective, such assumptions are seldom relevant. Even 
such a very special analysis with simplifying assumptions required 13 pages 
of advanced formulae. The author of this paper is convinced that it is far 
from easy to handle the types of stochastic disturbances described in the 
introduction via continuous time optimal control theory. Discrete time sto-
chastic dynamic programming is mostly a more relevant approach, in par-
ticular since this makes it possible to include set-up costs, most types of 
functional forms (or at least discrete approximations), and periods with all 
kinds of different properties in a convenient way.  

3 STOCHASTIC DYNAMIC PROGRAMMING 

Here, a very general definition of the economic management problem is 
given along the lines found in Winston (2004) and many earlier publications. 
W(i,t) is the expected present value at time t, i is the state, and r is the rate  
of interest. h(i,t) denotes the control, such as the harvest, as a function of 
state and time. We use stars to indicate optimal values. W*(i,t) = W(i,t,h*(i,t). 
R(i,t,h) is the profit at time t. T is the horizon. W*(i,T + 1) − 0 ∀i. 

 
τ (j|i,t,h) denotes the conditional probability of reaching state j in period 

t + 1 and 
1

( | , , )J

j
j i t hτ

=∑  is the expected value of the entering state in period 

t + 1. 
 
For t∈{1,2,…T} and i∈{1,2,…I}, we determine the optimal harvest (and 

other) decisions.  
 

* *

1
( )

( , ) ( , , ) ( | , , ) ( , 1) ,max
J

r

j
h H i

W i t R i t h e j i t h W j t
h

τ−

=
∈

⎛ ⎞
= + +⎜ ⎟

⎝ ⎠
∑  

 
where H(i) is the feasible control set and may sometimes also contain a time 
argument, which may be important if harvest capacity is changed over time.  

 
If the planning horizon is infinite and functions do not change over time, 

we can simplify the problem by dropping the time index, using the following 
definition: 
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* * *( , ) ( ) iW i t W i W= = . In the same manner, we write: 

,( , , ) ( , ) .i hR i t h R i h R= =  
 
Since each Wi should be optimal and independent of t, the following 

inequalities must hold.  
 

,
1

( | , ) , , | ( ).
J

r
i i h j

j
W R e j i h W i h h H iτ−

=

≥ + ∀ ∈∑  

 
Furthermore, there is an upper bound on each Wi. Wi cannot exceed the 

value obtained if the best decision is selected. 
 

*
* * *

,
1

( | , ) .
J

r
i ji h

j

W R e j i h Wτ−

=

= + ∑  

 
Hence, the optimal values can be determined from this linear program-

ming formulation: 
 

1

,
1

min

s.t.

( | , ) , | ( ).

I

i
i

J
r

i j i h
j

Z W

W e j i h W R i h h H iτ

=

−

=

=

− ≥ ∀ ∈

∑

∑

 

4 STOCHASTIC SCENARIO TREE OPTIMIZATION 

The approach of multi-period stochastic programming used below has been 
well described by Birge and Louveaux (1997). The particular forest mana-
gement problem was suggested by the author and first presented at the 
MODFOR conference in 2002. Let us denote adaptive multi period stochastic 
programming with scenarios, A1, and stochastic dynamic programming, A2. 
A1 and A2 have different advantages and disadvantages in practical app-
lications. The author has used A2 in many applications with very good 
results but thinks that A1 may be an approach which is more easily used as a 
“default value” standard tool within some application areas. Here, we 
describe A1: We maximize the expected present value, W, of the net profits 
from all periods, 1, 2, …, n. 
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d = Forest department 

 
s12…t = One scenario defining the states of the exogenous stochastic pro-
cess(es) from period 1 until period t 
 
θ (.) = Probability (of a scenario) estimated before the exogenous stochastic 
process outcomes have been observed  
 
r = Rate of interest in the capital market 
 
m = Time length of a period  
 
K = Discounting factor. We assume that all results from a period occur in the 
middle of that period. Time zero is the point in time where the first period 
starts. The discounting factors of the different periods, t, are kt: 

1(1 )
2

1
1(2 )
2

2

1( )
2
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mr

n mr

n

k e

k e

k e

− −

− −

− −

=

=

=

 

 

12...tdsp  = Net price (price - harvesting costs per volume unit) in forest 
department d in period t if the scenario which has been followed until period 
t is s12…t  
 

12...tdsv  = Volume per area unit (density) in department d in period t if the 
scenario which has been followed until period t is s12…t  
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Ld = Land value (of bare land) in department d 
 

12...tdsh
has been followed until period t is s12…t  
 
d = Forest department 
 
s12…t = One scenario defining the states of the exogenous stochastic 
process(es) from period 1 until period t  
 
θ (.) = Probability (of a scenario) estimated before the exogenous stochastic 
process outcomes have been observed  
 
r = Rate of interest in the capital market 
 
m = Time length of a period  
 
k = Discounting factor. We assume that all results from a period occur in the 
middle of that period. Time zero is the point in time where the first period 
starts. The discounting factors of the different periods, t, are kt: 

1(1 )
2

1
1(2 )
2

2

1( )
2

...
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mr

n mr

n

k e

k e

k e

− −

− −

− −

=

=

=

 

12...tdsp  = Net price (price - harvesting costs per volume unit) in forest 
department d in period t if the scenario which has been followed until period 
t is s12…t  

12...tdsv  = Volume per area unit (density) in department d in period t if the 

scenario which has been followed until period t is s12…t  
 
Ld = Land value (of bare land) in department d 
 

12...tdsh  = Harvest area in department d in period t if the scenario which 

has been followed until period t is s12…t  
 

 = Harvest area in department d in period t if the scenario which 
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Constraints and equations: 
 

The probabilities of the different scenarios s12…t should be calculated via the 
(possibly time dependent) state transition probabilities for each t such that 
2 ≤ t ≤ n. The definitions of the exogenous stochastic process(es) may be 
different. The exogenous stochastic processes usually influence the variables 
in the problem, the objective function coefficients, the set of feasible 
decisions, or something else. All of these effects must be calculated for each 
time period and scenario. The parameter vectors of different scenarios may 
be identical in the first periods. In such cases, constraints must exist that 
make sure that also the decisions are the same. As long as the parameter 
vectors are the same, the “true” scenario cannot be identified. This has been 
discussed by Lohmander (1994).  

 
If there are physical constraints, such that a particular forest department 

area only can be harvested once during the defined time horizon, these 
constraints must be defined for each scenario covering the complete time 
horizon. The dynamic timber volume developments in the different depart-
ments should be calculated through relevant difference equations. There may 
be other constraints, connecting the possible decisions in different forest 
departments. Perhaps the total harvest volume has to stay within some inter-
val which is feasible because of delivery contracts? Perhaps there is a local 
pulp mill which needs a more or less constant flow of pulpwood? Then, 
constraints have to be defined which make sure that, for each scenario, the 
total harvest volumes stay within the feasible sets in the different periods. In 
some cases, there are harvest area constraints because of forest act regula-
tions. In Sweden, such rules define dynamic sets of feasible harvest activities 
at forest properties. One Swedish forest property application including the 
forest act regulations is found here: 

 
http://www.lohmander.com/kurser/MODFOR02/M DFOR02.htm  
 
A forest logistics application of the stochastic scenario method is found in 

Lohmander and Olsson (2005).  

5 OPTIMIZATION OF ADAPTIVE CONTROL 
FUNCTIONS WITH STOCHASTIC SIMULATION  
OF THE OBJECTIVE FUNCTION 

This approach is very flexible. You can in principle handle all kinds of 
functions and constraints. You just define the complete model as a stochastic 
simulation model. You determine your adaptive strategy, the principles that 
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give the decisions as a function of the revealed state of the system, time, etc. 
Then, when you simulate the system, you let the system decide your decisions 
according to your suggested adaptive strategy and calculate your objective 
function value, for instance the expected present value. You simulate the com-
plete system a large number of times, let us say 1,000 times, and divide the 
sum of the objective function values by the same number, for instance 1,000. 
That way, you get an estimate of the expected present value. Then you may 
use different numerical methods in order to search a strategy that is close to 
the optimum. One approach which has been tested in typical forestry app-
lications and turned out to come close to the optimum rather rapidly is the 
following: Let us assume that the decision, such as the harvest level, is an 
adaptive function of the state of the system including information about the 
stock level and the price. We assume that this function has two parameters 
defined by the point (X,Y). (X,Y) should be optimized. An example of such 
an adaptive harvest function could be h(V, P, X, Y) where h denotes harvest 
as a function of stock, V, and price, P. The parameters are X and Y. 
 

Initially, you guess the optimal parameter combination (X,Y). You inves-
tigate, via a large number of stochastic simulations, the expected objective 
function value, F, in this position. Then, you take steps, dX and dY, in each 
direction, and visit points (X + dX,Y) and (X,Y + dY). In these coordinates, 
you investigate the expected objective function values. Now, you have useful 
information and can determine approximations to the partial derivatives of 
the expected objective function value ∂F/∂X and ∂F/∂Y. With this infor-
mation, you determine (an approximation of) the direction of the steepest 
path. You take steps of equal size in that direction and investigate F each 
time. As long as F increases, you continue in the same direction. When you 
have passed the peak, you reduce the step size and go back. You continue to 
go back and forward, reducing the step size, until you are “satisfied”. Seen 
from the “peak” in the first selected direction, it is possible that the deri-
vatives ∂F/∂X and ∂F/∂Y are different. Hence, you check these derivatives 
again and go in the “locally best” direction until you find a new peak. The 
process is repeated until you are satisfied. This approach is conceptually 
simple and flexible. One problem is that we do not know if we find a global 
maximum. Another problem is that stochastic deviations from the locally 
optimal solutions are likely, because we cannot “afford” to spend too much 
computing time with very large numbers of system simulations in each 
position. The step size is another issue that deserves some attention. Still, 
despite all the numerical problems with this approach, it may serve as a good 
alternative in some cases. The studies by Lohmander (1992a, 1993) are two 
such examples. 
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6 ADAPTIVE STAND-LEVEL OPTIMIZATION  
WITH FINAL HARVESTS 

Forest management has been optimized at the stand level via stochastic 
dynamic programming in discrete time with continuous probability density 
functions of stochastic prices by Lohmander (1983, 1987, 1988). Other authors 
have later published the same type of models and results. This approach 
makes it possible to derive optimal reservation prices and expected optimal 
values of the forest stand and land explicitly via recursion and analytical 
methods. A reservation price is the price which makes you indifferent 
between the alternatives to harvest directly and to wait longer. If the price 
offer is higher than the reservation price, you should harvest directly. If  
the price offer is lower than the reservation price, you should wait longer. 
Here, the main structure of the model will be presented. Wt is the expected 
present value in period t before the price p in the same period has been 
observed. Prices are stochastic and have the probability density function  
f ( p). f ( p) > 0∀p. In each period, new stochastic prices are revealed in the 
market. This type of price process is a special case of a stationary stochastic 
process. If we consider time periods of 5 years, this is a model that is not 
easy to reject on statistical grounds in the Swedish market and many other 
markets. The prices really denote “real net prices”, nominal prices – 
harvesting costs per volume unit deflated by consumer price indices. The 
reservation price in a particular period is denoted by qt. If qt > pt, then you 
should wait at least one period more for a new price offer. If qt = pt, the 
probability of which is almost zero, you are indifferent between the alter-
natives to harvest at once and to wait at least one more period. If qt < pt, then 
you should harvest directly. V is the volume per area unit and L is the value 
of the land released after harvest. We select to start the calculations far in the 
future, at the horizon, T. It turns out that the particular choice of T is not 
critical to the results as long as T is sufficiently large, for instance three 
times the age of the optimal forest rotation age in a deterministic analysis. 
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The present value of harvesting, given that the price is equal to the 

reservation price, is the same as the expected present value in case you wait 
at least one more period and take optimal decisions in future periods based 
on the revealed outcomes of the stochastic prices. In optimum, 
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We find that the solution is a unique maximum in each period. The 

optimal reservation prices and expected present values are determined 
recursively, starting from T via the backward algorithm of dynamic 
programming.  
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You may state the optimization problem as: 
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As a result, it is clear that the expected present value is a nonstrictly 
decreasing function of time. * *

1t tW W +≥ . In most empirically relevant cases, 

qt < ∞. f(p) > 0∀p and * *
1t tW W +>  . As a result, the expected present value is 

a strictly decreasing function of time. This is not really surprising: If we 
move forward in the time dimension and still have not harvested, this 
indicates that we have not experienced prices above the optimal reservation 
prices yet. The longer we have to wait before we experience such a good 
price, the worse. Before we knew that this would happen, we had many 
valuable options ahead of us. That is why the expected present value is a 
decreasing function of time. The reader should be aware that we should not 
decide the harvest year in advance if the market prices are stochastic. We 
should wait and see what happens in the market before we decide to harvest 
or to wait longer. The reservation prices can however be optimized along the 
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lines suggested in this section. Often, the optimal reservation prices are 
decreasing functions of time. However, this does not always have to be the 
case. Furthermore, if we make a more detailed analysis, we have to consider 
the changing dimensions of the trees, proportions of possible timber and 
pulpwood harvest levels, and quality-dependent price lists. If we look at the 
decision problems using shorter periods, such as months or years, we usually 
have to consider autocorrelation issues in detail. Different kinds of stochastic 
price and growth processes may lead to different results. Such detailed 

7 ADAPTIVE CONTINUOUS COVER OPTIMIZATION 
AT THE STAND LEVEL 

Now, we move on to discrete time optimization of continuous cover forest 
management using dynamic programming. The analysis will start with a 
deterministic model that becomes transformed to a stochastic version. The 
analysis below was originally presented by the author at EURO/Informs, 
Istanbul, 2003. The volume stock levels, S, are defined in such a way that the 
stock moves up one level per 5-year period. Volume is denoted by V. The 
volume growth is assumed to follow this process G(V) − αV + βV 2, which is 
consistent with the classical logistic growth assumption in natural resource 
economics. We may rewrite the function in this way: ( ) (1 / )G V sV V K= − , 
where s is the “intrinsic growth rate” and K is the “carrying capacity” of the 
environment. In the analysis, we assume that s = 5% and K = 400 cubic 
metres per hectare, which are typical parameters in some Swedish forests. 
The particular numerical values are however not important to the qualitative 
discussions. Of course, other numerical values will be the results if other 
growth parameters are used. The qualitative results are however the same. In 
the cases without price risk, it is assumed that the real price per cubic metre 
is 300 SEK, which is close to the average value in Sweden. The real variable 
harvesting cost is 100 SEK per cubic metre. (7 SEK≈$US 1). When there are 
set-up costs, representing the costs of moving harvesters, forwarders, and 
labour to the objects, these are assumed to be 500 SEK per hectare and 
occasion in real terms, which is typical in Sweden. When stochastic prices 
are assumed, then the prices per cubic metre are 220, 260, 300, 340, and 380 
when the “business states” are 1, 2, 3, 4, or 5 respectively. Then, all business 
states are assumed to have equal probability. This degree of price variation is 
typical in Sweden and it is hard to statistically reject the hypothesis that a 
more or less uniform net price probability distribution is relevant, using 
historical data. All of the analysis in this section concerns optimization with 
infinite horizon. In the examples, a 3% real rate of interest is used. The stock 
level is constrained to simplify the illustration: 0 < S < 13 (Table 1). 
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Table 1. The “classical” and most simple case with a constant price of 300 SEK per cubic 
metre and without set-up costs: the table shows the optimal harvest volumes per 5-year period 
as a function of the entering stock level. 
 

Entering stock  
(cubic metres per hectare) 

Optimal harvest 
volume (cubic metres  

per hectare) 
30 0 
37 0 
45 0 
55 0 
67 0 
81 14 
97 30 
116 49 
136 69 
159 92 
183 116 
207 140 

 
In the relevant case, demonstrated in Table 2, the set-up costs and 

stochastic prices are treated consistently and simultaneously. The optimal  

 
Table 2. The relevant case with set-up costs and price risk: The table shows the optimal 
harvest volumes (cubic metres per hectare) per 5-year period as a function of the entering 
stock level and the price level.  
 

Price (SEK per cubic metre) Entering stock 
(cubic metres per 

hectare) 220 260 300 340 380 

30 0 0 0 0 0 
37 0 0 0 0 0 
45 0 0 0 0 0 
55 0 0 0 0 0 
67 0 0 0 0 37 
81 0 0 0 0 51 
97 0 0 0 0 67 

116 0 0 0 49 86 
136 0 0 0 69 106 
159 0 0 0 92 129 
183 0 0 46 116 153 
207 25 25 71 140 178 

harvest is an increasing function of the stock level and the price level. We 
also note that “low volume harvesting” should be avoided when possible, 
which is natural since we have set-up costs. 
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8 ADAPTIVE COMPANY-LEVEL FOREST 
MANAGEMENT OPTIMIZATION 

In forest companies, you often face global constraints, such as harvest 
capacity constraints, delivery contracts, etc. Optimal harvesting decisions in 
forestry under the influence of stochastic prices have mostly been studied 
under the assumption of complete stand separability. In situations when the 
harvester capacity is a binding constraint, the optimal stands to harvest 
cannot be determined without explicit consideration of this constraint, which 
means that stand separability assumptions are not relevant. Then, it may  
be optimal to harvest a particular stand if the timber price is low but not if 
the price is high. The profitability of harvesting may be more sensitive to the 
timber price in some other stand. Hence, it may be more important to use the 
machines in another stand if the timber price is very high. The expected 
shadow price of harvester capacity is an increasing function of the degree of 
timber price variation, indicating that the optimal harvester capacity is higher 
under risk than under certainty in some cases. Many other types of “global 
constraints” usually exist in forest sector enterprises. Many of them are 
expected to give “disturbances” to the classical “optimal economic stand mana-
gement” decision rules. You may think that dynamic programming cannot be 
applied to relevant problems because of the curse of dimensionality. Maybe 
this is not always quite true. Optimal adaptive decisions can be determined at 
the forest company level. Some examples are found in the reference list: 

 

The expected present value increases if the risk of the stochastic prices 
increases and there are options to wait for the best harvesting occasions. The 
positive effects of increased price risk are reduced in case the harvesting 
capacity is low. If the harvesting capacity increases, you have a more 
flexible system and can take advantage of sudden price increases in a better 
way. The expected shadow price of harvest capacity is an increasing func-
tion of the degree of timber price variation. The optimal harvest capacity  
is higher under risk than under certainty in some cases. The traditional 
deterministic analysis does not give the correct shadow prices. This, in turn, 
leads to too low-capacity investments. The approach in this paper gives the 
correct expected shadow prices and can be used to optimize harvest capacity 
investments. 
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9 DISCUSSION 

No paper is complete in the sense that all relevant issues are mentioned. The 
area of adaptive optimization of forest management contains many different 
kinds of special topics and if all of these should be discussed, you would not 
have been able to go into details in any particular direction. Hence, a 
selection of some of the most important problems had to be made. This paper 
contains a treatment of the final harvesting problem with adaptive optimi-
zation. We have also analysed the continuous cover forestry problems with 
and without price risk and set-up costs. Some other problems were men-
tioned and different types of global constraints were discussed in connection 
to the stochastic programming formulation and typical methodological tools 
were described. Now, the reader is advised to search for relevant applications 
in other directions. Optimal forest sector logistics is one area where new and 
relevant results can be obtained, in particular since roads and other parts of 
the logistics network may be disturbed by unexpected rains, snow and ice, 
and other problems that cannot be perfectly predicted. If you cannot deliver a 
sufficient flow of wood to the pulp mills, you may have to stop production, 
which may be very costly. Hence, there is an optimal combination of road 
capacity, trucks, pulpwood storage, and locations, which is not always easy 
to optimize. Some efforts in this direction have however been made in recent 
years and can be found in the reference list. Stochastic damages of many 
kinds have been analysed and the optimal adaptive strategies have been deter-
mined. Some of the recently investigated areas in this class concern species-
selective damages caused by moose in Sweden and the optimal mix of species 
and selective thinnings in plantations. In large parts of Northern Sweden, 
moose damages to Scots pine cause severe problems and mixed species plan-
tations are sometimes the economically best solution. Compare Lu and 
Lohmander (2005).  

 
Another topic with reported optimal results is the spatial and temporal 

management of forest areas where stochastic winds randomly cause wind-
throws. In Sweden, the windthrow topic has been quite dominating during 
the spring of 2005 because a hurricane, named Gudrun, destroyed very large 
forest areas in southern Sweden completely. Research results existed much 
earlier, indicating that the optimal harvest ages are lower in stormy areas, 
that one should keep large areas together without partial harvests since the 
stands protect each other from the wind and that one should modify the 
spacing and thinning intensity. Compare Lohmander and Helles (1987) and 
Lohmander (1987b). However, the Swedish forest act did not take such 
things into account and the forest owners could not deviate from the detailed 
forestry regulations. With some luck, the forest act may be modified in the 
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near future and consider these problems more carefully. So far, we have not 
mentioned the fact that the markets sometimes may be described as dynamic 
games. When the number of players is small, which is sometimes the case, at 
least locally, we may use deterministic or stochastic differential or difference 
games to study the optimal decisions. Compare Lohmander (1997b). This is 
a very large field that deserves much more efforts in the future. The area of 
stochastic difference games may be regarded as a very natural extension of 
adaptive optimization. Of course, this is highly relevant in the forest sector. 
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PART IV 

MMIINNIINNGG  
The articles presented in mining aim to show how OR has affected mine 
planning, both for open pit and underground mines. There are obvious signi-
ficant differences in the extraction methods for both cases. 

In “Applications of optimization techniques in open pit mining” Caccetta 
discuses how OR techniques have been used successfully to decide on basic 
issues, such as the design of the open pit, investments and mine production 
scheduling. In the planning process, constraints commercial packages with 
approximate approaches as well as MIP models have been used. 

In “Optimization in underground mining” Alford, Brazil and Lee make a 
similar analysis of underground mining, which has more complexities than 
open pits, with different forms of carrying out the mining process. Again, 
main problems are the design, including in some cases the determination of 
an economic cut-off grade and scheduling of the mine production. The 
authors discuss the different systems developed and heuristic approximations 
to MIP models. 

A specific case is presented by Newman, Kuchta and Martinez in “Long- 
and short-term production scheduling at LKAB’s Kirune mine”, an iron 
mine located in Sweden, where MIP models are used for different levels of 
resolution to schedule the extraction of the blocks and the machine place-
ment in the mine to satisfy production targets. 

In “Modeling the production chain in open pit and underground mines: A 
challenge for OR” by Caro, Epstein, Santibanez and Weintraub, the authors 
discuss the possible advantages of modelling the integrated production chain, 
from copper extraction to final processing in plants instead of following the 
traditional sequential planning and how OR models can be used for decisions 
in investments and in all stages of the extraction and production process. 



Chapter 29 

APPLICATION OF OPTIMISATION 
TECHNIQUES IN OPEN PIT MINING 

Louis Caccetta 
Western Australian Centre of Excellence in Industrial Optimisation, Department of Mathematics 
& Statistics, Curtin University of Technology, Western Australia 

Abstract The economic viability of the modern day mine is highly dependent on careful 
planning and management. Declining trends in average ore grades, increasing 
mining costs and environmental considerations will ensure that this situation 
will remain in the foreseeable future. The operation and management of a large 
open pit mine having a life of several (5–50) years is an enormous and 
complex task. Optimisation techniques can be successfully applied to resolve a 
number of important problems that arise in the planning and management of a 
mine. These applications include ore-body modelling and ore-reserve estima-
tion; the design of optimum pits; the determination of optimal production 
schedules; the determination of optimal operating layouts; the determination of 
optimal blends; the determination of equipment maintenance and replacement 
policies; the determination of an efficient mine site rehabilitation program; the 
determination of the best choice of equipment (trucks, loaders) for the mining 
operations and a range of logistics problems such as the design and efficient 
operation of a transport and logistic network to support the mining operations. 
This chapter discusses some of these applications. In particular, we focus on: 
the design of optimum pits and the mine-scheduling problem. 

Keywords: Mine planning, mine scheduling, open pit design, mixed integer linear pro-
gramming 

1 INTRODUCTION 

In today’s highly competitive global market environment, careful planning 
and management are crucial for the survival of individual businesses and 
industries. These tasks are made more difficult by a number of factors 
including the conglomeration of industry, which leads to a larger scale of 
operation; increasing responsibilities taken on by governments, particularly 
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in a regulatory sense; environmental and safety restrictions in which business 
and industry must operate; technological advances which provide an ever-
increasing volume of data that needs careful consideration and analysis at  
all levels of operation of business, industry and government. This growing 
complexity has accelerated the need for the development of sophisticated 
mathematical techniques for improving efficiency, effective planning and 
decision making. Over the past decade, this challenge has been met by signi-
ficantly improved computational models as well as huge advances in tech-
nology. 

 
The design and efficient operation of industrial systems first requires a 

careful mathematical analysis capturing all their essential features. The result-
ing mathematical models are then used to investigate system behaviour and 
identify the crucial parameters influencing system performance. With this 
knowledge, one can focus on the problem of optimising system performance. 
Optimisation techniques have been successfully applied to improve the perfor-
mance of many industrial systems in such diverse areas as rural land-use 
planning, natural resource allocation, planning of telecommunications and 
urban transportation systems, mine design and management, human resources 
planning, and planning for the agricultural and forestry industry. Internat-
ionally, there is a growing awareness that business and industrial organisations 
which use optimisation techniques have a distinct competitive advantage 
(Caccetta, 2003). This chapter focuses on the contribution of optimisation to 
the open pit mining industry. 

 
The mining industry presents an excellent source of challenging optimi-

sation problems covering a very wide range of applications as noted earlier. 
The problems arising in these applications are difficult for a number of 
reasons, including the problem size in terms of the number of variables  
and the number of constraints; multi-criteria objectives; non-linearity and the 
need for a comprehensive sensitivity analysis to establish robustness. The 
mining industry is very important globally and is valued at over 4% of  
the world’s GDP. Consequently, improved solutions can affect profitability 
significantly. 

 
Since the 1960s, numerous publications have appeared in the literature 

concerned with the application of optimisation technology in the mining 
industry. For example, the APCOM symposium series has been a major 
forum for the discussion of the application of computers and operations 
research methods in the mining industries since 1961. The APCOM publi-
cations,1 in particular its proceedings volumes, represent a major body of 

1http://www.smenet.org/education/apcom/index.cfm 
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research in the mining industry. The book, edited by Weiss (1979), is also a 
good reference detailing some of the early work in computing, and operations 
research in the mining industry. Caccetta and Giannini (1990) provide a 
comprehensive account on the applications of operations research techniques 
in open pit mining. Considerable progress has been achieved since this 
publication. We will report on some of this progress in this chapter. 

 
Modelling and optimisation plays an important role at all stages in the 

life of an open pit mine. At the planning and feasibility stage, one needs to 
develop an accurate model of the ore body. This model, based on geological 
exploration and drill-hole data, must capture the structure of the ore body 
and provide accurate economic, metallurgical, grade and geotechnical data 
that allow mining engineers to establish the economic potential of the ore 
body and the viability of mining the ore body. 

 
An important input into the economic viability of a mine is the deter-

mination of the ultimate pit limit of the ore body. That is, that contour which 
is the result of extracting the volume of material which provides the total 
maximum profit whilst satisfying the operational requirements of safe wall 
slopes. The ultimate pit limit gives the shape of the mine at the end of its life. 
Usually this contour is smoothed to produce the final pit outline. Optimum 
pit design is not only important in establishing the feasibility of the mine, but 
plays a crucial role in all stages of the life of the mine should the operation 
go ahead. Now, if the feasibility phase establishes viability then we enter  
the operating and management phase where a large range of optimisation 
problems arise. A typical mining operation is represented in the flow dia-
gram of Fig. 1. This flow diagram shows the movement of material (waste 
and ore) from local pits as well as more distant sites to the waste dump for 
disposal or the plant for further processing. Usually local ore goes to the run 
of mill (ROM) pad or crusher or stockpile. From there, the ore is blended 
into products and may undergo further processing. The ultimate output of the 
plant is products and waste. Products are transported to markets whereas 
waste materials (which may be highly toxic) need to be correctly disposed. 
The overall management objective is to develop and implement operational 
plans that optimise the net present value of the ore body over the life of the 
mine, which satisfy a range of operational, contractual and legal constraints. 

 
Effective mine management and planning requires serious consideration 

of a range of important optimisation problems. The flow diagram of Fig. 1 
facilitates the development of a high-level systems model that optimises the 
whole mining operations. Indeed, we have developed mixed integer linear 
programming (MILP) models for operating mines. Obvious constraints in 
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these models include production requirements; mine extraction sequences; 
milling and crusher capacity; capacity of ROM pad; stockpile; material 
movement capacities; etc. The high-level systems model identifies a number 
of important sub-problems involving optimisation that need to be resolved. 
Some of these are detailed in the following paragraphs. 

 

 

 

 

 

 

 

 

 

  

 

Figure 1. Mining operation. 

An important problem in mine management and planning is the deter-
mination of effective long-range mine plans. These plans are crucial in that 
they establish the initial investment and surface facilities requirements to 
develop the mine and detail the quantity and quality of the available ore to be 
mined. The investment plan needs to consider the cost of developing the 
mine and requires the solution of a number of sub-problems. These sub-
problems include determining: a whole of life pit design with a full sensi-
tivity analysis; the best selection of equipment (loaders, trucks, crushers, 
blasting equipment, etc.) to use; strategies for the location and operation of 
surface facilities and many more. Surface facilities include treatment plants; 
waste dumps; tailing ponds; a haulage network for mining the ore/waste 
from mine site to plant/waste dump and a transportation network for moving 
ore/products from plant to distribution centres and for moving resources such 
as fuel and equipment to the mine sites (Burt et al., 2005). 
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The earlier discussion briefly identifies many problems in modelling and 
optimisation that are of considerable interest to the mining industry. We 
cannot cover in detail all problems in this chapter and so we restrict ourselves 
to just a few. More specifically, we focus on two fundamental problems: the 
design of optimum pits and mine scheduling. The remainder of the chapter  
is organised as follows. Section 2 discusses some basic modelling tools 
including the block model of an ore body. Section 3 considers the design of 
optimum pits. Section 4 details some very recent progress on the mine-
scheduling problem. 

2 ORE-BODY MODELLING 

We have already identified that an early task in mine management is the 
establishment of an accurate model for the deposit. Since, in a real appli-
cation it is difficult to analytically express either the economic functions or 
the pit shape functions, we must utilise numerical methods to solve the 
optimisation problems that arise. This involves the discretisation of the ore 
body. Though a number of models are available, the regular 3D fixed-block 
model is the most commonly used as it is well suited to describing the mining 
operations. This model is based on the ore body being divided into fixed size 
blocks. The block dimensions are dependent on the physical characteristics 
of the mine, such as pit slopes, dip of deposit and grade variability as well  
as the equipment used. The centre of each block is assigned, based on drill-
hole data and a numerical technique, a grade representative of the whole 
block. The numerical technique used is some grade extension method such 
as distance-weighted interpolations, repression analysis, weighted moving 
averages and kriging (David, 1988). Using the financial (mining and proces-
sing costs as well as market prices for the products), metallurgical (processing 
and recovery data) and geotechnical (pit slopes) data, the net profit of each 

551

The long term plans provide the framework for developing a range of 

include: the generation of a spectrum of optimal pit designs that respond to 
changes in the economic data (metal prices, costs) and the geotechnical data 
(ore reserves, ore grades, wall slopes); the determination of the optimal sequ-
ence of production schedules over the life of the mine; the determination of 

to support the mining operations (Caccetta and Hill, 2004), and the establish-
ment of an effective mine site rehabilitation plan.  In addition, towards the 
end of a mine’s life, one needs to determine an economic termination of the 
project. 

the best equipment to achieve the objectives of the mine plan (Burt et al., 

operational plans and strategies at the operational phase of the mine. These 

2005); the design and efficient operation of a transport and logistic network 
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block is determined. The block model can be produced in a variety of ways 
depending on the structure of the ore body (Giannini et al., 1991). 

 
The wall slope requirements for each block are described by a set 

(typically 4 to 8) of azimuth-dip pairs. From these, we can identify for each 
block x the set of blocks Sx which must be removed before block x can be 
mined. This collection of blocks, x ∪ Sx, is usually referred to as a “cone”. 
This cone can be easily generated using the minimum search pattern algo-
rithm described by Caccetta and Giannini (1988b). The key assumptions in 
the block model are the cost of mining each block does not depend on  
the sequence of mining and the desired wall slopes and pit shape can be 
approximated by the removed blocks. 

 
The discretisation of the ore body means that many of the optimisation 

problems that arise in mining are combinatorial optimisation problems. 
Graph theory and network concepts and methods feature prominently in the 
area of combinatorial optimisation. The block model of an ore body can be 
represented as a weighted directed graph in which the vertices represent  
the blocks and the arcs represent the mining restrictions. More precisely, our 
graph contains the arc (x, y) if blocks x and y are “adjacent” and the mining 
of block x is dependent on the removal of block y. The profit resulting from 
the mining of a block is represented as a block weight. We note that if the 
mining of block x requires the removal of block y and the mining of block y 
requires the removal of block z, then there is no need to have the arc (x, z) in 
our graph, as it is redundant. Computationally it is important that redundant 
arcs are excluded from the model. The minimum search pattern algorithm for 
generating cones generates a graph with no redundant arcs.  

 

In the context of mining an important graph theoretic concept is that 
closure. The closure of a weighted directed graph is defined as a set of 
vertices C such that if x∈C and (x, y) is an arc in the graph, then y∈C. The 
weight of the closure is the sum of weights of vertices in the closure. 
Observe that in a mining context, a closure represents a feasible pit contour 
and its weight is the value of mining the blocks in the closure. Thus, the 
problem of determining the pit contour that satisfies the safe wall slope 
restrictions and which maximises the net economic return translates into a 
graph optimisation problem of determining, in a weighted directed graph a 
closure of maximum weight. Alternatively, this problem can be easily for-
mulated as an integer linear programming (LP) problem: 
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1
Maximise 

N

i j
i

p x
=
∑  

subject to xi−xj ≤ 0 for all arcs (i, j) and xi = 0, 1 for all i. 

 
Here the block are numbered 1, 2, …, N; pi is the profit of mining block i 

and xi = 1, if block i is mined and xi = 0, otherwise. Despite the simplicity in 
formulation, this integer programming problem is well outside the capability 
of commercial packages because in most practical applications N is too 
large. In the next section, we will discuss the solution of this problem. 

 
We remark that in some applications, the mining operations are described 

in terms of “faces”. A face is a generalisation of a block having the fol-
lowing characteristics: specified quantities of ore and waste; a depth specifi-
cation; faces that must be removed before the start of mining on this face; a 
face may be partially mined in a period. 

3 OPTIMUM PIT DESIGN 

The ultimate pit limit problem is easy to formulate mathematically, but not 
so easy to solve because of its size. A consequence of this is that much of the 
early optimisation research focused on heuristic/approximation algorithms 
(Caccetta and Giannini, 1986). Thomas (1996) has investigated the use of 
artificial intelligence methods such as genetic algorithms and simulated 
annealing. The Lerchs–Grossmann (Lerchs and Grossmann, 1965) graph 
theory method was not implemented until the mid-1980s (Caccetta et al., 
1986, 1991, 1994; Caccetta and Giannini, 1988a; Whittle,2 1990; Giannini  
et al., 1991; Hochbaum and Chen, 2000). Powerful commercial integer 
programming packages such as CPLEX3 are ineffective when applied to 
large ore bodies. 

 
The Lerchs–Grossmann algorithm (LGA) constructs a sequence of 

“normalised trees”, T 

0, T 

1, T 

2,…, T 

n, terminating when the set of “strong 
vertices” of T 

n forms a closure of the graph representing the ore body. Each 
normalised tree T 

i is constructed from T 

i−1 by following certain well-defined 
rules, which can be implemented by a clever labelling scheme (Caccetta and 
Giannini, 1988a). In applying the algorithm, the digraph D representing the 

 
2http://www.whittle.com.au 
3http://www.cplex.com 
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ore body is augmented by the addition of root vertex x0 and joining it to 
every vertex of D. The vertex x0 is given a negative weight and so will never 
be part of any minimum closure. 

 
An alternative to the LGA is the network flow formulation of Picard 

(1976). Here a network N is obtained from the graph model D by adding a 
source node s and a sink node t. Node s is joined to every vertex x of D 
having a positive weight by an arc with capacity equal to the weight of 
vertex x. Vertices of D having non-positive weight are joined to t by an arc 
having a capacity equal to the absolute value of the weight of the vertex. 
Arcs of D are given an unrestricted capacity. Picard (1976) showed that a 
maximum closure of D corresponds to a minimum cut of N. Consequently, 
the maximum closure of a graph (optimum pit contour) can be determined by 
the application of any network flow algorithm. 

 
The PITOPTIM package developed by Giannini et al. (1991) effectively 

produces the maximum closure. The package incorporates both the LGA and 
a network flow method and has been extensively tested on producing mines 
(Caccetta et al., 1991, 1994; Giannini et al., 1991). Pits with up to 3, 175, 
200 blocks have been optimally designed with the network flow method 
requiring 20 min of CPU time. Speedups were achieved through effective 
graph constructions and effective data-reducing algorithms based on the 
theory of bounding (Caccetta and Giannini, 1985). The network flow algo-
rithm used is a modified Dinic’s method that exploits the structure of the 
problem. The software provides a sensitivity analysis for the cost and wall 
slope parameters and allows the generation of incremental pits. A comp-
arative analysis of the methods is given in Caccetta et al. (1994) and 
Hochbaum and Chen (2000). An interesting outcome is that the LGA is 
computationally superior only for the case of “dense” (in terms of arcs) 
networks. 

4 MINE SCHEDULING 

The open pit mine production scheduling problem can be defined as spe-
cifying the sequence in which “blocks” should be removed from the mine  
to maximise the total discounted profit from the mine subject to a variety  
of physical and economic constraints. Typically, the constraints relate to  
the mining extraction sequence; mining, milling and refining capacities; 
grades of mill feed and concentrates; stockpile-related restrictions; a range of 
logistics issues and various operational requirements such as minimum pit 
bottom width and maximum vertical depth. The scheduling problem can be 
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easily formulated as a mixed integer linear program (MILP) (Caccetta and 
Hill, 2003). This approach caters for mining operations consisting of mul-
tiple products and a number of sites each with a number of pits. In addition, 
cut-off grade can be optimised by allowing the model to decide whether or 
not extracted ore is milled or treated as waste. Further, the modelling can 
easily incorporate the maximisation of a user-defined weighted function of 
the life of the operation and the net present value (NPV). However, in real 
applications the resulting formulation is too large, in terms of both the number 
of variables and the number of constraints, to solve by a direct application of 
any available commercial MILP software packages. Thus the options available 
to the mining industry are either to consider simpler sub-problems or to 
develop special solution methods exploiting the structure of the MILPs. We 
consider each of these options. 

 
 

 

 

 
The most commonly used method is parameterisation, initially introduced 

by Lerchs and Grossmann (1965). A set of nested pits is generated, starting 
with the final pit contour, by varying the economic parameters (the value of 
each block i is reduced by a specified amount). For each parameter value, the 
LGA is applied to generate the optimum pit. The most widely used software 
packages that use this method include: Whittle’s Four-D and Four-X4 and 
Earthworks NPV Scheduler (Ver. 3.2.5).5 The latter product has a restricted 
tree search procedure that is used to re-sequence the “pushbacks” in an effort 
to improve the NPV. 

 
 

4http://www.whittle.com.au 
5http://www.earthworks.com.au/index1.htm 
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The complexity of the problem has led the mining industry to focus on 
the easier sub-problems. In particular, manual procedures that generate sche-
dules through a series of refinements, usually starting with the final pit contour 
are quite common. Several heuristic approaches have appeared in the litera-
ture including methods based on Lagrangian relaxation (Caccetta et al., 
1998); parameterisation (Matheron, 1975; Francois-Bongarcon and Guibal, 
1984; Dagdelen and Johnson, 1986); dynamic programming (Tolwinski and 
Underwood, 1996); MILP (Gershon, 1983; Dagdelen and Johnson, 1986; 
Caccetta et al., 1998; Ramazan et al., 2005); simulated annealing and genetic 
algorithms (Denby and Schofield, 1995) and neural networks (Denby et al., 
1991). All these approaches suffer from one or more of the following limi-
tations: cannot cater for most constraints that arise; yield only suboptimal 
solutions and in most cases without a quality measure (in fact generated 
schedule may not even be feasible); can only handle small-sized problems; 
time and other variable factors not well catered for.  
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We now turn our attention to the exact MILP models. The attractiveness 
of these models has already been mentioned at the beginning of this section. 
A further attraction is the sensitivity analysis capability. The difficulty in 
solving the MILPs that arise in mining is their size. An effective way of 
solving a large-scale problem is to partition the problem into a number of 
smaller problems that are easier to solve. The basic idea of the branch and 
bound method is to subdivide the feasible solution set into successively 
smaller subsets, placing bounds on the objective function value over each 
subset and using these bounds to discard subsets from further consideration 
and to select the next subset to further subdivide. In our case the relaxed sub-
problems are linear programming problems with some variables fixed. These 
sub-problems can easily be solved using a commercial linear programming 
package such as CLPEX. The difficulty that arises is that the LP relaxations 
produce weak bounds and so the search tree becomes excessively large. This 
difficulty can be overcome by using the method of branch and cut (Caccetta, 
2000). The branch and cut method adds constraints (cuts) to strengthen the 
upper bound at each node within a branch and bound procedure. In recent 
years, the method has emerged as a very powerful technique for solving 
large-scale MILPs. Much of the computational advancement has been achie-
ved with respect to specific applications, where the structure has been explo-
ited. Motivated by the success of the method in real industrial applications in 
the airline industry and transport/distribution networks, Caccetta and Hill 
(2003) took up the challenge of developing an effective global optimisation 
method suitable for large-scale mine scheduling. The result is an innovative 
branch and cut approach which heavily exploits the structure of the problem. 
An important feature of our method is that it explicitly incorporates all 
constraints in the optimisation as well as time considerations. Some features 
of our method are detailed in Caccetta and Hill (2003), but commercial 
issues prevent a full disclosure. 

 
A software package implemented in C++ and containing some 30,000 

lines of code has been developed and extensively tested on operating mines. 
Our software can work with the usual block model or with benches (pre-
defined chunks of resource). On single pit gold mines (block model), our 
methodology produced solutions that yield an increase of at least 15% on 
NPV profit (Caccetta and Hill, 2003). Often the life of the mine is increased. 

 
The package has also been developed for multiple site mines. One test 

data set concerning an iron ore operation involved the concurrent scheduling 
of benches from 68 pits from 6 different sites over a 16-year time horizon. 
Some sites had individual characteristics that had to be built into the model 
such as sharing a rail line and only one site having a concentrator. The ore 
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was broken down into different product types that had to satisfy strict assay 
grades. Quality schedules were produced. Competing products (that do not 
globally optimise) failed to produce a 16-year period schedule. 

 
Having established the feasibility of using MILP to schedule the mining 

of large open pit mines, the current task is to extend the work and develop a 
general mine-scheduling package that can be easily applied to any mine 
operation and has the full set of features required by the industry. 

 

5 CONCLUDING REMARKS 

The economy of many nations is highly dependent upon the earnings derived 
from the mining industry. The economic viability of the mining industry is 
highly dependent on efficient practices. This chapter has demonstrated that 
accurate mathematical modelling, along with effective optimisation tools, 
provides the opportunity to achieve productivity gains. We have detailed how 
the fundamental problems of optimal mine design and mine scheduling can 
be effectively solved by cutting-edge optimisation technology. The current 
challenge is to develop a holistic modelling and optimisation approach that 
integrates all aspects of the mining operations. 
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Abstract Efficient methods to model and optimise the design of open pit mines have 
been known for many years. Although the underground mine design problem 
is conceptually more difficult it has a similar potential for optimisation. Recent 
research demonstrates some useful progress in this topic. Here we provide an 
overview of some of this research. 

Keywords: Underground mining, infill drilling, cut-off grade, stope optimisation, mine 
design, network optimisation 

1 INTRODUCTION 

One of the great successes in the industrial applications of operations 
research has been the use of the Lerchs–Grossman algorithm, and its sub-
sequent improvements, in the optimisation of the design of open pit mines. 
This technique has been successfully implemented in a number of widely 
used software systems. Most open pit designs are developed in an opti-
misation framework traceable back to the method launched by Lerchs and 
Grossman (1965), although more recently a number of authors, including 
Barbaro and Ramani (1986), Akaike and Dagdelen (1999) and Caccetta and 
Hill (2003), have reported integer programming models for this task. 

 
The underground mine design problem is conceptually more difficult and 

less constrained than the open pit problem. However recent research demon-
strates some progress in the topic. This chapter reviews some of this progress 
with emphasis on the optimisation of the design of underground mines. 



Christopher Alford et al.

Underground mining is the planned extraction and transportation of a 
mineral resource from its underground location to a mill or processing plant 
on the surface.  

 
This deceptively simple statement disguises the complex set of develop-

ment and operational phases needed to achieve this transformation but it is a 
good starting point for an operational research analysis. Many different types 
of minerals occur in many different styles of mineralisation in nature. In this 
chapter we concentrate on optimisation issues in hard rock mines – gold, 
silver, lead, zinc, copper or multi-metal deposits. We typically assume that 
the mineral resource is represented in a computer model as a three dimen-
sional assembly of blocks each with grade, geology and metallurgical chara-
cteristics. 

 
Different methods of extraction of the economic material have been 

devised depending on the geometry of the orebody and the geotechnical 
stability of excavation volumes and the surrounding rock. This review is 
focussed on two of the most common extraction techniques in large modern 
underground mining, sublevel open stopping and sublevel caving. In the first 
the excavation shape is drilled and blasted and the broken rock is extracted 
by load-haul-dump equipment and the void is then filled with a cemented 
slurry, which sets and restores the geotechnical stability of the region and 
allows adjacent stopes to be mined. This sequence of operations immediately 
imposes an important scheduling constraint on mining operations, which is 
amenable to operations research analysis (see later sections). Sublevel caving 
extracts material by relying on drilled and blasted material progresssively 
collapsing into excavation tunnels under a controlled draw sequence with 
overlying broken rock caving into the void. Other techniques such as block-
caving, cut and fill and room-and-pillar are also in use. 

 
Once the blocks to be mined are aggregated into mineable stope shapes 

or caving zones, the dominant working structure of an underground mine is a 
set of interconnected tunnels or mine development (called drives and ramps 
or declines), orepasses, which are near vertical passages down which ore is 
dropped, and vertical haulage shafts which provide access to and conduits 
for the transport of ore from the stopes to the mill. This set of interconnected 
tunnels forms a network. The layout of this network – both its geometry and 
topology – is a key to achieving the low cost operations needed to make a 
mine profitable.  

 
A classical decision for underground mine design is whether to use a 

vertical shaft for haulage of mined material or rely on a fleet of trucks 
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hauling material up the access network. A vertical shaft incurs a large fixed 
cost investment at the start of a project and relies on the subsequent low unit 
cost movement of materials to the surface for its economic justification. 
Typically deep, long-life mines warrant shaft haulage. Truck haulage, while 
more expensive per unit of material transported to the surface, has advan-
tages of earlier recovery of ore in the life of a mining project and requires 
only progressive capital expenditure matched to material flow. While many 
of the methods described in this chapter relate to both shaft and decline-
haulage mine operations, the emphasis is on decline operated mines. 

2 OVERVIEW OF MINE DESIGN 

A typical development sequence for an underground mining project follows.  
 
The location of mineralised zones is determined by geological obser-

vations and surface drilling. This is followed by a more detailed delineation 
of the mineralisation via an infill drilling programme from underground 
development. The size of the reserves, their depth, geology, geotechnical 
characteristics and the market for the embedded minerals are all factors in 
determining how the deposit will be mined. Lane (1988) and others emphasise 
the importance of decisions on the cut-off grade, used to distinguish between 
economically mineable ore and waste. The cut-off grade strategy for a mine 
must ultimately include the amortisation of all fixed costs, including mineral 
processing costs as well as mine development and mine operating costs. 

 
Once an engineering decision on the most appropriate mining method has 

been made, the locations and geometries of the stopes and the contained 
tonnages of ore can be determined (to some degree of accuracy) by analysing 
the computer resource model developed from infill drilling core data. Orebody 
simulation techniques can be used to provide robust models of the ore zone 
indicated by the drilling programme data (Grieco and Dimitrakopoulos, 
2004). When the stopes are located in space the set of access and draw points 
(from whence the ore is drawn) can be determined.  

 
A major design task is to determine the mine development network 

(horizontal drives, inclined ramps, orepasses and vertical shafts) needed to 
provide access to these draw points and provide material movement paths to 
transport the excavated ore to the processing mill at the surface. A key 
design consideration in underground mine design is that all development in 
the network providing underground access must be navigable by trucks  
and mining equipment. This means all ramps and drives have large cross-
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sections, typically larger than 4m × 4m, to accommodate large capacity 
haulage trucks; they have an upper limit on vertical gradient – typically 
modern equipment can haul up to a grade of 1:7; and they are navigable – 
turning radii must be large enough to accommodate all operating vehicles 
with typical minimum design radii in the range 15–30 m. Mines must be 
ventilated for human and machine operations. Generally mine ventilation is 
handled as a secondary system after the development and extraction sequnce 
is defined. 

 
In recent mines (particularly in Australia) the underground development 

is an extension of an existing mined-out open pit mine or an old underground 
mine where new ore bodies have been discovered. In these cases the location 
of the surface portal or breakout point from the existing mine infrastructure 
is likely to be fixed or at least strongly constrained. 

3 OPTIMISATION OBJECTIVES AND METHODS 

A significant problem in developing a general framework for the opti-
misation of an underground mine is that there is a wide range of mining 
strategies, so that each deposit has a comparatively specialised solution. This 
makes a general approach to the optimal design of underground mines a 
complex task, and one that is currently supported by a fairly small amount of 
research. 

 
Inevitably, the optimisation problem has been decomposed into tractable 

subproblems. We now identify a number of important optimisation sub-
problems in underground mine design, and discuss the models and solution 
techniques.  

3.1 Infill Drilling Optimisation 

The development of an underground mine, or an extension of a mine to a 
new zone, frequently includes the requirement to host an infill drilling pro-
ramme. The aim of an infill drilling programme is to gather sufficient drill 
core data to characterise the mineralisation of a target zone in enough detail 
to establish reserves and develop an economic mining plan for the region. 
This activity is critical to the information gathering process and generally 
represents a substantial cost investment. In a case study of the Vera South 
project within the Normandy Mining Limited (now Newmont) managed 
Pajingo field in Queensland, Australia, the infill drilling programme amoun-
ted to more than 30% of the total project cost. 
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Two important ways in which the process can be optimised are through 
optimisation of drillhole spacing and optimisation of the physical infill 
drilling programme design. 

 
The first of these optimisation problems involves balancing cost savings 

arising from reduction in drilling density against the costs associated with 
mineralisation misclassification. At some stage the cost of obtaining addi-
tional and more accurate information exceeds the benefit of such infor-
mation. A geostatistical approach to this problem based on the geometry of 
the drilling configuration has been suggested (Goovaerts, 1997) but without 
reference to other factors such as local grade variability or an economic cost 
analysis. More recent work on this problem has tended to focus on open pit 
mining, but has relevance to underground mining. Boucher et al. (2005) have 
advocated the use of a stochastic simulation framework making the use of 
conditional simulation with maximum/minimum autocorrelation factors. 
Another related conditional simulation approach is suggested by Froyland  
et al. (2004). In each of these approaches, the aim is to realistically link the 
optimal expected net present value (NPV) of the project with the amount of 
drilling information. Whether this is really possible in underground mining 
remains to be seen. 

 
The second optimisation problem is that of optimising the physical 

design of the infill drilling programme for a given drilling density. For deep 
deposits a very expensive infrastructure is often required for the infill drilling 
programme. This may require constructing a system of drill drives (often 
breaking out from existing declines) along which drill stations are set up  
to conduct the drilling. A drill fan is produced from each drill station for 
gathering information about the ore body at the required density. Brazil et al. 
(2000) have observed that this can be treated as a network optimisation 
problem where the objective is to optimise the cost of drilling combined with 
the cost of drives and infrastructure to support the drill stations. In particular, 
one can apply the physical network design methods discussed in Sections 3.4 
and 3.5. Research to date has shown that a dynamic programming approach 
to this problem is very effective. For the case study at Pajingo, the approach 
demonstrated savings of over 10% over the cost of the proposed drilling 
programme. 

3.2 Determination of Cut-Off Grade 

The characterisation of mineralisation obtained from geological exploration 
allows a mining company to estimate the “mineral resources” available. A 
widely accepted definition of a Mineral Resource is as follows (quoted from 
Rendu, 2004): 
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A “Mineral Resource” is a concentration or occurrence of material of 
economic interest in or on the Earth’s crust in such a form, quality and quan-
tity that there are reasonable prospects for eventual economic extraction. 

 
The certainty with which a mineral resource can be delineated depends 

on the accuracy and sample spacing in the exploration process. 
 
The ore bodies or ore reserves of interest to the mining company are 

those parts of the mineral resource deemed to be economically valuable. A 
key step in determining the ore reserves is to establish a cut-off grade, which 
is the lowest grade of mineralisation that qualifies as ore. The estimation of 
optimum cut-off grades is a difficult problem in operations research, and one 
that deserves more attention. Many operations use a cut-off that is essentially 
a break-even grade, that is, one that ensures that every tonne of ore that is 
mined “pays for itself”. Such a policy, however, will generally not lead to 
value maximisation. 

 
An important step to understanding this problem has been the influential 

work of Lane (1988). He explores methods for balancing short-term consi-
derations against long-term economic consequences of the cut-off grade 
while taking into consideration a number of constraints on the production 
system, such as mine, mill or market limited output. His theories have proved 
useful in the design of open pit mines but are more difficult to apply to large-
scale underground mining. 

 
Poniewierski et al. (2003) have further illustrated the important economic 

consequences of optimally choosing the cut-off grade. They describe the 
application of a rule-based scheduling and discounted cash flow technique to 
evaluate the cut-off for each ore body, applying the principles of Lane. There 
is still much work to be done in this area. Poniewierski et al. point out that a 
key to determining an optimum cut-off grade is the ability to rapidly perform 
complex optimal mine layout designs combined with rapid output of mul-
tiple potential schedules. Thus, this step ultimately relies on the ability to 
rapidly optimise all stages in underground mine design. Further industry 
experience is reported in Hall and Stewart (2004). 

3.3 Stope Optimisation 

The selection of a stoping method will take into account the size and orien-
tation of the ore body, ground conditions that will affect the size of any 
excavation opening, and the percentage of waste material in the planned 
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dilution. The method used to drill and blast the ore in advance of excavation 
will also dictate an acceptable stope dimension. 

 
For narrow ore bodies a single stope will mine the full ore width. For 

wide orebodies multiple stopes may be needed to mine the full ore width. 
Waste pillars are required between open stopes for support before the stopes 
being filled with crushed rock or cemented sand fill. 

 
In stope optimisation these factors can be reduced to dimensional con-

straints on the minimum and maximum stope size, acceptable stope shapes 
and orientations, and pillar widths. The metal contained in the stope must be 
sufficient to cover mining, haulage, processing and marketing costs and the 
associated mine development required to access the stope. 

  
For narrow and steeply dipping deposits, the primary decision is the width 

of ore to be mined. This reduces the stope optimisation problem from a 
three-dimensional to a one-dimensional optimisation problem.  

 
Gershon and Murphy (1987, 1989) analyse the selection of mining inter-

vals for layered sedimentary deposits for an open pit mining operation. The 
single dimension of primary interest is the economic depth of ore in a vertical 
drill hole. A dynamic programming solution is outlined, but an extension to 
three dimensions is not advanced. 

 
Rendu (1982) outlines procedures to determine the optimal position of 

the hanging wall and foot wall of ore zones intersected by drillholes, as a 
precursor to determining a mining scheme. The constraints considered are 
minimum mining width, minimum internal waste width, restrictions on the 
number of geological zones, and the maximum mining width. The minimum 
and maximum widths are usually specified vertically, horizontally or normal 
to the direction of mineralisation (Rendu, 1982, p. 2) so the first stage is  
to calculate the limiting lengths in the direction of the drill hole. While no 
solution to the general problem is advanced, several special cases are investi-
gated. The continuity of ore and waste between drill holes is left to visual 
and manual interpretation.  

 
For the full three-dimensional stope optimisation problem a number of 

approaches have been reported in the literature, or implemented in com-
mercial mining software packages.  

 
Deraisme et al. (1984) have constructed two-dimensional sectional models 

for a number of different stoping methods. Image transformation techniques 
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found in mathematical morphology (Serra, 1982) are used to transform  
the image of ore blocks above cut-off grade to another image satisfying  
the stope geometry constraints. Similar work has also been reported by Muge 
et al. (1995).  

 
Cheimanoff et al. (1989) describe a method of generating mineable 

volumes based on an octree model for the shape geometry (i.e. a model  
built up as a tree of octants). The first phase “Object Manipulator” gathers 
mineralised veins into convex blocks distinguishing “large” veins that justify 
a mineable block by themselves, merges those “close enough” into a single 
block, and separates those “too far from one another” into two separate 
blocks. A second phase, “Shape Generator”, progressively subdivides a bound-
ing volume in an octree till the smallest subdivision matches the smallest 
mining unit.  

 
The Floating Stope is a technique implemented in the DATAMINE 

mining software package (Mineral Industries Computing Limited) to deter-
mine the optimal (boundary) limit for mineable ore, that may be economically 
extracted by underground stoping methods (Alford, 1995).  

 
The term Floating Stope is derived from the technique of floating a 

minimum stope shape through the ore body to evaluate the stope grades for 
any stope position. Two envelopes are created. The maximum envelope is 
the union of all possible economic stope positions. The minimum envelope is 
found by taking the union of all best grade stope positions for every ore 
block in the ore body. The envelopes provide a limit for the engineer to 
design final stope positions, with the recommendation that the minimum 
envelope be used as the guide in the first instance. 

 
Ataee-pour (2000) has introduced a concept of “Maximum Value Neigh-

bourhood” for the stope optimisation. This method proceeds in a similar 
fashion to the Floating Stope method but differs in the approach to defining 
the envelope.  

 
The Stopesizor is a mining software package used internally by Snowden 

Consultants (Thomas and Earl, 1999). Stopesizor produces a single mining 
outline for a selected cutoff grade. This is done by constructing a number of 
selective mining blocks (SMB). Each SMB comprises a single, contiguous 
group of resource blocks that honours the minimum mining width and dip 
angle in each dimension. Stope dimensions must be defined in whole incre-
ments of the resource model block dimensions. Stopesizor identifies the high-
est grade SMB, and then the next until all economic SMB’s are exhausted. 
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Each resource block in the final outline is assigned the mean value of its 
SMB. If a range of cutoff values are supplied in decreasing order, then a 
single output model can be produced that represents the optimum mining 
outlines at these cutoff values. Using the identified value sequence and a 
discount rate they claim to optimise the NPV of the stope outline and the 
mining sequence using a supplied production rate.  

 
A fundamental characteristic of previous approaches to stope opti-

misation is that the location and size of the final stope shape is not properly 
characterised. An engineer can use the result to guide a final manual design. 
A preferred approach would be for the stope optimisation procedure to 
generate the optimal stope design without manual adjustment, including both 
the stope and waste pillar positions for the one- and three- dimensional 
cases. Recently, several new formulations of the stope optimisation problem, 
with proven optimality, have been successfully applied by Alford in 2006.  

 
In stope optimisation the development and haulage costs must be anti-

cipated or averaged at any location in the mine before optimisation. The final 
mine development layout is generated using location and layout of optimised 
stopes. For many mine designs this requires an iterative mine design proce-
dure. Recent research at the University of Melbourne (Alford, 2006) has 
focussed on the problem not of defining the minimal cost network to mine a 
predefined set of stopes but what mine development layout is required to 
most profitably mine a subset of all possible stopes. 

 
Dealing with uncertainty in ore body modelling is of increasing interest 

in the mining industry. Greico and Dimitrakopoulos (2004) report on a case 
study using the Floating Stope method on conditionally simulated ore bodies 
to quantify the grade risk associated with stope designs. 

3.4 Mine Development Network Design 

One of the principal differences between the modelling of open pit and 
underground mining operations is the complexity of realistically modelling 
the costs associated with access to the ore. This is a much more significant 
problem in an underground mine. Understanding the space of feasible solu-
tions and then optimising a cost function over such a space is a highly com-
plex problem. The first serious analytic solution method is found in the work 
of Brazil et al. (2000). Further investigations of this approach and details of 
the underlying mathematics have also appeared in Brazil et al. 2001, 2002, 
2004, 2005. 
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The key to finding a tractable solution technique for this problem has 
been to model it as a network optimisation problem, and then develop a 
theory of three-dimensional Steiner networks in a suitable metric space. The 
mine is represented using a weighted network model. The network can be 
treated as being embedded in Euclidean 3-space, and coordinated according 
to the coordinates of the mine. In this model, the given draw points and 
surface portal correspond to fixed nodes of the network known as terminals. 
The ramps in the mine are represented by links in the network whose 
embeddings correspond to the centre lines of the ramps. Finally, the junc-
tions at which three or more ramps meet are represented by variable nodes in 
the network, known as Steiner points.  

 
The main assumptions in this network model are that the locations of all 

draw points at the stopes are given, together with the expected tonnage for 
each given draw point. The surface portal is also assumed to be fixed (or at 
least strongly constrained in its location). The cost of each link in the net-
work is modelled as a combination of construction and haulage costs. The 
variable component of this cost can be assumed to be proportional to the 
Euclidean length of the link. This proportion, however, will be different for 
each link, depending on the tonnage of ore to be hauled along the cor-
responding part of the mine.  

 
The principal constraint is that ramp components are constrained to a 

maximum allowable slope. This slope is measured as an absolute gradient m 
(i.e. m is the absolute value of the ratio of change in horizontal displacement 
over change in height). In underground mining problems m is generally in 
the range 1/9 to 1/7 depending on mining equipment specifications. Other 
constraints such as navigability of the drives by mine equipment (defining a 
minimum turning circle) and obstacle avoidance (to prevent sterilisation of 
the ore, for example), are also important but can often be treated as second-
dary constraints, particularly in large-scale designs. The navigability con-
straint is discussed in more detail in Section 3.5. 

 
The optimisation problem can now be formulated as follows:  
 

1. GIVEN: A set of points N in Euclidean 3-space, and a gradient bound  
m > 0. 

 
2. FIND: A network T interconnecting N embedded in Euclidean 3- space, 

such that 
(a) The embedded links are piecewise smooth curves whose absolute 

gradient at each differentiable point is at most m, 
(b) The total construction plus haulage costs are minimized 
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This is effectively a variation of the well-known Steiner network problem – 
the problem of constructing a minimum cost network interconnecting a given 
set of points in a metric space (Hwang et al., 1992). The control variables 
here are: the topology (i.e. underlying graph structure) of the network; the 
locations of the variable nodes (Steiner points), corresponding to the 

 
A key to finding good approximation algorithms for solving such an 

optimisation problem is to appreciate and exploit the geometric properties of 
its exact solutions. Initial work in this direction has appeared in Brazil et al. 
(1998) and Brazil et al. (2001). The process of finding good solutions is also 
assisted by the existence of convexity properties, under certain conditions, 
for a fixed topology (Brazil et al., 2002, 2005). 

3.5 Decline Design 

The approach described in Section 3.4 tends to be very effective in large-
scale mine design projects involving multiple ore bodies. Suppose, however, 
there is a single ore-zone for a proposed new underground mine or an exten-
sion to an existing mine described by its outline and either cross-cut entry or 
level access points on a sequence of levels. Here the topology of the network 
is no longer an issue, since the main network of haulage ramps (known as a 
decline) forms a single path. In this case, however, the navigability and 
obstacle avoidance constraints are likely to be significant factors in the 

objectives. For example, there is generally a requirement that a decline app-
roach an ore-zone no nearer than some stand-off distance to avoid possible 
sterilisation of the ore and to allow a minimum working length in the cross-
cuts (i.e. the ramps connecting the level access points to the main decline).  

 
In modelling this problem, the surface portal or breakout point of the 

decline is fixed or strongly restricted in position and the decline is modelled 
as a concatenation of straight and curved ramp-links with variable length 
cross-cut links attached at points which are the Steiner vertices in the model. 
One can assume that the cross-cuts are perpendicular to the decline to within 
a given angle tolerance and that they access the ore body at a fixed point (or 
one of a group of fixed points) on each given level. The key constraints are 
curvature, gradient and “no-go” regions. The optimisation problem can be 
formulated as follows:  

 

3-space.  

optimal solution and can no longer be treated as secondary optimisation 

junctions in the mine; and the embedding of each of the links in Euclidean
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1. GIVEN: A set of points N in Euclidean 3-space with an ordering placed 
upon them, a gradient bound m > 0, a minimum radius of curvature 
bound, and a set of “no-go” regions. 

 
2. FIND: A network T interconnecting N embedded in Euclidean 3-space, 

such that a given cost function of T is minimised, where T satisfies the 
following constraints: 
(a) T contains a smooth path (the decline) interconnecting the first and 

last terminals. The decline contains all Steiner points, and the termi-
nals are connected to the decline in the given order via straight hori-
zontal links perpendicular to the decline (corresponding to cross-cuts). 

(b) Each link has gradient at most m. 
(c) The decline satisfies the minimum radius of curvature bound. 
(d) T avoids the specified “no-go” regions. 
 
Designing such a network so that it has optimal cost is an extremely diffi-

cult problem. In order to make the problem mathematically tractable, the first 
step towards a solution is to simplify it to one in which (a) is replaced by: 

 
(á) T joins two given points, s and t, in three-dimensional space, and has 
two given direction vectors at s and t. 
 
Once a solution method has been developed for the modified problem, 

one can proceed with a dynamic programming methodology to solve the 
original problem, visiting the specified points and amalgamating the path 
entering a point and the one leaving it provided the two paths have the same 
start and finish directions. Analytic techniques for solving the modified pro-
blem have been outlined in Brazil et al. (2003), building on the geometric 
methods of Dubins (1957) for the problem in the horizontal plane. These 
principles have been incorporated into an algorithm and successfully imple-
mented as a Decline Optimisation Tool, DOT (Brazil et al., 2003). 

3.6 Stope Scheduling 

A long-term mine production schedule specifies the mining sequence for 
economic stopes and the associated mine development required to achieve 
production targets over a 2–5 year time frame subject to equipment and other 
resource constraints.  

 
In the past decade three University research projects have sought to apply 

mixed integer programming techniques to long-term mine production sche-
duling.  
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Earlier work by Gershon (1982), and Barbaro and Ramani (1986) out-
lines attempts to apply mixed integer programming to mine scheduling opti-
misation.  

 
Trout (1995) has developed a general formulation for ore extraction and 

stope backfill operations. Stope production is modelled in four distinct 
phases: preparation, extraction, void and backfilling. The model has been 
applied to base metal mines at Mt. Isa Mines and BHP Cannington. 

 
Kuchta et al. (2003) have described a formulation suitable for sublevel 

caving operations at the Kiruna Mine, Sweden. The model was focused on 
loader machine (LHD) placement in production blocks, with horizontal and 
vertical sequencing constraints between production blocks, and blending  
of ores for the three main raw ore products. The primary data included 
information for 1,173 production blocks but due to the ore body geometry 
and sequencing considerations for sublevel caving the data was reduced to 
56 machine placements. Backfill requirements are not applicable for this 
mining method. The objective function chosen was to minimize deviation 
from the production target in each time period. Judicious preprocessing of 
the data led to tighter limits on early and late start values for machine 
placements. A model with 36 time periods and 56 machine placements could 
be solved in minutes. Further research is reported by Newman and Kuchta 
(2003). Aggregation of production blocks was used, and solutions from these 
smaller models was used to guide the search in the original model. The 
model reported had 60 time periods (5 years) and 56 machine placements. 

  
Smith et al. (2003) have developed a model for lead-zinc production at 

Mt. Isa Mines. Approximately 1,500 stopes have been aggregated into 32 
mining blocks to cover 13 years of planned production. A detailed model 
formulation is not provided in the published paper. The model was deve-
loped with a fixed cutoff grade, and the inclusion of a dynamic cutoff grade 
(through a tonnage-grade curve) is part of their continuing research.  

 
Each of these approaches implements a variation of the resource con-

strained project scheduling problem, but the number of periods, activities 
and resource constraints provides a real challenge in modelling and optimi-
sation with mixed integer programming. Recent commercial applications are 
reported by Whittle (2004) using alternative metaheuristic techniques based 
on simulated annealing. 
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3.7 An Integrated Approach 

Given the developments in optimisation of stope definition and infrastructure 
described earlier in this chapter, it is not surprising that some work on 
broadening the scope of underground mine optimisation is emerging. The 
ultimate goal is to embrace the design of the drilling programme, cut-off 
grade strategies, stope definition, infrastructure development and mine sche-
duling in one integrated optimisation model. 

 
Poniewierski et al. (2003) have described the application of an opti-

misation approach taking into account cut-off grade, stope definition and 
scheduling to maximise NPV of the Enterprise mine at Mount Isa.  

 
Carter et al. (2004) have used a similar approach to determine the maxi-

mum NPV design for a tabular ore body but here the work includes explicit 
optimisation of the infrastructure needed to support models of the mine. 
Existing stope definition and scheduling software was used in this integrated 
approach. The optimisation process was used to decide between an open 
stope and sublevel caving mining method for the ore body in question.  

4 CONCLUSIONS 

The complexity of the underground mine design problem and the unique 
mine design solutions sought for each ore body suggest that there will never 
be an elegant solution method analogous to that which exists for open pit 
mining. By decomposing the design problem into tractable subproblems, such 
as infill drilling design, stope definition, topological network design, decline 
design, and soon highly effective though non-globally-optimal solutions can 
be found. While the short-term emphasis will remain on optimising compo-
nents of the overall design, there is emerging evidence of the potential for 
research, some of which is described in Section 3.7, to guide more compre-
hensive and integrated optimisation capability. As optimisation techniques 
become automated via the resulting software tools like Stopesizor and DOT, 
designers can explore alternative designs much more efficiently than tradi-
tional design methods allowed. 
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Abstract LKAB’s Kiruna mine is an underground sublevel caving mine located above 
the Arctic circle in northern Sweden. The iron ore mine currently uses a long-
term production scheduling model to strategically plan its ore extraction 
sequence. In this chapter, we describe how we modify this model to consider 
several different levels of time resolution in the short- versus long-term, and 
provide guidance for increasing model tractability. We demonstrate numeri-
cally the increase in schedule quality and model tractability as a result of these 
modifications. 

Keywords: Integer programming, production scheduling, underground mining, appli-
cations 

1 INTRODUCTION AND BACKGROUND 

LKAB’s Kiruna mine, located above the Arctic circle in northern Sweden, 
has been operational for more than a century. The mine currently employs 
about 600 workers and produces approximately 24 million tons of iron ore 
per year in the form of three raw iron ore products: B1, B2, and D3. These 
raw products are used to supply planned production quantities at four ore 
postprocessing plants or mills. The ore products are classified according to 
their phosphorus content, and are processed into fines and pellets, both of 
which are used as raw materials in the manufacture of steel end-products.  

 
For about half a century, iron ore at Kiruna was extracted exclusively via 

surface methods, but about 1960, the pit deepened to such an extent that it 
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became more cost-effective to mine underground. The underground mining 
method Kiruna currently employs is known as large-scale sublevel caving. 
This method is used for extracting ore from vertically positioned, fairly pure, 
large, vein-like deposits. The mine is divided into ten main production areas, 
about 400 meters (m) to 500 m in length. Each production area has its own 
group of ore passes; such a group is also known as a shaft group. A shaft 
group is located at the center of each production area, and extends down to 
the main level. Each production area consists of about 10 sublevels, and 
entry to these sublevels is gained via access ramps. One or two 25-ton-
capacity electric Load Haul Dump Units (LHDs) operating on a sublevel 
within each production area transport the ore from the crosscuts (from which 
the ore is extracted) to the ore passes, where loaded trains haul the ore to a 
crusher. At the crusher, the ore is broken into pieces small enough to be 
hoisted to the surface via vertical shafts. Up to 18 LHDs can operate daily 
throughout the mine; however, the allowable number of LHDs within each 
shaft group is restricted to about two or three to prevent LHD drivers from 
driving over and damaging LHD cables.  

 
The site on which each LHD operates is also referred to as a machine 

placement. The number of machine placements that can be started in a given 
time period is restricted due to the availability of the crew that prepares the 
machine placement to start to be mined. The number of active machine 
placements, i.e., machine placements currently being mined, is also res-
tricted due to LHD availability. Each machine placement belongs to a unique 
shaft group. A machine placement averages 200 to 500 m in length and 
contains from one to three million tons of ore and waste rock. A machine 
placement possesses the same height as the mining sublevel and extends 
from the hangingwall to the footwall. Between one and five smaller (100 m) 
entities known as production blocks constitute a machine placement. About 
one month is required to mine each production block. If a machine 
placement is left partially mined, old explosives (which only have a life of 
about 30 days) must be replaced to reblast the solidified cave rock. This 
requirement, coupled with the aggravation of tracking partially-mined machine 
placements, results in operational restrictions that require continuous produc-
tion within a machine placement until all available ore has been removed. 
Whether a machine placement can (or must) be mined depends on the 
relative position of machine placements where mining has already begun. 
Specifically, certain machine placements beneath a given machine placement 
cannot start to be mined until some portion of the given machine placement 
has been mined, and machine placements to the right and left of a given 
machine placement must start to be mined after a specified portion of the 
given machine placement has been mined (to prevent blast damage on 
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adjacent machine placements). These operational constraints are referred to 
as vertical and horizontal sequencing constraints, respectively. Each machine 
placement possesses a series of notional drawdown lines, consisting of 
several production blocks each. Within a machine placement, the order in 
which production blocks must be mined is regulated by this series of draw-
down lines, which also helps to enforce continuous mining of a machine 
placement. These drawdown lines cut horizontally or at a 45 degree angle 
though several blocks within the machine placement and preclude pro-
duction blocks in a drawdown line underneath a given drawdown line from 
being extracted until all ore in a given drawdown line is extracted. This 
mining pattern is necessary to correctly execute the sublevel caving method 
so that the mined out areas do not collapse on top of ore that is yet to be 
retrieved. Minimum and maximum production levels per month govern the 
rate at which the blocks within a machine placement are mined. These rates 
ensure continuous mining of machine placements, as discussed above, as 
well as adherence to production capacity restrictions. Because of vertical and 
horizontal sequencing constraints and the relative positions of machine 
placements and the production blocks within them, there are only certain 
time periods in which these can be mined. 

 
Figure 1 illustrates the relationship between the ore body, machine place-

ments, production areas, ore passes, levels and sublevels, vertical shafts, 
shaft groups, the crusher, crosscuts (i.e., production drifts), the hangingwall  
 

Figure 1. The main body in the figure depicts the relationship between the production areas, 
ore passes, shaft groups, sublevels, and vertical shafts to the surface. The enlargement in the 
upper left hand corner shows a plan view of a machine placement, consisting of various 
production drifts, within a production area. The inset in the upper right hand corner shows a 
load haul dump unit, while the inset in the lower right hand corner depicts a train hauling ore 
to the crusher. 
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(H.W.), and footwall (F.W.). Figure 2 shows the relationship between pro-
duction blocks, machine placements, and drawdown lines. See Topal (2003) 
for a more detailed description of the Kiruna mine and its characteristics. 

Figure 2. Machine placement MP849_29-30 consists of eight columns of production blocks. 
Notional drawdown lines pass through a “row” of blocks. The ore body is mapped onto an 
underlying network of production drifts, which connects to the ore pass. 

2 LITERATURE REVIEW 

Winkler (1996), among others, identifies the importance of using integer 
programming models to determine discrete mine production schedules. 
However, many researchers are unable to solve realistic mining scenarios, 
for example Trout (1995), Smith (1998), Smith et al. (2003). Earlier attempts 
at the Kiruna mine failed to yield a production schedule of requisite length in 
a reasonable amount of time, for example Almgren (1994), Topal (1998), 
Dagdelen et al. (2002). Rather than determining an optimal schedule, these 
authors resort to shortening the schedule time horizon and/or to sacrificing 
schedule quality. Carlyle and Eaves (2001) present a tractable model that 
maximizes revenue from Stillwater’s platinum and palladium mine, as do 
Sarin and West-Hansen (2005) for an underground coal mine; however, both 
models differ from ours in their objective and, because of the mining method 
(sublevel stopping, and long-wall, room-and-pillar, and retreat mining, 
respectively), in the constraints. Kuchta et al. (2003) provide a more compre-
hensive list of references. 
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3 SCHEDULING MODEL 

Kiruna currently uses a long-term production scheduling model (Kuchta  
et al., 2004) to strategically plan its ore extraction sequence. Before the 
existence of the model, a mine planner would have to develop by hand over 
the course of a week or more a schedule that would determine when to start 
mining each machine placement. Because of the vast number of choices and 
all the scheduling rules, a planner could easily narrow his options unaccep-
tably by choosing to mine certain machine placements that would later 
preclude sequencing constraints from being satisfied and/or that would result 
in unacceptably high deviations from demands. As a result, LKAB opted  
to employ optimization techniques to more quickly generate better-quality 
production plans. The model is a mixed-integer program that contains thou-
sands of binary variables representing whether or not to mine a specific 
machine placement in each month of the planning horizon. The model 
considers the physical limitations of the mine, while meeting as closely as 
possible the planned production quantities of each raw ore product.  

 
We have modified the original model to comprise several levels of detail. 

At the coarser (original) level of detail, decision variables consist of which 
machine placements to start mining each month. For machine placements 
that are already being mined, we model decisions at a finer level of detail 
with variables that represent the amount to mine from each production block 
in each month. Correspondingly, the model also tracks which drawdown 
lines have been completely mined. This extra level of detail allows the mine 
planner to more closely control the amount and types of ore that are 
extracted from each machine placement in each time period. We show in the 
numerical results section how this extra flexibility helps us to achieve better-
quality schedules than those using the long-term model.  

 
A formulation of our combined long- and short-term model follows: 
 

PARAMETERS 
 

◊ LHDt =  number of machine placements that can start in time period t 
 
◊ LHDv =  maximum number of active machine placements in shaft  

group v 
 
◊ dkt       =  demand for ore type k in time period t (kilotons) 
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◊ rat′tk    =  reserves of ore type k available at time t in machine placement a 
given that the machine placement started to be mined at time t' (kilotons) 

 
◊ Rbk   =  reserves of ore type k contained in block b (kilotons) 
 
◊ atC   = maximum production rate of machine placement a in time 

period t (kilotons per time period) 
 
◊ atC   = minimum production rate of machine placement a in time 

period t (kilotons per time period). 
 
 

◊ '

1 if machine placement  is being mined at 
time  given that it started to be mined at time '

0 otherwise.
at t

a
t tρ

⎧
⎪= ⎨
⎪
⎩

 

 
VARIABLES 

 
◊ ktz  = amount mined above the demand for ore type k in time period t 

(kilotons) 
◊ ktz  = amount below the demand for ore type k in time period t 

(kilotons) 
◊ btx  = amount mined from production block b in time period t (kilotons) 
 
 

◊ 
1 if we finish mining all blocks contained in drawdown line 
 by time period 
0 otherwise.

lt

l
w t

⎧
⎪= ⎨
⎪
⎩

 

 

◊ 
1 if we start mining machine placement  at time period 
0 otherwise.at

a t
y

⎧
= ⎨
⎩

 

 
FORMULATION 

 
(P) 

, ,
Min ,ktkt

k t k t
z z+∑ ∑  

 
subject to 
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' '
'

 , ,bk
ktktat tk at bt kt

a t t b bk
k

Rr y x z z d k t
R≤

+ + − = ∀∑ ∑ ∑∑
 (1) 

 
' '

'
 ,at tk at bt kt

a k t t b k
r y x d t

≤

+ = ∀∑ ∑ ∑ ∑ ∑  (2) 

 
 

' '
'

 (1 ) , , ,at t at vlt
a t t l

y w LHD v t tρ
≤

+ − ≤ ∀∑ ∑ ∑  (3) 

 
 

,at t
a

y LHD t≤ ∀∑  (4) 

 
 

,bt bk
t k

x R b≤ ∀∑ ∑  (5) 

 
 

, 1 , ,lt l tw w l t+≤ ∀  (6) 
 

 
, ,bu bk lt

b u t b k
x R w l t

≤

≥ ∀∑∑ ∑∑  (7) 

 
, , ,bu bk lt

u t k
x R w b l t

≤

≤ ∀∑ ∑  (8) 

 
 

, ,atbt
b

x C a t≤ ∀∑  (9) 

 
 

(1 ) , , ,atbt lt
b

x C w a l t≥ − ∀∑  (10) 

 
 

, , ,lt atw y a l t≥ ∀  (11) 
 

, , ,at lt
t t

y w a l t
≤

≥ ∀∑  (12) 
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' '
'

, ', ', ',at a t
t t

y y a a t a a
≤

≥ ∀ ≠∑  (13) 

 
 

' '
'

, ', , ',a t at
t t

y y a a t a a
≤

≥ ∀ ≠∑  (14) 

 
 

1 ,at
t

y a≤ ∀∑  (15) 

 
{, 0,1} , , .lt atw y l a t∈ ∀  , , 0 , , .kt kt btz z x b k t≥ ∀  (16) 

 
The objective function measures the tons of deviation. Note that we could 

weight this either by ore type, or by time period, or both. Constraints (1) 
record for each ore type and time period the amount in excess or deficiency 
of the required amount of ore. Constraints (2) require that for each time 
period in the short term, the total amount of ore required, regardless of ore 
type, is mined. This prevents the postprocessing mills from sitting idle. 
Constraints (3) limit the maximum number of active machine placements in 
each shaft group and time period. The index t belongs to the set of time 
periods in which drawdown line l can finish being mined, and t  is the time 
period by which all blocks in drawdown line l must finish being mined. 
Constraints (4) constrain the number of long-term machine placements that 
can be started in a time period. Constraints (5) preclude mining more than 
the available reserves. Constraints (6) indicate that once a drawdown line has 
finished being mined, it has finished for the horizon. Constraints (7) relate 
the finish of mining a drawdown line to mining the blocks within that 
drawdown line. Constraints (8) preclude a block b in a drawdown line from 
starting to be mined unless all blocks in constraining drawdown lines (l ) 
have been mined, and holds for all time periods in which drawdown line l 
can finish being mined. Constraints (9) and (10) enforce maximum and 
minimum production rates, respectively, for each machine placement and 
time period. Constraints (11) and (12) enforce vertical and horizontal 
sequencing, respectively, between machine placements in the short term. 
Note that in constraints (11), the drawdown line, l, in a constraining machine 
placement controls access to a constrained machine placement, a. (The 
relationship is reversed in constraints (12).) Constraints (13) and (14) 
enforce vertical and horizontal sequencing, respectively, between machine 
placements in the long term. In these two constraints, a' belongs to the set of 
machine placements whose access is restricted vertically, or forced by 
adjacency, respectively, to machine placement a. Constraints (15) allow a 
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machine placement to start to be mined at most once during the time 
horizon. Finally, nonnegativity and integrality are enforced, as appropriate. 
In the interest of brevity, we have omitted the use of a large number of sets, 
specifying, for example, the machine placements in a shaft group or the 
eligible time periods in which a machine placement can start to be mined. 
Martinez et al. (2005) give a detailed formulation. 

 
The model is unique in several respects: (i) it does not account for the 

difference in costs from mining various machine placements due, for 
example, to their location in the mine, (ii) the objective does not consider the 
net present value of ore, (iii) model instances are not necessarily solved  
for the life of the mine, which may result in undesirable end effects, and (iv) 
there is no allowance for holding inventory, or stockpiling. With respect to 
the first issue, we assume that all ore will be mined eventually, and hence, total 
mining costs are sunk. Therefore, we need not consider discrepancies in 
costs between mining various machine placements. The second aspect is 
explained by the difference between the markets for iron ore and precious 
metals. Precious metals such as gold and silver are traded on, for example, 
the Commodity Exchange of New York. These metals are bought and sold 
worldwide, and the strategy of mines extracting these metals is to maximize 
profits by producing as much as is economically viable given current market 
prices. By contrast, markets associated with base metals such as iron ore are 
regionalized, as transportation costs are high relative to the value of the 
commodity. Within these markets, steel companies enter into a contract with 
an iron ore producer, settling on a price commensurate with the chemical and 
physical characteristics of the iron ore. Large buyers tend to influence prices 
in contracts between other buyers and iron ore producers. The negotiated 
prices generally hold for about a year, and iron ore producers are obligated 
to supply a certain amount of iron ore to each buyer with whom they hold a 
contract. Therefore, iron ore mines like Kiruna are concerned with meeting 
contractual demands as closely as possible. With respect to the third point, 
given the future uncertainty in the iron ore composition of each block and 
the computational time currently required to solver smaller models, attemp-
ting to produce life-of-mine schedules is impractical. To mitigate end effects, 
we solve the model on a rolling horizon basis, updating the ore type compo-
sition of each machine placement as the information becomes available.  

 
Finally, company policy does not allow LKAB to stockpile iron ore. A 

traditional inventory constraint would not apply in this setting at any rate. 
Specifically, there is physically no space in which to store more than about 
50 kilotons of extracted iron ore. Furthermore, because LKAB’s goal is to 
meet demand as closely as possible in each time period so as to regulate the 
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amount of ore processed at the mills, a shortage in one time period cannot be 
compensated by a surplus in, say, the following time period. We could 
instead recommend using the results from our original model as follows. For 
each ore type and time period in which there exists production excess 
(positive deviation), we add to a stockpile until the limit of 50 kilotons has 
been reached. Correspondingly, for each ore type and time period in which 
there exists a shortage (negative deviation), we draw up to 50 kilotons from 
this stockpile, decrementing the total amount stored, as appropriate. How-
ever, too many successive periods of overproduction prevent a significant 
amount of the overproduced ore from being stored in the stockpile, and too 
many successive time periods of underproduction deplete the 50 kilotons 
buffer without overproducing to replenish it. We find that, for Kiruna’s current 
scenarios, there are few instances of alternating excess and under production 
between time periods.  

4 SOLUTION TECHNIQUES 

As the model is large, we use techniques to eliminate all variables that would 
necessarily assume a value of zero in the optimal solution, and, in fact, in 
any feasible solution. We capitalize on a modified version of a resource-
constrained critical path model to determine earliest and latest possible start 
dates for each machine placement in the scheduling horizon, allowing us to 
eliminate a portion of the yat binary variables. The modification manifests 
itself in that not only are there vertical sequencing constraints that dictate the 
duration of an “activity,” that is mining a machine placement, but there exist 
also horizontal sequencing constraints that require, rather than allow, a 
subsequent activity to be started only after a given activity has started (or has 
been completed). LHD availability is the resource. We can also assign a late 
start date to each machine placement. This late start date would eliminate 
decisions to start to mine a machine placement so late that adjacent and 
underlying machine placements eventually become “locked in,” thereby 
increasing the amount of deviation between the actual and the planned pro-
duction quantities beyond values otherwise obtained in an optimal solution. 
We use information about active machine placements together with hori-
zontal sequencing constraints to determine the latest time period in which 
mining a subset of machine placements can start. We can then assign late 
start dates to machine placements whose start dates are affected by machine 
placements within this subset.  

 
We can also eliminate variables associated with mining a drawdown line 

before an earliest finish date or after a late finish date. We can determine an 

588 



Long- and Short-Term Production Scheduling at LKAB’S Kiruna Mine 
 
early finish date for a drawdown line based on the principle of a critical path 
model by comparing the tonnage available in each drawdown line with the 
tonnage that can be mined in each time period. Similarly, the latest time at 
which the mining of a drawdown line could finish is the time at which the 
first drawdown line in the machine placement finishes being mined added to 
the longest amount of time it would take all drawdown lines overlying the 
given drawdown line to be mined. Note that we can use similar principles to 
establish early start and late finish dates for production blocks to eliminate 
xbt variables corresponding to mining a production block before its earliest 
start date or after its latest finish date. However, because the variables 
associated with mining a production block are continuous, the direct benefit 
of eliminating such variables is small. However, an indirect benefit of an 
early start date for each production block is its use in establishing an early 
start date for a drawdown line, which is simply the earliest early start date 
among all blocks in a drawdown line. Early start dates for a drawdown line 
help to eliminate irrelevant terms in constraints (3). Martinez et al. (2005) 
provide details regarding the early and late start, and the early and late finish 
algorithms, as well as the early start algorithm itself.  

 
In previous research addressing only the long-term model, we have used 

not only variable elimination based on early and late start and finish dates, 
but also an optimization-based heuristic, which we term the aggregation 
procedure, to eliminate all but a reasonably good set of starting times for 
each machine placement. This allows us to restrict the model to a subset of 
start date choices beyond the restrictions we determine with the early and 
late start algorithms. To date, we have found that this procedure is useful 
only for eliminating the yat variables because the loss of fidelity inherent in 
the procedure would be unacceptable for short-term decisions. We refer the 
interested reader to Newman and Kuchta (2007) for more details. 

5 NUMERICAL RESULTS 

We demonstrate the benefits of our solution procedures, as well as the 
improvements we gain in the superiority of the solution by using the com-
bined long- and short-term model over simply using the long-term model for 
production planning. We conduct our numerical experiments using the 
AMPL programming language (Fourer et al., 2003; and AMPL Optimization 

and use the CPLEX parameter setting, which applies its relaxation induced 
neighborhood search heuristic every 40 nodes. We run all model instances 
on a Sunblade 1,000 computer with 1 GB RAM. The scenario we use 

LLC, 2001) and the CPLEX solver, Version 9.0 (ILOG Corporation, 2003), 
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possesses current data from LKAB’s Kiruna mine. The data set contains 
three ore types and spans 24 months.  

 
We summarize the reduction in model size as a function of the number of 

continuous and binary variables, and the number of constraints when we 
employ each of the early start, late start, early finish and late finish algorithms 
independently of each other. We apply each algorithm to all relevant model 
entities: that is, the early start algorithm applies to machine placements, 
drawdown lines, and production blocks. The late start algorithm applies only 
to machine placements. The early finish algorithm applies to drawdown 
lines, while the late finish algorithm applies to both production blocks and 
drawdown lines.  

 
The monolithic model contains over 4,000 binary variables and over 

8,000 constraints. Applying the early start algorithm gives an approximately 
25% reduction in both the number of binary variables and in the number of 
constraints. The number of continuous variables decreases by about 15%. 
Applying the late start algorithm gives about a 3% reduction in the number 
of binary variables, and about a 1% reduction in the number of constraints. 
Applying the early finish algorithm reduces the number of binary variables 
and the number of constraints by more than 10%. Applying the late finish 
algorithm reduces the number of binary variables and the number of 
constraints by about 40%, and the number of continuous variables by 15%. 
Using all four algorithms in conjunction with each other yields a model with 
about 20% of the original number of binary variables, continuous variables, 
and constraints as found in the monolith.  
 

We also make comparisons regarding the quality of the solutions from the 
long-term and combined models. We apply the variable reduction tech-
niques, mentioned earlier, to both models, as applicable. Additionally, we 
weight the objective functions both in the long-term and combined models 
so as to penalize deviations in earlier time periods more heavily. In contrast 
to the reduced combined model (with presolve), which has 672 binary 
variables, 579 continuous variables, and 1,702 constraints, the reduced 
version of the long-term model (including presolve) possesses 416 binary 
variables, 144 continuous variables, and 734 constraints. The long-term 
model solves to within 5% of optimality in 4 seconds, whereas the combined 
model requires 4,350 seconds of solution time to reach the same gap. 
 

The extra fidelity in the combined model increases its size and decreases 
its tractability. However, the combined model yields a 69.6% reduction in 
deviation compared with that corresponding to the schedule generated by the 
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long-term model. The long-term model only makes decisions at the machine 
placement level. Once a machine placement starts to be mined, the monthly 
production quantities within that machine placement are fixed, and mining 
must occur according to that fixed sequence. With the combined long- and 
short-term model, production rates are allowed to vary between set minimum 
and maximum values for each production block within a machine placement, 
thereby allowing partial mining of a monthly production block in order to 
more closely meet demands for the three ore types.  

 
Figure 3 shows a comparison of total deviation (both under- and over-

production for all three ore types) for each month in the horizon. Currently 
active machine placements, that is initial conditions, cause high deviations  
in the early time periods in the solutions of both models relative to the 
deviations in the later months of the horizon. 

Figure 3. Depiction of total deviation (ktons of ore) as a function of the monthly time periods 
in the planning horizon for both the long-term and combined models. Although the graphs 
appear qualitatively similar, the amount of deviation in the former graph far exceeds that in 
the latter graph for all but one time period. 

6 CONCLUSIONS 

We present a model that considers both short- and long-term production 
scheduling for LKAB’s Kiruna mine. The benefits of this combined model 
are its short-term fidelity in directing miners at an operational level which 
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ore to extract and its long-term clairvoyance showing mine planners at a 
strategic level the mining areas to develop. Adding short-term fidelity to the 
original long-term model improves the objective of meeting demands for 
each ore type and time period. Because the model contains thousands of 
binary variables and constraints over just a 2-year horizon, we present 
methods for reducing the size of the model, hence increasing its tractability. 
Specifically, we develop several algorithms to determine eligible time 
periods in which a machine placement, a production block, and a drawdown 
line can be mined. This, in turn, allows us to eliminate variables whose 
values would equal zero in the optimal solution. Future research entails 
developing additional methods to enhance model tractability, to enable the 
generation of production schedules over, say, a 4- or 5- year horizon. Ulti-
mately, life-of-mine schedules, though the varying availability of data means 
they can only serve as estimates, would be attractive to mine developers. 
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Chapter 32 

AN INTEGRATED APPROACH TO  
THE LONG-TERM PLANNING PROCESS  
IN THE COPPER MINING INDUSTRY 

Department of Industrial Engineering, University of Chile, Santiago, Chile 

Abstract Long-term mine-metallurgy planning in the copper mining industry is a 
complex process that simultaneously establishes ore extraction policies for 
multiple mines, an investment plan, and an operating plan for processing 
plants such concentrators, smelters, and refineries. These strategic plans must 
specify extraction and processing decisions for each cubic meter of mine ore 
while maintaining their consistency with medium- and long-term objectives. 

This chapter demonstrates the advantages and implications of integrated models 
that can simultaneously plan the entire chain of production from the extraction 
of ore to the final cathodes, subproducts, and inputs. Little work has been done 
in this area, which the authors believe is a promising field for development and 
application in operations research. We begin with a brief description of the 
long-term mine planning problem in the copper industry and then discuss the 
advances made in recent years. This is followed by an overview of the copper 
production process, and finally, a look at the challenges involved in integrated 
planning. 

Keywords: Mine planning, mine scheduling, plant planning, plant scheduling, mixed 
integer linear programming 

1 INTRODUCTION TO THE LONG-TERM  
MINE-METALLURGY PLANNING PROCESS  
IN THE COPPER INDUSTRY 

The long-term mine-metallurgy planning problem in the copper industry is to 
establish a strategic plan for production and investment, which ensures a 
maximum return on investment over a mine’s time horizon while remaining 
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consistent with short- and medium factors, and is subject to multiple const-
raints whether technical (such as the mine’s geomechanical stability), environ-
mental, physico-chemical, process-related or of some other type. For large 
deposits the time horizon will typically be 20 years, but in exceptional cases 
may be as many as 50. 

 
The planners charged with this task are multidisciplinary groups of inter-

acting specialists who draw up a mine-metallurgy plan, which defines the 
investment and production schedules for the mines and plants over the entire 
evaluation horizon, including such items as technology, inputs, processing 
methods and the scheduled flow of each cubic meter of ore. The result is a 
document with sufficient detail to be reviewed and audited for consistency 
and feasibility. Any error at this strategic level could have drastic conse-
quences for the future of the business. A wrongly scaled processing plant,  
for example, could limit production capacity, while poorly sequenced ore 
extraction could render unusable significant sections of the mine. In the 
intimate relationship between the various levels of decision-making, long-
term planning is the backbone of medium-term planning, which in turn forms 
the foundation for short-term planning. 

 
The long-term planning process must find solutions to three main problems: 
 

• Ore deposit production 
• Selection, design, and scheduling of investment projects 
• Plant operating policy and strategies 

 
Although these problems are simultaneous and highly interrelated, in 

practice they are solved sequentially and the solution to either of the first two 
is the input to the next one. This tactic is necessitated by the methodological 
difficulties involved in a more integrated approach and the fact that even 
taken individually, the three problems are very complex. Nevertheless, there 
is general awareness that partial solutions are suboptimal in terms of the 
overall problem and that their integration would offer major benefits.  

 
In view of the foregoing, the various decisions involved in a mine-

metallurgy plan may also be classified into three main categories: 
 
Extraction: 

• Which resources to extract and where to transport them. This leads to a 
definition of the reserves 

• When to extract them 
• Which technology to extract them with 
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Investment: 
• How much to invest 
• When to invest 
• Mine extraction capacity and expansion potential 
• Plant processing capacity and expansion potential 

 
Processes: 

• How each plant should be operated. This includes defining the operating 
variables 

• How much to process in each plant 
• Sale of byproducts and intermediate products 

 
Among the technical factors that frame the planning process are sector 

sequencing, expansions, production smoothing in underground mine produc-
tion plans, and open-pit slope angles. Other technical issues include observing 
production rate limits, handling pollutants, and the optimal blend of ore feed 
to the plants. As regards economic factors, various expected costs and prices 
over the time horizon including the value of time as given in the plan’s 
discount rate must be considered, and the return on investment and income 
from products and subproducts such as molybdenum must be maximized. 

 
The evaluation of investments must be approached in a systematic fashion. 

Examining each project individually is of little use; an investment plan 
makes sense only if it is harmonized with mine production and processing 
plans. As the list of projects grows, the difficulties in identifying the com-
bination that maximizes profits while remaining consistent with the mine 
production plan become increasingly apparent. If we then add the time 
factor, that is, the scheduling of each of the projects, the decisions associated 
with both investment and production are clearly a major challenge for 
planners. All of this gives rise to a set of problems with multiple alternatives 
and constraints that is large, complex, and difficult to model. 

1.1 The Traditional Planning Approach 

The long-term planning process for copper mine production and investment 
begins with the geological exploration of a deposit. The data collected are 
used to build a geological model in which the deposit is divided conceptually 
into small ore blocks measuring 20 m3, and key information such as tonnage, 
grades, and mineralogical attributes are then determined for each one. Mean-
while, teams of economic experts work on the definition of sales strategies. 
Specialists in open-pit or underground mine development then define the 
phases or expansions and extraction points. Multi-disciplinary teams create 
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scenarios for evaluating different investment plan configurations, such as the 
enlargement of a concentrating plant. The scenarios vary as regards value of 
ore, planning horizon costs, performance of new technology and quantity 
and quality of deposits. One or two scenarios are chosen for detailed deve-
lopment in terms of both investments and the production plan. 

 
It should be noted that the optimal operating policy for the processing 

stages such as crushing, concentrating, and leaching will depend on the 
volume and characteristics of the ore they are fed. In mine production plans 
the plant operating coefficients are generally assumed to be constants or 
linear, a simplification that implicitly supposes a given level of production 
and set of ore characteristics. However, when developing a detailed plan an 
optimal operating policy is sought using models that best reflect actual plant 
operation, whose processes are usually non-linear.  

 
The plan is defined via an iterative process. The planning team attempts 

to find the best solution by sequentially modifying the investment, mine 
production and processing plans. Figure 1 illustrates this process and the rela-
tionships between each of these constituent plans. 

 
Such an iterative approach leads to feasible solutions that are generally 

satisfactory, but they could be improved upon through the development of a 
methodology that effectively integrates the various decisions regarding 
investments, mine, and plant operation. 
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Figure 1. Planning process. 
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2 REVIEW OF THE LITERATURE 

The most commonly cited work on mine planning is that of Lane (Lane, 
1988). The author employs economic theory to argue for the advantages of 
using cut-off grades for defining mineral reserves. His study assumes a 
simplified operation that enables him to derive simple rules for solving the 
mining problem in accordance with economic logic. The results may be used 
as a basis for mine planning in real applications with their singularities and 
imperfections. 

 
The definition of an optimal pit in an open-pit mine has also been exten-

sively studied. The objective is to find the final pit that maximizes return 
subject to the physical design constraints. A number of algorithms for solving 
this problem have been developed over the years, including those suggested 
by Lerchs and Grossmann (1965), Robinson and Prenn (1977), Underwood 

optimizing algorithm based on calculating the maximum flow of a net-
work, Zhao and Kim’s algorithm is a variant on Lerchs and Grossman, and 

lem. The others are heuristic algorithms that do not guarantee an optimal 
solution. Hochbaum and Chen (2000) describe some of these algorithms  
and comment on the most efficient implementations. Elsewhere in this hand-
book, Caccetta reports on optimization tools that have contributed to a 
solution. 

 
The long-term mine planning problem has also been tackled using mathe-

matical optimization models. This approach has been increasingly employed 
in recent years thanks to advances in modeling techniques, solution algori-
thms, and computer power that have made it possible to deal with complex 
problems formerly considered intractable. Noteworthy examples in under-
ground mining are the work of Epstein et al. (2003), Brazil et al. (2002, 
2005), Kuchta et al. (2003), and Carlyle et al. (2001). In the case of Epstein 
et al., the optimization approach was extended to planning of underground 
and open-pit mines simultaneously. 

 
Some mining companies, such as Codelco-Chile (Epstein et al., 2003) 

and Kiruna (Kuchta et al., 2004), have reported positive results using optimi-
zation techniques. Other cases have not been published in the literature, 
possible due to the companies’ policy on confidentiality. Studies included in 
this handbook by Alford, Brazil, Lee and Newman, Kuchta and Martinez 
(2004) open the way to further progress in underground mining applications. 
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The mid-1980s saw the appearance of the first studies applying real 
options theory to the mining problem (Brennan and Schwartz, 1985). This 
approach attempts to maximize the net present value of future flows gener-
ated by a project. Explicit account is taken of stochastic behavior in the 
principal variables that shape mine planning such as metal prices. Real options 
theory also allows the incorporation of data from metal futures markets. 
Unlike more traditional approaches, real options theory does not try to deter-
mine a single plan for the planning horizon, but rather seeks to develop a 
strategy that can be adapted to the values taken on by the stochastic variables. 
The methodology’s heavy demands in terms of calculations and computer 
power have, however, prevented its use in real-world planning cases, and  
the solutions found in the literature deal with highly simplified and ideal 
situations. The main studies in this area are Brennan and Schwartz (1985), 
Cortazar et al. (1998), Schwartz (1997) and Caldentey et al. (2006). 

 
This bibliographic overview demonstrates how little, if any, effort has 

gone into integrating production and plant processes in mine planning. 
Indeed, we were not able to find a single study that attempted to deal with 
this issue. In our view, better planning and coordination of the various stages 
of the mine-metallurgy business has the potential to generate huge opportu-
nities for its improvement. 

3 THE COPPER INDUSTRY PRODUCTION PROCESS 

Due to the highly specialized and interdependent nature of their assets and 
the need to be assured of a stable supply of ore for their processing plants, 
most copper mining companies are vertically integrated from the ore extrac-
tion stage to the production of cathodes. 

 
The subproducts obtained will depend on the mineralogical character-

istics of a mine’s deposits, and the plant processes are calibrated in accordance 
with the specific conditions they face. There are two types of copper ore, 
sulfides and oxides. The production line for sulfide ores consists of six stages: 
mine extraction, crushing, grinding, flotation, smelting, and electrorefining. 
For oxide ores the grinding, flotation, smelting, and electrorefining stages are 
replaced by the chemical processes of leaching, solvent extraction (SX), and 
electrowinning (EW). Each of these stages is described in the following 
paragraphs.  

 
Extraction: The object of this process is to extract the copper ore from the 

rock mass in the mine (which may be open-pit, underground, or a combi-
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nation of the two) and send it for crushing. Low-grade material may be 
stockpiled for later processing, while very low-grade ore whose processing is 
not economically viable with current technologies is disposed of in dumps. 

 
Crushing and grinding: The crushing and grinding stages reduce and 

homogenize the size of the material to particles of no more than 180µm. This 
is done using a variety of equipment types such as crushers, conventional 
mills (rod or ball), or SAG mills. 

 
Flotation: The slurry produced at the grinding stage is mixed with frother, 

depressant, and collector reagents as well as other additives before being sent 
to the flotation cells. Air bubbles ascending from the cell bottoms attach 
themselves to the copper particles, which then float up to the top. This yields 
a marketable concentrate of approximately 31% copper.  

 
Smelting: This stage involves a pyrometallurgical process that takes place 

in high-temperature furnaces where concentrates with 31% copper content 
are turned into metal containing 99% copper and separated from any other 
minerals present such as iron, sulfur and silica. The process has three sub-
stages – fusion, conversion and refining – each of which yields marketable 
products and byproducts. 

 
Electrorefining: Copper anodes are suspended alternately with pure copper 

cathodes known as starter sheets in electrolytic cells containing a sulfuric 
acid solution. A low-voltage direct current is applied, causing the anodes to 
dissolve and the copper to be deposited on the starter sheets. This produces 
copper cathodes that are 99.99% pure.  

 
Leaching (Oxides): In the case of oxides the process is a chemical one, 

and larger-sized rock can therefore be used. The ore is arranged in heaps and 
exposed to sulfuric acid (H2SO4), thus generating a copper solution (CuSO4). 

 
Solvent extraction (Oxides): This stage uses selective solvents to separate 

the copper solution (CuSO4) into one product rich in copper, which is sent 
for electrowinning and another product containing the impurities. 

 
Electrowinning: This is the last stage in the oxides process. Electro-

chemical reactions involving a cathode and an anode deposit copper on the 
cathode. 
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4 OPPORTUNITIES CREATED BY INTEGRATED 
MINE-METALLURGY PLANNING 

In this section we analyze the advantages accruing to integrated mine-
metallurgy planning, based on the notions that the result of one process sets 
the conditions for the next one and that an investment plan must take into 
account the entire production chain if the results are to be optimized. 

4.1 Mine-Concentrator Planning 

Copper sulfide ore is processed in concentrators to yield 31% copper that is 
then smelted and refined. Since costs and output in the concentration stage 
depend on the characteristics of the extracted ore, mine planning models 
should include this process. Incorporating these parameters in mine produc-
tion planning will enable the overall process results to be optimized. In what 
follows we describe the most important parameters. 

4.1.1 Hardness 

The hardness of the ore negatively impacts milling capacity, implying that 
plant treatment capacity also depends on the plan. Figure 2 is a simple graph 
of processing capacity (in tpd) as a function of the ore’s work index (a hard-
ness measure), illustrating the non-linear nature of the relationship. 
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Figure 2. Processing capacity (in tpd) as a function of the work index for a given ore size. 
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The ore is reduced first by crushing and then by grinding. The mills are 
classified into conventional, which use steel balls or rods, and semiauto-
genous (SAG), in which reduction is obtained by collision between the rock 
particles themselves. The latter method consumes less energy. 

4.1.2 Ore Size 

Copper recovery at plant level is influenced by the size of the rock feed, 
which in turn is determined by ore lithology and the crushing and grinding 
processes. Recovery is greater with smaller rock sizes but size reduction has 
associated costs, and finding the optimal strategy is not an easy matter. 
Figure 3 illustrates the relationship; as with hardness, it is observed to be 
nonlinear. 
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Figure 3. Copper recovery versus ore size. 

4.1.3 Pollutants and Impurities 

The production of pollutants such as arsenic in the concentration process 
may limit production capacity and elevate mitigation costs. Pollutant levels 
can be controlled through the use of an appropriate blend of plant feed to the 
concentrator, another advantage of integral mine and concentrator planning. 
Copper ore also contains impurities, many of which have commercial value 
(molybdenum, silver, gold, antimony, etc.), that should be incorporated into 
the value maximization procedure. Other impurities merely add costs to the 
process and their presence should be minimized. Here again we see how a 
range of variables affect decision-making, and only an integral vision of the 
entire process will enable company results to be maximized. 
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4.2 Smelter-Refinery Planning and Its Integration  
with Mine-Plant Planning 

As noted earlier, the production process begins with the extraction of ore 
from a deposit. Copper may be found in combination with sulfur, forming 
sulfide ores, or with oxygen, in which case it forms oxide ores. In the case  
of sulphides, the process involves reducing the rock before sending it to  
the concentration plant. The output of the plant will depend on the ore size 
and characteristics. The plant produces concentrates of approximately 31% 
copper plus impurities and pollutants. Concentrates of molybdenum are also 
obtained. The planner has various mines or mine sectors to work with, each 
with its own mineralogical characteristics that strongly impact the result. 
Concentration plants may be operated in different ways, prioritizing varia-
bles such as copper production, metal recovery, minimization of pollutants, 
or some combination of these. 

 
The copper concentrates are fed to smelters that produce mainly copper 

anodes with a purity of 99%. They also produce blister copper and white 
metal, intermediate products that may be marketed or further processed to 
obtain anodes. These are then sent to a refinery where they are purified to 
obtain cathodes of 99.99% copper. Anode bars containing commercially valu-
able impurities such as gold, silver, antimony, and bismuth are also produced. 
The gases given off by the furnaces are sent to a gas cleaning plant for dust 
abatement and production of sulfuric acid.  

In the case of copper oxides, an alternative process known as leaching 
generates a single marketable product, which is copper in the form of cathodes. 
It is generally cheaper than the traditional concentration and smelting-refining 
process. 

 
The processes described here are shown schematically in Figure 4. 

4.2.1 Integration of Input Supply Logistics and Sale of Products 
in the Smelting-Refining Process 

Given the high cost of ore transport, concentration plants and leaching faci-
lities are located relatively close to deposits. Smelters and refineries, on the 
other hand, may be installed relatively far from the ore source. This is due  
to the higher value added of the inputs such as concentrates, white metal, 
blister copper, and anodes, making their transport relatively efficient. Some 
plants are situated near railway lines or seaports to facilitate the shipping of 
products and delivery of inputs. 
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Figure 4. Schematic diagram of process. 
 
Although the smelting-refining process is usually integrated with the 

overall mining business, particularly in large companies, in some cases it is  
a separate business managed independently of any particular ore deposit,  
and functioning as a business center that markets commercially valuable 
products and subproducts generated by the process such as sulfuric acid, 
anode bars, molybdenum concentrates, blister copper, and white metal. 

 
The efficient running of a smelting-refining operation consists in optim-

izing input supply logistics and maximizing return on the portfolio of prod-
ucts. This includes skillful marketing management and plant planning that is  
also market-focused with a view to determining the optimal mix of products 
and prices. Needless to say, optimal operation of the physico-chemical plant 
processes is also necessary.  

 
To optimize input supply to the plants it is essential that every alternative 

be evaluated, taking into account the cost of raw material, transport costs, 
and the metallurgical characteristics of the inputs. Similarly, to maximize 
returns on plant products we must evaluate the options in the various markets, 
considering price, transport cost, and market size. 
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An efficient way of carrying out such evaluations is through the use of 
optimization models that focus on maximizing returns from product sales 
less transport and production costs. These models generally have a linear 
structure and include the subproblem of input and product transport. Certain 
commercial constraints in addition to technical constraints on production 
capacity are also incorporated. These models are highly useful in ensuring 
efficient input and sales management that could form the basis for a strategy 
of running the plants as profitable business units. 

4.2.2 Limiting Factors in Copper Production 

Certain aspects of energy and water resources constitute limiting factors on 
copper production. The demand for these resources is directly related to 
mine and plant production levels. Tables 1 and 2 summarize relative water 
and energy consumption for the various stages of the production process. 

Table 1. Relative consumption of water resources by stage. 
Process Consumption 

(%) 
Crushing-grinding-flotation 53 
Smelting 10 
Hydrometallurgy 15 
Other 22 

 

Table 2. Relative consumption of energy resources by stage. 
Process Consumption (%)
Crushing-grinding-flotation 48 
Fundition 19 
Refinery   4 
Others 29 

 
Water is a scarce resource whose value is rising. Some major copper 

deposits are located far from any water source, as is the case in Chile where 
most production is found in the Atacama desert. In other cases, environ-
mental regulations restrict the use of water resources for industrial purposes. 
In practice, water consumption is a limiting factor on copper production, and 
planners face a real challenge to correctly assign water resources in such  
a manner as to optimize the value of the business. A poorly conceived or 
shortsighted assignment could have a drastic impact on the business and 
limit production. 

 
Energy inputs and their associated costs are also significant limiting 

factors in the planning process, and energy variables affect strategic decisions 
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in both the design and operation of a mine. As an example, changing from 
open pit to underground mining is a decision that can be justified by energy 
savings given that as the pit becomes deeper the increase in truck fuel costs 
to haul the ore to the surface may render the operation noneconomic. Another 
example is the very energy-intensive grinding and crushing operations, whose 
energy consumption depends on the degree of size reduction required and the 
hardness of the ore. Planners can improve both variables by looking at the 
entire business when optimizing its value. 

 
In the smelting-refining stage, the most serious limiting factors are those 

relating to environmental pollution. The main pollutants generated by these 
processes are arsenic and sulfur. In order to protect the environment and 
comply with legislation on the subject, mining companies are required to 
treat these residues and mitigate their negative effects. Treatment capacity 
and the associated costs are thus limiting factors in mine-metallurgy plan-
ning. If these constraints are active, planners can choose higher tonnages of 
lower-grade ore containing fewer pollutants in order to increase total refined 
production. 

 
The three resource variables just discussed – water, energy and the envi-

ronment – must be carefully considered in the planning process, as they can 
significantly limit the production derived from an ore deposit. In some ope-
rations, these resources are not properly valued, leading to their overexploit-
tation or inefficient use and consequent harmful effects in the medium term. 

5 CONCLUSIONS 

Mine-metallurgy planning must deal with three principal issues: an invest-
ment plan, processing plant planning and mine production planning. Although 
they arise simultaneously and are closely interrelated, in practice they are 
dealt with sequentially and the solutions adopted for one is the starting point 
for solving the next. 

 
This sequential procedure is adopted because of the methodological 

difficulties involved in a more integrated approach to what are already 
highly complex problems when considered individually. Nevertheless, there 
is general awareness that separate solutions are suboptimal in terms of the 
overall problem, and integration would yield great potential benefits. 
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Operations research in the copper industry has primarily focused on 
solving mine production planning problems, with good results for both 
underground and open-pit operations. 

 
Among the principal challenges facing operations research in mine-

metallurgy planning is the development of methodological approaches that 
make it possible to integrate investment, plant, and mine production deci-
sions so that strategic plans create greater value and optimize the entire 
copper production chain. 

 
Another significant challenge is an improved incorporation of the various 

risks inherent in a long-term mine-metallurgy plan. 
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