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Introduction

Jan E. Stets and Jonathan H. Turner

1.1 Background

For most of sociology’s first 150 years, emotions
were not systematically incorporated into socio-
logical analysis. There were some notable excep-
tions such as Cooley’s ([1902] 1964) discussion
of pride and shame or Durkheim’s ([1912] 1965)
descriptions of the emotional contagion that
emerged in religious rituals. Despite these excep-
tions, sociology was rather silent on the dynamics
of emotions, perhaps because the founding figure
of microsociology, Mead (1934, 1938), did not
incorporate emotions into his theorizing. Only
in the last three decades of the twentieth cen-
tury have sociologists begun to correct Mead’s
oversight by theorizing and empirically study-
ing human emotions. Today, few would question
the assertion that emotions are one of the driving
forces of human behavior, interaction, and social
organization.

The first volume of The Handbook of the So-
ciology of Emotions (Stets and Turner 2006) was
assembled to celebrate how far the discipline had
come by the end of the 20th century in its under-
standing of emotional processes. In that volume,
many of the key figures who had made the so-
ciology of emotions one of the leading edges of

J. E. Stets (0X)) - J. H. Turner

Department of Sociology, University of California,
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J. H. Turner
e-mail: jonathan.turner@ucr.edu

microsociology gave a first-hand account of their
work. Though that volume was large, we still
could not include the full range of thinking by
sociologists on emotions. Coupled with the fact
that so much new knowledge has been generated
in less than a decade since the publication of The
Handbook, it became increasingly clear that a
second volume was needed. Thus, in the pages
that follow, we allow some new voices to be
heard, but we have also provided a forum for the
key figures to demonstrate how their theory and
research has progressed since the first volume.

While sociology was late in recognizing how
important emotions are in understanding the so-
cial world, the discipline has made up for lost
time and at an accelerating rate. Even with this
new volume, many important topics on emotions
are not included, but at the very least, we have
incorporated some of the new work that was not
part of the first volume. Rather than divide the
volume into many sections, we have chosen to
divide it into just two parts: Theoretical Perspec-
tives on Emotions (Part 1) and Social Arenas of
Emotions (Part II).

In Part I, chapters from scholars working in
a wide variety of theoretical traditions can be
found including evolutionary theory, identity the-
ory, affect control theory, social exchange theory,
expectation states theory, status-power theory,
ritual theory, cultural theory, and even neuro-
sociology theory. Some of these theoretical ap-
proaches were not discussed in the last volume.
Others were presented, but work has advanced to
the point that updates were necessary. Our last

J. E. Stets, J. H. Turner (eds.), Handbook of the Sociology of Emotions: Volume II, Handbooks of Sociology 1
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chapter in this section is a fairly comprehensive
coverage of measurement issues in emotions re-
search. This is a growing area in the sociology of
emotions. We thought the best place to position it
would be following our theoretical papers.

In Part II, we review a broad and diverse set
of social arenas where emotions are experienced
and expressed. This section did not appear in
the first volume so it is unique to this volume.
One area of inquiry that receives attention is the
analysis of emotions within institutional domains
or systems—the economy and the workplace, the
family, mental health, crime, sports, science, and
even technology as it affects the dynamics in all
institutional spheres. Still another focal point is
work on emotions in stratification systems in-
cluding the emotional stratification system itself,
and more traditional points of inquiry such as
social class, race/ethnicity, and gender, as well
as chapters on justice calculations and social
movements that often arise from inequalities in
societies. There is also a chapter on emotions as
it relates to morality, which is a rapidly growing
area of theorizing and research. For each chap-
ter in Volume II, our goal has remained much the
same as the first volume, that is, to present lead-
ing theories on emotions, to review the empiri-
cal research to date, and to discuss directions for
future research.

In the first Handbook, we had a separate sec-
tion on specific emotions that included chapters
on love, jealousy and envy, empathy, sympathy,
anger, grief, and moral emotions. What we think
better reflects the sociology of emotions today
is discussing emotions as an outcome of social
factors and conditions that influence the expe-
rience and expression of some emotions over
others. This provides a context in which to un-
derstand emotions. The reader will find in Part
IT that rather than confining the analysis of a
specific emotion to a single chapter, an analysis
of the emotion may appear across a variety of
chapters that discuss different institutional do-
mains or places within the stratification system.
For example, anger emerges in the workplace
(Chap. 16), in understanding crime (Chap. 22)
and in social movement activity (Chap. 25), and
it may be associated with members of particular

racial categories (Chap. 18). Specific emotions
not discussed in the earlier volume appear in this
volume such as happiness (Chap. 8), depression
(Chap. 20), pride (Chaps. 12, 25, and 26) and
shame (Chaps. 12, 22, and 26). In general, we
think this volume still facilitates an analysis of
specific emotions, but it does so by placing these
emotions within a broader context.

One thing that is missing from the sociology
of emotions is an integration of emotions re-
search with other academic disciplines. Indeed,
that is noticeably absent from this volume. So-
ciology can learn from such diverse disciplines
as evolutionary biology, neurology, psychology,
philosophy, and communications to identify just
a few disciplines. Equally important, other disci-
plines can learn a great deal from the sociology
of emotions because emotions are always gen-
erated within a sociocultural context, and they
always have effects not only on individuals, but
also on the structures and cultures that organize
human life. Thus, in the future, there will be a
need for more interdisciplinary research, iden-
tifying what sociology can learn from and offer
other sciences.

Even with the breadth of coverage that we
think we have captured in Volume II, it is far
from a full review of how far the sociology of
emotions has come in just the last decade. To do
this field justice, it is likely that additional vol-
umes will be needed. But, what is clear is that the
sociology of emotions is advancing rapidly, and
moreover, the analysis of emotions is emerging
within virtually all of the specialties of sociology.

1.2 Overview of Chapters

In Part I on the Theoretical Perspectives of Emo-
tions, Chap. 2 by Jonathan H. Turner opens with
an evolutionary review of why and how natural
selection worked on the brain of humans’ homi-
nid ancestors. Natural selection increased the
size of key subcortical areas of the brain where
emotions are ultimately generated and, later, ex-
panded the connectivity within and between the
neocortex and the older subcortex. This chap-
ter can be read with David Frank’s overview
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in Chap. 13 on emotions and neurosociology,
where the promise of this new field is outlined.
In Chap. 13, Franks emphasizes that emotions
existed before cognition developmentally, and it
also worked to structure cognitions and decision-
making. Indeed, emotions are the driving force
behind human cognition, action, and interaction.

Chapters 3 and 4 extend the coverage from
The Handbook on identity theory and affect con-
trol theory within the symbolic interactionist tra-
dition. In Chap. 3, Jan E. Stets and Ryan Trette-
vik emphasize that emotions are central to the
identity verification process, with identity verifi-
cation influencing positive emotions and identity
non-verification influencing negative emotions.
Stets and Trettevik also outline the conditions
likely to produce identity non-verification, and
in turn, negative emotions. Further, they review
efforts by identity theorists to extend the analysis
of emotions to specific emotions such as moral
emotions. Moral emotions are discussed in more
detail in Chap. 21.

In Chap. 4, Kathryn J. Lively and David R.
Heise update and expand the affect control model
of emotion by exploring how the emotions of
stigmatized identities are different from the emo-
tions of non-stigmatized identities. They also
incorporate emotion management into the affect
control model. Further, they introduce the idea
of “emotional stations” (the location of identi-
ties in affective space) and “ineffable emotions”
(feelings in our culture that have no name). Their
ideas are ripe for further investigation in the soci-
ology of emotions.

Chapter 5 by Edward J. Lawler, Shane R.
Thye, and Jeongkoo Yoon outline a theory by
which individuals make external attributions for
their positive emotional experiences to groups
and potentially macro-level structures. This
emerges especially under conditions of frequent
exchanges among equals who are engaged in
joint tasks that generate a sense of efficacy and
shared responsibility. This theory is one of the
first to demonstrate the significance of emotions
aroused at the micro-level for explaining com-
mitments to macro-level structures in societies.

In Chap. 6, Karen A. Hegtvedt and Christie L.
Parris focus on the role of emotions in the justice

process. They discuss the theoretical tenets of jus-
tice perspectives that address the role of emotion,
and they point out that emotions are not simply
an outcome of the justice process, but they also
may precede the experience of (in) justice. They
review the research on justice at the micro-level
(in impersonal and personal relationships) and
the mediated role of emotions, as well as justice
research at the macro-level and the role of emo-
tions in social movements, and in groups, more
generally. Since justice calculations are central
to so many emotional reactions that individuals
experience, justice research has implications for
almost all theories of emotions, particularly in
sociology where the emphasis is always on the
distribution of resources among individuals in
social structures.

Chapters 7 and 8 both present theories of
status processes and emotions from somewhat
different, though overlapping, traditions. In
Chap. 7, Murray Webster and Lisa Slattery Walk-
er discuss the effects of status processes on emo-
tions and vice versa in task groups. Expectations
associated with status locations create the basic
conditions under which emotions are generated,
with confirmation of status expectations generat-
ing positive emotions and the disconfirmation of
status expectations activating negative emotions.
By extension, we learn that positive emotional
expressions outnumber negative ones in task
groups. Webster and Walker importantly draw
a distinction between experienced emotions and
expressed emotions. The emotions people expe-
rience are not always expressed given their status
position in the group. Later in the chapter, Web-
ster and Walker discuss how justice and legitima-
tion processes influence emotions, although this
is again conditioned upon one’s status position.

In Chap. 8, Theodore D. Kemper extends his
earlier analysis of status-power theory by focus-
ing on one class of emotions—the experience
of felicity or happiness. In earlier statements on
status-power theory, happiness emerged when
one’s status improved in a group, for example,
earning a promotion, or alternatively, when one
provided status to another such as giving love. In
this chapter, he examines happiness as a function
not only of obtaining status and giving status to
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another, but also as the result of gaining power
and avoiding other’s power. Later in the chap-
ter, he discusses meaningfulness, an experience
which leads to happiness, and which he main-
tains has status-power significance.

In Chap. 9, Jonathan H. Turner takes a broader
perspective on one’s position in the social struc-
ture and its relationship to emotions. He sees
positive and negative emotions as resources that
are unequally distributed in society and, hence,
stratified. He argues that traditional stratifica-
tion analyses focus too much on money, power,
and prestige when there are many other types of
resources distributed in societies that are highly
valued by individuals and families and, more-
over, are more equally distributed across social
classes such as love/loyalty or sacredness/piety.
These more equally distributed resources gener-
ate diffuse positive emotions among large seg-
ments of the population in post-industrial soci-
eties, reduce the degree of stratification, and, as
a result, decrease the conflict potential in these
societies. If conflict emerges in the future, it will
come from the middle class whose emotions turn
negative as their shares of highly valued resourc-
es such as education, health, aesthetics, love/loy-
alty in families, and justice from the law decline.

Chapters 10 and 11 discuss how emotions
are embedded in our habits and traditions—our
rituals—and more generally—in our culture. In
Chap. 10, Meredith Rossner and Mythily Meher
trace the origins of ritual theorizing and emotions
in the works of Durkheim, Goffman, and Collins.
They discuss how ritual theory can help us under-
stand a wide range of social phenomena such as
punishment and justice, tobacco rituals and sex
rituals, violence, economic markets, and social
movements. They identify two areas where ritual
and solidarity dynamics are under-theorized: in
the technologically mediated world in which we
now live, and in macro-level, social structural
processes such as power dynamics.

In Chap. 11, Eva Illouz, Daniel Gilon, and
Mattan Shachak examine emotions using cultural
theory. They discuss four paths through which
culture and emotions are linked: through social
norms and control of one’s emotions; emotional
discourse and performance; rituals; and virtual

emotions in technologically mediated interac-
tion. Their latter two themes echo ideas presented
in the previous chapter. Like Rossner and Meher,
they highlight the importance of rituals in gen-
erating emotional arousal, and they discuss the
emotional responses that can be virtually pro-
duced and disseminated through social media.

Chapter 12 is somewhat different than the
other chapters in Part I. Thomas J. Scheff, one of
the early founders of the sociology of emotions
field, offers a retrospective look on his contribu-
tions. His work blends the symbolic interaction
framework of theorists such as Cooley and Goff-
man with psychoanalytic theory, such as the work
of Helen Block Lewis. Psychological dynamics
such as catharsis and repression are discussed,
but perhaps his most important contribution to
the sociology of emotions is his work on shame.
We are reminded how repressed shame and anger
can break social bonds and, equally important,
potentially fuel larger-scale collective violence
in human societies.

Chapter 14, the last chapter in this section,
discusses the measurement of affect and emo-
tions. For the sociology of emotions to theoreti-
cally develop, good emotion measures are need-
ed. Kimberly B. Rogers and Dawn T. Robinson
remind us that, like any field of scientific study,
we need precisely measured concepts, in which
our measurement should not unduly intrude into
the ongoing social interaction being studied.
They argue for methods that measure emotions
that are: experienced and expressed; discrete
and dimensional; and direct and diffuse. Rog-
ers and Robinson review a variety of methods
in the study of emotions including: self-reports
on emotional states, physiological measures, and
observational and computational techniques for
recording emotional arousal.

The chapters in Part I present only some of the
theoretical ideas to be found in this volume. As
we turn to Part II on the Social Arenas of Emo-
tions, we see that emotions are aroused in virtu-
ally every social situation and arena, and there
are forces driving this arousal, but these forces
require theories to explain the emotional dynam-
ics at work. The contributors bring relevant theo-
ry to bear in explaining emotions in these arenas.
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Still, there is a shift in emphasis in Part Il because
rather than strictly having a theoretical focus as
in Part I, the focus is on the central place of emo-
tions in different substantive fields of empirical
inquiry.

Chapter 15 by Jocelyn Pixley, Shaun Wilson,
and Peter McCarthy opens Part II with a three-
part examination of the economy and emotions.
First, the authors discuss how the sociology of
emotions can provide insight into understand-
ing economies. Then, they turn to early figures
such as Smith, Spencer, Durkheim, and Weber,
calling attention to their treatment of “emotional
factors” which are often overlooked in their eco-
nomic analyses. Finally, they discuss the place of
emotion in the financial economy including: the
rules about emotion in the face of uncertainty in
the financial market; money and the emotions it
generates; the emotions associated with inflation
and deflation; and the emotional states of trust
and confidence in the economy.

In Chap. 16, we shift from the economy as a
whole to emotions and work. Amy S. Wharton
examines both the sociological and organization-
al literatures on work and emotions. She reviews
two broad areas: emotional expression and emo-
tional regulation. The former seeks to understand
the dynamics of, for example, spontaneous emo-
tionality that inevitably emerges at work. The lat-
ter concerns emotional labor and the regulation
and management of emotions in the workplace.
What Wharton reveals is that emotions are an im-
portant and pervasive dynamic at work.

In Chap. 17, we move from emotions in the
institutional domain of the economy to emotions
in the institutional domain of the family. Rebecca
J. Erickson and Marci D. Cottingham discuss
two areas where emotions emerge in the family:
during the socialization process and during the
enactment of emotion work at home that is gen-
dered. They then argue that the concept of emo-
tional capital connects the emotions that people
experience in families with people’s experiences
in other institutional arenas.

In Chaps. 18, 19, and 20, the scholars review
emotions along major stratification lines: class,
race, gender, and marital status. In Chapter 18 on
class, race, and emotions, Amy C. Wilkins and

Jennifer A. Pace review a variety of aspects that
influence emotions by class and race including
people’s position in the social structure, their
different socialization experiences that encour-
age different emotional habits, and the identities
that they claim with people placing themselves
into certain categories and behaving according to
the emotional expectations associated with their
class and race. Later in the chapter, the authors
turn to other issues along class and racial lines
such as emotional labor which works to sustain
class and racial workplace inequalities, and emo-
tional hierarchies in which some emotions are
considered more desirable than others, and cor-
respondingly, disadvantaging those along class
and racial lines.

In Chap. 19 on gender and emotions, Doug
Schrock and Brian Knop integrate research
from both the sociology of gender area and so-
ciology of emotions area to specify how gender
and emotions are linked. Given that sociologists
of gender and emotions have focused much of
their research in the areas of socialization, inti-
mate relationships, and organizations, they use
these three areas to organize their chapter. In the
area of socialization, the authors remind us how
children are raised to associate their gender with
particular emotions and feelings rules, and that
this happens not only at home but also at school
and in athletics. In intimate relationships and in
organizations, we see how gendered socialization
gets translated into different experiences for men
and women at home and at work.

In Chap. 20, Robin W. Simon reviews gender,
marital status, and socioeconomic status varia-
tions in emotion (discrete feelings such as sad-
ness and happiness) and emotional well-being/
distress (a set of emotions or feelings states
such as depression). Like Schrock and Knop,
she integrates research from two different areas.
Here, she blends research from the sociology of
mental health and sociology of emotions areas.
After reviewing the social distribution of men-
tal health and emotions by gender, marital status,
and socioeconomic status, she discuss two main
hypotheses put forth by mental health scholars
as to why the socially disadvantaged (women,
unmarried, and low socioeconomic status) report
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more negative and less positive emotions. These
include the exposure hypothesis and the vulner-
ability hypothesis. While both hypotheses ad-
dress the role of stress, they differ with respect
to how stress affects emotion. She then identifies
theories in the sociology of emotions, specifi-
cally cultural and structural theories, which also
explain these variations.

Sarah L. Harkness and Steven Hitlin discuss
the role of emotions and morality in Chap. 21.
They review two orientations as to the origins
of moral thought and action: a rationalist (cog-
nitive) perspective and social intuitionist (more
emotional) perspective. They argue that neuro-
science offers more support for the latter, but that
a better way to approach this issue is to adopt a
dual-process model in which emotion and cogni-
tion both play a role in moral thought and action
with emotion being the initial “driver” and cogni-
tion occurring only “after the fact.” This model
has been use in the sociological study of culture
to explain how culture shapes moral codes and
reactions. Later in the chapter, the authors dis-
cuss moral codes and moral emotions within and
across cultures.

In Chap. 22, Jody Clay-Warner reviews the
role of emotions in the sociological literature on
crime. She raises three questions: What is the role
of emotions in contemporary theories of criminal
behavior? How can emotions shape desistance?
And, what are the antecedents of fear of crime?
She reviews conceptualizations of emotions in
rational choice theory, control theory, learning
theory, and strain theory. Then, emotions are
highlighted in desistance theories including the
theory of reintergrative shaming and the age-
graded theory of social control. Finally, she iden-
tifies what fear of crime entails, and who is more
likely to report it.

In Chap. 23, Gretchen Peterson reminds us just
how much emotion is involved in sports. Sports
have been part of human societies since their be-
ginnings and, today, they are clearly a distinct in-
stitutional domain that has a large impact on so-
ciety. Peterson traces the early work on emotion
in sports to Elias and Dunning who addressed,
for example, the ability of sports to arouse excite-
ment, and to Scheff who addressed its cathartic

feature. She discusses more recent work on emo-
tions in sports including research that has studied
emotional management by athletes, and emo-
tional labor in sport industries such as personal
training and professional wrestling. Peterson also
highlights the rituals associated with sports that
not only arouse and sustain emotions, but which
also create a sense of identity and community.
Thus, we see how rituals influence emotions—a
theme echoed in earlier chapters.

In Chap. 24, Daniel B. Shank focuses on tech-
nology and emotions. This is a topic that is brief-
ly explored in some of the earlier chapters. How-
ever, Shank examines the relationship in more
depth, beginning with how the two are intimately
linked. Then, he discusses how emotions emerge
and change when interacting with others through
mediated technology, particularly the Internet.
This is followed by an analysis of how emotions
are aroused in direct interaction with machines
such as computers and robots. Finally, Shank
explores technological innovations that may be
able to enhance emotion measurement and theory
development such as Twitter data, Mechanical
Turk, Time-sharing Experiments for the Social
Sciences (TESS), and experiential sampling.

In Chap. 25 on social movements and emotion,
James M. Jasper and Lynn Owens detail the many
ways in which emotions enter social movements
beginning with recruitment of new participants to
a movement. Jasper and Owens isolate the vari-
ous points throughout social movement activity
where emotions become important such as in
early movement activity when a tie to the group
is important. Later, emotions may be important to
protestors to create solidarity among themselves.
This may be accomplished by engaging in ritual
activity. Emotions also may emerge and be ex-
pressed outwardly to create an effect on outsiders
who oppose them. Protestors may show feelings
of pride, a show of strength, compared to shame.
Jasper and Owens also examine the role that
“place” plays in protests from a specific physi-
cal location to “free space” which then becomes
occupied. Finally, Jasper and Owens discuss at
some length how protests impact emotions.

In the last chapter, John Parker and Edward
J. Hackett assess eight decades of research on
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the emotional aspects of the science field. They
show how emotions permeate science as a prac-
tice, profession, and institution. Within the prac-
tice of science, they note how emotions drive the
activities of scientists to make observations and
knowledge claims. Within the scientific profes-
sion, they discuss how emotions are important in
forming relationships so essential to collabora-
tion, organizing large scale science projects, and
developing scientific social movements. Finally,
within the institution of science, they discuss
how emotions are what drives scientific action as
an autonomous institutional domain. Emotions
operate as powerful social control mechanisms in
the scientific community, including shaping the
functioning and outcomes of the peer review pro-
cess. In general, the reader sees how science as
an institutional activity is pervaded by emotions,
even as science itself is supposed to be value-
neutral and objective.

1.3 Conclusion

While our summary of this volume has attempt-
ed to describe the core ideas in each chapter, it
does not do justice to the depth and sophistica-
tion of the topics in each of the chapters. Thus,
we encourage readers to spend some time reading
through each chapter for a fuller understanding of
the theoretical ideas, substantive issues, empiri-
cal research, and future directions that character-
ize the rich areas that are reviewed.

Like The Handbook for the Sociology of Emo-
tions, this second volume is incomplete as a
representation of the field as it currently stands.
Even together, the two volumes do not do jus-
tice to the field at this moment, much less a few
years down the road. The study of emotions is
not only a burgeoning field of inquiry within so-
ciology, it is also a well-developed field in other
social sciences and in neurology. It was not until
the mid-1970s that the sociology of emotions
took off under the leadership of several authors
in this volume, such as David R. Heise, Thomas
J. Scheff, and Theodore D. Kemper. Now, the

sociology of emotions can stand tall within the
social sciences because of the accomplishments
of theorists and researches over the last four de-
cades. The result is that the sociological analy-
sis of emotions will increasingly influence other
sciences like psychology and neurology. Thus,
these volumes of The Handbook of the Sociology
of Emotions are only a harbinger of more to come
at an accelerating pace.

As the sociology of emotions has just begun to
accelerate, it has dramatically increased the power
of sociological theorizing and research. In partic-
ular, theories of emotions, supported by carefully
collected data, have resolved many problems that
were once considered impossible, problems such
as linking theoretically the dynamics of the micro
and macro realms of the social universe. Indeed,
sociology is probably further along in closing this
micro-macro gap than other sciences. Equally
important, as emotional dynamics are studied in
all of the many specialties in sociology, the dis-
cipline will develop better explanations for inter-
personal behavior as well as group, community,
organizational, stratification, institutional, and
even societal dynamics. Developing explanations
about emotions are much like discovering grav-
ity and electromagnetism in studying the physi-
cal universe, or natural selection in the biotic
universe. These are forces that allow the natural
sciences to explain large domains of their respec-
tive universes. Similarly, emotions are one of the
forces of the social universe, and their study dra-
matically expands our understanding of how this
social universe operates.
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The Evolution of Human Emotions

Jonathan H. Turner

2.1 Introduction

One question that is, surprisingly, hardly ever
asked is this: Why do humans have the capac-
ity to experience, express, and read in others
such a wide variety of emotional valences? It is
just assumed that humans are emotional, but the
question of “why” is left unanswered. One can
find somewhat vague pronouncements that emo-
tions are socially constructed, and with big brains
came language and culture that allow for an ex-
panded palate of emotions. But is this really the
answer? I think not, because emotions are gener-
ated in the subcortical regions of the brain, not in
the neocortex. True, culture gives us the capacity
to label emotions, and this comes from the neo-
cortex, but the emotions themselves are of deeper
origins, not only in the actual structure of brain
but also in its evolution over the last 8 million
years. If we are to understand emotions, then, we
need an explanation of why and how the capacity
for emotionality on a human scale first evolved;
and an answer to this question, I believe, enables
us to understand how they operate today. In this
chapter, I will use a methodology developed by
Alexandra Maryanski and me to offer a long-
term evolutionary explanation for why and how
humans became so emotional.

J. H. Turner (D<)
University of California, Riverside, USA
e-mail: jonathan.turner@ucr.edu

2.2 Humans are Primates

Humans are a species of primates, whose closest
living relatives are the great apes: chimpanzees
(two subspecies), gorillas (two subspecies), and
orangutans. Humans share 98.5 % of their genetic
material with the common chimpanzee, which
means that chimps should probably be grouped
with humans in the family Hominidae and genus
Homo rather than in Ponidae where they are now
placed along with the genus Pongo (orangutans)
and genus Gorrilla. Because chimpanzees are
genetically closer to humans than the other two
great apes, only the vanity of humans keeps them
out of Homo. I emphasize this point because, in
chimpanzees and in the other great apes, we have
an unusual vantage point: we can see what our
distant ancestors are like because the habitats in
which the great apes evolved have not changed
dramatically for millions of year, whereas our
last common ancestor with these great apes and
humans had to adapt to an entirely new habitat,
the African savanna. Apes evolved in the arboreal
habitat, and all of the great apes still live in the
forests, whereas our ancestors, called hominins,
had to adapt to the dangerous, predator-ridden
savanna. To view matter simplistically, but none-
theless usefully, hominin evolution involved tak-
ing a body plan much like that of the common
chimpanzee and reworking it so that hominins
could live on the savanna, which except for hom-
inins, became the graveyard of all other species
of apes. Apes are, in reality, a great evolutionary
failure because most species are now extinct, ex-
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cept for humans (and the verdict is still out on us)
and the handful of apes that are on life-support in
their shrinking forest niches. Even humans, with
their capacities for culture and language, have
almost gone extinct twice over the last 200,000
years. Indeed, humans are much less genetically
diverse than any other primate for a simple rea-
son: you and I are all descendants of a very small
population—perhaps only a few hundred and at
most only a few thousand members—that was on
the verge of extinction.

The explanation for why humans became so
emotional resides in this forced occupation of
open-country savanna over the last 10 million
years. Emotions became the key to hominin sur-
vival, not culture as is so often hypothesized.
For language and culture are very late arrivals
in the hominin line and were not the fundamen-
tal change that allowed hominins to do what no
other ape can now do: live on the savanna.

To be sure, a bigger neocortex that could allow
for culture increased fitness among late hominins
over the last 2-million years, but this larger neo-
cortex was not what allowed hominins to survive
in the first place. It is the other part of the brain—
the subcortical areas of the brain inherited from
reptiles and early mammals— that first changed
in some rather fundamental ways—long before
the neocortex began to grow significantly about
2 million years ago. The subcortical areas of the
brain were rewired by natural selection to make
humans dramatically more emotional than other
primates and, in all likelihood, all other animals
on earth, and it is in this subcortex that we can see
the footprint of natural selection as it enhanced
hominins’ and eventually humans emotionality.

But, this conclusion only begs the question
that I articulated earlier: Why was it necessary
for hominins to become so emotional? What were
the selection pressures on savanna-dwelling apes
that, through random and blind natural selection,
allowed our ancestors to survive and avoid the
mass extinction of every other savanna-dwelling
ape? To answer this question, we need to adopt
a methodology for doing cross-species compari-
sons, which Alexandra Maryanski and I call evo-
lutionary sociology, which we view as a more vi-
able alternative to evolutionary psychology.

2.3 Evolutionary Sociology

Evolutionary sociology consists of a series of
methodologies: (1) cross-species comparisons
among primates on their respective patterns of
social relations as these produce network struc-
tures among conspecifics; (2) cladistic analysis
by which these patterns of relations among extant
apes are used to reconstruct the social structures
of the last common ancestor of humans and the
great apes; (3) ecological analysis of the changes
in habitat and niches in these habitats that led natu-
ral selection to push for particular behavioral and
structural patterns among primates; (4) compara-
tive neuroanatomy whereby the brains of extant
apes are compared to those of humans to give us
a sense of what natural selection did to the brain
of hominins and humans over the last 8 million
years; and (5) analysis of hard-wired behavioral
propensities of all great apes, primates, and more
generally, mammals to see what existing behaviors
could be selected upon during hominin evolution
in various habitats and niches in these habitats.

These five methods allow us to look back mil-
lions of years into humans’ evolutionary history,
much like the Hubble telescope can do for the
universe. We cannot see with perfect clarity but
we can see enough back in time to understand
where our ancestors started in terms of their
physical phenotype (i.e., neuroanatomy and anat-
omy), their behavioral phenotype (i.e., dominant
behaviors), and their social phenotype (i.e., social
structures). Then, we can follow their evolution
and see how these various phenotypes were all
transformed during the course of hominin evolu-
tion under the power of natural selection to alter
anatomy, neuroanatomy, behavioral propensities,
and patters of social structure.

2.3.1 Structures of Relations Among

Primates

The great apes reveal a very unusual pattern of
relations among conspecifics: they evidence very
few strong social ties and no firm basis for inter-
generational continuity of social relations (Mary-
anski 1986, 1987, 1992, 1993, 1995). Moreover,
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their basic unit of social organization is not the
local group but, instead, the much larger regional
community of 10 square miles in which individu-
als move about freely, forming temporary gather-
ings that then break up, only to form again but
never for long periods of time (Maryanski and
Turner 1992). The group, then, is not the natural
unit of social organization for a great ape, which
in all likelihood means that it was not the unit of
organization for our common ancestor with great
apes, as we will see shortly in cladistic analysis.
Alexandra Maryanski (1986) employed a net-
work model of tie strength among all species of
apes to see what kinds of social structures had
been observed by researchers (who have a behav-
ioral bias and, in fact, have a hard time under-
standing what social structures is). She compared
these findings with a similar analysis of represen-
tative species of monkeys which, as I will note
shortly, is important in cladistic analysis. The
finding on great apes are rather startling: the only
consistently strong tie among all species of great
apes is between a mother and her pre-adolescent
offspring, and this tie is broken when al/l females
leave their natal community at puberty, never to
return, and in so doing break the possibility of in-
tergenerational ties and groups. For gorillas and
orangutans, males also leave their natal commu-
nity at puberty, never to return. Only chimpanzee
males remain in their natal community and form
moderate-to-strong ties with their mothers as well
as male friends and relatives. None of these ties,
however, leads to permanent groups; rather, indi-
viduals hook up for a short period, and then dis-
band. Since females of a community have all left
at puberty, they must be replaced by immigrating
females from other communities, which assures
a resupply of females (and genetic diversity), but
these females will be strangers to each other and,
hence, do not form strong ties even as they sit
in proximity and let their offspring play. Thus,
what emerges in a network analysis of the great
apes is a predominance of weak ties and a rather
startling absences of strong ties that could lead
to group formation. This network system is also
supported by the fact that apes are promiscuous,
with paternity of offspring never to be known.
For chimpanzees, enthusiastic sexual promiscu-

ity makes it impossible to know who the father
of an infant is; and for orangutans, who are virtu-
ally solitary, males hook up with females for a
short time and then wander off to be alone, with
the female raising her offspring alone as well.
Only gorillas form somewhat more stable groups
built around a lead silverback male and females
with children, and various hangers on; this unit
works in favor of the female who uses the lead
silverback as a babysitter for her sexual liaisons
with males lurking out of the sight of the lead
male. Yet, even this somewhat structured group
breaks part when the females children enter ado-
lescence, if not before.

This weak tie pattern is rather unusual among
mammals because there is no system of kinship
beyond the females caring for their offspring be-
fore the latter leave the community forever. In
contrast, monkeys reveal the opposite pattern of
apes: females never leave their natal group and,
instead, form matrilines of generational and col-
lateral female kin. All males leave their natal
group at puberty for other groups, being replaced
by males from other troops. These males then
enter into a competition for dominance, form-
ing a hierarchy of dominance, which will change
every few years, if not sooner. Thus, monkeys are
entirely oriented to the local group rather than the
larger community population, as is the case for
apes; these groups are highly structured by fe-
male matrilines and male dominance hierarchies
(some monkey troops also reveal female domi-
nance hierarchies as well). Dominant males seek
to monopolize sexual access to females in a kind
of harem pattern, with varying degrees of success
in keeping all females in line.

I will not go into details here (see Maryanski
and Turner 1992; Turner and Maryanski 2005;
Turner and Maryanski 2008). The importance of
these data can be seen when performing cladistic
analysis.

2.3.2 Cladistic Analysis of the Last
Common Ancestor

Cladistic analysis is the term used in biology to
denote the reconstruction of the traits and charac-



14

J.H.Turner

teristics of a set extant species that are presumed
to be biologically related. The logic of cladistic
analysis is similar to historical reconstruction of
languages where the common features of a set of
related languages are used to discover the features
of the root language from which they all evolved.
In cladistic analysis, the common behavioral
and structural traits of a set of extant species are
used to determine the likely traits of their com-
mon ancestor. Maryanski (1986) performed this
analysis—the details of the methodology are less
important for my purposes here—and came to
the conclusion that the last common ancestor of
humans and the great apes was virtually solitary,
probably much like contemporary orangutans
where individuals live alone, except for females
and their pre-adolescent offspring. There are no
strong ties among adults, and the only strong ties
are those evident in all mammals between moth-
ers and their young offspring. But, even these ties
are broken when male and females emigrate from
their natal community, never to return. Thus, the
last common ancestor of humans and great apes
was not very social, did not form strong ties
among adults, was promiscuous, and was not
prone to form groups of any sort, beyond mother-
offspring groups that disbanded with offspring
reached puberty.

In cladistic analysis, a comparison out-group
of more distantly related species is often used to
assess the plausibility of the reconstruction for
what are presumed to be more closely related spe-
cies. Monkeys were used by Maryanski to make
this comparison. Monkeys are primates, and at
one time, there were few differences between
monkeys and apes physically, but over a 10 to
15 million year period of time, they diverged be-
cause they began to live in different niches in the
arboreal habitat (see ecological analysis below).
The reason for the comparison group is to make
sure that the set of species under investigation is
really distinctive, as a set, in terms of key char-
acteristics and that these characteristics did not
evolve independently but, in fact, have been fea-
tures of all members of this set for a long time
and, in fact, distinguish them from other sets of
species revealing a different pattern of charac-
teristics. The fact that monkeys evidence almost

the exact opposite pattern of organization to apes
suggests that, although they are both primates and
share a very distant common ancestors, they are
separated by several key features in their behav-
ior and social organization, including: group or-
ganization for monkeys compared to community
organization for apes; permanent matrilines of
related females who never leave their natal group
compared to universal transfer of females away
from the natal community or regional population;
harem patterns of male-female among monkeys
compared to sexual promiscuity between male
and female apes that do not lead to strong bonds
or groupings; and strong ties among related fe-
males for monkeys versus weak ties among fe-
males in ape communities.

Thus, contrary to many assumptions in philos-
ophy and sociology, humans are not as social at
their ape core as is often assumed. Family and kin-
ship were not natural to the last common ancestor;
groups in general were not permanent among all
great apes; promiscuity was rampant with pair-
bonding between adult males and females never
occurring; and there was no inter-generational
continuity for either males or females (except for
species of gibbon and siamangs, which are not
great apes and very far off the great apes line).
The last common ancestor was virtually solitary,
moving about alone within a regional community
and only forming groups long enough to repro-
duce or, at times, to defend the community from
encroachment by males from other communities.
There were no strong and enduring ties among
adults, and only temporary ones between sexual
partners and even between females and their off-
spring. Obviously, humans today are more social
than this profile would suggest, but the important
point is that, for reasons to be outlined below, our
ape nature is the exact opposite to what is often
posited as “natural” to humans; and the evolu-
tion of hominins began with no bioprogrammers
in the neurology of the last common ancestor
for strong social ties (beyond those of all mam-
mals in female-offspring nurturing) or for group
formation. And, these facts are critical to under-
standing virtually everything about humans. The
story of hominin evolution, then, is one where
natural selection worked to increase sociality and
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the capacity for group formation, but how? My
answer (Turner 2000) is through the dramatic
rewiring of the hominin brain toward enhanced
emotionality.

2.3.3 The Ecology of Ape and Hominin
Behavioral and Social Structural
Patterns

Why did were great apes become so asocial? The
answer resides in what transpired in the arboreal
habitat. Many of the features of all primates—
visual dominance, generalized bodies with four
limps, five fingers, and strong arms, wrists, and
fingers, and greater intelligence—are all an out-
come of building a body that can move about ef-
ficiently and safely in a three dimensional envi-
ronment off the ground. The differences between
the bodies of apes and monkeys, and more im-
portantly, between their behavioral and organi-
zational patters, are a consequence of the differ-
ent niches in the arboreal habitat where apes and
monkeys lived. Without offering any details (see
for details: Maryanski and Turner 1992; Turner
and Maryanski 2005, 2008), monkeys gained
the advantage over apes in the arboreal habitat,
perhaps because they acquired the capacity to
eat unripe fruit, which, to this day, the few re-
maining great apes cannot do. The result is that
monkeys could occupy the verdant portions of
the trees where there is more food and room and,
hence, where larger groupings of conspecifics
could survive. In contrast, despite the fact that
they are larger than monkeys, apes had to mi-
grate to the terminal feeding areas of trees where
branches are thinner, where space is limited, and
most critically, where food is in much shorter
supply. In these niches, whatever grouping pat-
terns apes may have once had were selected out
because, to survive in these sparse niches, larger
groups could not be supported; and moreover, in
this habitat, individuals had to be free of strong
ties of any sort so that they would be willing to
move to new feeding areas. The behavioral and
structural properties of apes and their societies
thus reflect intense selection pressures to limit
the number of individuals in any one place and

to assure that they would leave kin and move to
wherever food is available. And, it appears, apes
were able to prosper, even though they are larger
than monkeys (requiring more food) and had to
live where branches are weaker and food is in
short supply. And so, the weak-tie social relations
and structures of apes represent a successful ad-
aptation to a difficult set of niches in the arboreal
habitat. Moreover, some of the physical differ-
ences between apes and monkeys can be seen as
an outcome of selection on the phenotypes (and
underlying genotypes) of apes adapting to these
niches: great apes are much more intelligent than
monkeys; great apes have stronger finger, hands,
wrists, arms and shoulder joints than monkeys;
and the great apes can briachiate (rotate their arm
360 degrees) whereas monkeys cannot. All of
these body changes represent adaptations to the
“high-wire act” of the tree-tops and undersides of
branches high in the air.

About 10 million years ago, African began to
cool down and the dense tropical forests began to
recede, and the vast savannas of African began
to grow. Many species of primates were forced
to the ground as the amount of space in the arbo-
real habitat kept declining, and here is where the
mass extinction of apes began. Without the bio-
programmers for social bonding and for groups
that would lead to cooperative food foraging
and for collective defense in the predator-ridden,
open country savanna, most species of apes went
extinct. In contrast, monkeys forced to the terres-
trial habitat could survive because they are well
organized by male dominance hierarchies and
by female matrilines. Indeed, monkeys march
across the savanna in almost military precision,
with lead male at the front and his lieutenants on
flanks and bringing up the rear of a phalanx of
larger males encircling smaller females and chil-
dren. Few predators, whether big cats or packs
of hyenas and related species, would dare attack
such a well-defended group. Here, the grouping
propensities of monkeys allowed them to survive
where the lack of such bioprogrammers in apes
doomed them to extinction. Today, monkeys
are by far the more fit set of species compared
to apes. Indeed, apes including humans as an
evolved ape represent less than 5% of all species
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Table 2.1 Relative size of brain components of apes and
humans, compared to Tenrecinae. (Source: Data from
Stephan 1983; Stephan and Andy 1969, 1977; Stephan et.
al. 1981, 1986; Eccles 1989)

Brain component  Apes (Pongids)  Humans (Homo)
Neocortex 61.88 196.41
Diencephalon 8.57 14.76
Thalamus
Hypothalamus
Amygdala 1.85 4.48
Centromedial 1.06 2.52
Basolateral 2.45 6.02
Septum 2.16 5.48
Hippocampus 2.99 4.87
Transition 2.38 4.43
cortices

Numbers represent how many times larger than Zenreci-
nae each area of the brain is, with Tenrecinae represent-
ing a base of 1

of primates. Apes are thus one of the great evo-
lutionary failures in evolutionary history, a fact
that is obscured by the large number of humans
on earth. So, in a very real sense, we can ask:
how did our hominin ancestors beat the odds and
do what no other aps can do today: survive in the
open, country African savanna. The answer can
be seen in human neurology where natural selec-
tion rewired the hominin and, eventually, human
brain to make us the most emotional animal on
earth.

2.3.4 Comparative Neuroanatomy
and Human Emotionality

Some time ago, precise measurements were
taken on the brains of primates and compared to
humans. In Table 2.1, I have arrayed the data for
the great apes and humans on the size of various
components of the brain, controlling for body size
which is roughly correlated with brain size. As
part of the control for body size, the numbers in
the table represent how many times greater than
“1” a brain system is. The “1” is designed to rep-
resent the size of a small rodent-like insectivore,
Tenrecinae that is probably very much like the
original insectivore that climbed into the arboreal
habitat of Africa some 63 million years ago to ini-
tiate the primate order. This norming of measure-

ments to a common base allows for comparisons.
For example, the neocortex of humans is 196.41
times larger than Tenrecinae, while the neocortex
of apes is 61.88 larger—thus making the human
neocortex a bit over three times the size of great
ape brains. The numbers below this first row
(comparing the size of the ape and human neocor-
tex) are for subcortical areas of the brain, which
evolved much earlier and which, in basic struc-
ture, were inherited from reptiles. These struc-
tures do not all correspond to emotional centers
which are subcortical, below the neocortex which
is wrapped over them, but they are all implicated
in the production of emotions. Since these data
were not collected to assess emotion centers, we
will have to use them as a proxy for some of these
centers. The diencephalon containing the thala-
mus and hypothalamus are relevant to emotions
because all sensory inputs are routed through the
thalamus and then sent to the relevant cortices in
the neocortex and also to key subcortical emo-
tion modules, such as the amygdala, which is the
ancient reptilian center for fear and anger. The
septum is the structure that gives pleasure to sex
and hence is responsible for sexual drives. The
hippocampus is involved in memory formation
stores memories and, I would hypothesize, is the
place where repressed emotions are stored out-
side the purview of the prefrontal cortex in the
neocortex; and the transition cortices are respon-
sible for working memory and inputs into the
hippocampus where memories and the emotions
associated with them are stored and later shipped
up to the neocortex for longer term memory (if
the memories and the emotions attached to them
are activated in the hippocampus in their first two
years of storage). What is evident is that these
subcortical areas, and I suspect other emotion
centers, are about twice as big as those among
the great apes, controlling for body size. Interest-
ingly, the big increase in the size of the amygdala
in humans is in the baso-lateral component and,
surprisingly, is mostly devoted to pleasure (Ec-
cles 1989)—interesting because why would plea-
sure in humans be attached to the ancient centers
for fear and anger? The septum is over twice as
large in humans than apes, and why should this
be so since apes take great pleasure in sex and
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are highly promiscuous? In additional to being
larger, the wiring connecting subcortical centers
to each other and to the neocortex, particularly
the prefrontal cortex where decision making oc-
curs, is much denser in humans than in apes.

Thus, it is very clear that natural selection was
grabbing onto subcortical areas of the brain to
enhance emotionality during hominin evolution.
And, it was doing so long before the neocortex
began to grow significantly with Homo erectus
some 2 million years ago. Indeed, developmental
sequences in animals sometimes reflect evolu-
tionary sequences in the history of a species; and
in the case of human newborn, the infant can imi-
tate all of the facial gestures of a caretaker sig-
naling primary emotions within weeks of birth,
whereas it takes years of babbling for an infant
to begin to reproduce human speech phonemes
and syntax. And so, I think it very likely that this
developmental sequence mirrors the evolution-
ary sequence in the growth of the hominin brain.
Long before the neocortex expanded to produce
the capacity for symbolic culture and speech, the
brain was wired for dramatically enhanced emo-
tionality. Why would this be so?

An animal having no bioprogrammers for
group formation but under intense selection pres-
sure to organize into higher-solidarity and more-
permanent groups in a predator-ridden savanna
environment had to get better organized, or die.
Most apes trying to adapt to the savanna died
off, but natural selection stumbled upon a solu-
tion by selecting on emotion centers to increase
the variety and valences of emotions that could
be used to forge strong bonds and, eventually,
group solidarities. Indeed, this is how people
form and sustain bonds today; they generate pos-
itive emotional flows that increase commitments
to others and groups through interaction rituals
(Collins 2004) and other interpersonal processes
of attunement (Turner 2002). Natural selection
hit upon a solution to the problem faced by all
apes over the last 10 millions years: get orga-
nized into more stable and cohesive groups, or
go extinct. What is more, apes on the savanna
have some major liabilities, beyond the lack of
bioprogrammers for strong social ties and group
formation.

One problem of apes adapting to the savanna
is that they could not easily smell prey or preda-
tors, as most mammals do; in the transition to
becoming visually dominant as an adaptation to
the three-dimensional arboreal environment, the
olfactory bulb, which is subcortical, was reduced
in size and function because a big snout in front
of eyes sockets that have been moved forward for
3-D vision would be maladaptive. But something
else was created with this rewiring of the brain
around the inferior parietal lobe and related mod-
ules: the brain became prewired for language.
Thus, all of the great apes have the capacity for
language-use and comprehension to about the
level of a three year old human child. They do
not use this area for human-like language, unless
trained to do so, but this linguistic capacity ex-
isted very early on in ape evolution. The greater
intelligence apes compared to monkeys makes
this capacity accessible to selection, and hence, it
was there in the common ancestor to apes and hu-
mans some 8 million years ago. The capacity for
language, therefore, is not a recent invention; it
existed for a long time in the ape line. This capac-
ity had nothing to do with vision; it was a simple
byproduct for rewiring the neocortex to make pri-
mates visually dominant, but it represented a pre-
adaptation that could be selected upon if language
was fitness enhancing. The language would not
be auditory because apes lack the physical equip-
ment for precise articulated speech, but language
can be visual and be constructed from emotional
phonemes strung together in a syntax carrying
emotional meanings, if such an emotional lan-
guage would be fitness enhancing.

Another liability of apes on the savanna is that
they are slow; they must knuckle walk and, un-
like fully quandrapedal animals under predation,
they can easily be picked off and eaten by much
faster predators. Still another liability is that apes
are emotional and start making noise and running
about randomly when aroused by, say, fear of
a predator. And, a loud primate on the savanna
is soon a dead one. Thus, unlike monkeys with
powerful bioprogrammers for group organiza-
tion, apes were very vulnerable on the savanna
because they had so many other liabilities in ad-
dition to the lack of programmers to form groups.
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Table 2.2 Variants of primary emotions. (Source: Data
from Turner 1996a, 1996b, 1996c)

Primary Low Moderate High intensity
emotions: intensity  intensity
Satisfaction- Content Cheerful Joy
happiness Sanguine  Buoyant Bliss
Serenity ~ Friendly Rapture
Gratified  Amiable Jubilant
Enjoyment  Gaiety
Elation
Delight
Thrilled
Exhilarated
Aversion-fear Concern  Misgivings  Terror
Hesitant ~ Trepidation Horror
Reluctance Anxiety High anxiety
Shyness  Scared
Alarmed
Unnerved
Panic
Assertion- Annoyed Displeased  Dislike
anger Agitated  Frustrated  Loathing
Irritated  Belligerent  Disgust
Vexed Contentious Hate
Perturbed Hostility Despise
Nettled Ire Detest
Rankled  Animosity  Hatred
Piqued Offended Seething
Consterna- ~ Wrath
tion Furious
Inflamed
Incensed
Outrage
Disappoint-  Discour-  Dismayed  Sorrow
ment- aged Disheartened Heartsick
sadness Downcast  Glum Despondent
Dispirited Resigned Anguished
Gloomy Crestfallen
Woeful
Pained
Dejected

If emotions were to be used to increase soci-
ality, bonding, and group formation, there was
yet another obstacle. Apes do not have neocor-
tical control of their emotions, thereby making
emotions a liability. Moreover, and perhaps even
more fundamentally, three of the four primary
emotions that all scholars would agree are hard
wired in the brain—anger, fear, sadness, and
happiness—are negative; and negative emotions
do not promote bonding or solidarity. And so,
if natural selection were to take the route to en-
hancing emotionality, how would it get around
the problem of the high proportion of negative

valences in the basic palate of emotions among
mammals. Add to this the problem of controlling
emotional outbursts, and it would seem that this
route to making hominins more social and group
oriented would be an evolutionary dead end.
How did natural selection, then, get around the
liabilities inherent in emotions, per se?

The increased connectivity in the human brain
gives part of the answer. I think that selection first
worked on controlling noisy emotional outbursts
by expanding and thickening neuro-nets between
the prefrontal cortex and subcortical emotion
centers. This is one of the big differences between
ape and human brains, and it probably began to
evolve early among hominins on the savanna.
With this increased control, the neurology to ex-
pand the variations in negative emotions would be
in place; and as a result, variants of different lev-
els of intensity of primary emotions could be pro-
duced. Table 2.2 illustrates some of the variants
of primary emotions that humans possess, and
what becomes evident is that by simply damping
the intensity and increasing variants, the intensity
of negative valences declines as a proportion of
all primary emotions, while more nuanced and
subtle emotions can be produced. Then, I think
that natural selection continued on this path by
combining primary emotions, as is illustrated in
Table 2.3. In Table 2.3, a greater amount of one
primary emotion is combined (in some unknown
way) with a lesser amount of another primary
emotions, generating not only a much larger pal-
ate of emotions but also dampening further much
of the negativity inhering in primary emotions.
Even some of the negative emotions could be
used to promote solidarity if used in a nuanced
way as subtle sanctions. And when emotions are
combined, some new emotions appear that can be
considered more likely to promote solidarity and
bonding. For example, satisfaction-happiness
combined with a lesser amount of aversion-fear
produces such emotions as wonder, hope, grati-
tude, pride, and relief; or satisfaction-happiness
combined with assertion-anger produces emo-
tions like calm, relish, triumph, and bemusement.
All of these emotions are potentially available
for bonding, and they are less negative. How-
ever, some deadly combinations can be produced
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Table 2.3 First-order elaborations of primary emotions
Primary emotions

Satisfaction-happiness

First-order elaborations

Satisfaction-happiness + aversion-fear generate  Wonder, hopeful, relief, gratitude, pride, reverence

Satisfaction-happiness + assertion-anger generate  Vengeance, appeased, calmed, soothed, relish,
triumphant, bemused

Satisfaction-happiness + disappointment-sadness — generate ~ Nostalgia, yearning, hope

Aversion-fear

Aversion-fear + satisfaction-happiness generate  Awe, reverence, veneration

Aversion-fear + assertion-anger generate  Revulsed, repulsed, antagonism, dislike, envy

Aversion-fear + disappointment-sadness generate  Dread, wariness

Assertion-anger

Assertion-anger + satisfaction-happiness generate  Condescension, mollified, rudeness, placated,
righteousness

Assertion-anger + aversion-fear generate  Abhorrence, jealousy, suspiciousness

Assertion-anger + disappointment-sadness generate  Bitterness, depression, betrayed

Disappointment-sadness

Disappointment-sadness + satisfaction-happiness — generate ~ Acceptance, moroseness, solace, melancholy

Disappointment-sadness + aversion-fear generate  Regret, forlornness, remorseful, misery

Disappointment-sadness + assertion-anger generate  Aggrieved, discontent, dissatisfied, unfulfilled,

boredom, grief, envy, sullenness

Table 2.4 The structure of second-order emotions: Shame, guilt, and alienation

3
Aversion-fear

(At consequences for self)
Assertion-anger

Emotion Rank-ordering of constituent primary emotions
1 2
Shame Disappointment-sadness Assertion-anger
(At self) (At self)
Guilt Disappointment-sadness Aversion-fear
(At self)

as is the case for vengeance, which is happiness
combined with anger. Still, in looking over the
complete palate of the emotions in Table 2.3,
this combining or what I term first-order com-
binations of emotions produces many more po-
tentially useful emotions for nuanced forms of
social bonding, mild sanctioning, and social con-
trol (Turner 1997, 1998, 1999, 2000, 2002, 2008,
2010a). The overall amount of negativity in the
palate is reduced from three-fourths, as is the
case with primary emotions alone, to something
much less.

If these first-order elaborations of emotions
enhanced fitness by increasing the emotion hooks
for bonding, then second-order elaborations
would be even more fitness enhancing because
these would be combinations of the three nega-
tive emotions that produce entirely new kinds
of negative emotions that could increase social

(At consequences for self)

(At self)

control. I believe that the origins of the uniquely
human emotions of shame and guilt are an out-
come of natural selection pushing combination
strategies for negative emotions. Shame and
guilt, 1 believe, are combinations of anger, fear,
and sadness in somewhat different proportions.
Table 2.4 outlines my view of how these emotion
evolved; and they probably evolved rather late in
hominin evolution, at best with Homo erectus,
because they involve having a neocortex that can
conceptualized normative expectations and moral
rules. Shame is the emotion of having not met the
expectations of others. At is low-intensity end,
shame is embarrassment, whereas at its high-
intensity end, emotions like Aumiliation are felt,
and emotions at this intense end are devastating
to self. Guilt is the feeling that one has violated
moral codes and, like shame, it is highly painful
to self. Notice that I am using the worlds self in
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these definitions; so, more than just an awareness
of expectations and moral codes is necessary; to
feel shame and guilt, there must be a sense of self
as an object of evaluation—yet another cognitive
capacity only possible with higher intelligence
(see discussion below on self).

Shame and guilt are mostly disappointment-
sadness at self, but it is the order of magnitude
of the fear and anger components that makes all
of the difference in which of these two emotions
is felt. If anger at self'is the second more power-
ful emotion behind sadness, and fear about the
consequences to self is the third-ranked emo-
tion, then shame is experienced. If, however, the
relative magnitude of anger and fear is reversed,
then guilt is experienced. Thus, it is the relative
rank-ordering of sadness, anger, and fear that
determines which of these two emotions a per-
son will feel, as is outlined in Table 2.4. These
conclusions are, of course, highly speculative but
the neurology of the brain suggests that this is
the way that natural selection would have gone.
Separate modules for each first- or second-order
emotions would be difficult because mutations
would be required, and mutations are almost al-
ways harmful, and especially so in such a com-
plex area as the brain. Instead, directional selec-
tion on tail ends of Bell curves describing the dis-
tribution of traits for existing brain systems and
the neurons connecting them would be the easier
route, and comparing the human and ape brains
reveals not only larger size in subcortical compo-
nents, but also significantly increased connectivi-
ty. And somewhere in this enhanced connectivity,
the capacity for shame and guilt was generated;
and with it came increased capacity for social
control in groups as self-control, thereby making
hominins or humans that much more fit.

Great apes do not experience shame and
guilt, and so it is possible that these are uniquely
human emotion (Boehm 2012). Shame and guilt
are emotions of social control because they cause
individuals to monitor and sanction themselves
over their success or failure in meeting normative
expectations and abiding by the dictates of moral
codes. They reduce the need of others to nega-
tively sanction a person, and thereby, the negative
emotional flow that can arise when individuals

imposed negative sanctions on each other. Peo-
ple are motivated to avoid shame and guilt, and if
they feel that they have violated moral codes or
not met expectations of others, they become mo-
tivated to change their behaviors and make apol-
ogies to others, which can only work to increase
solidarity and the power of groups regulated by
expectations and moral codes. Thus, with shame
and guilt, social bonding and group formation
become that much more viable because they are
driven by powerful emotions of social control,
and so, these emotions would dramatically en-
hance fitness on the African savanna. Moreover,
they would eventually make viable even larger
and more complex sociocultural formations or-
ganizing humans.

Because shame and guilt are so painful, an-
other dynamic often comes into play: repression
of either or both emotions. The very connectivity
that makes these emotions possible also enables
humans to push them out of conscious aware-
ness, probably into the hippocampus which has
memory-formation functions and, in this case,
memory-hiding functions. Once repressed, how-
ever, negative emotions in general and certainly
shame and guilt often transmute into one of their
constituent emotions. I have hypothesized that in
the case of shame and guilt, it is the second emo-
tion in the hierarchy outlined in Table 2.4 that is
most likely to emerge in a person’s behaviors.
That is, shame transmutes into diffuse anger,
while guilt transmutes into diffuse anxiety. These
emerging emotions can be painful, particularly
on social relations and group solidarity, but they
do protect self from some of the intense pain of
shame or guilt. Shame in particular is a danger-
ous emotion because once repressed, it increases
in intensity and then escapes the cortical censors
as diffuse anger that disrupts social bonds and,
if experienced collectively, can lead people to
attack groups and larger social structures. Thus,
these emotions of social control can become out
of control in their transmuted form and pose dan-
gers to individuals and sociocultural formations.

In Table 2.5, I visualize repression as the mas-
ter emotion of repression, with other defense
mechanism channeling the emotional valences
in various directions. Thus, the emotions listed
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Table 2.5 Repression, defense, transmutation, and targeting of emotions. (Source: Turner 2007)

Repressed emotions

Anger, sadness, fear, shame, Displacement Anger
guilt, and alienation
Anger, sadness, fear, shame, Projection

guilt, and alienation
Anger, sadness, fear, shame, Reaction formation

guilt, and alienation

Anger, sadness, fear, shame, Sublimation
guilt, and alienation
Anger, sadness, fear, shame, Attribution Anger

guilt, and alienation

Defense mechanism Transmutation to:

Little, but some
anger
Positive emotions

Positive emotions

Target of:

Others, corporate units®* and categoric
units®

Imputation of anger, sadness, fear, shame
or guilt to dispositional states of others

Others, corporate units, categoric units

Tasks in corporate units

Others, corporate units, or categoric units

2 Corporate units are structures revealing a division of labor geared toward achieving goals
b Categoric units are social categories which are differentially evaluated and to which differential responses are given.

Members of categoric units often hold a social identity

on the left column are repressed, transmuted by
specific defense mechanisms listed in the middle
of the table, and then target and lock onto certain
basic social objects—self, others, categories of
person, or social structures—arrayed in the right
column of the table. At the bottom of Table 2.5, 1
have listed attribution as a defense mechanisms,
which is a bit out of the ordinary because this is
usually a cognitive process but it is also the most
important defense mechanisms from a sociologi-
cal point of view. People make causal attributions
for their experiences and, thereby, see self, oth-
ers, situation, categories of others, or social struc-
tures as responsible for their emotions—whether
positive or negative. When people experience a
negative emotion like diffuse anger, they make
a causal attribution; and people generally make
external attributions for negative emotions, par-
ticularly negative emotions fueled by such pow-
erful emotions as shame. Thus, negative emo-
tions evidence a distal bias (Lawler 2001; Lawler
et al. 2009). In contrast, positive emotions reveal
a proximal bias and circulate locally between
self and others, thereby ratcheting up the positive
emotional energy in interaction rituals (Collins
2004; Lawler 2001; Lawler et al. 2009). Thus, to
the extent that positive emotions are generated,
attribution dynamics charge up solidarity, group
symbols, and commitments to these symbols;
and so, attribution dynamics may have evolved
early during the time that emotions were increas-
ingly used by hominins to forge social bonds and
groups. But, once in place, attribution dynamics
could convert negative emotions into acts that

break social relations and social structures down.
So, attribution can be a double-edge sword.

In sum, then, analysis of the brain, especial-
ly comparative analysis of the human and ape
brain, gives a real sense for what transpired in
the 8 million years of evolution once hominins
split off from the ancestors of present-day apes.
The ecology of apes changed much less than the
ecology to which hominins were forced to adapt;
and so, while the evolution of apes was not static
over the last 8 million years, apes still repre-
sent our best picture of what the neuroanatomy
of our last common ancestor was like. And so,
differences in the wiring of the ape and human
brain represent the handiwork of natural selec-
tion as it worked to make hominins more social
and group oriented because, without the capacity
to form stable groups, the ancestors of humans
would have gone to the graveyard like virtually
all species of apes. What kept our ancestors alive
was not culture but emotions, probably organized
into a quasi language that used an ever-larger pal-
ate of emotions to forge social bonds and build
up loyalties to groups. Only very late in hom-
inin evolution did culture and spoken language
evolve, but culture and language would have no
teeth or power to control without the prior wiring
of our brains for emotions. And, little has really
changed, because social solidarity, groups bonds,
attachments, legitimation of social structures,
and social control depend far more on emotions
than culture or language, although second-order
elaborations of emotions like shame and guilt re-
quired some elements of proto-culture, such as
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expectations for particular actions, to increase the
control capacity of emotions.

AsTexplore below as the last element of Mary-
anski and my methodology for evolutionary soci-
ology, there were many other hard-wired behav-
ioral propensities in all apes that could have been
used to forge social bonds among hominins. Yet,
apparently they were not enough to make savan-
na-dwelling apes sufficiently fit to survive open-
country savanna conditions. If they had been ad-
equate, none of the re-rewiring of the brain for
enhanced emotions would have been necessary.
Still, with increased emotionality, these other be-
havioral propensities would all be enhanced and,
together with the super-charging effects of emo-
tions, they explain not only human emotionality
but also the basic mechanisms by which humans
interact and develop more enduring social bonds.

2.3.5 Additional Behavioral Capacities
and Propensities

In addressing the issue of “human nature” we
are, essence, asking what behavioral propensities
are hard wired into human neuroanatomy. All
mammals have these propensities, and they vary
depending upon the selection pressures generat-
ed in the ecology in which a species has evolved.
Evolution is a conservative process and does not
generally eliminate older behavioral propensi-
ties, but instead, adds new ones that may come
to dominate over older ones. Given enough time,
however, a behavioral propensity, if it is harming
fitness, will be eliminated as all those members
of a species who possessed this trait would sim-
ply die out, while those without it would survive
and multiply. As I have emphasized thus far,
natural selection worked on apes to eliminate
behavioral propensity to form groups or even
strong social ties, even in kin groups, because of
ecological constraints imposed by the terminal
feeding niches in the arboreal habitat. But, once
the forests receded and pushed apes to the Afri-
can savanna floor, they had to survive in an en-
tirely new habitat where the grouping propensi-
ties lost to natural selection would now be highly
adaptive. Yet, even after wiping out propensities

to form local groups and strong ties, a number
of behavioral propensities that could be selected
upon for more sociality remained, as I explore
below. Moreover, there also existed pre-adapta-
tions that evolved as a byproduct of changes in
ape anatomy that could later be selected upon
when apes were forced to the savanna floor.
Probably the most important and distinctive trait
of primates in general and all apes is their visual
dominance, as I mentioned earlier, but let me
start here and elaborate this and other traits in
apes as they descended from the trees to the dan-
gerous life in open-country savanna (Turner and

Maryanski 2012).

1. Visual dominance over haptic and auditory
sense modalities, thereby subordinating other
sense modalities to vision (Maryanski and
Turner 1992; Jarvis and Ettlinger 1977; and
Passingham 1973, 1975, 1982, pp. 51-55).
As mentioned earlier, some 63 million years
ago, a small insectivore crawled or clawed
its way into the arboreal habitat to initiate the
primate line. This animal was, like most mam-
mals, olfactory dominant; that is, smell was
its dominant sense modality and the principle
means by which it acquired information from
its environment. All other sense modalities—
vision, haptic (touch), and auditory (hearing)—
were subordinated to smell so as to avoid
sensory conflict. Smelling one’s way around
a three dimensional environment is very lim-
iting, whereas seeing one’s way would be
fitness enhancing, and so over time, natu-
ral selection moved the eye sockets forward
to produce overlapping and, hence, three-D
vision for depth and distance, and eventually
color vision as well. All primates are visually
dominant, and as a result, humans are visually
dominant. As soon as we smell, hear, or touch
something of interests, we look at what we are
sensing, with visual cues subordinating other
sense modalities.

This shift to visual makes primate rather
unique among mammals; a few other mam-
mals like bats are auditory dominant and
bounce sound waves off objects to maneuver
in their environments. What made the move-
ment to vision so important is that it would
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be the dominant way in which all primates
and eventually humans interact. We are highly
attuned to visual cues from face and body
language; and this visual language evolved
before spoken language. We tend to see non-
verbal languages as subordinate to auditory or
spoken language, but in reality the opposite is
the case. Body language evolved before spo-
ken language, and more significantly, it is still
dominant, especially when reading emotions.

In fact, language capacities in general, includ-
ing speech, are only possible because of the
pre-adaptation that rewiring the primate brain
for visual dominance created. A preadapta-
tion is a trait installed by natural selection that
is an outcome of selection for other traits; it
is simply a byproduct of selection for these
other traits, but it potentially can be selected
upon if its enhancement would increase fit-
ness. And, eventually such was the case for
humans and perhaps late hominins like Homo
erectus because, as is evident in humans, the
temporal lobe leading to the association corti-
ces around the inferior parietal lobe is devoted
to spoken language production and compre-
hension, especially around Broca’s area for
speech production and Werneicke’s area for
speech comprehension and uploading into the
meta-language by which the brain organizes
through and thinking.

. The ability among the great apes to learn
and use language at the level of a three-year-
old human child (Geschwind 1965a, 1965b,
1965¢, 1985; Geschwind and Damasio 1984;
Rumbaugh and Savage-Rumbaugh 1990;
Savage-Rumbaugh and Lewin 1994; Savage-
Rumbaugh et al. 1988, 1993; Bickerton 2003).
Again, as noted above, the rewiring of the
brain to convert primates to visual dominance
also created the potential for language produc-
tion and comprehension. This neurological ca-
pacity for language is not evident in primates
without, it seems, a corresponding increase in
overall intelligence. Among primates, only the
great apes have the requisite threshold level of
intelligence to learn language. Apes became
smarter than monkeys because they lived in
the more dangerous niches of the arboreal

habitat—high in the trees where branches
are thinner and a mistake in calculating their
strength leads to death by gravity.

I have argued (Turner 2000) that this capac-
ity for language did not just “sit there” for mil-
lions of years but instead it was selected upon
early in hominin evolution to create a visually
based language that could communicate emo-
tions among our hominin ancestors. This lan-
guage is thus more primal and, in important
ways, more primary than speech. Emotions
are read by looking a face and bodies more
than by listening to what people actually say
or their voice inflections; and so, social bond-
ing and attachment is as much, if not more,
of a visual more than auditory process. For
example, when someone says that “I love
you,” we look to their face and body to really
be sure that this is being said sincerely.

Older data on infants supports this view that
a body language built around emotions pre-
ceded spoken language ((Emde 1962); Ekman
1984; Sherwood et al. 2004, 2005, 2007,
2008). As I noted earlier, newborn babies can
read all of the primary emotions in their care-
takers within weeks and birth, and they can
imitate these emotions in their facial expres-
sion whereas it takes two years of babbling
before an infant can even begin to form sen-
tences; and since evolutionary sequences often
mirror evolutionary sequences, I have more
confidence that the body language of emotions
evolved long before spoken language (because
the changes that would have to occur to pri-
mate vocal tracks, lips, and facial muscles are
extensive, and these could not occur rapidly).
More recent support to this conclusions comes
from chance discoveries of the genes regulat-
ing the muscles and tissues necessary for fine-
grained speech production; the data indicate
that these have been under intense selection
for only about 200,000 years, which is just
about when humans first emerged (Enard et al.
2002a, 2002b). Thus, complex and highly
refined enunciation may be unique to humans,
with hominins having cruder vocal responses
and relying primarily on the language of emo-
tions signaled through face and body.
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3. The behavioral propensity to follow the
gaze and eye movements of others (Hare, et
al.2001, 2006; Povinelli 1999; Povinelli and
Eddy 1997; Itakura 1996; Baizer et al. 2007,
Tomasello et al. 2001; Tomasello and Call
1997; Okomoto et al. 2002). This propensity
argues that apes and, hence, all hominins and
humans are wired to look at eyes, to follow
gazes, and to interpret their meanings—thus
making interaction in groups a process of
watching face and, particularly, eye move-
ments. This conclusion is supported by the
propensity for face-monitoring for signs of
action of conspecifics particularly for emo-
tional content (Leslie et al. 2004, Gazzaniga
and Symlie 1990). Apes can communicate in
very subtle ways with their face—so subtle
that researchers have yet to figure out how
this facial communication occurs (Menzel
1971; Stanford 1999; Mitani and Watts 2001;
Turner and Maryanski 2008). By visual cues
that humans often cannot decipher, chimpan-
zees can coordinate instrumental actions. For
example, several chimpanzees intending to
eat a baboon wandering through their patch of
forest will communicate visually instrumental
actions without emitting any auditory sounds.
They, in essence, say with their eyes “you go
there flush the prey out, and I will catch the
prey as it runs, and then we will eat it togeth-
er.” So, already built into the ape line is the
capacity to communicate, even instrumental
actions where coordination of roles occurs,
through eyes and face alone; it should not be
surprising that humans have this capacity, and
moreover, that it would be selected upon dur-
ing hominin evolution.

4. The propensity to use imitation to learn ap-
propriate facial and body signals and behav-
iors (Tomonaga 1999; Subiaul 2007; Horow-
itz 2003; Gergely and Csibra 2006). Apes ap-
pear to be programmed to imitate gestures of
conspecifics, and especially those that carry
meanings and communicate intensions and
dispositions. This capacity could be dramati-
cally expanded upon by natural selection if
such signals had fitness-enhancing value
among hominins; and since emotions are best

read through body language, selection could
“kill two birds with one stone “because by
enhancing the range and subtlety of gestural
communication, it would also be increasing
the capacity for more nuanced emotional
communication, if more nuanced emotions
would also have fitness-enhancing conse-
quences.

5. The larger decision-making prefrontal cortex
among humans compared to apes (Semende-
feri et al. 2002). The enlarged prefrontal cortex
of humans compared to that of apes indicates
that selection favored not only control of emo-
tions but also use of emotions to provide the
markers of utility or reward-value in making
decisions (Damasio 1994); and if this capacity
enhanced fitness, it could also be used for ad-
ditional control of emotions and for their use
for more instrumental purposes in an emotion-
based language system.

It is evident, then, that natural selection had a

great many neurological capacities on which

to select for language, but a visually-based lan-
guage probably built from emotions that reveal
phonemes, morphemes, and syntax strung out in

a series of gestural displays that “speak” to peo-

ple (Turner 2000).

Yet, social bonding and solidarity did not
have to depend solely on neurological capacities
for a visually based language. Primates today
and, hence, our common ancestor with primates,
reveal other hard-wired behavioral propensities
that increase sociality. Just like emotion-gen-
erating systems and the pre-adaptation for lan-
guage facility, these too could be selected upon
to increase sociality of hominins. Let me list the
most important of these (Turner and Maryanski
2012):

1. The capacity among great apes to experience
empathy with conspecifics (deWaal 2009).
It is clear that the great apes, particularly
chimpanzees—humans’ closest primate rela-
tive—can empathize with conspecifics. They
do so by reading gestures, especially those
revealing emotional states but also instrumen-
tal states as well. Remarkably complex emo-
tional states such as sympathy are apparently
experienced, calling on a chimp to engage in
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efforts to help those fellow chimpanzees expe-
riencing distress and other negative emotions.
Thus, apes clearly have the capacity to engage
in what George Herbert Mead (1934) termed
role-taking and, indeed, in-depth role-taking
of emotional states, or what I have come to
term emotion-taking (Turner 2010a, b). This
is a hard-wired capacity that was part of the
hominin neuroanatomy and, thus, could be
selected upon and enhanced, if empathy had
fitness-enhancing consequences. And so,
in contrast to Mead’s skepticism about non-
human animals having the capacity to role
take, it is clear that interaction with gestures
carrying common meanings and understand-
ings of emotional states takes place among
apes and, no doubt, among our distant com-
mon ancestors with apes. No new muta-
tions would be necessary for this capacity to
evolve; it was already in place and could be
enhanced by selection on tail ends of the Bell
curve describing its distribution in the hom-
inin genome.

. The rhythmic synchronization of bodies, espe-
cially of emotions, via mirror neurons (Riz-
zolatti et al. 2002). Although mirror neurons
were first discovered in monkeys, they are
also part of ape and human neurology. The
same neurons of persons who are role taking
with others will tend to be activated when ob-
serving the responses of others. Mirror neu-
rons are thus one of the mechanisms of em-
pathy and role taking, and this mechanism is
ancient and hard-wired into higher-primates.
Thus, if role-taking and empathy would have
fitness-enhancing value by creating bonds of
solidarity, mirror neurons were available for
further selection—although perhaps such se-
lection was not needed. The capacity to fall
into rhythmic synchronization, as emphasized
by Collins (2004), is a neurological as much
as a cultural process. It has been part of the
higher-primate genome for millions of years
and, thus, was part of the hominin and human
genome.

. The capacity of chimpanzees to engage in a
practice described by researchers as “carni-
val” in references to collective emotional dis-

plays by human in various carnival-like festi-
vals seen around the world (e.g., New Orleans,
Rio). Emile Durkheim (1912) described emo-
tional “effervescence” among periodic gath-
erings of Arunta aboriginals around Alice
Springs, Australia. Similarly, chimpanzees
and, perhaps, humans’ last common ancestor
who was probably even more weakly tied than
chimpanzees, probably possessed this capac-
ity for solidarity-generating emotions to be
aroused in periodic gatherings of conspecifics.
Chimpanzees are known to engage in carnival
when gathered together, and the descriptions
of carnival are very much like those of Bald-
win Spencer’s and Francis Gillen’s descrip-
tion of aboriginals and Durkheim’s secondary
description from Spencer and Gillen’s (1899)
famous work on the tribes of central Austra-
lia. Carnival among apes and later hominins
was probably only periodic because most apes
move about their home ranges, but as homi-
nins began to form more permanent group-
ings, the neurology behind carnival may have
become a critical mechanisms in creating and
sustaining group solidarity, just as Goffman
(1967) and Collins (2004) have emphasized
in their respective extensions of Durkheim’s
basic insight. Humans create a more mild
form of effervescence during virtually all in-
terpersonal encounters and interaction rituals.
Thus, the propensity for carnival, if selected
on, could be extended to almost all interaction
rituals on a dramatically less intense scale to
generate the same solidarity-generating conse-
quences as interaction rituals do today among
humans, if building up solidarities was critical
to survival of hominin on the savanna.

Moreover, carnival and effervescence make
happiness a more powerful emotion, and in-
deed an emotion that can mitigate against the
power of the three negative emotions. And so,
anything that would increase the salience of
positive emotions would be fitness enhancing
for hominins desperate for more group organi-
zation and solidarity. Episodes of carnival gave
natural selection something to work on to pro-
duce lower-key interaction rituals generating
positive emotions and eventually commitments



26

J.H.Turner

to group symbols as late hominins began to ac-
quire the capacity to use symbols.

At first, solidarity was purely emotional and
did not invoke culture, beliefs, or norms. For,
solidarity can exist and, indeed does occur
in more intense forms among chimpanzees,
without cultural props. Indeed, like language
more generally, the cultural embellishment
and perhaps normative regulation of carnival
and its lower-key variants in interaction rituals
are simply add-ons to an already extant neuro-
logical capacity that humans share with com-
mon chimpanzees and, of course, their hom-
inin ancestors

. The propensity for reciprocity in the give and

take of resources. Reciprocity is evident in
apes and, indeed, in many higher mammals.
It is particularly developed in apes and hu-
mans and is the central dynamic of exchange
theoretic descriptions of interaction and group
processes (Cosmides 1989; deWaal 1989,
1991, 1996, deWaal and Bronson, 2006). With
expanded emotional repertoires, coupled with
the capacities listed above, it is not difficult to
see how natural selection enhanced this sense
of reciprocity, creating a need for reciprocity
and arousing negative emotions and negative
sanctions when reciprocity is not honored.
Thus, a hard-wire propensity for reciprocity
was already wired into the higher mammals,
and all higher primates, and was therefore
available for selection to work on.

. The behavioral propensity to compare shares

of resources with others in making judgments
of fairness in their respective distributions.
Monkeys and apes both reveal the behavior-
al propensity to calculate fairness in the ex-
change of resources. A capuchin monkey, for
example, will stop exchanging with a trainer
if another monkey is getting more food (Bron-
son et al. 2003, 2005). Chimpanzees will do
the same thing, and in fact, they can often get
violent if they feel left out of the distribution
of resources. Moreover, a recent study reports
that one chimpanzee exchanging with a trainer
stopped when it saw that another chimp was
not getting his fair share of resources, indicat-
ing a complex process of role taking, empathy,

reciprocity, and justice calculations leading to
altruistic behavior, which, it seems, all great
apes possess, as did our common ancestor.
Rather complicated calculations of justice and
fairness involving shares of resources, behav-
iors produced to receive these resources, and
comparisons of one’s resources with those
received by others can, again, occur without
culture or even rules of fair exchange; and this
hard-wired ability could be selected upon to
promote group solidarity. What is necessary
is the capacity to arouse emotions over these
calculations, with fairness and unfairness gen-
erating automatic emotional arousal without
invoking a moral yardstick calibrated by cul-
tural symbols. While the notion of non-cul-
tural morality may seem an oxymoron, such
a conclusion only highlights the sociological
bias toward social constructivist arguments.
Morality is not just cultural; it is deeply sedi-
mented in human neuroanatomy and evident
early in primate evolution. Indeed, moral-
ity would have no power to control people if
such was not the case. Morality is driven by
emotions and only later in hominin evolution,
perhaps with late Homo erectus, did cultural
codes become a part of the hard-wired emo-
tional capacity to sense justice and fairness in
exchanges. Morality in this biological sense
enhances solidarity and binds individuals to
groups, and so it was likely grabbed by natural
selection and enhanced in hominins long be-
fore the neurological capacity for symboliza-
tion with arbitrary signs and the consequent
development of beliefs and ideologies in late
hominins evolved.

. The ability to recognize an image in a mirror

as a reflection of self as an object in the envi-
ronment (Gallup 1970, 1979, 1982). This ca-
pacity exists among all of the great apes, and
a few other higher mammals (elephants, dol-
phins, and probably whales, but how would
one find a mirror large enough to measure this
in a whale?). All of the behavioral capacities
listed above are dramatically enhanced with
self-recognition and self-awareness. When an-
imals can see themselves as objects vis-a-vis
others, they are more likely to evaluate
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themselves in reference to what they perceive
to be the expectations of others, the expecta-
tions for reciprocity, the expectations for fair-
ness and justice in distributions of resources,
and the expectations that come with empathy
and role-taking. By simply enhancing sense
of self as “an object in the environment” (as
G. H. Mead 1934, phrased the matter), self-
directed and controlled behavior involving
expectations, emotions, and non-cultural mo-
rality can evolve. Selection could have hit
upon enhancing the capacity to see oneself as
an object, and in conjunction with increasing
the complexity and nuance of emotions so that
hominins could experience such emotions as
pride and shame (as emphasized by Charles
Horton Cooley 1902), thereby increasing the
capacity for self-control through the language
of emotions. And, this kind of self-control
could be achieved millions of years before
cultural forms of morality evolved. And so,
while chimpanzees cannot experience pride
and shame (Boehm 2012), proto-shame and
guilt could conceivable have evolved early in
hominin evolution after the split with the an-
cestors of chimpanzees and other great apes.

2.4 New Kinds of Selection Pressures
and Co-evolution

Natural selection was working under intense
pressures to make hominins more social and
group oriented. Emotions were the key to this
transformation of hominin neuroanatomy, in sev-
eral senses. First, emotions, per se, create social
bonds if they are positive; and so natural selection
worked to expand the palate of emotions in ways
that increased the proportion of positive emotions
and dampened the effects of negative emotions.
Second, the expansion of emotions as outlined in
Tables 2.2, 2.3, and 2.4 would increase the power
of all of the additional characteristics of apes and
hominids that increase sociality. A more nuanced
palate of emotions intensifies empathizing, role
taking, a reciprocating, calculating justice, view-
ing self and others, social control, or just about
any other capacity that facilitates bonding.

In addition to these interaction effects, these
additional behavioral traits can be seen as exert-
ing selection pressures on the enhancement of
emotionality. If emotions enhance sociality, bond-
ing and group formation, per se, it has even more
power when attached to these additional behav-
ioral capacities possessed by all great apes and
the common ancestor to apes and humans. And
so, the existence of abilities that could potentially
increase group formation were already wired into
apes and, little doubt, hominin neuroanatomy;
and these hard-wired propensities exerted selec-
tion pressures to enhance emotions. Indeed, since
these capacities are already so developed in apes,
it may be that they were enhanced by simply
expanding the emotional palate and integrating
it with the wiring for empathy, role taking, reci-
procity, justice calculations, and self-conceptions.

If this argument is plausible, it helps explain
why the emotional capabilities of hominins and
humans developed so far beyond the ape mea-
sure. | have often thought that there were enough
extant capacities for social bonding and group
formation that could be enhanced so as to make
the expansion of emotions less necessary for
group formation. Surely, if empathy, role taking,
self-awareness, senses of justice, reciprocity, and
the like could be further developed by natural
selection, the dramatic expansions of emotions
would have been unnecessary, especially since
emotions can turn so negative and disrupt so-
cial relations. I have never had an answer to this
issue, but perhaps it has been starting me in the
face all along. If emotions are the best way to
enhance and give more power to all other inter-
personal behaviors that are also wired into ape
and hominin neuroanatomy, then these behavior-
al capacities put selection pressures on emotions
to expand, because only with emotions do these
interpersonal processes begin to have real power
and teeth in controlling individualistic apes and
making them more social and group oriented.

2.5 Conclusion

There is a great deal of speculation in this chap-
ter, but it is speculation that uses empirical facts,
such as the dramatic rewiring of the subcortical
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areas of the brain for emotions. The methodology
that I have proposed and employed with Alexan-
dra Maryanski provides, I believe, a strategy that
allows us to get a handle of what happened in the
distant past; and while speculation will always
be involved because social behaviors do not fos-
silize, it is speculation that fits the current data
that can be assembled. For some, a chapter like
this is not only speculative but irrelevant since
many believe that humans construct their reality
with their capacities for language and culture.
This standard social science model is no longer
adequate, however. Humans are animals that
evolved like any other animal; and our traits are
the consequence of adaptation to various habitats
and niches in these habitats by our distant and
near primate relatives. To assume that culture
explains everything is, in essence, an approach
that explains very little. Hominins had had to get
organized, or die, long before the neocortex grew
much beyond that of a contemporary chimpan-
zee; and thus, it is inconceivable that the only
force regulating social conduct and social organi-
zation is cultural. Hominins had to get organized
without the benefit of culture; and the only hard
evidence about how they did so is in the wiring
of human brain when compared to the brain of
a chimpanzee or any great ape. The differences
in subcortical areas of the brain and in the level
of connectivity between the subcortex and neo-
cortex are the “smoking gun” of what natural
selection did, long before culture evolved as a
consequence of natural selection late in hominin
development. If we know how the brain became
rewired, what the selection pressures were that
drove this rewiring, and how emotionality inter-
acts with other hard-wired behavioral propen-
sities of our closest relatives, we have a pretty
good idea of how emotions evolved but, equally
important, we have much more understand-
ing of how they operate among humans in the
present, and what the neurological mechanisms
driving this operation are. In essence, we know
more than we did before adopting an evolution-
ary perspective that calls into question many of
the false presumptions about culture advanced by
social constructionists. With time, and in the not
too distant future, the methodologies for measur-

ing and understanding specific brain assemblages
will increase, and dramatically so since it is al-
most impossible today to keep up with advances
in neuroscience. Sociologists need to be more
than bystanders as this band marches by us; we
need to be in the band, using this knowledge to
help us understand our domain of the universe.
Moreover, neurology can benefit from a so-
ciological perspective because we have a better
understanding, if we will only open our eyes to
evolutionary thinking, about the selection pres-
sures that led to the rewiring of the brain; and this
knowledge can help neurologists in their search
to understand brain systems. This is why I ad-
vocate for a neurosociology as a central, rather
than marginal or fringe activity, in the discipline
(Franks and Turner 2012).
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Emotions in Identity Theory

Jan E. Stets and Ryan Trettevik

3.1 Introduction
Only recently in the history of identity theory
have emotions been examined. This is because
identity theory, which has its roots in symbolic
interaction, largely maintained a cognitive ori-
entation of the actor given the early influential
work of George Herbert Mead (1934). Mead did
not theorize much about the self and emotions
other than to make us aware that one’s emotional
expressions signaled particular meanings that
called forth particular responses by others in the
situation (Turner and Stets 2005). For example,
the weeping of an individual in response to the
loss of a loved one during a funeral would evoke
in another responses that signaled sympathy such
as an embrace or providing comforting words of
solace. Clearly, there is more to emotions than
their expression serving as a stimulus for others’
responses. Nonetheless, Mead’s ideas serve as a
starting point for identity researchers in under-
standing the emotional dimension of the self.
Cooley ([1902]/1964), another important
figure in the symbolic interaction tradition, im-
plicitly incorporated emotions into his conceptu-
alization of the looking-glass self given his em-
phasis on pride and shame that might be evoked
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when individuals reflected upon how they would
feel when they thought about how others evalu-
ated them. For example, if a person claimed to
be a bright mathematician, but then was unable
to solve a math problem in front of the class,
he might feel shame upon reflecting on how he
thought others saw him. Cooley’s insight that
we have an emotional response to how we think
others sees us, and whether we think they see us
as living up to or failing to live up to who we
claim to be, has become important in understand-
ing emotions in identity theory. However, at the
time, researchers did not use Cooley’s insight in
developing a theory about the self and emotions.

While the earliest identity theorists recog-
nized that emotions emerged out of the identity
process, the emotions generally were seen as a
response to whether behavior that was indica-
tive of an identity was supported by others in an
interaction (McCall and Simmons 1978). Here
we see an affinity with Cooley’s thesis because
individuals’ emotional responses are based on
whether they think others accept that their behav-
ior reflects the identities that they are claiming.
If individuals see that others are supporting their
behavior, they will feel good, but if they see that
others are not supporting their behavior, they will
feel bad. In the latter case, McCall and Simmons
maintained that individuals would engage in any
number of strategies to cope with the negative
feeling in order to change their negative feelings
to positive feelings. For example, if the bright
mathematician was not able to solve the math
problem in front of the class, he might ask others
to think of his blunder as a one-time occurrence.
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Since 1990, more serious attention has been
given to the role of emotion in identity theory be-
ginning with the work of Burke (1991). In this
work, he discussed the negative arousal (distress)
that was experienced when individuals’ identities
were not confirmed by others in a situation. No-
tice that this continued Cooley’s argument of the
role of others in influencing our emotions. It was
also consistent with McCall and Simmons the-
sis that others reactions to us importantly influ-
enced our emotions. What was novel in Burke’s
work is that he outlined the details of the identity
verification process that provided important in-
sight into how emotions emerge within the self.
Further, he formulated hypotheses regarding the
conditions under which more intense negative
arousal would occur. The details of the identity
verification process together with his hypotheses
jumpstarted research on emotions in identity the-
ory that is now almost 25 years old.

The goal of this chapter is to provide a sum-
mary of the theoretical and empirical work to
date on emotions in identity theory. To situate the
reader, we begin with a brief overview of iden-
tity theory. We then discuss how emotions have
been incorporated into the theory, focusing on the
negative and positive emotions resulting from the
verification process as well as the factors leading
to various specific emotions. Following this theo-
retical discussion, we summarize the research on
emotions in identity theory.

We discuss the empirical evidence regarding
the relationship between identity non-verification
and negative emotions. We also discuss research
that has examined whether: (1) frequent vs. infre-
quent identity non-verification influences nega-
tive emotions, (2) non-verifying support from
family and friends effects negative emotions, and
(3) those higher in the social structure experience
less identity non-verification or are better able to
tolerate non-verification such that they experi-
ence more positive than negative emotions. Fi-
nally, we review research in identity theory that
has investigated moral emotions, how individu-
als cope with negative emotion, and how positive
emotions can be a resource in interaction.

We conclude with some future directions for
research that would help advance our under-

standing of emotions. We highlight the need for
research that examines emotions that: (1) are
produced by negative/stigmatized identities, (2)
are experienced when multiple identities are ac-
tivated, (3) emerge across encounters, and (4)
are more specific and precise, thereby going be-
yond an analysis of simply positive and negative
emotions.

3.2 Overview of Identity Theory

There are three emphases within identity theory:
the structural emphasis (Stryker [1980]/2002),
the interactional emphasis (McCall and Sim-
mons 1978), and the perceptual control emphasis
(Burke and Stets 2009). The structural addresses
how the social structure influences one’s iden-
tities and behaviors, the interactional focuses
on how identities are maintained in interaction
through negotiation with others, and the per-
ceptual control highlights the internal dynamics
within the individual including the identity veri-
fication process that influences behavior. While
past reviews have addressed each of these em-
phases separately (Burke and Stets 2009; Stets
2006), we integrate these different emphases
because we see one theory with slightly differ-
ent orientations that complement one another.
Importantly, across all three emphases, there is
a common place where emotions emerge. Emo-
tions appear from meeting (or failing to meet) the
behavioral expectations tied to an identity. This
will be an important starting point in our discus-
sion on emotions. First, we begin with an over-
view of the key concepts in identity theory.

An identity is a set of meanings attached to the
self while in a role (role identities) (McCall and
Simmons 1978; Stryker [1980]/2002), in a group
(group identities), or when differentiating one-
self from others (person identities) (Burke and
Stets 2009). Meaning is a mediation response to
a stimulus; meaning mediates between perceiv-
ing a stimulus and responding to it (Osgood et al.
1957). When the stimulus is seeing oneself as a
role player, group member, or unique person, the
meanings would be individuals’ reflections as
to who they are when they think of themselves
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in that role, group, or as a distinct person. The
self-meanings attached to each stimulus make
up one’s identity for that stimulus, and behavior
should be consistent with the self-meanings or
identity associated with each stimulus. For ex-
ample, a man might have the meanings of being
“reliable” and “friendly” when he thinks about
himself in the worker role identity. The meaning
of his behavior should correspond to the mean-
ing of the identity to which it is related. Thus, we
would expect him to always complete his work
assignments on time, and get along well with his
co-workers.

Identity theory addresses the internal dynam-
ics that operate within individuals when an iden-
tity is activated in a situation (Burke and Stets
2009). When activated, the meanings that define
an identity serve as the standard for individuals,
and the identity standard guides behavior in the
situation. Further, individuals seek to have their
activated identity verified in the situation. /denti-
ty verification occurs when the meanings that in-
dividuals attribute to themselves in the situation
(on the basis of how they think others see them)
matches the meanings in their identity standard.
The “others” who individuals rely on to deter-
mine how they are being perceived in the situ-
ation involve those to whom they are close such
as family members (parents, siblings, spouses/
partners, and children) and friends.

The identity standard meanings are always the
“ruler” for measuring how people think that oth-
ers see them in the situation. These meanings are
measured using a semantic differential in which
respondents are asked to rank themselves on a
scale of 0—10 between two bi-polar adjectives.
For example, if individuals identify themselves
as “8” on a 0—10 scale for being “fair,” their fair-
ness identity is set at “8.” If they think that oth-
ers see them as acting “8” in terms of being fair
in situations (these are the reflected appraisals
or their perceptions of how others view them),
there is a perfect match between perceived mean-
ings of themselves in situations and their identity
standard meanings. This is identity verification,
and individuals will feel good. Alternatively, if
the reflected appraisals indicate that they are
acting a “2” in terms of being fair in situations,

this does not correspond to the identity standard
of “8”; there is, then, a non-correspondence be-
tween how the person thinks they are being per-
ceived and the person’s identity standard mean-
ings. This is identity non-verification, and people
will feel bad (Burke and Harrod 2005; Burke and
Stets 1999).

The verification process is outlined above in
terms of one identity that may be activated in a
situation. However, people have multiple iden-
tities given the various roles they may take on,
groups they belong to, and different ways in
which they differentiate themselves from others.
Consequently, multiple identities may be activat-
ed in a situation. To understand which multiple
identities may be activated, we need to discuss
the hierarchical arrangement of identities within
the person based on their salience and promi-
nence. Identities located higher in an individual’s
identity salience hierarchy and prominence hier-
archy have a higher likelihood of being activated
in a situation than those lower in the hierarchy.
We briefly discuss each of these hierarchies.

Identity salience is the probability that an
identity will be invoked across situations (Stryker
1968, [1980]/2002). Identities that are more sa-
lient have a greater likelihood of being played
out in a situation. It is assumed that people have
some choice in the identities that they will enact
across situations, thus identity salience highlights
the agentic aspect of the self in social interaction
(Serpe and Stryker 1987, 1993).

Identities are arranged into a salience hier-
archy based on how likely each identity is to be
activated relative to other identities that a person
may claim (Serpe 1987; Stryker [1980]/2002).
The higher an identity is in the salience hierar-
chy, the greater the likelihood that an individual
will actively seek out opportunities to perform
the identity, even in situations where it may not
apply (Serpe 1987; Stryker and Serpe 1982). For
example, a person who has a very salient father
identity may enact it at work by showing his co-
workers a recent photo that he took of his chil-
dren or disclosing a recent argument that he had
with one of his children. He creates an occasion
to express his salient identity. Thus, two identi-
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ties may frequently co-occur for him in the work-
place: his worker identity and his father identity.

A person who has a more salient identity is
more committed to that identity. Commitment re-
fers to the extent to which people: (1) are tied
to social networks based on a particular identity,
and (2) feel discomfort if they were no longer en-
gaged in interaction with others associated with
that identity. When a person’s ties to a specific
set of others depend upon playing out a particu-
lar identity, then that identity will be salient to
the individual (Serpe 1987; Stryker [1980]/2002;
Stryker and Serpe 1994).

Prominence represents the importance of an
identity to an individual (McCall and Simmons
1978). The meanings underlying the identity are
desired and valued. People want others to see
them this way. Like the salience hierarchy, the
prominence hierarchy is based on how important
an identity is relative to the other identities that
a person claims. While salience and prominence
are similar concepts, the two are different. Sa-
lience is based on probable behavior (an external
referent) while prominence is based on personal
values (an internal referent). While some identi-
ties can be salient and important, other identities
can be salient but not important (Stryker and
Serpe 1994). While more research is needed to
examine the relationship between prominent and
salient identities, their relevance for emotions
has to do with the identity verification process.
We expect that the non-verification of a salient
or prominent identity in a situation should cause
individuals to feel bad.

3.3 Theorizing about Emotions in
Identity Theory

In identity theory, emotions appear based on
identity performances and the extent to which
individuals think that others see them as meet-
ing the expectations tied to a particular identity
in a situation. When individuals get support for
the identity they claim in a situation (McCall and
Simmons 1978; Stryker 2004), or when others in
a situation see them in the same way that they see
themselves given their identity claim (Burke and
Stets 2009), they will feel positive emotions. In

turn, the identity may increase in salience and/or
prominence. Alternatively, the lack of support or
shared view as to who one is in the situation gen-
erates negative emotions. Correspondingly, the
identity may decrease in salience and/or promi-
nence. As mentioned earlier, the central idea re-
garding the relationship between identity support
(or the lack thereof) and emotion (positive or
negative) is rooted in Cooley’s looking glass self
in which individuals feel pride or shame depend-
ing upon whether they think others evaluate them
in a positive or negative way.

Emotions are not only internally experienced
by individuals but they also are outwardly relat-
ed to the social structure. For example, Stryker
(2004) argued that emotions influence the for-
mation of social networks because individuals
who share common affective meanings are more
likely to enter into and maintain social relation-
ships with each other. When positive feelings
are linked to an identity because individuals are
meeting the expectations tied to the identity, it
should encourage individuals to spend more time
in this identity, develop more relationships based
on the identity, thus expanding their social net-
work. Negative feelings should have the opposite
effect. They should discourage the formation and
expansion of social networks because others are
not supporting one’s identity performance. Once
again, we see how emotions are both a cause and
consequence of identity salience and prominence.

Because positive emotions result from in-
dividuals meeting the identity expectations or
being verified in a situation, individuals will con-
tinue to do what they are doing, leaving their be-
havior relatively unchanged. This is because they
expect that future interactions will generate simi-
lar verifying outcomes and positive feelings. It is
negative emotions that are stressful for individu-
als to tolerate. Therefore, people try to find ways
to reduce and/or eliminate their bad feelings.

One thing people may do is change how they
are acting in a situation with the goal of obtain-
ing feedback from others that better aligns with
the meanings in their identity. For example, if
we return to our earlier discussion of the fairness
identity in which the identity standard is set at
“8” (on a scale of 0-10) and a person thinks that
others see him as acting as a “2” in terms of being
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fair in the situation, the “2” does not correspond
to the identity standard meaning of “8,” and the
individual will feel bad. In response, the individ-
ual might show greater equality in the situation,
and with increased intensity, so that others come
to see the person as an “8.”

If the person were to behave as a “10” in
terms of fairness, there is still a mismatch from
the identity standard meaning of “8.” How others
see the individual exceeds the individual’s iden-
tity standard meaning rather than falling short of
it. In identity theory, this still produces negative
emotion because the goal has not been met (of an
“8”). Consequently, the person might work hard
at appearing less fair since current perceptions
reveal excessive fairness.

While individuals can change their behavior
in response to their negative feelings, they also
can change how they think about the situation in
order to make themselves feel better. For exam-
ple, they can ignore the non-verifying feedback
they receive from others thereby bypassing the
negative feelings that otherwise might ensue. An
important contribution that McCall and Simmons
(1978) made to the study of emotions in identity
theory is identifying the various ways in which
individuals cognitively respond when they expe-
rience negative emotions. These strategies help
people lessen or relieve their negative feelings.
One strategy is to rely on “short-term credit.”
Here, though individuals are currently not get-
ting support for their identity, they “shrug off”
the nonsupport as a one-time occurrence because
they have received support for this identity in
the past. Thus, they “ride-out” the non-support
because they see it as an anomaly; it is fleeting.
This helps them tolerate their negative feelings.

Another strategy is “selective perception.”
This strategy involves focusing on feedback
from others that supports one’s identity and ig-
noring feedback that indicates that others do not
support one’s identity. Similar to this strategy is
the strategy of “selective interpretation.” Instead
of choosing what feedback to focus on, individu-
als choose how to interpret the feedback they
are given. For example, they may interpret feed-
back as being supportive of their identity when
it may not be supportive. Additional strategies
include “criticizing,” “negatively sanctioning,”

or “blaming” others for not verifying one’s
identity; “disavowing an unsuccessful identity
performance” by claiming that the performance
was an accident or unintentional; “switching to
another identity” and thus getting some support
in the situation; or “withdrawing” from a non-
verifying interaction.

Sometimes, neither behavioral nor cogni-
tive strategies diminish or eliminate the nega-
tive feelings. If the negative feelings persist,
individuals can reduce the salience and level of
commitment to the identity (Stryker 2004). They
can also reduce the prominence of the identity.
Alternatively, they can change the meanings in
their identity over time (Burke and Stets 2009).
This is identity change. In identity theory, it is
assumed that identity change is a very gradual
process. Indeed, individuals may not find that
their identity is any different from yesterday, last
week, or last month. It is only when considering
a longer period of time from months to years that
they may see a difference. If individuals repeat-
edly encounter situations in which the mean-
ings regarding how they think others see them
departs from the meanings held in their identity
standard, and neither behavioral nor cognitive
strategies reduce or remove the negative emo-
tions that result from the discrepancy, they may
change their identity meanings in the direction
of the feedback they perceive they are getting
from others.

In identity theory, less salient and/or promi-
nent identities will be more likely to change than
more committed and/or prominent identities. If
more individuals in a person’s social network ex-
pect the person to enact behavior consistent with
a set of identity meanings, then it will be costly
to change the meanings of the identity than an
identity based on fewer ties to others. Addition-
ally, since salient identities are more likely to be
invoked in a situation, there will be more occa-
sions to enact behaviors based on more salient
identities than less salient identities. Thus, it will
be easier to change less salient identities because
the likelihood of enactment is not as high. It is
also easier to change less important identities,
because people are not as attached to the mean-
ings held in their standards.
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3.3.1 Specific Emotions

Identity theorists have largely focused on positive
and negative emotions to the exclusion of a wide
array of specific emotions that individuals’ expe-
rience. There has been some theorizing about the
intensity of the emotion that may emerge as well
as the specific emotions that may surface when
non-verification occurs. Three factors appear to
be particularly relevant in producing more in-
tense emotions: the level of salience and commit-
ment, frequency of verification, and verification
or non-verification by significant others.

More salient and committed identities should
generate more intense positive emotion if they
are supported or verified in a situation, and they
should generate more intense negative emotion
if they are not supported or not verified (Burke
1991; Stryker 2004). In turn, strong positive
emotions should further strengthen salient and
committed identities, while strong negative emo-
tions should weaken them.

The frequency of non-supportive or non-ver-
ifying feedback should influence more intense
negative emotions (Burke 1991). The more that
individuals receive feedback that others are not
seeing them in the same way that they see them-
selves, the more that they will be unable to initi-
ate or sustain whatever they are doing, and the
more distressful their emotional reaction will be.
Their normal activity is being disrupted by the
non-verifying feedback, and the more this hap-
pens, the more intense the negative feelings.

The source of the non-verifying feedback is
still another factor that should influence the expe-
rience of intense emotions. Non-verifying feed-
back from significant others such as family mem-
ber, friends, and other close associates should re-
sult in more negative feelings than non-verifying
feedback from strangers or acquaintances (Burke
1991). Individuals are more likely to have expe-
rienced interactions with close others in which
each verifies the identity of the other, thus devel-
oping and maintaining mutually verifying rela-
tionships over time (Burke and Stets 1999). When
a mutually verifying relationship gets disrupted
when a close other does not verify one’s identity,
the non-verifying feedback is experienced in a
particularly distressful and intense manner.

More recently, an analysis on the source of non-
verifying feedback has been expanded to consider
specific emotions that may emerge when either the
person or the other in the situation is responsible
for not seeing the person in a way that is consis-
tent with the person’s identity standard (Stets and
Burke 2005). The person may accidently or unin-
tentionally engage in some behavior in which the
meanings are inconsistent with the meanings in an
identity. For example, a person may act ineptly on
the dance floor and thereby challenge the dancer
identity meaning of a “good” dancer. Thus, the per-
son is the source of the verification problem. Alter-
natively, others in the situation may be the source
of the verification disruption perhaps by changing
the expectations in a situation. For example, male
workers at an assembly plant may be threatened
by the independent and dominant leadership style
that their female foreman shows. Consequently,
they may expect her to be more feminine in her
leadership identity than how she defines herself.

When individuals attribute the identity non-
verification to themselves, they may experience
feelings of humiliation varying in intensity from
embarrassment to shame (Stets and Burke 2005).
Alternatively, when non-verification is attributed
to others, individuals may experience feelings
such as annoyance or hostility. While embarrass-
ment and shame are negative feelings directed
at oneself, annoyance and hostility are negative
feelings directed at others.

Another expansion on the source of non-ver-
ifying feedback in situations involves consider-
ing the status (esteem and respect) and power
(control of resources) of the non-verifying others
relative to the individual seeking identity support
or verification (Stets and Burke 2005). Here, we
see how one’s position in the social structure is
brought into the situation and may influence the
specific emotions that individuals experience.
For example, when the individual rather than
another is responsible for not being verified in a
situation, the person may feel shame when others
in the situation have higher status than the indi-
vidual, the individual may feel embarrassment
when others are of equal status to the person,
and discomfort (a very mild form of humiliation)
when others have lower status (Stets and Burke
2005). When others rather than the individual are
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responsible for the individual not being verified
in a situation, the person may feel fear when oth-
ers in the situation have higher power than the
individual, anger when others are of equal power
to the person, and rage when others have lower
power than the individual.

Further, identity salience prominence, and
commitment might influence the intensity of
the emotions that are experienced when status
and power are considered. For example, when
another with higher power is responsible for the
individual not being verified in the situation and
the individual feels fear, this fear may transmute
into terror if the identity that is not being verified
is of high salience and/or prominence to the per-
son. Alternatively, if the identity that is not being
verified is of low salience and/or prominence, the
person may simply feel uneasy.

Overall, the more recent expansion of emo-
tions in identity theory offers several advances
over earlier theorizing. First, particular kinds
of non-supportive or non-verifying feedback
are associated with particular emotional states.
Sometimes, others are responsible for the non-
verifying feedback (an external attribution) and
sometimes the individual is responsible (an inter-
nal attribution). Different emotions will emerge
on the basis of the attribution of responsibility.
When another is responsible for non-verifying
feedback, one may feel anger (negative emotions
directed outward), and when the individual is re-
sponsible, feelings such as shame may emerge
(negative emotions turned inward). The different
emotions that emerge from the attribution pro-
cess may be conducive to reducing non-verifying
feedback in the future. For example, the feeling
of shame may encourage individuals to modify
their behavior in the future so that it signals
greater consistency with their identity. Alterna-
tively, expressing anger may encourage others to
temper future non-verifying feedback.

Second, rather than discussing the intensity of
positive or negative emotions, less intense and
more intense emotions are given different names,
and they are tied to different attribution processes
of non-verification. Thus, embarrassment is a less
intense state of humiliation than shame; indeed
each feels very different to the person. Third, social
structural factors are brought into the analysis of

emotions by considering the dimensions of status
and power. And, we can see how identity salience
and prominence can influence the intensity of the
emotions that are experienced when status and
power are considered.

3.4 Research on Emotions in Identity
Theory

Empirical work has tested many of the predictions
in identity theory on emotions. Overall, the find-
ings have supported many but not all of the theo-
retical expectations. Thus, there is still much that
we need to learn about emotions and identities.
In what follows, we summarize the main areas of
empirical research on emotions in the theory.

3.4.1 Identity Non-Verification and

Negative Emotion

The core identity theory prediction regarding emo-
tions is that individuals will feel good when their
identities are verified, and they will feel bad when
their identities are not verified. These emotional
outcomes of the identity verification process have
been examined in a longitudinal survey study that
followed newly married couples during the first
two years of marriage (Burke and Harrod 2005;
Burke and Stets 1999), in a series of studies simu-
lating the worker identity in the laboratory (Stets
2003, 2004, 2005; Stets and Asencio 2008; Stets
and Osborn 2008), and a series of seven studies
using both survey and laboratory data to examine
the moral identity (Stets and Burke 2014).!

! In the laboratory studies, a work situation was created
and the worker identity was invoked. After completing
each of three simple yet different tasks, participants as
“workers” received feedback that was either: (1) expected
given their work (identity verification of their worker
identity); (2) more positive than what they would ex-
pect (identity non-verification that exceeds their worker
identity standard); and (3) more negative than what they
would expect (identity non-verification that falls short of
their worker identity standard). Feedback was in the form
of points earned for their work. Thus, they would receive
either the expected number of points for their work, more
points than they would have expected, or less points than
they would have expected.
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In these studies, researchers consistently
found that when individuals thought that others
saw them as failing to meet their identity stan-
dard, they experienced negative emotions. How-
ever, when they thought that others saw them as
exceeding their identity standard, the longitudi-
nal survey found that individuals reported nega-
tive feelings (even though others evaluation were
more positive than their own evaluations), while
the laboratory studies found individuals reporting
positive feelings. Thus, the findings are in agree-
ment with the prediction that non-verification in a
negative direction (people do not meet their iden-
tity standard) influence negative emotions, but
they are not in agreement that non-verification in
a positive direction (people exceeding their iden-
tity standard) influences negative emotions.

Identity theory predicts a cognitive consis-
tency process to individuals’ emotional reactions
and the longitudinal survey supports this: people
seek evaluations that match their self-views and
avoid evaluations that do not match their self-
views; however, the laboratory findings are sug-
gestive of a self-enhancement process: people
seek positive evaluations and avoid negative
evaluations (Stets and Asencio 2008).

A recent study has revealed these conflict-
ing findings may be due to measurement issues.
Researchers used a large data set derived from
seven studies that included both a survey and
laboratory component to address the emotional
responses that occur when identities are not veri-
fied (Stets and Burke 2014).> They examined
whether individuals showed an enhancement re-
sponse (they feel good) or consistency response
(they feel bad) to identity non-verification in a
positive direction (the meanings in the reflected
appraisals are more positive than the meanings
of the identity standard). The results showed that
when reflected appraisals and situational mean-

2 The seven studies measured the moral identity, moral
behavior, and emotions. The surveys measured people’s
moral identity and provided eight different moral dilem-
mas in which participants were to indicate what action
they took in the situation, and how they felt. In the labo-
ratory, participants were placed in a testing situation in
which they had an opportunity to cheat without clear de-
tection to obtain a higher score.

ings were taken into account (measures which
were not fully obtained in the prior laboratory
studies demonstrating an enhancement effect),
there was more evidence for a consistency effect
than an enhancement effect. Individuals felt bad
rather than good for being over-rated.

When people were given the opportunity to
think about how others viewed them, it encour-
aged them to think about their identity standard as
a basis of comparison. Essentially, the meanings
in people’s identity standards come to awareness
so that they can evaluate whether their identity
is being verified in the situation. When individu-
als have the opportunity to retrieve from memory
their identity meanings in light of their percep-
tions of others’ meanings of them, any discrepan-
cy between the two is distressing. When people
have no reason to access their identity meanings
in a situation, non-verifying information may
simply be categorized as good or bad, and they
may respond positively to the positive informa-
tion and negatively to the negative information.
This is the enhancement effect, and it does not in-
volve a comparison of self-and other-meanings.
It only involves the reward or punishment value
of the feedback itself. This may be why the labo-
ratory findings were more suggestive of a self-
enhancement process: the opportunity to self-
reflect was not provided when individuals were
given feedback on each task they carried out in
the lab when the worker identity was activated.

Further, because the moral dilemmas in the
survey and moral task in the lab were highly
relevant to the moral identity, they facilitated
activation of the moral identity and the motiva-
tion to verify it. The more relevant the meanings
in the situation are to one’s identity, the greater
should be the activation of that identity in the
situation and the motivation to have that iden-
tity verified in the situation. When the situation
has strong meanings for an identity and identity
non-verification emerges, individuals should feel
bad. Lacking these potent relevant meanings,
when a person experiences positive feedback, for
example, they may feel good, but the feedback
may not be relevant to the activated identity in
the situation. This may be a factor as to why the
initial laboratory findings were more suggestive
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of a self-enhancement process: internal identity
meanings (of the worker identity) may not have
been activated because external situational mean-
ings did not cue the meanings of being a worker
to the participants. Thus, there may have been
no motivation to self-verify the worker iden-
tity. Overall, this recent study (Stets and Burke
2014) helps put prior research into perspective
and identifies some of the possible measurement
issues that can make it difficult to distinguish be-
tween consistency and enhancement effects.

3.4.2 Frequency and Source of
Identity Non-Verification and
Negative Emotion

As mentioned earlier, it has been hypothesized
that more frequent non-support or non-verifying
feedback should bring about more intense nega-
tive emotions (Burke 1991). Additionally, non-
verifying feedback from significant others such
as family members, friends, and other close as-
sociates should influence more intense nega-
tive feelings than non-verifying feedback from
strangers or acquaintances. These two hypoth-
eses have been tested (Stets 2003, 2004, 2005).
Contrary to the expectation that the intensity
of negative emotions will increase with repeated
identity non-verification in situations, findings
from the worker identity studies discussed ear-
lier reveals that negative emotions become less
intense (Stets 2003, 2005). It is possible that
this effect is showing that people’s identity stan-
dards are changing (Stets 2003). While a stron-
ger negative response to repeated identity non-
verification would indicate that people think that
others see them in a way that does not correspond
to how they see themselves, a weaker negative
response to repeated non-verification suggests
that the non-correspondence is being reduced. A
closer match in “self-other” views may be due to
individuals changing their self-views in the di-
rection of others’ views. This is identity change.
There may be several reasons why individuals
may change their identity standard, at least in the
worker identity studies (Stets 2005). First, short-
term laboratory studies may create a low level
of commitment to identities, and less committed

identities may result in a more fluid identity stan-
dard. Second, participants in the worker identity
studies were unable to take any action to change
the feedback they received such as challenging
the feedback by claiming it was erroneous. If in-
dividuals are unable to ward off disconfirming in-
formation, they may come to see it as reflective
of themselves. Finally, the worker in the worker
identity laboratory studies was always in a weaker
position of power compared to the person who was
giving the participant feedback. The person giv-
ing the feedback was always the “manager” in the
study. Thus, if the source of the feedback is a more
powerful person, they may have more influence in
changing one’s self-view (Cast et al. 1999).

Does the significance of the source of the non-
verifying feedback intensify negative feelings?
This has been empirically investigated in two
ways. Using data from the General Social Sur-
vey, researchers examined whether interaction in
the family, which consists of significant others,
brought about more negative emotions than inter-
action at work, which is comprised of non-signif-
icant others (Stets and Tsushima 2001). Though
the researchers did not directly test identity non-
verification at home or at work, their analysis of
anger revealed that more intense anger was re-
ported in the family than at work.

In an extension on the worker identity studies
discussed earlier, in one study, some participants
had an opportunity to get to know their co-work-
er for about 10 minutes before the study began
(familiar condition) compared to not being given
this opportunity (unfamiliar condition) (Stets
2005).3 Though getting to know another in the
lab for 10 minutes is only a proxy of a significant
relationship, the results showed that familiarity
did result in more negative emotions in response
to identity non-verification. However, this effect
appeared only when the non-verification oc-
curred once compared to more than once during
the study, and only when the non-verification was
in a positive direction (the other saw the person

3 Those in the familiar condition reported more liking
for their co-worker and saw the other as a potential friend
compared to the unfamiliar condition. Thus, a short inter-
action with another is enough to anticipate that the other
will support and perhaps verify one’s identity.
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more positively than did the person) compared
to a negative direction (the other saw the person
less positively than did the person). Because of
the limitations in the above two studies (either
there was no direct test of the verification process
or there was no direct measure of significant oth-
ers), more empirical work is needed.

3.4.3 Status, Identity Non-Verification
and Negative Emotion

People’s position in the social structure may in-
fluence their emotional response to identity non-
verification. Those with higher status should be
more likely than those with lower status to ex-
perience identity verification because they are
more influential (given their greater power) in
getting others to confirm their self-views (Cast
et al. 1999). Because identity verification pro-
duces positive feelings, higher status people will
be more likely to enjoy positive feelings and less
likely to experience negative feelings than lower
status people. Two studies support this idea.

Again, using data from the General Social
Survey (Stets and Tsushima 2001), the research-
ers examined the relative status of identities in
the home and at work. In the home, the parent
identity has the highest status, the child identity
has the lowest status, and spouses, interacting
with each other in the spouse identity, represent
equal status. At work, the employer identity has
the highest status, the employee identity has the
lowest status, and co-workers, interacting with
each other in the worker identity, represent equal
status. Consistent with the above, their analysis
of anger revealed that those with lower status
identities either at home or in the workplace were
more likely to report more intense anger. Because
of the greater intensity of their anger, those with
lower status identities were also more likely to
report their anger lasting a long time.

More recently, it has been argued that higher
status compared to lower status is tied to greater
access and control of resources in the social struc-
ture that facilitate the verification of one’s iden-
tity, and in turn, positive emotions (Burke 2008).
Further, when identity non-verification emerges,

higher status persons will be able to tolerate the
disturbance, seeing it as minor or temporary, be-
cause they have many resources at their disposal
to withstand or quickly respond to the non-veri-
fication. In turn, this prevents a strong negative
emotional reaction to the non-verification. For ex-
ample, a husband who is not able to repair a home
electrical problem (a disturbance in verifying the
husband identity) may be more upset when he has
no knowledge on how to solve the electrical prob-
lem and cannot afford to hire someone to repair it
compared to those who may have these resources
available. Examining longitudinal data on newly
married couples during the first few years of mar-
riage, Burke (2008) found that compared to lower
status individuals in the marriage, higher status
persons (a higher education, occupation, and race)
were more likely to have their spousal identity
verified and were less likely to report strong nega-
tive emotions such as anger, depression, and dis-
tress when their spousal identity was not verified.

3.4.4 Beyond Positive and Negative
Emotion

While most theory and research in identity theory
has focused on positive and negative emotions,
only one study within this research program has
focused on moods (Burke 2004). Moods gener-
ally are lower in intensity and longer lasting than
emotions. Additionally, while emotions have
a specific target, for example, a person may be
angry with another or happy about an accomplish-
ment, the reason for one’s mood isn’t as clear or
precise. The longer the mood lasts, the greater the
ambiguity in the source of one’s mood.

Two dimensions of mood have been examined:
unease/distress and activity/arousal (Burke 2004).
While the former is the positive-negative or
calm-tense dimension of feeling, the latter is the
energetic-tired dimension of feeling. Following
from identity theory, if identity non-verification
occurs, individuals should experience unease/dis-
tress. Because this negative feeling is taxing and
draining, it should reduce people’s activity/arous-
al level. These ideas were tested on a sample of
newly married couples over the first three years of
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marriage (Burke 2004). It was found that individ-
uals struggling to verify identities such as spouse,
worker, or friend experienced higher levels of un-
ease and distress and lower levels of activity and
arousal. The negative mood typically did not last
beyond a couple of days. However, if the identity
non-verification persisted, so did the mood.

Researchers in identity theory have begun to
study specific emotions. Early research studied
jealousy and anger in the home and at work (ElI-
estad and Stets 1998; Stets and Tsushima 2001).
For example, when women who have a mother
identity that is important to them read a vignette
in which the father takes on a nurturant activity
(specifically, the father rather than the mother
assumes the caretaker role in the vignette), the
women respond with feelings of jealousy (Elles-
tad and Stets 1998). Since the meaning of nurtur-
ance is tied to mothering, when events are ma-
nipulated so that the meaning is tied to fathering,
the negative feeling of jealousy is in response to
the women’s threat to their mother identity.

More recently, moral emotions have been ex-
amined such as anger, empathy, guilt, and shame
(Stets 2011; Stets and Carter 2011, 2012; Stets
et al. 2008). Like other emotions, moral emo-
tions emerge from the identity process. In a se-
ries of surveys and laboratory studies, Stets and
her colleagues examined how the moral identity
influences moral behavior and moral emotions.
The moral identity should guide moral behavior.
Having higher levels of moral meanings in the
moral identity standard such as being more “car-
ing,” “kind,” “just” and “fair,” should influence
individuals to behave in ways that reflect these
meanings. Results from the studies show the
moral identity does guide moral behavior (Stets
and Carter 2011, 2012). Since identity non-veri-
fication leads to negative feelings, Stets and her
associates examined the specific moral emotions
that individuals experience when they think that
others see them as more moral or less moral than
how they see themselves given their moral iden-
tity standard.

As expected, identity non-verification in-
creased moral emotions such as guilt and shame.
Further, framing rules and feeling rules (Hoch-
schild 1979) influenced moral emotions (Stets

and Carter 2012). Specifically, the researchers
found that when individuals framed a situation as
high in moral content and then engaged in moral
behavior, they were less likely to report feelings
of guilt and shame. Situations framed as high in
moral content are those that carry strong moral
meanings of good/bad behavior. When such situ-
ations emerge, they will influence moral behav-
ior, and when moral behavior is not forthcoming,
individuals will feel negative emotions such as
shame and guilt.

Situation meanings also carry an affective
aspect in the form of feeling rules that specify
emotions individuals ought to feel. Stets and
Carter found that when people were attentive to
the feeling rules in moral situations that involved
the cultural expectation that individuals feel guilt
or shame when moral codes are violated, this in-
fluenced their own feelings of guilt and shame
when they committed wrongful acts. Thus, when
individuals reported that people should feel guilt
and shame for immoral behavior, they were more
likely to report experiencing these moral emo-
tions when they engaged in immoral actions. In
this way, it was not simply the framing of mor-
ally charged situations combined with moral be-
haviors that reduced reports of moral emotions,
but also the feeling rules that indicated what one
should feel in the situation, that when combined
with moral behavior, also influenced a decline in
reports of moral emotions.

Moral emotions have also been examined with
regard to acts of commission and omission. In
identity theory, researchers have primarily stud-
ied meanings related to individuals taking some
action, and they have neglected to study mean-
ings related to failing to take some action. Acts of
omission are different from acts of commission
in several ways (Stets 2011). Acts of omission in-
volve a form of decision avoidance. This avoid-
ance either postpones or bypasses the decision to
act. In choosing not to act, individuals are seen as
less responsible for the outcomes that emerge be-
cause their behavior is seen as less intentional. If
individuals are doing nothing, then it is easier to
assign the cause of an outcome to an alternative
source rather than to the individuals. In contrast,
in acts of commission, inferences can be drawn
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about individuals’ from their actions. While acts
of commission may not always tell us everything
about individuals because situational factors may
be influencing how they behave, when they act,
observers have a tendency to attribute actors’
behavior to dispositional factors (characteristics
of individuals) rather than situational factors
(Heider 1944).

Research has examined a moral act of com-
mission, specifically, giving people an opportu-
nity to cheat on a test, and the results have been
compared with a moral act of omission, that is,
over-scoring people on a test and then giving
them the opportunity to report it (Stets 2011;
Stets and Carter 2012). The results revealed that
not only did one’s moral identity guide commit-
ted behavior but not omitted behavior, but also
non-verification of the moral identity influenced
moral emotions for committed behavior but not
omitted behavior. In failing to report being over-
scored, though individuals may have seen that
others did not view them in the same way that
they viewed themselves, this discrepancy in self
vs. others’ views did not produce negative feel-
ings such as guilt and shame.

The absence of acting upon the environment
as in failing to report being over-scored is a situ-
ation of ambiguity because the source of one’s
beneficial outcomes is unclear. The higher score
may be due to someone’s error in making ap-
propriate calculations or a deliberate strategy by
someone to help. The fact that the act of omis-
sion (failing to report being over-scored) may
not be the obvious cause for the outcome may be
one reason people evaluate an act of omission as
less immoral than an act of commission (Spranca
et al. 1991). In fact, the diminished condemna-
tion associated with omission may lead people to
choose it as a strategic response over commission
because they think that the punishment from oth-
ers will be less harsh (DeScioli et al. 2011).

This difference between acts of omission and
commission has consequences for the identity
verification process, and the emotions resulting
from this process. When an identity is activated
in situations, they remind us of our standards for
the identity, and these standards guide behavior
within and across situations. When this process is
not initiated in a situation, as in the case of fail-

ing to perform a good act, people become emo-
tionally unaffected by feedback from others that
does not match how they see themselves. Since
negative emotion serves as a signal that actors
need to better regulate how they are perceived in
a situation, and they may work to change these
perceptions, for example, by changing what they
are doing in the situation, any such change is not
likely to be forthcoming. Thus, individuals can
fail to perform (omit) good acts and either fail to
experience negative feelings for their non-action
or choose to ignore or suppress their negative
feelings (if their behavior was intentional). This
is disheartening because either the absence or
denial of negative feelings serves to perpetuate
using the omission strategy in situations.

3.4.5 Negative Emotion and Coping

People cannot remain in a continual state of neg-
ative emotion; it is too disruptive. Some research
has examined how individuals manage their neg-
ative feelings when their identity is challenged.
These strategies can be cognitive, where people
simply change the way they think about the situa-
tion, or behavioral, where people change the way
they act in a situation. Coping strategies were ex-
amined in a study using vignettes to manipulate
the meaning of fathering to signal more nurturant
activity (Ellestad and Stets 1998). A response
of jealousy emerged for women reading these
vignettes. Women with a more salient mother
identity were more likely than women with a less
salient mother identity to endorse the response
that women in the vignette devise strategies to
reassert their role as nurturer. This coping strat-
egy may have emerged in response to threat that
they felt as mothers given the jealousy that they
reported. The endorsement may have helped re-
assert the mother identity in a situation where it
had been challenged.

The coping responses to negative feelings were
more extensively examined in another study that
used data from the General Social Survey (Stets
and Tsushima 2001). When a person’s identity is
not verified at home or at work and they report
feelings of anger, individuals cope in slightly dif-
ferent ways. When managing anger stemming
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from the non-verification of one’s identity at home,
individuals typically used cognitive strategies par-
ticularly praying to god. Such a strategy may be a
way in which family members manage their anger
towards one another without disrupting impor-
tant and ongoing relationships. When coping with
anger given the non-verification of one’s identity
at work, individuals tended to use behavioral strat-
egies such as seeking support from another person.
Others’ might provide useful advice that tempers
the negative feelings. These findings suggested
that coping strategies might vary depending on the
base of the identity for which the non-verification
occurred. Cognitive strategies might be more
common for group identities (such as the family)
where acceptance is important, while behavioral
strategies may be more common for role identities
(such as the worker) where effective performance
is important (Burke and Stets 2009).

3.4.6 Positive Emotion as a Resource

Emotions not only have been examined as an out-
come of the identity process, but also as a resource
to be used in situations. In identity theory, re-
sources are anything that sustains individuals such
as food to nourish them, education to teach them,
and emotional or material support from others
to help them (Freese and Burke 1994). Early re-
search revealed that when people are in a positive
mood, they are more likely to expose themselves
to threatening and negative feedback (Trope et al.
2001; Trope and Pomerantz 1998). Trope and his
colleagues maintained that positive emotions are
a resource, buffering the affective costs associated
with receiving negative information.

Applied to the identity process, positive
emotions can be a resource, regulating the
negative feelings that emerge when people ex-
perience identity non-verification. Conceptual-
izing positive emotions in this way is similar
to the idea that high self-esteem is a resource
for people, serving as a buffer during stressful
times (Cast and Burke 2002). In the same way
that high self-esteem can build a “reservoir” of
good feelings that individuals can rely on when
they have trouble verifying their identities, posi-

tive emotions also can build up over time and
create an “energy reservoir” for individuals, act-
ing as a buffer in non-verifying situations.

Research examined the role of positive emo-
tions as a resource across encounters (Stets and
Osborn 2008). The research examined the worker
identity in the laboratory in which participants
completed three tasks, and after their perfor-
mance on each task, they received feedback that
exceeded what they expected to receive or fell
short of what they expected to receive. Across the
three tasks, the feedback oscillated from exceed-
ing their expectations to falling short of their ex-
pectations (or vice versa). What Stets and Osborn
found was that positive emotions associated with
initial feedback that exceeded their expectations
(on the first task) persisted beyond the point of
their initial arousal. The positive feelings contin-
ued to be experienced following feedback on the
second and third task, even when the participants
received feedback that fell short of their expec-
tations on those tasks. Apparently, the positive
emotions associated with feedback that exceeded
their expectations tempered the negative feelings
associated with subsequent feedback that fell
short of their expectations. Negative emotions did
not show the same persistence effects as positive
emotions. The negative emotions did not contin-
ue beyond the point of their initial arousal unless
individuals continued to receive feedback that fell
short of their expectations on subsequent tasks.

In general, the findings showed the carryover
effects of feelings. Emotions are not created
anew in each situation. Part of one’s current feel-
ings are due to the situation, but they are also due
to the feelings from yesterday, last week, or even
last month (in the case of a mood) (Burke 2004).
Even within an interaction, current feelings can
influence later feelings in the same interaction.
Stets and Osborn found that people generally
were able to maintain their positive feelings
from one task to another, and the maintenance
of positive feelings acted as a buffer, serving to
soften the blow of later unfair outcomes. Thus,
emotions do more than signal verifying or non-
verifying outcomes. Emotions influence interac-
tions beyond their initial encounter to influence
feelings in subsequent encounters.
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3.5 Future Research on Emotions
in Identity Theory

While we are beginning to understand how emo-
tions emerge from the identity process, there is still
much work that needs to be done. We highlight
some of this work below. The landscape of future
research surely is broader than what we mention.

3.5.1 Negative/Stigmatized Identities

and Emotion

Future research should move beyond the study
of positive, normative identities such as parent,
spouse, worker, student, and friend and explore
the emotions produced when a negative/stigma-
tized identity is activated such as being child-
less, non-religious, unemployed, or an alcoholic.
In identity theory, it is assumed that individuals
will verify the meanings held in their standard re-
gardless of whether those meanings are positive
or negative (Burke and Stets 2009). When these
identities are verified, they will feel positive feel-
ings, and when they are not verified, they will
feel negative feelings.

It is possible that negative/stigmatized identi-
ties may produce a mix of positive and negative
feelings. On the one hand, when people’s negative/
stigmatized identity is verified, they should feel
good that others see them as they see themselves.
On the other hand, when the negative/stigmatized
identity is verified, those holding that identity may
feel negative emotions because they activate the
third-order belief that society devalues this iden-
tity. In this way, the negative feelings may not be
the intended result of the identity verification pro-
cess, but rather the unintended result of taking on
society’s evaluation of those identity meanings.

3.5.2 Multiple Identities and Emotion

Identity theory acknowledges the complex nature
of the self and the multiple identities that indi-
viduals possess, but much of the theoretical and
empirical work on identities and emotion focus-
es on one identity at a time instead of multiple

identities. People possess multiple identities,
and these identities are organized hierarchically
within the person based on their salience and
prominence.

While the meanings that make up one iden-
tity may be exclusive to that identity, they do not
have to be. The same meanings can apply to mul-
tiple identities. Further, across identities, mean-
ings can operate in a cooperative or conflicting
manner. For example, a woman might see herself
as “caring” in her wife identity and mother iden-
tity. Here, her identities have the same meanings.
However, in her identity as lawyer, she may see
herself as “aggressive” and “unsympathetic.”
Typically, her lawyer identity may not be activat-
ed at the same time as, for example, her mother
identity is activated, so the different meanings
(“caring,” “aggressive,” and “unsympathetic”)
would not conflict. However, there may be situa-
tions where they are both activated such as when
she finds herself defending her son in court on a
drunk driving charge. If she were to act aggres-
sively in the courtroom in defense of her son, she
might think that the judge and jury would see
her as aggressive, thereby verifying her lawyer
identity. She would feel good. If she thought her
son interpreted her aggressiveness as protecting
and caring for him, then her mother identity also
would be verified, and she would also feel good.
However, if she thought her son interpreted her
aggressiveness as “mean’ and “unkind,” then she
might experience negative feelings because her
mother identity is not being verified.

The above example illustrates how mixed
emotions can emerge in a situation not only in
instances of negative/stigmatized identities, but
also when considering the activation of multiple
identities. It might also be the case that with the
activation of multiple identities in a situation,
the verification of two identities would gener-
ate more positive emotion than if only one iden-
tity was being verified. Correspondingly, if two
identities were not being verified, more negative
emotions might be felt than if only one identity
was not being verified.

Multiple identities also might be understood
as a resource in regulating negative emotions.
Recall that when people have trouble verifying
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an identity, they can switch to another identity.
Having other identities that are easily accessible
to individuals and that are appropriate in their ap-
plication to the current situation may help temper
the negative feelings associated with the existing
identity non-verification.

3.5.3 Emotion Within and Across
Encounters

Research in identity theory not only has focused
on one identity at a time, but it also has generally
focused on emotions at one point in time. The
discussion of research on positive emotions as a
resource is an exception to this and highlights the
importance of examining how emotions “carry
over” from one situation to the next. The emo-
tions that a person brings into a situation and
the influence of emotions earlier in a situation
on emotions later in a situation need to be incor-
porated into the identity verification process. If
individuals enter an encounter feeling good, they
may be more likely to interpret feedback from
others in a manner that confirms their identity.
Alternatively, entering an encounter feeling bad
might predispose individuals to interpret feed-
back from others in a way that disconfirms their
identity. Indeed, there is evidence that when
people are in a particular affective state, they are
more likely to attend to details that are congruent
with their affective state (Forgas 1995). In this
way, prior feelings may influence current feel-
ings by biasing the verification process. Further,
earlier identity verification (or the lack thereof)
in an encounter might influence later identity
verification (or the lack thereof) in the encounter.

Emotions from past experiences not only in-
fluence existing encounters and the trajectory that
those encounters take, but they can also influence
future encounters and the feelings that individu-
als anticipate experiencing (Kemper 2006). An-
ticipated emotions stem from two factors: the ex-
pectation of good or bad outcomes based on simi-
lar past interactions, and one’s assessment of re-
sources available in future interactions (Kemper
20006). If people have had good outcomes in the
past, they will be optimistic about good outcomes

in future interactions. Conversely, bad outcomes
in the past will produce low optimism for the
future. Similarly, if individuals assess resourc-
es as being readily available in the future, they
will have high levels of confidence surrounding
future interactions. If they do not think the ad-
equate resources will be available, they will have
low confidence regarding the future interaction.

Anticipated feelings are relevant for identity
theory because people can look ahead to future
interactions and make predictions regarding
identity verification. They may have experienced
verification in similar interactions in the past and
feel good about the future. Alternatively, they
may assess their resources and expect that they
will be unable to verify an identity in a future in-
teraction and feel bad about the future. This dem-
onstrates how feelings in an interaction may be
rooted in multiple sources, including those prior
to the initial identity process.

3.5.4 Precise Emotions

Finally, we need to move beyond studying positive
and negative emotions and examine specific emo-
tions. Earlier research hypothesized that different
emotions might be felt based on such factors as
whether an internal or external attribution were
made on the source of the identity non-verifying
feedback (the individual compared to another),
and the relative power and status of the individual
and other in the situation (higher compared to
lower power and status) (Stets and Burke 2005).
For example, when individuals feel that they are
responsible for the lack of identity verification in a
situation (an internal attribution) perhaps because
they did not behave in a way that reflected their
identity meanings, they might experience a mild
feeling (disappointment) to a strong feeling (de-
pression). Alternatively, if someone else is to be
blamed for their lack of identity non-verification
(an external attribution), they might feel a mild
feeling (annoyance) to a strong feeling (anger).

If persons see that they are responsible for the
identity non-verification and they have higher
status in the interaction, they might feel discom-
fort. If they have lower status than others in the
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situation, they might feel shame. However, if
they see that others are responsible for their iden-
tity non-verification, and they have higher status
than those others in the interaction, they might
experience rage. However, if those others have
higher status, they might experience fear. Finally,
the strength of the emotion may be a function
of how salient or prominent is the non-verified
identity to the individual. The above illustrates
that there is a rich set of predictions currently in
identity theory that need to be tested (Stets and
Burke 2005). The extent to which these are sup-
ported can help advance identity theory and emo-
tions beyond its current boundaries.
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Emotions in Affect Control

Theory

Kathryn J. Lively and David R. Heise

4.1 Introduction

According to affect control theory, individuals
define situations on the basis of their commu-
nity’s “theory of people” (MacKinnon and Heise
2010), and social organization emerges as the in-
dividuals actualize their notions of the situation
through interpersonal actions. Emotions enable
sensing, communicating about, and control of the
resulting social relationships.

This chapter presents affect control theory’s
framework on emotions in the tradition of prior
expositions (Heise 2007, Chap. 8; MacKinnon
1994, Chap. 7; Smith-Lovin 1990, 1994; Smith-
Lovin et al. 2006). Our purpose, here, is to bring
the earlier accounts up to date and to expand
coverage of the affect control theory (ACT) emo-
tion model by giving special attention to issues
that have received relatively little attention in the
past!.

The chapter has three parts. We begin by in-
troducing ACT’s core emotion model, which in-
cludes such basic ACT principles as fundamental
and transient impressions, and emotional dynam-
ics associated with the three fundamental dimen-
sions of affective meaning: Evaluation, Potency,
and Activity. We also explore the emotions of in-
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dividuals enacting negatively evaluated identities
(such as outlaws, bill collectors, or mourners)
and how the emotions of stigmatized individuals
differ from the emotions of individuals in con-
ventional roles.

The second part attends to relations between
ACT’s emotion model and existing scholarship
on emotion. To begin, we focus on ACT’s treat-
ment of social categories, which parallels work
on status expectations states, and leads into con-
sideration of how emotions might vary by gender,
racial, and ethnic categorizations. We then dis-
cuss ACT and emotion management, suggesting
that the notion of emotion norm can be identified
with ACT’s unique construct of a characteristic
emotion for an identity. The section includes an
examination of how ACT scholarship aligns with
Thoits’ four factor model of emotion (1990) and
emotion management.

Finally, we discuss two relatively new areas
in ACT and emotions scholarship: emotional sta-
tions and ineffable emotions. Emotion stations
represent the locations in the three dimensional
affective space where individuals are positioned
as a function of their institutional obligations
and self-processes, giving rise to recurrent emo-
tional patterns. Ineffable emotions are feelings
for which we, as a culture, have no labels, even

I We are grateful to Neil MacKinnon, Tobias Schroder,
Lynn Smith-Lovin, and Jan Stets for helping us expand
our coverage of affect control theory’s approach to emo-
tions.

J. E. Stets, J. H. Turner (eds.), Handbook of the Sociology of Emotions: Volume II, Handbooks of Sociology 51
and Social Research, DOI 10.1007/978-94-017-9130-4_4, © Springer Science+Business Media Dordrecht 2014
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though such feelings occur in everyday life and
are observable in some of the world’s most pow-
erful people.

This exposition on the emotion model of af-
fect control theory foregoes a detailed presenta-
tion of the parent theory because that would be a
chapter in itself. Many expositions of affect con-
trol theory are available to the interested reader
(Heise 1979, 1999, 2002, 2007; MacKinnon
1994; MacKinnon and Heise 1993, 2010; Rob-
inson and Smith-Lovin 2006; Smith-Lovin 1994;
Smith-Lovin and Robinson 2006). Additional
publications document studies that have vali-
dated affect control theory in experiments (Heise
2013; Heise and Lerner 2006; Heise and Weir,
1999; Schroder et al. 2013; Schroder and Scholl
2009; Smith-Lovin and Douglass 1992; Wiggins
and Heise 1987), survey research (Lively 2008;
Lively and Heise 2004; Lively and Powell 2006;
Lively et al. 2010), and ethnographies (Francis
1997; Hunt 2008, 2013; Britt and Heise 2000).

4.2 Overview

According to affect control theory, emotions
emerge from automatic and unconscious com-
parisons of the impression of self that has been
created by recent events with the kind of person
that one is supposed to be in the situation. Facial
and bodily expression of emotion allows others
to identify one’s emotion, and the link between
physical expressions and particular emotions
is dependable enough that individuals can rec-
ognize emotions of others even across cultures

(Ekman 1971).

The relations between identity, impression,
and emotion allow any one of these to be in-
ferred, given the other two. To illustrate:

e Given a reading of someone’s emotion and
knowing the emoter’s situational identity,
observers can surmise how the individual
must have interpreted recent events in order to
arrive at the impression of self that generates
the observed emotion. (The surgeon is aghast.
He must’ve blundered while operating.)

e Given a reading of someone’s emotion and
knowing what impression has been formed of

the emoter in recent events, observers can sur-
mise what identity the emoter must be taking
in the situation. (He’s smiling while his crimes
are recounted in court. He must be a devil.)

e Knowing a person’s identity and the impres-
sion of the person generated by recent events,
observers might surmise what emotion the
individual is feeling even if they cannot see the
individual’s expressions, or if an individual is
attempting to suppress or falsify emotional
expressions. (The athlete feigns nonchalance
as his accomplishments are recounted. But
he’s got to be feeling proud.)

Similarly, individuals can make such inferences

reflexively in order to deepen self-understand-

ings.

e Recognizing a felt emotion and knowing one’s
situational identity, an emoter can uncover
a suppressed interpretation of what recent
events have meant for the self. (Why am I
embarrassed? They’re ridiculing me!)

e Recognizing a felt emotion and knowing the
impression of self created by recent events, an
emoter might arrive at a new understanding of
the self. (I'm so pleased with this drawing I
made. Maybe I’m an artist.)

e Ifone is confident about one’s identity and the
current impression of self in a situation, one
might use that knowledge in order to distin-
guish what emotion one really is feeling. (She
left me for another. But this is not anger I feel.
I’'m lonely!)

While the relation between identity, impression,
and emotion is deterministic internally, others’
readings of emotional expressions are non-deter-
ministic because emoters can suppress physical
expressions of felt emotions, or affect different
expressions, in order to mislead observers about
internal processes. Additionally, surmising an
impression or an identity or an emotion from the
other two is accomplished by processing avail-
able information, and individuals in different
genders and cultures may apply somewhat dif-
ferent rules of inference. Thus emotion-related
conjectures about others, or about one’s self, vary
across individuals.
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4.3 ACTEmotion Model

Like everything in affect control theory, the emo-
tion model is grounded in three affective dimen-
sions that have been cross-culturally validated in
more than 20 societies (Heise 2010; Osgood et al.
1975). Evaluation contrasts goodness with bad-
ness. Potency contrasts powerfulness with pow-
erlessness. Activity contrasts liveliness with life-
lessness. Identities, behaviors, emotions, and other
elements of social interaction are measured on the
three dimensions using semantic differential scales
that range from —4 for badness, powerlessness,
and lifelessness, to +4 for goodness, powerful-
ness, and liveliness. Thus, for example, a grand-
parent has an EPA (Evaluation-Potency-Activity)
profile? 0f 2.96 1.76 —0.71, meaning that the iden-
tity is viewed as extremely good, quite potent, and
slightly inactive. The behavior of mugging some-
one has an EPA profile of —3.61 0.03 1.48, mean-
ing that mugging is an extremely bad behavior that
is neither powerful nor powerless, though slightly

2 Throughout this chapter, we report female EPA senti-
ments based on a survey conducted at Indiana University,
2002-2004 (Francis and Heise 2006), and affective pro-
cesses based on female impression-formation equations
derived in 2011 from data collected at the University of
North Carolina, 1978. We often refer to results obtained
with Interact, the computer program based on affect con-
trol theory that can be used to simulate many aspects of
social interaction, including emotional responses (Heise
1995). A manual (Heise 2014) explicates Interact and pro-
vides many example analyses.

Identity evaluation

active. Feeling enraged has an EPA profile of
—1.89 0.76 1.98, meaning that this emotion feels
quite bad, slightly potent, and quite active.

When plotted according to their evaluation
and activity values, emotion labels more or less
array in two bands, a positive one above the
midpoint of the graph and a negative one below
(MacKinnon and Keating 1989). (“Bands” is
a more accurate description than the emotion
“circle” reported repeatedly in the psychological
literature—e.g., Fisher et al. 1985; Posner et al.
2005.) Positive emotions fall on a plane cutting
through the EPA space (MacKinnon and Keating
1989). However, negative emotion labels vary in
potency as well as in activity—e.g., rage versus
terror—and thereby are positioned in all three di-
mensions (Fontaine et al. 2007; MacKinnon and
Keating 1989; Morgan and Heise 1988).

4.3.1 Fundamental and Transient

Impressions

A key notion in affect control theory is that each
individual involved in social interaction car-
ries two affective meanings, one that is stable,
based on the individual’s identity in the situation
combined with the individual’s salient traits and
mood, and another affective meaning that var-
ies with events. Behavior is directed at keeping
everyone’s variable meaning—their transient
impressions of self—aligned with their stable
meanings—their fundamental sentiments about
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self. Individuals achieve this control by enacting
new events that move transients closer to senti-
ments, or by reappraising recent events so that
the past events seem more supportive of funda-
mental meanings in the situation.

In affect control theory, transient affective
meaning and fundamental affective meaning
together determine the emotion that one is feel-
ing (Averett and Heise 1988; Heise and Thomas
1989; Heise 2007), and the character of emo-
tion varies directly with one’s transient affec-
tive meaning when one’s fundamental affective
meaning is evaluated as positive or neutral. A
different dynamic applies when the fundamental
meaning of self is negatively evaluated. We dis-
cuss the emotional dynamics of those with posi-
tive identities first, and then consider the other
side in a separate section on Emotions Among the
Stigmatized.

Affect control theory’s emotion model is de-
fined in terms of a set of empirically based equa-
tions predicting transient impressions of people
from their identities and displayed emotions
(Figure 4.1 shows some of the data on which the
equations are based). We do not present the equa-
tions here, but the equations may be obtained
from the program, Interact, using the instructions
in the Interact guide (Heise 2014). Descriptions
of emotion dynamics in ACT’s emotion model,
as reported in the following sections, were de-
rived by algebraically manipulating the equations
so that emotions are expressed in terms of iden-
tity sentiments and transient impressions.

4.3.2 Evaluation Dynamics

The positivity of one’s emotion varies directly
with the valence of one’s transient impression
in a situation. For example, you have positive
emotions if events make you look very good, and
negative emotions if events make you look very
bad. Intensity of emotional pleasure or displea-
sure varies directly with the extremity of the pos-
itive or negative impression of self. On the other
hand, one’s fundamental meaning in the situation
adjusts emotions by setting expectations regard-
ing appearances. For example, looking good pro-

vides a more positive emotion for someone with
a modestly positive identity like a novice, than
for someone with an esteemed identity like a
doctor. Similarly, appearing deficient feels more
shameful for someone with an esteemed role like
a teacher than for someone with a modest role
like a student.

The positivity of emotions also depends on
the fundamental Activity of one’s identity, along
with the transient impression of one’s activity
as a result of recent events. Emotional pleasant-
ness is somewhat greater when occupying quiet
identities like librarian or retiree than when oc-
cupying lively identities like sports-fan or pro-
tester. Appearing more active than is warranted
by one’s identity increases emotional positivity
somewhat, and appearing less active than expect-
ed decreases emotional positivity somewhat.

4.3.3 Potency Dynamics

Emotion potency corresponds to emotions of
dominance (e.g., pride and anger) versus emo-
tions of vulnerability (e.g., awe-struck and fear).
This aspect of emotion corresponds largely to the
transient impression of the emoter’s powerful-
ness versus powerlessness. The emoter’s funda-
mental powerfulness sets expectations regard-
ing how potent she or he is supposed to be, and
thereby adjusts the impression effect.

For individuals with a favored but power-
less identity, like an office boy, being confirmed
in that identity leads to pleasant but vulnerable
emotions, such as feeling awestruck or sentimen-
tal. Such individuals rarely appear even less pow-
erless than they are, but events can make them
seem pluckier than expected, in which case they
feel relatively potent emotions such as content-
ment or happiness. An individual with a favored
and powerful identity, like an authority, feels
positive emotions like pride or elation when con-
firmed in that identity. Such powerful individu-
als rarely seem more powerful than they are, but
when they appear less potent than expected they
may feel less dominant emotions like exaspera-
tion or no emotion at all.
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Besides the direct effects from potency fun-
damentals and transient impressions, emotion
potency is affected by Evaluation and Activ-
ity processes, too. Someone whose fundamental
goodness and activity is greater tends to have
somewhat lower potency emotions, particularly
if the individual looks less good than expected.
Someone whose identity is fundamentally good
and inactive but who seems more active than
expected also feels a relatively impotent emo-
tion. Individuals who are fundamentally good
but quieter than expected experience more potent
emotions. Summarizing roughly, favored and
non-passive characters experience emotions of
greater vulnerability when they seem underval-
ued or overly frenetic, and they experience more
dominant emotions when events make them seem
unexpectedly quiet.

4.3.4 Activity Dynamics

Emotional dynamics on the activity dimension in-
volve simple comparisons of one’s transient and
fundamental activation. Confirmation of one’s
fundamental activity level generates a somewhat
activated emotion. A high arousal emotion results
when one’s impression of self is overly active,
relative to one’s fundamental activity level. A
quiet emotion results from the impression of self
being excessively inactive, relative to one’s fun-
damental activity level.

Evaluation processes enter into emotion dy-
namics on the Activity dimension, but the impact
is consequential only when individuals occupy
deviant identities.

4.3.5 Emotions Among the Stigmatized

Figure 4.1 provides a graphic rendition of how
identity and emotion combine to create an im-
pression of an emoting individual, focusing just
on the Evaluation dimension and displaying ac-
tual empirical results from the Heise and Thom-
as (1989) study that is the basis of the emotion
model discussed in this chapter. The graph shows
how transient evaluations of emoters (“Impres-

sion evaluation™) vary as a function of funda-
mental evaluations of emoters (“Identity evalu-
ation”), and how emotional positivity varies as a
function of both.

The right side of the graph shows that impres-
sions of an individual’s goodness or badness vary
widely when the individual’s identity evaluation
is positive, and in this case pleasant emotions are
associated with positive transient impressions
while unpleasant emotions are associated with
negative impressions.

However, the left side of the graph shows dif-
ferent processes when the fundamental evalu-
ation of an individual is negative. In this case,
the evaluative range of impressions narrows and
follows a downward path as impressions are
partially generated by more and more negative
identities. The graph indicates that evil charac-
ters never create a positive impression, no mat-
ter what emotions they display. The positivity of
transient impressions still correlates with emo-
tional positivity on the left side of the graph, but
pleasant emotions arise from less negative im-
pressions rather than from positive impressions,
while unpleasant emotions arise from especially
negative impressions. Thus, for example, a happy
robber is one that seems quite bad instead of ex-
tremely bad. Were a robber to be confirmed as
extremely bad, her emotion would be depression
or misery.

Negative identities also impact emotional dy-
namics on the potency and activity dimensions.
In the case of potency dynamics, scorned identi-
ties undo and slightly reverse the impact of ac-
tivity disconfirmations. That is, seeming more
active than expected produces emotion potency
for a scorned individual, and seeming less active
than expected increases emotional vulnerability.
Thus, for example, a racist is essentially neutral
on potency, but a busy racist may experience
dominant emotions like ecstasy, happiness, and
pride. In the opposite direction, a quieted racist
inclines toward vulnerable emotions like depres-
sion, misery, and unhappiness.

In the case of activity dynamics, individuals
with scorned but active identities experience less
arousal in their emotions when their identity ac-
tivity is confirmed or when they seem too quiet
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for their identity. For example, a bully whose ac-
tivation level is confirmed by events might feel
merely displeased or aggravated (as opposed to
a more active emotion of rage), whereas seem-
ing less active than a bully is supposed to be dis-
poses the bully to feel depression, unhappiness,
and disheartenment. On the other hand, individu-
als with scorned and quiet identities experience
relatively high levels of arousal when their ac-
tivity level is confirmed or when they seem too
activated for their identity. For example, events
confirming one in an invalid identity might yield
embarrassment or regret (as opposed to less ac-
tive emotions like depression and misery). On the
other hand, events making an invalid seem overly
active could make the invalid feel alarmed, mad,
or lustful.

Scorned identities generate chaotic emotion
dynamics, wherein small changes in impressions
produce large differences in emotions, so an in-
dividual with a deviant self-identification might
rapidly flip between cheeriness and fury. Theo-
retically, this process gets more and more extreme
as evaluation becomes more negative. In fact, the
predicted emotion of a deviant with an identity
evaluation of —3.5 is indeterminate mathemati-
cally because a denominator in the prediction
equation goes to zero at that point. The emotions
of such a deviant theoretically are unpredictable,
and incomprehensible to an observer.

The most evaluatively negative identity in the
Heise and Thomas (1989) study was pimp, eval-
uated —2.88 by females. Thus, we have no em-
pirical instances to examine in order to see what
kinds of impressions actually emerge when emo-
tions are attributed to extraordinarily evil charac-
ters. Identities scorned to the point of theoretical
indeterminacy do exist, though, and other stud-
ies have recorded them. For example, females in
a study by Francis and Heise (2006) evaluated
eight identities at —3.5 or less: child molester,
terrorist, rapist, wife abuser, serial murderer,
murderer, racist, and murderess; and males evalu-
ated four identities at such low levels: rapist, wife
abuser, murderer, and child molester. Research is
required to determine if such characters really are
viewed as emotionally incomprehensible.

Affect control theory’s predictions about de-
viants’ emotions have some empirical support.
First, the prediction of chaotic emotionality
among those maintaining a stigmatized self is
remarkably similar to descriptions of emotional
lability and over-responsiveness among indi-
viduals diagnosed with Borderline Personality
Disorder (Sansone and Sansone 2010). Second,
inmates in prisons are notoriously labile, attack-
ing others at the mildest provocation or without
any provocation at all (Gambetta 2009). Indeed,
Gambetta argues that inmates purposely display
senseless emotional behavior in order to establish
their credentials as evil characters who are best
left alone. For example, displaying deliberate self
harm “signals ‘madness’ or dangerousness and
thereby induces fear in the receiver: If I am crazy
enough to do this to myself, imagine what I can
do to you” (Gambetta 2009, p. 119).

4.4 Social Categories

Individuals’ emotional experiences are shaped
not only by the social identities they occupy, but
also by their social categorizations.

One reason for this is that privileged individu-
als often occupy unmarked identities (Stanley
1977), while individuals in disadvantaged catego-
ries occupy marked identities that lead to differ-
ent actions and different emotions. For instance,
women and racial and ethnic minorities often are
seen not simply in terms of their operative identi-
ties (e.g., a physician), but as an amalgamation
of their status characteristics and their identities
(e.g., a female physician, or a Black physician),
and these amalgamations produce different be-
haviors and emotions than do the unmodified
identities because the status characteristics have
unique affective meanings (Rogers et al. 2013;
Schroder et al. 2013).

Affect control theory deals with marking as
a form of attribution, and a separate model pro-
vides predictions of the fundamental sentiments
that result when an identity is amalgamated with
a status characteristic. Heise (2013) demonstrated
that marking the juror identity with “female” in
mid-Twentieth Century juries caused the women
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in the juries to participate less than men and to
produce relatively expressive actions compared
to the men’s more instrumental actions.

Marking often reduces the fundamental po-
tency of a targeted individual. Reduction of an
individual’s fundamental potency tends to reduce
impressions of the individual’s potency during
social interaction, and thereby the individual
tends to experience less dominant, more vulner-
able emotions. So, for instance, for contemporary
U.S. females, the emotion EPA of a “physician”
that perfectly confirms the physician identity is
2.54 3.40 1.41, whereas the emotion EPA of a
perfectly confirmed “female physician” is 2.70
2.31 1.43, and emotion EPA of a perfectly con-
firmed “Black physician” is 2.25 2.27 1.19. The
emotions of the “female physician” and “Black
physician” have lower potency than the emotion
of the “physician,” and consequently individuals
with a marked physician identity do not enjoy the
feelings of invincibility of individuals with the
unmarked identity.

A second reason social classifications shape
emotional experiences is that individuals in a
category may share distinctive sentiments. For
example, among contemporary U.S. females
the EPA profile for physician is 2.48 2.74 1.49,
whereas the profile among males is 2.01 1.67
—0.10. Even without marking this would lead a
woman who is a physician to enact the role in
a friendlier fashion than a man, for example, by
chatting up a fellow physician, as opposed to a
man who would be inclined to counsel a fellow
physician. The woman chatting up a fellow phy-
sician would have an emotion with EPA profile
2.450.08 1.74, whereas the man counseling a fel-
low physician would have an emotion with pro-
file 2.26 0.65 0.51. So in this professional situa-
tion, the woman’s emotion would be slightly less
dominant and more activated than the man’s.

Heise (2010) tested for gender differences
in sentiments among the 1500 concepts in the
Francis and Heise (2000) study of contemporary
Americans, and found some differences signifi-
cant at the 0.001 level. “More than males do, fe-
males condemn violence (gunfight, hurting, club-
bing, slaughterhouse, slugging) and unrestrained
sexuality (whorehouse, following, peeping at),

while approving more of femaleness (female,
feminist, feminine), female concerns (boyfriend,
beauty salon), and concepts related to affiliation
(roommate, relative, restaurant)... Females see
a sexual predator (rapist) as more potent than
males do, as well as femaleness (female, femi-
nine), and some standard institutional activities
(sermon, grading)” (Heise 2010, pp. 177-178).

Sentiments differ across racial groups, too.
Sewell and Heise (2010) used legacy data to ex-
amine the matter. “Our study of data from atlases
of affective meanings compiled in the 1960s
and 1970s showed that Black youths in Chicago
maintained a distinct subjective culture—as dif-
ferent from White subjective culture as White
culture was different from the subjective cul-
ture of another nation. ... Blacks rated females
as more potent than males whereas Whites rated
males as more potent. Additionally, Blacks rated
grandmother as more potent than mother whereas
Whites rated mother as more potent. ... We found
that Blacks evaluated conjugal aspects of family
less positively and attributed more activity (or ef-
fort) to them than aspects related to lineage. ...
The atlas also revealed Black—White differences
for a great variety of concepts beyond those asso-
ciated with the family” (Sewell and Heise 2010,
p. 409).

Distinctive sentiments are also maintained
by individuals who mature in different cultures,
though the differences are more subtle than one
might expect. Heise (2001) examined EPA data
from the U.S.A., Canada, Ireland, Germany,
Japan, and China, and he found evaluations of
identities and behaviors in these six cultures al-
ways correlate 0.67 or more. Potency correla-
tions were 0.65 or more for identities, and 0.18
or more for behaviors. Activity correlations were
0.37 or above for identities, and —0.14 or above
for behaviors (with a median value of 0.44 for
behaviors). Heise concluded: “There is consid-
erable cross-cultural agreement in assessments
of identities’ goodness and power. Of course,
the high correlations do not mean that the six
cultures necessarily are the same in this regard.
[For example, in the family] ... Japanese evalu-
ate family members less positively than people in
the other cultures, and a child actually is felt to
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be neither good nor bad in Japan. Chinese evalu-
ate family members most positively; and the Chi-
nese are different from people in the other five
cultures in feeling that mothers are more power-
ful than fathers. Generally, parents are evaluated
more positively than children, but not in Ger-
many where fathers are felt to be less good than
either children or mothers. Mothers generally are
felt to be nicer than fathers, but this difference
is negligible in the U.S.A. The power difference
between fathers and mothers also is negligible
in the U.S.A. These differences among societ-
ies are sufficient to create substantial variations
in the affective tone of family life. For example,
computer simulations based on these data sug-
gest that fathers are supportive to children in both
Japan and China, but when situations get tense
Japanese fathers turn into disciplinarians while
Chinese fathers turn into coaches.”

A third basis for distinctive emotions among
people in different social categories relates to the
processing of information about people and ac-
tions. Several studies in different nations (Smith-
Lovin 1987; Smith et al. 1994; Schroder 2011)
suggest that there are few gender differences in
affective processing of events. So far, no stud-
ies have examined racial differences in affec-
tive processing. On the other hand, studies (Cai
2001; Mackinnon 1985; Schroder 2011; Smith
et al. 1994) have documented cultural differences
in the processes by which cognizance of social
events leads to transient impressions of the inter-
actants. Thus, what ostensibly is the same event
could lead to different emotions in different cul-
tures as individuals in each culture process the
event in their own indigenous ways.

Affect control theory’s emotion model ex-
tracts emotions from transient impressions and
identity sentiments. We tested for gender differ-
ences in the extraction process using the Heise
and Thomas (1989) data. No significant differ-
ences were found for the Evaluation and Activity
dimensions, but we did find significant gender
differences on the Potency dimension. Mainly
males compose emotional potency by giving a bit
more weight to identity potency than females do,
and the net effect is that males feel slightly less
emotional dominance when they are in powerful

identities, and less emotional vulnerability when
they are in powerless identities. Thus females
might be prone to somewhat more vulnerable
negative emotions when altercast into a weak and
scorned identity like victim.

Smith et al. (2001) found substantial gender
differences in emotion equations among Japanese
respondents. “Among the Japanese, in contrast
[to Americans], we find consistent statistical sup-
port for male-female differences in the principles
underlying cognitive judgments of the evalua-
tion, potency, and activity of attributions of trait,
emotional, and status characteristics. Japanese
men and women appear to give different answers
to ...: What kind of person would display that
emotion?” (Smith et al. 2001, p. 191).

No study has examined racial differences in
the processes relating identity sentiments, tran-
sient impressions, and emotions.

So far, cultural differences in emotion equa-
tions have been examined only by Smith et al.
(2001). They found substantial differences be-
tween Japanese and Americans, which they
summarized in terms of three generalizations
(Smith et al. 2001, p. 193). First, “Japanese men
and women occupy different social worlds to a
greater extent than American men and women”;
second, “Japanese view emotional expression,
trait dispositions, and status characteristics dif-
ferently, whereas Americans do not make such
distinctions.” Third, the appearance of many
more interaction terms in Japanese equations
suggests that “Japanese are particularly attuned
to the psychological consistency or congruency
of particularizing modifiers and role-identities.”

4.5 Emotion Norms

A foundational idea in the sociology of emotions
is that emotion norms govern the display and ex-
perience of emotion (Clark 1997). Affect control
theory proposes that emotion norms emerge from
culturally shared sentiments regarding identities,
behaviors, person modifiers, and settings. People
have similar emotional reactions to events be-
cause they share affective meanings of the con-
cepts that are deployed to comprehend events.
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Adopting a similar perspective, Ridgeway (2006)
argued that the cultural norms driving status ex-
pectations states originate in culturally shared
sentiments.

Empirical research has demonstrated that af-
fect control theory’s predictions about emotional
responses in various circumstances are accurate,
for individuals in either the actor or object po-
sition of a social action, and for both females
and males (Heise and Calhan 1995; Heise and
Weir 1999). Moreover, the studies show that in-
dividuals mostly share the same emotion when
involved in the same social circumstance, as
expected from affect control theory. Taking the
two points together, affect control theory defines
statistical norms of emotions. Additionally, the
Heise and Calhan (1995) study showed that af-
fect control theory also accounts for prescriptive
norms regarding what emotions one should feel
in particular circumstances, because prescriptive
norms parallel statistical norms of emotional re-
actions in most circumstances.

Circumstantial emotion norms—what Kem-
per (1978) called structural emotions—dynami-
cally shift as actions change impressions, thereby
changing interactants’ emotions. For example,
analyses in affect control theory suggest that two
mourners in the U.S. feel glum as they begin in-
teracting, but work upward through melancholy,
then sentimentality, and may reach mutual com-
passion, even relief if they interact long enough.
The transition to pleasant feelings predicted by
affect control theory seems validated by the
smiles and even laughter that commonly surface
at a wake. Yet only the starting emotions corre-
spond to emotions typically attributed to mourn-
ers.

The static notion of emotion norms, such as
sadness for a mourner or happiness for members
of a wedding party (Hochschild 1983), does not
describe ongoing feelings but rather defines an
idealized emotional state for individuals in a
particular position®. Social position may refer to

3 Some scholars have discussed emotion norms associat-
ed with particular settings such as work (Wharton 2009),
home (DeVault 1991), or school (Jackson 2013). Affect
control theory can incorporate settings into the composi-

identities—for example, attorney versus parale-
gal (Pierce 1995), mother versus father (Seery
and Crowley 2000) or bill collector versus debtor
(Sutton 1991). Social position also may be con-
ceptualized in terms of status characteristics,
such as men versus women (Lois 2003; Martin
1999) or whites versus African Americans (Har-
low 2003; Wingfield 2010). As elaborated by
Heise (2013), status characteristics combine with
identities, thereby creating different emotions for
people enacting the same role.

4.5.1 Characteristic Emotions

Each identity (or modified identity) can be
viewed as having a characteristic emotion that
theoretically would emerge when impressions
of an individual enacting that identity exactly
confirmed the identity’s fundamental affective
meaning (Heise 2002). Characteristic emotions
might be viewed as goal states that individuals
try to attain during interactions involving specific
identities. Characteristic emotions also are useful
theoretically in that they correspond to the notion
of static emotion norms so often mentioned by
emotion scholars, such as sadness for mourners,
or happiness for brides.

Figures 4.2 and 4.3 show how characteristic
emotions vary with identities’ fundamental EPA
profiles. Each emotion is described verbally if a
named emotion is no more than one unit distant
from the computed characteristic emotion®. A
computer-drawn facial expression is provided as
well because not all states can be described with
an emotion label, and because drawings commu-
nicate more nuances than words can, even though
these drawings of emotional expressions are cre-

tion of social actions, and it may be possible thereby to
predict emotion norms for settings, especially if combined
with interactant identities that institutionally match the
setting—e.g., worshippers in a church.

4 The Euclidean distance between two profiles is “the
square root of the sum of squared differences on each of
the EPA dimensions” (Heise 2007, p. 146).
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Fig. 4.2 Characteristic Potent Neither Impotent
emotions of some valued
identities with differing Active Friend 3.5 2.5 2.0 1970s Flight Attendant Toddler2.6-1.22.4
potency and activity 140513
2.8 2.7 1.6: euphoric, 2.0 0.6 1.2: delighted, 2.8 -2.6 2.0: unnamed
glad elated emotion
Neither Minister 2.4 1.8 -0.2 Guest 1.8 0.0 0.0 Schoolgirl 1.4 -0.8 0.3
o~ o~ -~
Sl L
S S
~r
2.2 2.8 0.3: self- 2.00.2 0.5: contented 1.9 -1.0 0.7: unnamed
satisfied, moved emotion
Inactive  Grandparent 3.0 1.8 Librarian 1.6 -0.3 -1.7  Beginner 0.9 -1.2-1.0

-0.7

2.3 3.0 0.0: self-

satisfied

ated with simple rules’. The same visage is used
in all cases to facilitate comparisons, without dis-
tracting differences in physiognomy.

An identity’s characteristic emotion can be
viewed as the target emotion being sought by in-
dividuals enacting that identity. For example, if
you are with a friend and you yourself are enact-
ing the friend identity, then you behave with the
other in such a way as to try to feel the euphoric,

5 “Facial expressions are formed from the EPA profile
computed for an individual’s emotion, according to the
following rules: (a) open eyes with positive activity; (b)
arch up brow with positive evaluation; (c) raise brow
with negative potency, lower brow with positive potency;
(d) move mouth higher with positive potency, and move
upper lip higher with positive potency; (e) drop lower lip
and narrow mouth with positive activity; (f) curve lips up
with positive evaluation, down with negative evaluation.”
(Heise, 2007, p. 140).

1.3-1.1-0.2:
unnamed emotion

1.60.5-0.7:
nostalgic, humble

glad emotions indicated for friend in Fig. 4.2. You
are trying to feel like a friend, and you are trying
to show your friend the corresponding emotional
expression on your face. Moreover, according
to affect control theory, you try to confirm the
other’s identity along with your own—an idea
that resonates with Goffman’s (1959) notion of
teamwork in social interaction. So you are trying
to produce the same euphoric, glad emotions for
your friend, and you are working to see the corre-
sponding emotional expression on your friend’s
face. According to affect control theory analyses
of friend-friend interaction, these mutual goals
actually are unattainable as each individual tries
to keep the other empowered, so the individuals
feel less dominant emotions than indicated by the
characteristic emotion. Nevertheless, feeling eu-
phoria and gladness seem like the proper target
emotions for friends.
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Fig. 4.3 Characteristic Potent Neither Impotent
emotions of some stigma-
tized identities with differ-  Active Outlaw -2.0 1.3 2.0 Hothead -2.00.3 Call girl -1.8 -1.7 2.0
ing potency and activity 2.3
-0.92.32.0: -0.71.02.3: -0.6 -1.9 2.0: unnamed
unnamed emotion unnamed emotion emotion
Neither 1980s Bill collector Sadist-1.6 -0.5 -0.5 Paranoid -1.7 -1.2 -0.0
-1.61504
-1.02.6 0.7: -1.7-0.1-0.2: -1.8-1.20.2:
unnamed emotion smug, afraid aggravated, peeved
Inactive  Executioner-2.32.4  Sponger-0.8 0.2 -0.6 Mourner-1.2-2.0 -2.5

-0.9

-5.33.9-1.2
unnamed emotion

As mentioned previously, when mourners in-
teract with other mourners, affect control theory
predicts their emotions will drift away from the
characteristic emotion for mourner, moving to-
ward fairly positive and active feelings. But mel-
ancholy is the paradigmatic emotion for mourn-
ers, their idealized emotional state, and the static
emotion norm for the mourner identity.

In sum, a characteristic emotion is a theoreti-
cal construct corresponding to the emotion that
would be experienced if an individual perfectly
confirmed the sentiment associated with his or
her situational identity. The actual emotions ex-
perienced in a social relationship often do not
match the characteristic emotion because indi-
viduals try to maintain the affective meanings of
others’ identities as well as their own. However,

— - .
— PR
- —
-0.20.9-0.1: -2.0-2.0-1.9:
contemptuous melancholy, self-
pitying

characteristic emotions usefully define with pre-
cision the idealized emotion norms typically in-
voked in studies of emotion management.

4.6 Emotion Management

Sociological accounts of emotion management
suggest that individuals change their emotions
by changing the emotional label, the emotional
expression, the somatic experience, or the mean-
ing of the situation (or the situation itself (Thoits
1990)). Since most sociologists view these fac-
tors of the emotional experience as interconnect-
ed, it follows that a change in one may automati-
cally trigger a change in the others (Thoits 1995).
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According to many sociologists, emotion
management refers to the attempts that an in-
dividual makes to align his or her feelings with
feeling norms. From an ACT perspective, feeling
norms relate to the idealized characteristic emo-
tions associated with identities, rather than to sta-
tistical norms describing shared emotion dynam-
ics. For example, the feeling norm for a (1970s%)
flight attendant is feeling delighted and elated
(Fig. 4.2), and the emotion norm for a mourner is
melancholy (Fig. 4.3). Emotion management oc-
curs when an individual’s emotion deviates from
the norm, and someone (perhaps the individual
herself) exerts pressure to correct the deviance,
prompting the individual to employ strategies
that move feelings toward the norm, or to appear
to have done so. Emotion management, from this
perspective, refers to attempts individuals make
in order to bring their feelings closer to the char-
acteristic emotions associated with their social
identities.

Characteristic emotions are idealizations, and
the teamwork involved in trying to confirm oth-
ers’ identities as well as one’s own may interfere
with experiencing characteristic emotions. For
example, very few brides are happy every mo-
ment of their wedding day, although many feel
the internal desire and external pressure to be
glowing with happiness from dawn to dusk. In-
deed, as soon as the bride interacts with a groom,
her expected emotions (that is, those that arise
out of her structural relationship with her intend-
ed) are typically much different than the feeling
norm for a bride.

Numerous studies have focused on how indi-
viduals alter different aspects of the emotional
experience (Lively 2000; Pollack and Thoits
1989; Ritchie and Barker 2006; Simon and Nath
2004; Thoits 1995), with the vast majority focus-
ing on the cognitive component—that is, how
individuals frame or, in some cases, reframe situ-

® The 2004 sentiment associated with flight attendant is
a bit nicer and notably less active than the sentiment for
flight attendant in 1978 (1.79 0.53 0.62 versus 1.40 0.48
1.33, female sentiments). Thereby the feeling norm (char-
acteristic emotion) for a contemporary flight attendant is
feeling contented or charmed, rather than delight and ela-
tion.

ations so that their desired feelings follow natu-
rally (Hochschild and Machung1989; Lois 2013;
Mullaney and Shope 2012; also see Heise 2007).
We organize this material by examining each of
Thoits’ (1990) four factors of emotion manage-
ment and situating related studies in terms of the
existing ACT literature.

4.6.1 Label

According to the four-factor model of emotion
management (Thoits 1990), the label that in-
dividuals apply to their physiological arousal
shapes their emotional experience. In a recent
study of a polyamorous community, for example,
Ritchie and Barker (2006) revealed that members
routinely avoided using the word “jealousy,” be-
cause the emotion itself threatened fundamental
aspects of their lifestyle. Instead, they substituted
the word “wibbly,” an emotion that sounds, at
least, less negative and socially disruptive.

One way that ACT has contributed to the study
of emotional labels, as they pertain to emotion
management, is through the introduction of emo-
tional segueing (Lively and Heise 2004). In an
attempt to quantify the process of emotion man-
agement, particularly emotion management that
requires transitioning through multiple named
emotions, Lively and Heise (2004) created a
map of emotional experience consisting of emo-
tion labels distributed throughout the emotional
space. The labels identify socially-constructed
emotions that are readily available for mentation
and interpersonal communication.

Based on the assumption that small shifts
between similar emotions are more easily made
than large leaps between dissimilar emotions,
Lively and Heise (2004) used structural equation
modeling and shortest path analyses to determine
the remoteness between nine different emotion
labels (distress, fear, anger, rage, shame, pride,
hope, joy, and tranquility) and the shortest paths
between them. Consistent with many qualita-
tive studies of interpersonal emotion manage-
ment (Britt and Heise 2000; Francis 1997; Thoits
1995), they found that the shortest path between
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distress and tranquility involved transitioning
first through fear and then through anger.

Lively and Heise (2004) referred to those
emotions comprising the shortest paths as segue-
ing emotions, because they facilitate movement
between positive and negative feeling states. The
very act of segueing is dependent upon one’s
ability to name an emotional destination, such as
anger (as was the case of those grieving the loss
of their spouse (Francis 1995)) or pride (as was
the case of gay and lesbian activists (Britt and
Heise 2000)). Thus the culturally available la-
bels for emotions matter to individuals’ ability to
segue from one emotion to another. The map of
segueing emotions that Lively and Heise offered
was constrained by the nineteen named emotions
used in the survey data that they analyzed. How-
ever, maps of all emotion labels (MacKinnon
and Keating 1989) reveal the same kinds of con-
straints in moving between positive and negative
emotions via named emotional states.

In a subsequent analysis of sex differences
in emotional segueing, Lively (2008) reported
women’s shortest paths between positive and
negative emotions were less efficacious and
more complex than comparable shortest paths for
men. In an attempt to address this finding, we re-
considered the Francis and Heise (2006) data. We
found that females evaluated pleasant emotions
more positively than males, and females evalu-
ated unpleasant emotions more negatively. This
gender difference in variability of evaluations of
all emotions is significant at the 0.05 level (two-
tail variance ratio test), even though gender dif-
ferences in evaluating any particular emotion are
not significant. Mean ratings of emotion Activity
also are significantly more variable for females
than for males (p<0.05, two-tail variance ratio
test). Females” mean ratings of emotion potency
are more variable than males, but not significant-
ly so. The significant gender differences mean
that the plot of emotion labels on Evaluation and
Activity axes is larger for females than for males,
and therefore females have further to go than
males in transitioning from negative to positive
emotional states. Thus distances between emo-
tions in the three dimensional affective space also

matter to individuals’ ability to segue from one
emotion to another.

Moreover, women’s emotional segues tended
to involve emotions that have been classed by
those who study emotional culture as stereotypi-
cally feminine emotions (Cancian 1987; Simon
and Nath 2004) or what affect control theorists
would classify as more pleasant, less powerful,
and slightly more active feelings that are consis-
tent with fundamental sentiments about women,
females, and most social identities typically held
by women (i.e., waitress, nurse, teacher, mother,
daughter, grandmother, etc).

In an attempt to address how emotional seg-
ueing worked, Lively (2008) suggested that indi-
viduals are able to move between experientially
distant positive and negative feeling states by
transitioning first through emotions that are ex-
perientially near and have similar levels of either
potency or activation. If this assumption is cor-
rect, it would suggest that emotional segueing
occurs along the fundamental dimensions of af-
fective meaning upon which ACT is based (also
see Francis 1997 and Lively and Heise 2004). As
noted above, ACT views emotions as inextricable
from actions in situated identities, which explains
the use of female emotions by women who spend
much of their lives either in gendered identities
(such as mother or waitress) or in social identi-
ties in which they are routinely marked as female
(such as a female professor or female police of-
ficer).

In short, emotion labels are socially construct-
ed locations in the three dimensional emotion
space that the culture recognizes and names as
emotions. The named emotions facilitate menta-
tion and communication about feelings, and ac-
cordingly movement from one emotional state to
another requires transitioning through the named
emotions.

Although Lively and Heise’s original analyses
were constrained by the named emotions cap-
tured in the GSS (1996) emotions module, we
assume that therapists (Francis 1997), teachers
(Pollack and Thoits 1989), ministers (Wasielews-
ki 1985), social movement organizers (Britt and
Heise 2000), salespeople (Leidner 1993) and the
like use emotional segueing in nuanced and so-
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phisticated ways, drawing on the full range of
named emotions. Yet, even these interpersonal
emotion management specialists are limited in
what they can do because whole regions of the
emotion space are devoid of named emotions,
as we discuss below in our section on ineffable
emotions. Theoretically it is impossible to lead
someone, even oneself, into these emotion re-
gions via interpersonal or internal conversations.

4.6.1.1 Expression

In her seminal work on emotion management,
Hochschild distinguished between two forms of
emotion management: surface acting and deep
acting. Surface acting is the cheapest form of
emotion management in that it simply feigns
emotion: the individual changes emotional ex-
pression without attempting to change actual
feelings. Deep acting is a more psychologically
expensive endeavor that requires the actor to
change overt expression of emotion by actually
changing one’s felt emotion, usually by changing
impressions of a situation or event.

Altering one’s emotional expression or de-
meanor can serve as surface acting or, to use
Goffman’s terms, putting on a mask. Ironically,
Ekman’s work (1971) reveals that the very act of
smiling has the capacity to directly affect one’s
physiology, as does simply leaning forward as
opposed to shirking back (also see Thoits 1990),
so surface acting sometimes might feedback and
produce the emotion being simulated.

One way that affect control theory addresses
the role of emotional expressions is by consider-
ing the effects of demeanor in conjunction with
interpersonal actions. Rashotte (2001a, 2001b)
examined the effects of demeanor on transient
impressions generated by actions. For example,
how are the effects of agreeing with someone af-
fected by simultaneously grinning, or speaking
softly, or speaking quickly, or rolling one’s eyes?
Her exploratory analyses revealed that such ex-
pressive behaviors do contribute to impressions
of actions and of actors. For instance, perform-
ing interpersonal actions with a smile makes the
actions seem significantly nicer, and adding low
potency expressive behaviors like blinking and
leaning back makes the actions seem even nicer.

Similarly, potent mannerisms like making a fist
and sticking out one’s chin make an action seem
more powerful. However, Rashotte found that an
amalgamation model, in which demeanor chang-
es the meaning of the behavior being enacted and
then the amalgamated act produces impressions
in the usual way, does not work as a way of incor-
porating demeanor into ACT analyses. Expres-
sive acts impact on impressions independently of
instrumental behavior.

Schroder et al (2013) tested whether the ACT
model for predicting interpersonal behaviors also
predicts expressive behaviors. They coded the
expressive behaviors of multiple dyads engaged
in a simple task and found a substantial negative
correlation between the frequency of different
kinds of expressive behaviors and the extent to
which the behaviors deflected impressions away
from sentiments. The authors concluded, “This
result corroborates the validity of affect control
theory to account for the display of nonverbal
behavior” (p. 53). Moreover, they found that
ACT also predicted the interpersonal sequenc-
ing of expressive acts,—“the contingencies be-
tween the expressions of two interacting persons
at consecutive points in time” (p. 55). Schroder
et al (2013, p. 55) concluded that the “overall
principle of affective consistency is as valid for
nonverbal action as it is for the verbal interpreta-
tion of action.”

Finally, we note that Interact’s predictions dis-
close authentic emotional expressions, that is, the
expressions that occur as a result of confirming
(or disconfirming) an identity, apart from surface
acting. Indeed, Interact’s visual displays of emo-
tion states might help guide individuals who want
to change their own expressions in recurrent rela-
tionships so as to overcome, say, affective conse-
quences of non-standard socialization. Rashotte
(2002b, p. 272) observed that expressive behav-
iors might be used for management of interper-
sonal relations and emotions. “Doing powerful
acts in nice, non-dominant ways makes those
acts seem nicer. Therefore, it might be possible to
plan a demeanor for a power struggle that, while
still using powerful acts, maintains one’s reputa-
tion as a nice person. Perhaps when negotiating a
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new contract with an employer, one should speak
softly, lean back and tilt one’s head.”

4.6.1.2 Physiology

At the core of emotional reactions lies a physio-
logical response (Schacter and Singer 1962), and
probably no individual thinks that he or she is
feeling an emotion without some degree of phys-
iological arousal. Fontaine et al. (2007) had 531
respondents in three nations rate the likelihood
that each of 144 emotion features can be inferred
from 24 terms describing emotional experiences.
The features included 18 bodily experiences—
such things as muscle tension, feelings of weak-
ness, going pale, rapid breathing, and shivers—
and nine facial features like frowning, smiling,
and weeping. The physiological features were
found to be integral components of emotion, on
all three of the EPA dimensions of emotion.

The close linkage between physiology and
emotion opens the possibility of changing emo-
tion by changing one’s physiological state, and
individuals managing the emotions of others or
of self do develop strategies for effecting desired
changes in physiology. For example, in their
study of emotionally disturbed children, Pollak
and Thoits (1989) report that teachers routinely
had angry and unruly children run around the
playground as a way of changing their emo-
tions; and many of Hochschild’s flight attendants
learned to take a deep breath before responding
to an unruly passenger. Simon and Nath (2004)
found some people take a drink or a pill in order
to manage angry feelings, men more often than
women.

Affect control theory contains no conceptual
apparatus for treating physiology as an indepen-
dent variable in emotion management. However,
the theory does specify how individuals can work
backward from a recognized emotion in order to
understand impressions they have created, or
the identity they are enacting, and that allows
some theoretical understanding of why indi-
viduals sometimes manipulate their own or oth-
ers’ physiologies. For example, tiring the body
through physical activity, or increasing oxygen
to the brain by deep breathing, or slowing heart
rate with medication allow individuals to recog-

nize different emotions in themselves, which in
turn allow them to arrive at different impressions
of troubling events, or to understand their social
participation in terms of desired identities. The
same causal pathway—physiology to emotion to
impression or identity—might be used to analyze
use of psychedelic or other powerful entheogenic
drugs: the drugs stimulate emotional experiences
that the individual interprets as uncovering hid-
den identities, thereby changing the individual’s
self in fundamental ways that alter future actions
(Grof 1980).

4.6.1.3 Meaning

The component of emotion management re-
ceiving the most attention from sociologists
is meaning or, to use Goffman’s term, framing
(1974). Sociological studies have documented
how individuals make meaning of their emotions
(Charmaz 1997; Karp 1996), and how individu-
als make meaning of their situations in order to
change their emotional reactions (Hochschild
1983, Hochschild and Machung1989).

This component of emotion management
aligns with Hochschild’s (1983) notion of deep
acting (1983). According to Hochschild, deep
acting refers to drawing on one’s own emotional
memories in order to experience the emotion in
the present that was felt in the past (Stanislawski
(1965)). In her study of the airlines industry,
Hochschild found that flight attendants were
trained to look for characteristics that a rude or
aggressive passenger had in common with an old
friend or family member and to focus on those
commonalities, rather than on the rudeness or the
aggression. Flight attendants also were encour-
aged to think of unruly passengers as children or
to see them not as obnoxious, but as frightened or
scared. Flight attendants additionally were asked
to change their own identity. Instead of seeing
themselves as harried, overworked flight atten-
dants, they were encouraged to think of them-
selves as gracious hostesses. Moreover, they were
encouraged to think of the airplane not as a vessel
hurtling through the sky at high speeds, but rather
asaliving room. Flight attendants who successful-
ly sustained such reframing were better equipped
to maintain corporately desired emotions. For
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instance, while it is difficult for a harried, over-
worked flight attendant to be patient with a rude,
obnoxious passenger, it is easy for a gracious
hostess to be patient with a frightened child, es-
pecially when the interaction occurs in a living
room as opposed to an airplane cabin.

In a more recent study of emotion manage-
ment, Lois (2013) documented the strategies that
homeschooling mothers use in order to manage
the stress, frustration, and sense of being over-
whelmed often associated with homeschooling.
She found that homeschooling mothers who were
struggling in their alternating roles of mother and
teacher learned to reframe themselves as a “good
mother,” and instead of seeing their behavior as
teaching, they reframed their efforts as an educat-
ing extension of mothering. This reframe allowed
them to go from “a struggling teacher teaching
a reluctant student” to “a good mother mother-
ing a child.” The first framing involving devi-
ant situational identities often results in negative
emotions, whereas the second framing with its
positive identities typically results in positive
emotions for both parties (also see Mullaney and
Shope’s (2012) study of Direct Home Market-
ing).

The meaning component of social interaction
is essentially what ACT is about. Affect control
theory focuses on how impressions emerge from
events defined in terms of identities, behaviors,
settings, and attributes, with emotions emerging
from identities and impressions produced by be-
haviors. Additionally, ACT posits that individu-
als reidentify elements of the situation—behav-
iors first, then perhaps identities Nelson (2006)—
if salient sentiments cannot be confirmed through
social interaction. Thus ACT provides valuable
technology for explaining what is happening
when individuals work with meanings in order to
manage emotions.

Studies of emotion management and affect
control theory converge with respect to mean-
ing because of a shared reliance on symbolic
interactionism (see Hochschild 1983; MacKin-
non 1994), which posits that individuals make
meaning in the course of their daily interactions
with others and that these meanings determine
the identities, behaviors, settings, and human at-

tributes that in turn shape emotions. From both
perspectives, emotional and behavioral responses
follow from defining a situation in a certain way.
The major difference between the approaches is
that qualitative studies of emotion management
often view situational understandings as emer-
gent, whereas ACT presumes that definitions of
the situation are primarily in terms of culturally-
given categories. The distinction was described
by Heise (2010, p. X) as follows: “Two stand-
points characterize studies of culture and mean-
ing. One standpoint presents culture as continu-
ously produced and reproduced by fluctuating
and yet recurrent processes of meaning-making,
conducted by concrete individuals in particu-
lar contexts. Another standpoint highlights the
persistence of culture over time, focusing on
an enduring system of meanings that organizes
people’s shared experiences.” (See also Kashima
2002.)

4.7 Emotional Station

Lively and Heise (2004) introduced the no-
tion of emotional station as follows: “Recurrent
emotions reflect an individual’s station in life in
terms of prevailing roles (like being a spouse)
and ongoing processes (like getting a divorce).”
Theoretical bases for emotional station have been
elaborated since then, and we review that mate-
rial next.

MacKinnon and Heise (2010) added self-sen-
timents as a level of affective control above iden-
tity and role processes. An individual maintains
a self-sentiment, typically somewhat different at
different stages of life, by embodying identities
whose affective meanings match the self’s mean-
ing. Non-confirming identities may be imposed
during institutional experiences, but the individ-
ual compensates for any resulting inauthenticity
by choosing other identities that pull the average
embodied meaning of self back into alignment
with the self meaning, so self-actualization is
achieved over a period of time, such as a day or
two. Thus one basis of emotional station is the se-
lection of identities and roles to correspond with
one’s current self-sentiment. These identities and
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Fig. 4.4 Ineffable (un-
labeled) emotions with

various EPA profiles. The E=+2.5, P=-2.5
center position correspond-
ing to an EPA of 0 0 0 is
absence of emotion
E=0, P=0
E=-2.5, P=+2.5

roles yield structural emotions that reflect one’s
self-sentiment, and simultaneously signal that
one’s self-meaning is being confirmed.
According to Heise (2007), institutional com-
mitments take up significant amounts of normal
life, in large part because individuals participate
in a variety of institutions on a regular and on-
going basis. Consider, for instance a hypotheti-
cal adult living in a city suburb. Every weekday
the individual gets up early and shares some
time with family members, then commutes to
work in the city, stays a full workday, and com-
mutes home for a few more hours with family.
Weekends are spent with family, with some time
devoted to entertainments like socializing with
friends, sports, TV, and, often, religion. This
weekly pattern repeats for most of the year, but
for a few weeks—typically during the summer or
the holidays—when weekday time is reallocated
to family, travel, and entertainment. Time com-
mitted to specific institutions varies at different
stages in the individual’s lifetime. For example, a
youth is engaged with education instead of work,
whereas an elder frequently is engaged with the
institution of medicine. Such scheduled alloca-
tion of time to institutions is the norm for nearly

=-2.5 =0

A=+2.5

everyone, though time committed to specific in-
stitutions varies from one individual to another
(Heise 2007).

As suggested above, certain institutional com-
mitments take up especially large amounts of an
individual’s time, and those commitments change
during the life course. Thereby daylong struc-
tural emotions experienced by an individual can
change as the individual’s primary role varies—
e.g., from student to worker to patient. Moreover,
people pursuing different life patterns will be
involved in different institutions and roles, giv-
ing them different emotional experiences. Such
dominant institutional experiences are another
basis of emotional station.

Unique but prolonged life transitions such as
divorce, death of a loved one, or a serious medi-
cal exigency also can keep one in unique identi-
ties that generate particular emotionalities for a
period of time. These too provide bases for emo-
tional station.
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4.8 Ineffable Emotions

Early surveys (MacKinnon and Keating 1989;
Morgan and Heise 1988) of sentiments for the
hundred or so “pure” emotions (Ortony et al.
1988) discovered that no emotion labels in Eng-
lish refer to states of pleasant vulnerability (posi-
tive Evaluation and negative Potency), that very
few emotion labels are available for evaluatively
neutral feelings, and labels for unpleasant emo-
tions are limited to feelings with only moderate
levels of dominance. Indeed, MacKinnon and
Keating (1989) described the domain of emo-
tions as “a potency surface in three-dimensional
EPA space” with three-dimensional expansion
only for very unpleasant feelings. Absences of
labels for emotions of pleasant vulnerability also
were discerned in surveys in Germany (Schnei-
der 2006; Schroder 2007), Japan (Smith et al.
2006), and China (Smith and Cai 2006).

Morgan and Heise (1988) postulated that only
unpleasant feelings and feelings of potent plea-
sure are interpreted as emotions, and other kinds
of feelings go unlabeled because they are not
understood to be emotions. However, the face-
drawing function added to affect control theory’s
simulation program in the 1990s undermined the
Morgan-Heise interpretation by showing that fa-
cial expressions of feelings expand seamlessly
into all regions of the EPA space. Some exam-
ples of facial expressions representing unlabeled
feeling are presented in Fig. 4.4. The top row of
Fig. 4.4 shows feelings of pleasant impotence
with varied levels of activation. The middle row
shows feelings that are neutral on Evaluation and
Potency, with varied levels of activation. The bot-
tom row shows feelings of unpleasant potency at
various activations. The center position is empty
because it corresponds to an emotion EPA of 0.0
0.0 0.0 which constitutes no emotional feeling at
all.

Here we take the position that feelings any-
where in the EPA space can be emotions if they
are responses to events and linked with corporeal
manifestations. Thus the facial expressions in
Fig. 4.4 do signal emotions albeit unnamable or
ineffable emotions.

Facial expressions of ineffable emotions ap-
pear in real life. For example, the expression in
Fig. 4.4 corresponding to EPA values of 2.5 —2.5
—2.5 sometimes is seen in paintings of saints or
Buddha, and such an expression is evident in the
photograph of Associate Supreme Court Justice
Samuel Alito, Jr., applauding President Barack
Obama’s arrival to deliver the 2010 State of the
Union address’. The expression corresponding
to EPA values of 2.5 —2.5 2.5 is seen on young
children, and a similar expression is evident in a
photo of Russian Prime Minister Vladimir Putin
confronted by a topless female protestor®. We
have less confidence in the ineffability of the
negative emotions in Fig. 4.4—the bottom row—
because ACT analyses suggest that social interac-
tions rarely produce such emotions, and because
the drawings themselves suggest that these emo-
tions may be absorbed into named emotions like
contemptuous and outraged even though their
EPA profiles are much more extreme.

Why are ineffable emotions, which do appear
in social life, unnamed in multiple language-cul-
ture communities? Some of the ineffable emo-
tions are associated with children, and it is pos-
sible that they are unacknowledged verbally by
adults as a form of adult-centered social control.
Indeed, the few studies that we have of childhood
emotional socialization suggest that adults (usu-
ally parents or teachers) not only model appropri-
ate behaviors but also link emotion labels to ex-
pressions, situations, and feelings. For instance,
Pollak and Thoits (1989) found that teachers
would often name students’ emotional displays,
tying them specifically to particular feeling (i.e.,
sadness or anger) and attributing it to a reason-
able situational cue (i.e., saying to a child who
commented that her mother was late to pick her
up, Does that make you mad? Sometimes kids
get mad when their moms are late to pick them
up. (p. 26; emphasis in the original)).

7 Alito is second from left in the photo published at www.
flickr.com/photos/whitehouse/4311877812/.

8 See the photo published in The Economist April 13,
2013, at www.economist.com/news/europe/21576155-
vladimir-putin-comes-under-fire-abroad-repressive-laws-
home-put-his-place.



4 Emotions in Affect Control Theory

69

Other ineffable emotions seem similar to the
feelings experienced by religious figures. Un-
willingness to name these emotions may stem
from a desire to draw boundaries between those
with authentic spiritual experiences and those
without. Individuals with authentic experiences
perhaps prevent others from talking about such
experiences under the assumption that such feel-
ings are impossible to understand without first-
hand experience. (Such a strategy of exclusion
is practiced by mothers, who seem unwilling to
name their emotions regarding motherhood to
non-mothers, who in their words, “couldn’t pos-
sibly understand” (Lois 2013)).

However, such explanations are merely spec-
ulations, and admittedly it would be amazing if
ineffability of some emotions resulted from suc-
cessful social control over periods of decades in
multiple countries. Research is needed regarding
the nature of ineffable emotions, and we return to
this matter in the next section.

4.9 Prospects

Rogers et al. (2014) proposed that affect control
theory is an especially useful medium for cross-
disciplinary collaborative studies of emotion,
because ACT rests on an empirical base, links
individual and social aspects of emotion, and de-
scribes how emotion is affected by social mecha-
nisms operating at the interaction, relationship,
and cultural levels. In support of their argument,
they illustrated how the ACT emotion model cor-
responds with major theories of emotion con-
struction at four different levels of analysis: cul-
tural, interactional, individual, and neural®.
Affect control theory links to emotion theo-
ries at the cultural level in three ways. First, ACT
posits that emotional experiences depend on the
positions of self and other within the larger social
structure, and this can be connected to individual-
ist-collectivist (or sociocentric-egocentric) forms
of culture which correlate with distinct patterns

% Readers should consult the Rogers, Schroder, & von
Scheve (2014) article for references to the various theo-
ries of emotion construction.

of emotion causation and perception. Second,
ACT proposes that institutional and relational
structures constrain individuals’ interpretations
of a situation and thereby constrain experienced
emotions, which is compatible with some views
in cultural psychology that a culture’s asso-
ciation with mental organization of information
regulates individual and collective behaviors and
emotions. Third, ACT allows that diverse acts are
acceptable in a situation while, on the other hand,
all acts that disrupt fundamental meanings insti-
gate corrective action, which addresses the con-
cern in cultural approaches to emotion of recon-
ciling spontaneous individual meaning-making
with macro-level consensus.

At the interactional level of analysis Rogers,
Schroder, and von Scheve related ACT to so-
cial exchange theory, which focuses on patterns
of interaction and the status and power endow-
ments of interaction partners. The outcomes of
interactions and how those outcomes compare
to expectations determine emotions, and in turn,
emotional experiences can shape the structures
influencing interaction. Rogers, Schroder, and
von Scheve noted that ACT might make a useful
contribution to the approach with its insight that
disruptive behaviors producing negative emo-
tions may or may not be controllable by others,
depending on whether the disrupter is embodying
a cooperative or conflictual (negative) identity.
Another convergence might relate the exchange-
theory finding that positive emotions during se-
quential exchange are associated with increasing
behavioral commitment and group cohesion to
Heise’s (1998) argument that shared emotion is
a key element in solidarity. Heise’s (2006) ACT
analysis of assimilation-accommodation pro-
cesses might help understand transitions toward
sustained conflict or cooperation. Additionally,
according to Scholl (2013), the three affective di-
mensions underlying ACT relate to basic charac-
teristics of the payoff matrices used in exchange
theory studies.

At the individual level, Rogers, Schroder, and
von Scheve related ACT to appraisal theory in
psychology. Appraisal theory comprises a fam-
ily of frameworks, with one of the prominent
versions postulating that emotions develop from
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processing several types of information about an
event: relevance (How relevant is this event for
me?), implications (What are this event’s impli-
cations or consequences), coping potential (How
well can I cope with the consequences?), and
normative significance (What is the significance
of this event for my self-concept and for social
norms and values?) According to some rendi-
tions of appraisal theory, universal psychological
mechanisms link appraisals to affective feelings
on dimensions of valence, power, and activation.
Thus, in appraisal theory as in ACT, emotions
result from subjective interpretations of events
rather than from the events themselves. Also,
some versions of appraisal theory position rele-
vant affective meanings in a space defined by es-
sentially the same three dimensions as are used in
ACT. A main contrast between the theories is that
appraisal theorists relate interpretations of events
to individual goals, needs, and beliefs, whereas
affect control theory relates conceptualizations of
an event to culturally-normative affective mean-
ings. Exploring relations between individual
appraisals and culturally shared affective mean-
ings could inform both theories by showing how
norms of affective meaning enter into individu-
als’ emotion generating appraisals, and by tracing
how personalized information processing unfolds
into the emotions predicted by ACT. This lode of
potential research is rich since “there have been
virtually no attempts in the sociology of emotion
to account for the multitude of empirical findings
and concepts inspired by appraisal theory” (von
Scheve 2013, p. 36).

Rogers, Schroder, and von Scheve connected
affect control theory’s emotion model to neuro-
science via psychological constructionism. Emo-
tions are constructed through the interaction of
functional neural networks as individuals con-
ceptualize core affect—inner representations of
bodily states and sensorimotor experience—in
terms of culturally derived categories. The asso-
ciations of emotion categories with physiologi-
cal reactions, facial and gestural muscle move-
ments, and appraisal patterns constitute the deep
meanings of emotions. As elaborated by Thagard
and Schroder (in press), conceptualizations of
core affect correspond to “semantic pointers,”

which are patterns of neural spiking that pro-
vide compressed representations of bodily states.
Compression involves loss of information as
lower level embodied representations are bound
into higher level, more symbolic representa-
tions, though the compressed neural representa-
tions can expand recursively to represent bodily
states in a more realistic fashion. Semantic rela-
tions among compressed representations can be
described as their proximity on dimensions of
evaluation, potency, and activity (see Schroder
and Thagard 2013 for an example). Together,
affect control theory and the semantic pointer
framework explain the role of culture in shaping
the interpretation and categorization of core af-
fect. Affect control theory contributes a formal
operationalization of the cultural construction of
identity, behavior, and emotion labels in terms of
their evaluation-potency-activity structure, and
the semantic pointer hypothesis explains how
these structural relations are represented by inter-
related patterns of spiking activity in populations
of neurons.

Materials discussed in this chapter relate to
numerous other areas for future research. Some
possibilities are elaborated below.

The description of emotion dynamics (i.e.,
relations between fundamental sentiments, tran-
sient impressions, and emotions) presented here
is based on American data. Emotion dynamics
differ in other cultures, such as Japan, and stud-
ies need to be conducted in still other cultures in
order to assess the human variability in emotion
dynamics. Gender differences reported here indi-
cate that emotion dynamics also vary sub-cultur-
ally, and studies of additional sub-cultures, such
as racial, class, and age groupings, are needed
to examine the importance of such differences
between groups in emotion formation. Accord-
ing to ACT, emotions also vary in sub-cultures
because of unique sentiments attached to iden-
tities, behaviors, and other concepts, and future
ethnographies might examine how these differ-
ences contribute to different emotional responses
across groups, as was accomplished by Hunt
(2008, 2013) in researching a music community.

Our discussion of Fig. 4.1 indicated that indi-
viduals enacting stigmatized identities experience
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anomalous emotion processes. Several kinds of
work would be valuable in future research on this
topic. First, studies need to determine if ACT’s
predictions of emotional lability among deviants
are correct. Such studies must differentiate indi-
viduals who truly adopt a stigmatized identity
from those who reject being altercast into evil
identities by others, such as jihadists who view
their own acts of violence as heroism rather than
terrorism. Second, studies should examine how
ACT’s insights into the emotions of the stigma-
tized can benefit treatment regimens in psycho-
therapy, social work, and prison management.
Third, studies might examine incomprehensible
emotionality as a side function of labeling devi-
ants. That is, evil identities may be assigned part-
ly in order to make targets emotionally incom-
prehensible thereby making it easier to process
these targets of justice and vengeance without
emotional empathy (Heise 1998). Fourth, the
mathematical form of the emotion model needs
further examination in light of Fig. 4.1. One of
the terms in the emotion model multiplies iden-
tity evaluation with emotion evaluation in order
to predict impression evaluation, and this term is
the basis for hypothesizing a point of indetermi-
nacy in the emotions of deviants. The model with
a multiplicative interaction reproduces the shape
of the empirical data in Fig. 4.1 well (R°=0.83),
but the distribution of point in Fig. 4.1 permits
a possible alternative framing, with one model
applying for positive identities and a different
model applying for negative identities. In the al-
ternative approach, neither model would have an
interaction term, and therefore there would be no
point of indeterminacy, though emotional labil-
ity still would apply to deviants. Empirical stud-
ies are needed to determine which formulation is
correct.

We argued that characteristic emotions in af-
fect control theory correspond to ideal emotional
states for individuals in particular identities or
relationships (such as sadness for a mourner),
and thereby the theory specifies the prescriptive
emotion norms associated with different identi-
ties. The identification of emotion norms with
characteristic emotions needs to be confirmed for
a variety of identities. Studies showing that the

emotion norms specified by characteristic emo-
tions change when identity sentiments change
also would be valuable. The identity of flight
attendant is a good prospect for examining such
change in emotion norms, given Hochschild’s
(1983) rich description of early norms associated
with this identity, and the substantial change in
sentiment that occurred from 1978 to 2004 (see
note 6).

In this chapter we proposed that emotional
segueing depends on the emotion labels that are
available in a culture and on their positioning in
EPA space. This idea needs to be confirmed by
additional studies showing that segueing var-
ies culturally and sub-culturally as a function
of available emotion labels and their affective
meanings. Studies might also examine the impact
on segueing of reformulated emotions, like the
emotion of jealousy in a polyamorous commu-
nity (Ritchie and Barker 2006),

Our review of ACT-related research on emo-
tional expression suggested that demeanor affects
impressions of an actor in parallel with instru-
mental action, with essentially the same model
applying to expressive activity as to regular be-
haviors. Studies are needed to specify exactly
how expressive actions bind with the identities
of actors and objects, and how the impressions
created by simultaneous expressive actions and
instrumental actions meld into a unified impres-
sion of each interactant.

ACT research reveals whole domains of emo-
tions that can be recognized in facial expressions
but that have gone unlabeled in multiple languag-
es. These ineffable emotions cannot be referenced
easily in interpersonal communication relying
on the spoken word, so they are difficult to con-
trol via some methods of emotion management.
Moreover, their ineffability also makes them
difficult to deal with scientifically. Yet these are
among the positive emotions of religion and of
childhood, so studies of this domain of emotions
would contribute to important areas in sociology.
Ineffable emotions also are among the agree-
able emotions of objectification—e.g., of an em-
ployer who is forewarned by an employee (Heise
2014)—so research could clarify the emotional
experiences that occur when one is the object of
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others’ helpful agency. As mentioned in our sec-
tion on ineffable emotions, we are not positive
that unpleasant domineering emotions are among
the ineffable emotions, so studies addressing this
issue would be valuable. Research also is needed
to understand why verbal labeling of emotions
is constricted cross-culturally to little more than
a single plane through the three-dimensional af-
fective space. Methodologically, research on in-
effable emotions seems to be an opportunity to
employ visual sociology effectively, using pho-
tographic data to track emotions, as pioneered by
Schneider (2009), or software that allows respon-
dents to draw emotional expressions easily (de
Rooij et al. 2013).

Working on such topics would help scholars
who already frame their work in terms of ACT
to think more clearly about the implications of
their scholarship for the sociology of emotion.
Other sociologists of emotion might pursue some
of these topics to appreciate the usefulness of a
general, precise, and well-validated social psy-
chological theory in their own work.
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Emotions and Group Ties in Social

Exchange

Edward J. Lawler, Shane R. Thye and Jeongkoo Yoon

5.1 Introduction
This chapter broadens the implications of a
longstanding program of theory and research on
the role of emotion in social exchange (for re-
views, see Lawler and Thye 2006; Thye et al.
2002). That work poses the following question:
Under what conditions can purely instrumen-
tal exchange generate relations and groups that
become objects of value in their own right, i.e.,
ends that people value in and of themselves? So-
cial exchange theory assumes self-interested ac-
tors (individuals or groups) who form and sustain
social ties only insofar as they provide valued in-
dividual rewards not readily available elsewhere.
In this sense, repeated ongoing social exchanges
entail purely transactional ties among two or
more actors. Transactional ties are inherently
conditional and unstable as individual incentives
shift or evolve.

Our program of research shows how these in-
strumental, transactional ties can become expres-
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sive, relational ones and, thus, more stable. In
brief, this occurs if repeated exchanges generate
everyday positive emotions (pleasure, satisfac-
tion, interest, excitement, pride), and if people at-
tribute those feelings to a social unit (Lawler and
Yoon 1996; Lawler 2001; Lawler et al. 2008).
Attributing individual feelings to a collective or
group entity is crucial to the formation of such
expressive, relational ties. The relevant social
unit can be a local, immediate relation or small
group or larger more encompassing and distant
social entity (organization, community, and na-
tion). The underlying theoretical logic is that ev-
eryday emotions and feelings mediate the effects
of micro or macro social structures on the nature
and strength of ties to social units (see Lawler
and Yoon 1996; Lawler et al. 2000; Thye et al.
2011). We explain how micro-level processes
generate social commitments to groups or larger
organizations due to the emotional byproducts of
purely instrumental social exchanges.

A recent book (Lawler et al. 2009) general-
izes and broadens our theorizing in several ways.
The book argues that the interactional founda-
tions of everyday emotions and feelings deepen
understanding of macro phenomena including,
for example, the forms of commitment likely to
emerge in hierarchy and network structures; how
local group commitments fragment decentralized
organizations; how relational ties enact and sus-
tain social inequalities based on cultural status
beliefs; and the strength of national identities in
an era of weakened nation states. The book elab-
orates how and why the emotional dynamics of

J. E. Stets, J. H. Turner (eds.), Handbook of the Sociology of Emotions: Volume II, Handbooks of Sociology 77
and Social Research, DOI 10.1007/978-94-017-9130-4 5, © Springer Science+Business Media Dordrecht 2014



78

E.J. Lawler et al.

micro processes are involved in or connected to
macro-sociological structures and processes and,
indirectly to the Hobbesian problem of social
order. The purpose of this chapter is to distill this
theoretical argument in article form, elaborate its
empirical foundations, and further develop the
broader implications.

5.1.1 Micro Processes and the

Hobbesian Problem

Periods of major social transformations tend to
upset and unsettle the ties people form to groups
or communities as well as to each other. In the
current era, changes unleashed by new technolo-
gies of communication (e.g., facebook or twit-
ter), the globalization of economic markets, and
the demise of traditional employment contracts
all reflect and reinforce fundamental changes in
the nature and form of human social ties. To illus-
trate, employment and work ties are ever-chang-
ing and transitory (Cappelli 1999); a greater pro-
portion of social connections approximate the
properties of an economic “spot market;” inter-
personal communications are increasing digital,
cryptic, and tantamount to sequences of “sound
bites.” Global, macro changes such as these have
disconnected people from and loosened their
emotional ties to long standing units (e.g., politi-
cal entities, work organizations, local communi-
ties). Social lives are more individualized and ties
more transactional (Putnam 2007). These macro
level trends help account for evidence revealing
a decline of social capital (Putnam 2000, 2001),
an increase in the proportion of people living
alone (Klinenberg 2012), and a reduction in the
number of close confidants people report hav-
ing (McPherson et al. 2006). These trends also
have reawakened the “loss of community” theme
(Riesman 1950) that sociologists often return to
at times like these; such a theme is manifest in
recent work on changing social ties (See also Ca-
cioppo and Patrick 2008; Fischer 2011).

We contend, however, that the community
loss theme is an illusory and misleading framing
for periods of major social transformation such
as currently underway (Lawler et al. 2009). It is

as much a myth as it is a reality. As critiques of
Putnam’s decline of social capital thesis (Stolle
and Hooghe 2004) suggest, the apparent decline
of ties to traditional institutional realms is mis-
leading because people are connecting in new
ways and in different institutional realms. Fischer
(2011) amasses substantial evidence indicating,
for example, that ties to family and friends have
remained largely stable despite major techno-
logical, economic, and work-related changes. As
people are disconnected from standard social en-
tities, such as fraternal organizations and clubs,
they also are “freed” from the social constraints
of'these entities, giving them opportunities for so-
cial connection that previously did not exist, e.g.,
the extensive YouTube communities that have
emerged in the past decade see (Wesch 2009).
While social transformations may upset or unset-
tle extant social ties, people have an immense ca-
pacity to adapt and to do so quickly. Face to face
time with friends and family may decline, due to
job pressures, time spent commuting, and the like
(Putnam 2000), but frequency of contact through
virtual technologies may grow and substitute. It
may not take much contact to maintain or even
create a sense of social connection. Direct person
to person ties may become more transitory and
transactional but larger, more indirect, person to
group ties may endure as objects of commitment
and make those social ties more relational and
less transactional. This is especially likely if ties
to groups have a significant emotional or affec-
tive component.

Unsettled social ties, whatever the underlying
causes, raise the Hobbesian problem of social
order, which can be updated and recast as fol-
lows: How do individualized, privatized actors
create and sustain affectively meaningful social
ties to social units—relations, groups, organiza-
tions, communities, and nations? That people
form and respond to ties with other people (per-
son-to-person ties) is not so problematic because
even the most individualized and self-interested
actors, if enlightened about the longer term con-
sequences of their actions, will perceive value
in collaborations that generate joint goods or
products they cannot generate alone (see Hechter
1987; Axelrod 1984; Kollock 1998). Networks or
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network-based organizations serve individual in-
terests quite well in this respect. But what about
the ties people have to larger units (person-to-
group ties), be they local work groups, larger or-
ganizations, neighborhoods, communities or ulti-
mately nation states? In an individualized world,
how can these social units be perceived as valued
sources of reward, pleasure, belonging, and iden-
tity? How can they become affective objects of
commitment in their own right?

We suggest that in an individualized world,
group ties are self-generated from the “bottom
up” (See Lawler et al. 2009). That is, they devel-
op and are sustained through repeated social in-
teractions that take place around joint tasks or ac-
tivities, promoted and framed by the group unit.
These foundational social interactions may be
purely transactional, whereas the person to group
ties may involve affective sentiments about the
group itself. In this sense, person to group ties
entail a micro-to-macro process. It is in local
interactional settings that larger entities become
salient, real objects toward which people orient
their interactions.

This chapter explicates and amplifies that
micro-to-macro process. Person-to-person and
person-to-group ties can be construed as two fun-
damental solutions to the Hobbesian problem of
order (see Mead 1936; Parsons 1951). Any social
order entails intertwined P-P and P-G ties; how-
ever, in contemporary sociological theorizing
these tend to be conflated and P-G ties are re-
duced to or recast in terms of P-P ties. In contrast
we argue that it is important to treat these dimen-
sions as distinct analytically and empirically. This
is an important message of both George Herbert
Mead’s contrast of specific others with gener-
alized others and Tajfel’s social identity theory
and related empirical work (Tajfel and Turner
1986; Hogg 2001)." Our theorizing indicates
that person-to-person ties are the foundation for

! In one experimental study Hogg and Turner (1985)
found that groups are independent of interpersonal rela-
tions. That is, groups can be formed without interpersonal
relations. They further document that interpersonal re-
lations generate group formation only if those relations
are subsumed into the common category of membership
through a cognitive process of identification.

person-to-group ties, but that once the latter form
they take on a life of their own and transcend the
particular P-P interactions that generate or sus-
tain them. The micro-to-macro process through
which interactions generate affective sentiments
about social units make the group level social ob-
jects a source of collective orientation and group-
oriented behavior.

5.1.2 Emotions and Commitment

An emotion is defined as a relatively short-lived
positive or negative evaluative state that involves
neurophysiological, neuromuscular, and some-
times cognitive elements (Kemper 1978; Izard
1977). The emotions of concern here are invol-
untary internal events that simply “happen to
people” (Hochschild 1983); they emerge in se-
quences of social interaction at the micro level
and have consequences for the nature and resil-
ience of relational ties to other persons but also
to groups.

In theorizing the role of emotions in social ex-
change (Lawler and Thye 1999), we distinguish
the emotional consequences of the (a) interaction
context, (b) interaction process, and (c) interac-
tion outcomes. Emotions that are an integral part
of the interaction context may result from cultural
norms about expressions of emotion (Hochschild
1979) or reflect structural positions or hierarchies
(Collins 1975; Kemper 1978). Those generated
in the interaction process may represent signals
to or information for actors about the course or
trajectory of the interaction (Heise 1979; Frank
1988). Finally, emotions produced by interaction
outcomes (rewards, success/failure) play an im-
portant role in the development of relational ties,
cohesion, and solidarity (Collins 1981; Lawler
et al. 2009). The upshot is that the context, pro-
cess, and outcomes of interaction all have im-
portant affective elements. Our theorizing falls
squarely within the interaction outcome theme,
because of its social-exchange based assump-
tion that emotions constitute internal rewards
(see Lawler et al. 2009). However, attention to
the interaction context and process is essential to
explaining when and how emotions can generate
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expressive or affective commitments to a group
entity. We aim to explain how select features
of the context and process make it more or less
likely that the outcome-generated emotions will
strengthen commitment to the group.

Commitment is defined historically in a num-
ber of ways. Kanter (1968) contrasts three forms
of commitment: continuance, affective, and nor-
mative. Continuance commitment refers to the
tendency of actors to remain in a group or orga-
nization because of the benefits received or the
costs of leaving the group or organization. Con-
tinuance is an instrumental form of commitment
that entails a rational choice. Affective commit-
ment involves an emotional tie to the group orga-
nization. Such a tie indicates the degree to which
the affiliation or membership is valued in its own
right, as an end in itself. This intrinsic value of
membership is based on the positive feelings gen-
erated by participation in group or organizational
activities. Normative commitment is defined in
terms of the moral or normative obligation one
has to a group or organization. This form of com-
mitment involves a belief that it is right and prop-
er to conform to the rules and to serve a group or
organization’s collective interests. People with a
normative commitment are motivated not by their
own interest, but by their sense of duty and obli-
gation to the collective goals. Scholars generally
agree that people often initially engage in group
relations because of instrumental incentives (i.e.,
continuance commitment). We assert that under
certain conditions continuance commitment de-
velops into affective- and normative-forms of
commitment, creating a more solid foundation
for social commitment more generally.

Social commitments, therefore, are defined as
person to group ties that have significant affec-
tive and normative components. We assert that
continuance commitment, alone, is not sufficient
to sustain social order at the macro level in the
long term. Whereas instrumental incentives may
be sufficient to foster continuance commitment,
the foundation is inherently fragile and only as
strong as the stability of the incentives. In the
long term, voluntary social order is possible only
when people value the ties as ends in themselves
and thus actively engage in the production of

social order at deeper levels—Ievels driven by
affective and normative concerns. The question
then becomes: how do people move from con-
tinuance forms of commitment to these deeper
affective and normative forms? We address this
process in the following sections.

5.2 Theoretical Backdrop

Our theoretical research program starts from
theoretical principles found, respectively, in
Durkheim (1915), Homans (1950), and Emer-
son (1972a, b). Durkheim’s analysis of preliter-
ate societies indicated that joint activities were a
central basis for social order primarily because of
the emotions and feelings generated by such ac-
tivities. The distinct subunits (e.g., bands, clans,
tribes) of a larger society were nomadic and sepa-
rated during much of the year, but in the sum-
mer, they gathered in a single location and during
this time there were many collective (religious)
rituals that aroused considerable positive affect
(collective effervescence). They shared emotions
and feelings during these rituals that reaffirmed
and strengthened the larger group (societal) af-
filiation and sustained it when subunits scattered.
For Durkheim this process links micro and macro
phenomena. Moreover, the idea that collective-
level emotional experiences emanate from social
interaction in joint activities can be generalized
and extended to many group contexts in which
people do things together, plan collaborative ef-
forts, or accomplish joint tasks (e.g., see Collins
2004; Lawler et al. 2009).

Homans (1950) further emphasizes the impor-
tance of interaction frequency at the micro level
(see also Wrong 1995). His analysis distinguish-
es the “external system” of a group, which repre-
sents a fixed stable structure within which people
interact, from the “internal system,” which is
the emergent or endogenously generated set of
relations within the group. The external system
entails mandated activities (e.g., fixed job tasks)
and a system of constraints and opportunities, de-
termining who is likely to interact with whom.
Interaction frequencies are “realized” opportuni-
ties that connect this external system to the actual
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relations that form in the group. The internal
system is shaped by sentiments, conceived as af-
fective feelings about interaction partners. Senti-
ments are the proximal cause of relational bonds;
more frequent interactions tend to generate posi-
tive sentiments which in turn foster stronger and
more enduring relations. We build on the notion
that repeated interaction is a powerful force for
order and stability in part because of the emo-
tions it generates (see Collins 1981; Lawler and
Yoon 1993, 1996; Wrong 1995). In comparison,
Durkheim’s macro approach emphasizes the ef-
fects of institutional activities and symbolic
behaviors (rituals) that generate collective emo-
tions; whereas Homans’ micro approach empha-
sizes the impact of people engaging each other
(social interaction and exchange) to accomplish
tasks. Together, they suggest the micro-to-macro
links at the heart of our theorizing.

Emerson (1972a, b) elaborates the structural
foundations of social exchange relations and es-
chews the affective component of Homans, while
adopting the operant foundation in Homans’
(1961) later work. Exchange relations, by defi-
nition, entail ongoing and repeated exchange
among the same people in which each receives
valued rewards. Repetition of exchange among
the same actors distinguishes social from eco-
nomic exchange. Structural dependencies and
interdependencies specify or define the incen-
tives (rewards) of actors to interact and exchange
with particular others, and determine the distri-
bution of rewards or profits in an exchange rela-
tion (Cook et al. 1983; Markovsky et al. 1988).
Emerson’s intent was to theorize how network
structures, involving three or more actors, shape
the differentiation of rewards and outcomes with-
in and across ongoing relations in that network.
For Emerson, exchange relations are essentially
network-embedded ties.

Affect, cohesion and order was not a central
agenda for Emerson or other exchange theorists
(see Willer 1999), but he noted that cohesion oc-
curs in dyadic relations to the degree that each
party is highly dependent on the other. Depen-
dence is determined by the extent that each actor
values the goods available from the other and
has limited alternatives for receiving those goods

elsewhere. We build on this idea from Emerson
that mutual dependencies are the structural basis
for cohesive exchange relations, and theorize
how mediating emotions and feelings account
for the cohesion effects of mutual dependence at
the relational level, but also how such emotions
transform networks into group entities, and gen-
erate affective ties to local or larger groups.

5.2.1 Theoretical Scope

The scope conditions of our theorizing are based
on those commonly found in social exchange
theory and research, but with two modifications.
The standard exchange conditions are as follows:
(1) A social context in which at least three per-
sons in a network seek individual gain or profit.
(2) The social structure gives them incentives to
consider interacting with one or more others in
pursuit of that gain. (3) Individuals, at least ini-
tially, choose partners from whom they expect
the greatest individual gain or benefit. We add
two other scope conditions that are not standard
in social exchange theorizing: (4) Interactions
occur in the context of an ongoing social unit,
such as a group, organization, or community. (5)
There are proximal, local units as well as larg-
er distal (more removed or distant) social units
within which the proximal units are nested. One
or more of these units is salient in the sense that
actors are aware they are interacting within it.
These generic scope conditions suggest that the
theory of social commitments should apply to a
wide range of social contexts.

The following discussion is organized around
the themes above from Durkheim, Homans,
and Emerson. The first section on “interaction
and emotion” reviews our theory and research
on how transactional exchange ties can become
expressive through the effects of interaction on
positive emotions or feelings. Emotions are the
key mediator in this transformation. The second
section on “joint tasks and shared responsibility”
identifies the structural (objective) and cognitive
(subjective) dimensions of joint activities; these
conditions lead actors to attribute their individ-
ual feelings to relevant social units. The sense
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of shared responsibility is the moderator for this
spread of emotions upward from relational to
group levels and beyond. In other words, “social
unit attributions of emotion” is the mechanism by
which individually-felt emotions are attributed to
relations, groups, or organizations. These also
determine when commitments to the local group
are stronger than commitments to the larger orga-
nization in which the local group is nested. Our
theorizing specifies conditions under which in-
dividual feelings at the local, immediate group
level spread to larger more removed or subtle so-
cial units, such as a network or organization (see
also Turner 2007).

5.3 Interaction and Emotion

A centerpiece of our theorizing is the simple idea
that social interactions generate mild, everyday
emotions, such as feeling up, down, pleasure,
displeasure, satisfaction, dissatisfaction, excite-
ment, boredom, or enthusiasm. A special prop-
erty of such affective states is that when people
feel them, they tend to “feel them all over,” phys-
iologically (Damasio 1999), and moreover they
are felt involuntarily. The emotions of primary
concern to us are involuntary or simply “happen
to people” as Hochschild (1979) suggests. Such
affective states are likely to have both motiva-
tional and cognitive effects. The motivational ef-
fects are due to the fact that positive and negative
emotions from interaction or exchange are inter-
nal rewards that people want to experience again
or internal punishments they wish avoid. The
cognitive effects include broader, more global
processing of information in the case of positive
rather than negative affect, i.e., attending to the
“big picture” with respect to causes (see Gasper
and Clore 2002).

Of particular note, positive affect generates
more inclusive or integrative categorizations of
self and other in negotiation settings involving
social exchange (Isen 1987; Carnevale and Isen
1986). We assume that the motivational (reward-
ing) effects stimulate “cognitive work™ through
which actors ascribe meaning to and interpret the
causes of emotions felt. These cognitive effects
lead people to perceive the relation or group as a

social unit or object (Lawler 2001). Thus, people
are motivated to figure out where their emotions
are coming from and the relational unit is a plau-
sible causal agent. At issue is how these feelings
might make the exchange relation a more salient
and cohesive unit and, thus, become a possible
object of affective commitment. Relational co-
hesion theory developed by Lawler and Yoon
(1996) explains how exchange relations can be-
come objects of commitment.

5.3.1 Relational Cohesion Theory
The main tasks for relational cohesion theory
(Lawler and Yoon 1996; Lawler et al. 2000) were
to (i) ground the “interaction-to-emotion” pro-
cess in structures of dependence or power, and
(i1) demonstrate how and why the interaction-to-
emotion effects can make the relational unit an
object of commitment (Lawler and Yoon 1996).2
The structural dependence or interdependence
conditions provide incentives for people to ex-
change with particular others and thus shape the
frequencies of exchange. These constitute the
instrumental ties among actors. Relational cohe-
sion theory assumes standard conditions of social
exchange (i.e., actors seeking individual gain in
networks where at least some have alternative
partners) but goes a step further. The theory pro-
poses that repeated exchanges among the same
actors result in the initial instrumental ties tak-
ing on expressive elements. Expressive elements
emerge in exchange relations to the degree that
the emotion from repeated exchanges has mo-
tivational and cognitive effects as suggested
above. The instrumental foundations of the ex-
change relations may remain, even as expressive
elements develop and strengthen.

The theory can be portrayed as a causal
chain with exogenous structural conditions of

2 The research adopts Emerson’s (1972b) concept of
power and dependence in which (a) power is a structural
potential based on dependencies or interdependencies. A’s
dependence on B (the potential rewards from B) is the
foundation for B’s power over A and vice versa; mutual
dependencies refer to the degree that each is dependent on
the other, i.e., interdependence.
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interdependence producing commitment behav-
iors (outcomes) through an endogenous affective
process. The theory is diagrammed in Fig. 1. The
tripartite forms of commitment behavior were
designed to reflect both instrumental and expres-
sive behaviors: (i) staying in the relation despite
equal or better payoffs elsewhere, which is the
standard instrumental measure of commitment;
(i) unilateral gift giving, which entails token gifts
symbolic of an expressive tie; and (iii) investing
in a joint venture involving a risk of malfeasance
(a prisoner’s dilemma). The endogenous process
consists of a simple causal chain, indicating that
more frequent exchange produces more positive
feelings which, in turn, generate the perception
of a unifying or cohesive relation.

Two points about the general message of the
theory are worth noting. The first is that the struc-
tural effects on commitment are indirect and op-
erate only through the endogenous process. If the
endogenous process does not operate or breaks
down at some point (e.g., if more frequent ex-
change does not generate more positive emo-
tions), the effects of structural dependencies and
interdependencies on commitment will not occur.
Thus, the theory makes a strong statement about
the importance and centrality of the endogenous
process. The second point is that the theory is a
response in part to uncertainty-reduction expla-
nations about how commitments are generated
by repeated social exchange. Such explanations
indicate that with repeated exchange, actors
come to know more about each other and thus
can anticipate each other’s preferences and be-
haviors. Staying with a known partner avoids
the uncertainty and risk of forming a new rela-
tion elsewhere. The theory of relational cohesion
offers an affective explanation that complements
an uncertainty reduction explanation for rela-
tional commitments. Research on the theory is
detailed next.

5.3.2 Testing the Theory

The theory was tested across a significant num-
ber of experiments. Here we use six studies (pub-
lished in three papers) to highlight important

implications of the theory and research. The first
test of relational cohesion theory was conducted
by Lawler and Yoon (1996) and included three
experiments, one experiment for each of the three
forms of commitment behavior (stay behavior,
gift-giving, and investing in a joint venture). All
three experiments were conducted under highly
controlled conditions in which pairs of subjects
(college students) represented companies negoti-
ating the price of a product; one was a buyer and
one a seller.

The information conditions of the experi-
ments are important to note. Subjects never saw
each other and expected no future contact beyond
the experiment. The negotiations took place via
computers and there were 12 episodes of nego-
tiation (portrayed as “years”). Each episode was
independent of the others, meaning that negotia-
tions started anew in each “year.” Within each
episode (year) there were up to 3 or 5 rounds of
offers and counteroffers or until agreement was
reached. The only communication between sub-
jects was through the offers (numbers inserted on
the computer keyboard) they made to each other
on a round. In today’s terms, this is theoretical-
ly comparable to virtual interaction via internet
technologies and software.

The initial 1996 test manipulated equal vs.
unequal dependence and low versus high mutual
dependence by providing each subject a hypo-
thetical alternative partner. If they did not reach
agreement with each other, they could opt for the
alternative, which took the form of a drawing that
selected an exchange agreement. The drawing
was presented in the form of a probability distri-
bution of agreements at different levels of profit
for the subject. The expected value of the alterna-
tive was always lower than the midpoint value of
exchange, but it varied in accord with the struc-
tural dependence condition. The expected values
were equal versus unequal across the actors and
very poor (low mutual dependence) or moder-
ately poor (high mutual dependence) for both.
Because of the availability of the alternative, the
experimental setting made reaching agreement
problematic (grand mean =0.62) which was im-
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Fig.5.1 The theory of
relational cohesion
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portant to testing the distinct impact of exchange
frequency.?

The experiment included measures of all vari-
ables in the theoretical model (see Fig. 5.1). Ele-
ments of the endogenous process were measured
after episode 8. Exchange frequency was the
proportion of rounds on which subjects reached
agreement. Questionnaires measured positive
emotions as self-reports along bipolar adjectives
of pleasure/satisfaction (e.g., pleased-displeased,
contented-discontented etc.) and interest/excite-
ment (e.g., excited-bored, enthusiastic-unenthusi-
astic, etc.). Questionnaire items also measured the
perceived cohesion of the relation with the other
(e.g., divisive-cohesive, converging-diverging,
etc.).

The commitment behaviors were measured
across episodes 8-12. Stay behavior was mea-
sured by changing the payoffs from the alternative
to nearly equal those subjects could receive from
exchange with each other; unilateral gifts were
vouchers for pieces of candy to be distributed at the
end of the experimental session; and investment
behavior took the form of cooperation in a prison-
er’s dilemma. In the case of gift giving and invest-
ment behavior, subjects did not have information
on the partner’s choices (to give or not, invest or
not) until after the conclusion of the 12th (and last)
negotiation episode; so, these behaviors could not
be exchanged and reciprocated along the way.

The results of the three experiments together
provide extensive support for the theory of rela-
tional cohesion. First, more frequent exchange
generated more positive emotions; and, the ef-
fects of the power-dependence structure on these
positive emotions were indirect through the fre-
quency of exchange. Second, the effects of ex-

3 In exchange theory, the structural dependence condi-
tions may be micro level or macro level. Asking how
macro structures and cultures foster or create dependen-
cies and interdependencies in local exchanges or group-
ings is an avenue for linking macro and micro levels.

change frequency on perceived cohesion were
indirect and through positive emotions, con-
firming the endogenous process: exchange-to-
emotion-to-cohesion. Third, as expected, equal
dependence generated more frequent exchange
than unequal dependence and relations higher
in mutual dependence generated more frequent
exchange than those with lower mutual depen-
dence. Of special importance, there is strong and
consistent support for the endogenous process of
the theory (see Fig. 5.1).

Finally, when each of the three commitment
behaviors were regressed on all other variables
of the theory (see Fig. 5.1), relational cohesion
(perceived) has the primary significant effects;
in fact, only one other effect occurs, a positive
impact of exchange frequency on stay behavior.
The upshot is that the results of these three experi-
ments provide virtually complete support for the
role of emotion posited by the theory. All predict-
ed effects occurred and, importantly, there were
no problematic direct effects along the pathways
specified in Fig. 5.1. The direct effect of exchange
frequency on relational cohesion probably reflects
an uncertainty-reduction process complementary
to the emotional/affective process. Overall, the
most important implication of the research is that
mild, everyday emotions and feelings mediate the
effects of structural dependencies and interdepen-
dencies on the emergence of cohesive social ties.

5.3.3 Extension to Productive
Exchange

The first comprehensive test of relational cohe-
sion theory (above) took a focal dyad within a
hypothetical network as the relational unit. Sub-
sequent studies adapted and extended the theory
to three person groups where individuals could
contribute to a joint venture (Lawler et al. 2000).
This research had two primary purposes: (i) to
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develop Emerson’s concept of “productive ex-
change” and use it to test relational cohesion
theory in a group context, and (ii) to test directly
whether the emotional/affective and uncertainty
reduction processes represent distinctive path-
ways to commitment. The prototype of produc-
tive exchange is three or more actors who coordi-
nate their behaviors to produce a joint good that
none can produce alone or in pairs. In essence
the exchange is between the individual and the
group. The actors are highly interdependent and
there is a single joint good that provides actors
their best outcomes, i.e., productive exchange
involves an assurance game rather than a social
dilemma.* Coordination and trust are the key
problems faced by actors in productive exchange.

In two experiments, subjects represented com-
panies deciding whether to contribute to a col-
laborative research and development project. The
experimental procedures were similar to those in
Lawler and Yoon (1996) with a few exceptions.
First, decisions to contribute were made simulta-
neously over 16 episodes (years), which created
the requisite problems of coordination and trust.
Second, structural dependencies were manipu-
lated in the same way but referred to how depen-
dent each actor was on the group (collaboration).
Finally, the experiments added a questionnaire
measure of perceived predictability (uncertainty)
of others’ behavior, in order to compare uncer-
tainty reduction and emotional/affective mecha-
nisms. Two experiments addressed one of two
dependent variables—unilateral, token gifts (to
both others), and investing in a social dilemma—
both of which were introduced after 12 episodes.

The results of the study provide strong support
for the extension of relational cohesion theory to
the phenomenon of productive exchange. First,
productive exchange was more frequent when ac-
tors were more highly dependent on the group and
also when they were equally rather than unequally
dependent on that group. Second, these structural
effects are mediated by the relational cohesion

4 In an assurance game, actors’ highest payoffs are from
cooperation but in other respects, the incentive structure is
identical to a prisoner’s dilemma, i.e., the sucker’s payoff
remains the worst (Kollock 1998).

process. As expected the frequency of productive
exchange increased both positive emotion and the
perceived predictability of others’ behavior, sug-
gesting distinct paths for each. Third, in accord
with Lawler and Yoon (1996), positive emotion
does promote stronger perceptions of group co-
hesion, but there are no effects of predictability
(uncertainty) on group cohesion. Fourth, distinct
processes lead to instrumental and expressive
forms of commitment behavior. An emotional
pathway, consistent with relational cohesion the-
ory (i.e., exchange-emotion-cohesion) generates
more expressive behavior (giving gifts), while
an uncertainty-reduction pathway (exchange-pre-
dictability) generates more instrumental behav-
iors (cooperating in a social dilemma). These are
dual, parallel processes through which productive
exchange strengthens commitments to a group. It
is noteworthy, however, that cohesion operates as
a proximal condition for commitment only when
exchanges foster positive emotions and feelings.
Productive exchange has a more coopera-
tive incentive structure (i.e., an assurance game)
than other forms of exchange (see Emerson
1981; Molm 1994; Lawler 2001). In contrast,
negotiated exchange (e.g., see Cook et al. 1983;
Markovsky et al. 1988; Willer 1999) assumes
a network context in which actors compete for
exchange partners and necessarily exclude some
actors when they exchange with another. Such
exchange networks are arenas of competition in
which actors vie to be included in exchanges. The
network is not a group in any clear sense. In fact,
given the underlying competitive conditions,
such networks are unfavorable even to psycho-
logical group formation, i.e. perceptions of the
network as a group. Thus, there are no theoretical
reasons to predict network-wide levels of group
formation from network exchange or relational
cohesion theory.> A recent study by Thye et al.
(2011) takes up this issue and asks: Why and how

5 Relational cohesion theory predicts and research has
shown that “pockets of cohesion” emerge in networks
around exchange relations that entail the highest exchange
frequencies (see Lawler and Yoon 1998); however, the
theory does not analyze whether or how cohesion in rela-
tions might affect the cohesion or perceptions of the larger
network.
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might actors in competitive exchange networks
come to view the overarching network as a group
entity? Again, we theorize that emotions play a
central, mediating role.

5.3.4 How Networks Become Groups

This theoretical branch of our work asserts that
relational cohesion in dyads can lead to network-
wide cohesion, contingent on the structural prop-
erties of the network. The theory links structural
network properties to relational processes in
dyads, and these relational processes in turn lead
to emergent perceptions of a network-wide group
affiliation (Thye et al. 2011). The key network
property is structural cohesion. Structural cohe-
sion is a function of the kind of power found in
the network (the proportion of equal versus un-
equal power relations within the network) and
also the network-level probability that actors are
included in exchange. Network structures that en-
tail more equal power relations (see Markovsky
et al. 1988; Willer 1999 for operational measures
of power) and greater likelihoods of inclusion are
more cohesive in purely structural terms. Struc-
tural cohesion, as such, is an unrealized poten-
tial; whereas exchange processes are the locus of
realization, if it occurs. Simply stated, with high
structural cohesion more actors should be able to
exchange with more others and on more equal
terms. The predicted result is that, in the context
of repeated exchanges, actors come to perceive
the network itself as a social unit and orient their
behavior partly toward that implied group affilia-
tion or entity. Perceptions of a group and greater

resource sharing capture the predicted cognitive
and behavioral effects of emotions that emerge
from dyadic exchanges.

To test these predictions, Thye et al. (2011)
studied five exchange networks (see Fig. 5.2),
composed of three or four actors, who negotiated
the division of a fixed pie of resources. The con-
figuration (network) of exchange opportunities
manipulated the degree of structural cohesion.
Some networks contained more equal power re-
lations and some contained more unequal power
relations. There were 20 episodes of exchange,
and in each episode they could exchange with
only one of their prospective partners and divide
32 units of profit. The questionnaire measures of
positive emotion, uncertainty, and dyadic cohe-
sion were collected after episode 16, and percep-
tions of a group were measured after the 20th
(and last) episode. The group-perception items
asked subjects to what degree they were mutually
dependent, in a similar situation, and felt a com-
mon bond with others in the network. In addition
to group perceptions, the experiment measured
“resource sharing” in a dictator game. From epi-
sodes 17 to 20, each actor was given 100 profit
points to allocate across network members at the
end of each episode. They did not receive infor-
mation on the others’ research allocations until
after episode 20, so subjects could not use the re-
sources in a strategic manner.

The results affirm the impact of structural co-
hesion on the emergence of a perceived group
affiliation and resource sharing at the network
level. These effects are indirect and mediated
by positive emotions, uncertainty reduction, and
relational (dyadic) cohesion. Structural cohesion
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increases both positive feelings and predictability
by generating greater frequencies of exchange;
these two mediating processes in turn produce
greater cohesion in dyadic exchange relations. Of
particular importance, this dyadic-level relational
cohesion in the network is the primary cause of
both (ii) perceptions of a group and (ii) resource
sharing among its members.

These findings constitute the first empirical
evidence for a micro to macro process, from dy-
adic relations within to the overall network as a
whole. The interpretation is that relational cohe-
sion in dyads leads people to infer that others in
the network, including those they do not interact
with, are collectively oriented and trustworthy.
This is a rudimentary manifestation of a group
entity. The research indicates that group forma-
tion emerges in networks that are structurally co-
hesive, and this tends to occur through emotion-
based relational cohesion in dyads within those
networks (see Thye et al. 2011).

One broad implication of this research is that
repeated interactions in local immediate units
may create a sense of social connectedness even
beyond the particular local relations. If three
or more people jointly pursue individual gains
and do so repeatedly, a social connection forms
among those with whom they interact. But im-
portantly, a connection may also form with those
experiencing the same situation but with whom
the focal actors do not interact. The strength of
the connections may vary, the target of the con-
nection might vary, and the social unit may vary,
but the fact of a social connection does not. This
is a fundamental reason that the “loss of com-
munity” theme is a misleading or even mythical
notion. Observations of community loss often
ignore or fail to see new or subtle forms of com-
munity that stem from processes unleashed by re-
peated interactions, common goals or objects, or
webs of indirect ties formed by patterns of direct
ones. Social connections may be difficult, if not
impossible, to prevent in part because people are
wired to be social and their capacities and incli-
nations toward collaboration with other humans
are a product of group-level natural selection
(see Turner 2007; Haidt 2010; Haidt and Kesebir
2010).

To conclude, relational cohesion theory
(Lawler and Yoon 1996; Thye et al. 2002) fo-
cuses on the relational or dyadic level. It makes
no prediction about the aggregate effects of co-
hesion across relations in a network. However,
as Thye et al. (2011) show, structurally-cohesive
networks promote a collective sense of shared ex-
perience across actors in a network, even though
each actor may be able to interact and exchange
with only select others. The network may come
to constitute a common focus for actors (Col-
lins 1975), they may infer similar emotions by
similar others in a similar context (Lawler et al.
2013), and positive emotions may spread across
the relations each actor is involved in (Barsade
2002). Once a group is perceived as an entity, it
can be a distinct object of affective commitment.

Relational cohesion theory presumes but does
not precisely theorize the conditions under which
people develop affective ties to groups. Again,
the focus is primarily dyadic. A subsequent for-
mulation, the affect theory of social exchange
(Lawler 2001; Lawler et al. 2008, 2009) unpacks
how and when individual emotions are attached
to relational or group entities. The theory identi-
fies the structural and cognitive conditions under
which people attribute their own individual emo-
tions and feelings to social units shared with oth-
ers. Whereas the work of Thye et al. 2011 focused
on the network-to-group problem when individu-
als negotiate exchange, the affect theory applies
to social interactions abstractly, whether or not
these involve social exchange, and explicates
further the underlying micro-to-macro process.
Joint tasks, shared responsibility, and social unit
attributions are the central concepts of the theory.
We elaborate these in the following pages.

5.4 JointTasks and Shared
Responsibility

The theory of social commitments, which draws
upon the preceding theoretical ideas and is put
forward in a recent book by the authors, speci-
fies that joint tasks are a fundamental basis
for forming and sustaining of relational and
group ties (see Lawler et al. 2009). Three broad
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notions define the contours of the theory. First,
if people work on a task together with others,
they are likely to feel good if they accomplish
the task and bad if they don’t. Any episode of
social interaction has the potential to generate
such emotions or feelings. The second point
is that if these joint experiences recur, for ex-
ample, actors repeatedly accomplish tasks with
the same people across time, they may come to
interpret their individual feelings as due to the
context they share with others involved in the
task interactions. Third, given the joint or col-
lective dimension of the task, it is plausible that,
under some conditions, they attribute their indi-
vidual feelings to an enduring social entity in the
context—a group, organization, community, etc.
In this way, repeated interactions around joint
tasks can lead to affective sentiments and ties to
relational or group affiliations. By focusing on
joint tasks and effects on individual feelings, the
theory of social commitments explicates how
and when people develop stronger or weaker
affective sentiments about group-level units or
entities, while also incorporating the relational-
cohesion process.

The most central theoretical question posed by
the theory is: Under what conditions are people
likely to attribute their individual feelings from
task activity to a social unit? Recognizing that
the target unit could be a small local social unit,
or a larger more removed and distant organiza-
tion, an important secondary question is: Under
what conditions do individuals form stronger af-
fective ties to local, immediate social units ver-
sus larger, more distant ones? Here we integrate
principles from the “affect theory of social ex-
change” (Lawler 2001) with the “nested-group
theory of affective attachment” (Lawler 1992).
The broader, integrative “theory of social com-
mitments” posits that joint tasks are important
because they generate a sense of shared respon-
sibility, but more local, immediate groups are
typically given greater responsibility and credit
for positive events and feelings than larger, more
removed social units (see Lawler 1992; Lawler
et al. 2009).

5.4.1 Task Activity

The emphasis on “tasks” is a noteworthy fea-
ture of the theory. Most social-structural theories
stress the incentives or identities that promote
social interaction or exchange, but neglect the
nature of the tasks to be accomplished. Yet, tasks
of one sort or other are implicated in many social
structures. Tasks frame and guide instrumental
behaviors; they include a set of available meth-
ods or procedures (means) for completing the
task and an objective or goal toward which these
are directed; these means and goals of a task tend
to be explicit and situational. Tasks have struc-
tural (objective) dimensions and cognitive (sub-
jective) dimensions that shape and constrain how
actors define and approach the task and how they
interpret success or failure. Tasks are the key to
understanding the effects of individual emotions
on group ties.

The task may involve a purely individual activ-
ity (accomplished alone) or a collective activity
(accomplished with others). Work environments
are probably the most common place where people
explicitly and self-consciously work on tasks that
are sometimes individual and sometimes collec-
tive. Personal workouts and cutting the grass may
represent individual tasks, whereas homeowners
associations and business partnerships exemplify
joint tasks. The theory of social commitments fo-
cuses on joint tasks. Joint tasks may be as simple
and short term as friends enjoying a free evening
together, or as complex and long-term as parents
or partners raising a child.® Both kinds have im-
portant objective (structural) and subjective (cog-
nitive) components (see Lawler et al. 2009 for a
more complex categorization of task activities).

A joint task, by definition, involves two or
more actors who cannot accomplish the task

® In psychology, the standard view of tasks is heavily
influenced by Steiner’s (Emerson 1972b) classification.
Steiner distinguishes four tasks based on how individual
inputs are combined: adding them (additive task); aver-
aging (compensatory task); selecting best input (disjunc-
tive); blended input (conjunctive). In these terms, produc-
tive exchange is a conjunctive task.



5 Emotions and Group Ties in Social Exchange

89

alone. Interdependence, it follows, is fundamen-
tally at the base of any joint task. Yet, historically
the notion of interdependence primarily refers
to the outcome dimension of a task, that is, the
rewards generated by success. In contrast, the
theory of social commitments focuses on the
varying degrees of joint-ness in the behaviors
or activities that compose the task. The question
is: To what degree are individual task behaviors
and contributions so blended and intertwined that
individual contributions to task success are in-
distinguishable? The answer has implications for
the development of affective group ties.

5.4.2 Structural and Cognitive Task
Dimensions

Joint tasks take on joint qualities in a couple of
different ways. For instance, I may be assigned
by my manager to a work team to jointly solve a
financial problem (high structural joint-ness) but
I may feel primarily responsible for the outcome
(low cognitive joint-ness). The “dual” nature
of joint-ness leads the theory to posit two fun-
damental conditions for social unit attributions,
one structural and one cognitive. The structural
condition refers to whether individual inputs or
contributions are non-separable—meaning in-
distinguishable. This refers to the nature of the
task activity itself. When it is hard to tell who did
what, then it is difficult to determine what im-
pact each individual had on the collective result
because the inputs of individuals are blended or
interwoven in the task interaction. Tasks that ren-
der individual inputs or contributions inseparable
are higher in joint-ness. The origin of this idea
is Oliver Williamson’s analysis of “governance
structures” in which he argues that relational
teams are most likely to organize work when the
contributions of individual workers to a task are
non-separable and, therefore, workers have more
sense of a common endeavor (Williamson 1975).

In the context of structural joint-ness, individu-
als are likely to make subjective inferences about
their individualized and blended contributions
to task success (or failure). The cognitive condi-
tion for social unit attributions of emotions is that

individuals in the group have a sense of shared
responsibility for the results of the task activity.
In the theory, a sense of shared responsibility is
the proximate, moderating condition or push for
social unit attributions of emotions. When actors
have a sense of shared responsibility, they tend
to attribute individual feelings from their task
activity to social units and their task success to
collective effort associated with that unit. While
this subjective dimension of joint-ness may be
tied closely to the objective properties of the task
(non-separability), also important are the fram-
ing of the task by leaders or authorities and group
members own definitions of the task as they in-
teract to accomplish it. If leaders define the task
activity in joint, collective terms, it increases the
likelihood that those who accomplish it will have
a stronger sense of shared responsibility and at-
tribute individual feelings to the social unit.” The
result is stronger affective ties to the group and
more willingness to orient behavior toward or
sacrifice for the group’s interests

A sense of shared responsibility counters or
mitigates the well-known propensity of people to
make self-serving attributions, taking credit for
success and blaming others for failure (e.g., Kel-
ley 1967; Weiner 1985; Graham 1991). It may
not remove individualized attribution tendencies
but a sense of shared responsibility makes the so-
cial unit salient as a causal force in the situation.
In a work setting, the relevant social unit defin-
ing the locus of shared responsibility may be a
small face-to-face workgroup, a department or
division, or the larger organization (corporation,
public agency, university). In most social con-
texts, people interact in local group settings that
are nested within larger, more removed social
units. The social-unit locus of shared responsibil-
ity determines which social unit actors commit to
more strongly. This raises the problem of nested

7 We are assuming here that the nature of the task activ-
ity and accountability are congruent, i.e., a task with joint
activity and joint accountability or with individual activity
and individual accountability. A joint task with individual
accountability will generate lower sense of shared respon-
sibility, as will an individual task with joint accountabili-
ty. Each mixed off-quadrant case reduces the overall sense
of shared responsibility.
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commitments, specifically, whether joint tasks at
the local level promote stronger commitments to
the more immediate (proximal) or more removed
(distal) unit within which the local one is nested.

5.4.3 Nested Group Commitments

The theory of nested-group commitments (Lawl-
er 1992) distinguishes proximal (local, immedi-
ate) from distal (removed, overarching) groups.
The theory predicts that people tend to attribute
positive events and feelings to the proximal
group and negative events and feelings to more
distal groups. Thus, if a work group faces joint
tasks, functions well as a group, and generates
positive feelings on the part to members, these
feelings are most likely to build commitments to
the local group rather than the larger organiza-
tion. This is a fundamental problem facing de-
centralized organizations.

Nested commitments theory aims to specify
when this is most likely to occur. The argument is
that the proximal group advantage is most likely
where the tasks are designed and controlled lo-
cally. If tasks are designed and controlled distally
then positive feelings from task activity should
generate commitments to the larger unit as well
as to the local unit. Commitments to local and
larger unit need not be inversely related for this
effect to occur. The broader implication is that
group-level mechanisms of responsibility send
important signals to people about the degree that
their tasks are joint with others, that their respon-
sibilities are shared, and that responsibility is at
the local level. The theory of social commitments
indicates how the effects of control, responsibil-
ity, and accountability bear on the strength of af-
fective ties people develop to local groups and
larger ones in which they are nested (Lawler
et al. 2009).8

8 Jon Turner (2007) argues that social orders are based on
emotions generated at the micro level. Emotions generate
greater or lesser degrees of order and stability depend-
ing on the degree that they spread from micro to meso to
macro levels. Turner (2007) theorizes that one of the con-
ditions promoting the spread of positive emotions is the

5.4.4 CoreTheoretical Argument

The crux of the theoretical argument can be ex-
pressed as five main propositions: (1) The more
indistinguishable are individual efforts and con-
tributions, the greater the sense of shared respon-
sibility for results. (2) Greater sense of shared
responsibility the more likely people are to at-
tribute their individual emotions or feelings to a
social unit, that is, make social unit attributions.
(3) Social unit attributions of positive emotion
produce stronger affective commitments to the
group, making the group an expressive object;
social unit attributions of negative emotions
weaken affective commitments to the group. (4)
Stronger affective commitments lead to more
group-oriented behavior, including more effort
on behalf of and contributions to the group ac-
tivities, more willingness to collaborate with oth-
ers in the group, and more inclination to compro-
mise individual interests when they conflict with
group interests. (5) Affective commitments to
local groups are stronger than to larger groups in
which the local ones are nested to the degree that
responsibility and related perceptions of control
are localized.

The theory has been tested in numerous con-
texts across the last two decades. The most com-
plete test was an experiment (Lawler et al. 2008)
that compared the four structural forms of social
exchange conceived by Emerson (1972b, 1981):
negotiated, reciprocal, generalized, and produc-
tive (see also Molm 1994). At the time this was
the most comprehensive comparison of these
forms of exchange. The rationale for applying
the theory to these forms of exchange is that
they vary in the extent to which the exchange is
a highly joint task and likely to promote a sense
of shared responsibility and, by implication, the
strength of affective group ties. The theoretical
implication is that these forms of exchange have
different potentials to generate group cohesion
and person to group affective ties.

social-embeddedness of each level within a higher level.
He offers a complementary analysis of what we term the
“nested commitment” phenomenon.
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5.4.5 Predictions for Forms of
Exchange

The general theory above predicts different lev-
els of cohesion and commitment across the four
forms of exchange. The experimental test was in
three-actor exchange networks; these represented
what have been termed “null” networks rather
than negatively or positively connected ones
(Willer 1999). In essence, there is no element of
exclusion or requirement of including both part-
ners.’ With negotiated exchange subjects negoti-
ated the division of a resource with one or both of
their prospective exchange partners; with recip-
rocal exchange they gave resources unilaterally
to one or both of the others (and could receive
from one or both); in generalized exchange, there
was a chain of prospective giving: A could give
to B who could give to C who could give to A;
finally, in productive exchange the individuals
gave resources to a common effort or endeavor
from which they could derive individual benefit.
Negotiated and reciprocal forms entail “direct”
exchange, meaning two or more actors give and
receive directly from each other. Productive and
generalized are two types of indirect exchange,
where another person or the network (group) it-
self mediates each individual’s receipt of benefits.

There are three main predictions of the the-
ory. First, among the four structural forms of
exchange, productive exchange generates the
greatest group cohesion and strongest affective
group ties. The reason is that productive ex-
change entails the greatest degree of joint-ness
(non-separability) and should produce the great-
est sense of shared responsibility; these condi-
tions in turn lead to social unit attributions of
individual emotions and feelings from repeated
exchange. Second, generalized exchange gener-
ates the weakest group cohesion and person to

® Null relations are defined as those in which each dy-
adic pair (or possible exchange) is not tied in any way to
other dyads in the network. Thus, if you have 2 potential
exchange partners, you can exchange with both of them
independently. In contrast, exclusive networks allow only
one exchange; whereas inclusive networks require both
exchanges before any one of them pays off. See Willer
(1999) for a good discussion.

group ties, because structurally the task involves
the lowest level of joint-ness and should lead to
the least sense of shared responsibility among the
four forms of exchange. Third, in these terms, the
direct forms of social exchange—negotiated and
reciprocal—fall between productive and gener-
alized exchange, yet negotiated exchange tasks
involve greater joint-ness than reciprocal ones.
Thus, the degree of network cohesion and affec-
tivity of person-to-group ties should correspond
to the following order:

Productive > [negotiated > reciprocal]> generalized

To elaborate the rationale for these predictions,
let us consider in more detail the nature of each
form of social exchange. In productive exchange
three or more actors engage in behaviors that
jointly produce a single event or good, and each
actor benefits from that jointly-produced good.
The joint-ness of the task is quite clear here as
no single (or pair) of actors can produce the joint
good; all three are required to produce a reward.
In generalized exchange, actors give to some ac-
tors but they receive benefit from others. This
creates a chain of possible giving, and the joint-
ness of the task lacks the salience of that found
in productive exchange. Applying the theoreti-
cal principles of the theory (above), the contrast
between these two forms of indirect exchange
is sharp. Productive exchange should generate
stronger social commitments than generalized
exchange because productive exchanges are
more likely to produce positive emotion and so-
cial unit attributions of that emotion.

The prediction of the theory for generalized
exchange is a bit controversial. There are plausi-
ble theoretical reasons and some research indicat-
ing that generalized exchange is a key foundation
for cohesion and solidarity (Ekeh 1974; Bear-
man et al. 2004; Molm 1994; Molm et al. 2007).
Solidarity effects of generalized exchange are
often illustrated with Malinowski’s (1920, 1922)
analysis of the Kula rings among the Trobriand
islanders (the exchange system of bracelets and
necklaces). It is noteworthy, however, that such
examples entail settings where a group affilia-
tion already exists, i.e., the group is salient and
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exogenous to the social exchange. Our theory
disputes whether solidarity effects are inherently
produced from generalized exchange or whether
they are contingent on and require other exoge-
nous conditions to be met, e.g., an implicit or ex-
plicit group identity that already exists or a clear
and strong incentive to give. Our predictions for
forms of exchange assume a sparse social setting
in which no other exogenous conditions (i.e., ex-
tant group affiliation) exert a significant pressure
or a push toward giving. The point of the theory
is not that generalized exchange lacks solidarity
effects, but that such effects are not endogenous
to this form of exchange, as they are to produc-
tive forms.'°

Turning to the two forms of direct exchange,
negotiated exchanges involve explicit agree-
ments about what each actor gives and receives
from the exchange, typically in the context of
an offer/demand, counter-offer/counter-demand
sequences. Exemplars include employment con-
tracts or business partnerships. In contrast, recip-
rocal exchanges involve unilateral acts of giving
at one time followed later by reciprocal acts of
giving, without the form or timing of reciprocity
being specified. Who gives what and when is not
altogether clear and, in fact, the joint-ness of the
exchange task is subtle, implicit and low is sa-
lience. Exemplars include favors among friends
or coworkers over time. Our theory predicts more
sense of shared responsibility under negotiated
than reciprocal exchange because the joint-ness
is more structurally explicit and salient to actors
(see Lawler 2001; Lawler et al. 2008). The impli-
cation is that negotiated exchange will promote
stronger group or relational ties than reciprocal
exchange.

A contrasting argument by Molm and col-
leagues is that negotiated exchange also makes
salient underlying conflicting interests and,
therefore, weaker cohesion and solidarity should

10 Ekeh’s (1974) conception of generalized exchange
subsumes several mediated, indirect forms exchange and
thus interweaves what we term productive (person-group)
and generalized (chain). Our theory and research shows
that distinct forms within Ekeh’s overarching category
have very different implications for cohesion and solidar-

ity.

be evident in negotiated compared reciprocal
exchange. Molm’s prediction has received em-
pirical support especially when the actors have
unequal power (Molm et al. 1999, 2000); under
equal power they found that the effects do not
operate through exchange frequency (Molm et al.
2007). Overall, at this point, it is not completely
clear when, under equal power regimes, negoti-
ated and reciprocal exchange have different ef-
fects on relational cohesion and solidarity.

5.4.6 The Experimental Test

The experiment involved a series of “interac-
tion” episodes within each of the four structures
of exchange. In each episode subjects decided
whether to give resources to one or both of the
others (depending on the form of exchange).
They represented small computer companies,
each of which would benefit from resources held
by the others. Subjects worked to maximize the
profits of their own companies and their own pay
was based on their success at this task. They did
not have to exchange to generate profits. Across
all four forms of exchange, they would receive a
default payoff if they chose not to exchange or
give to the others; this symbolized the fact that
the company had a flow of profit in the absence
of any exchanges with the other companies. This
experimental feature is also important, theoreti-
cally, because it reduces the strength of incen-
tives to exchange. They still have an incentive to
exchange with other companies but their profits
are not based completely on those exchanges.!!
The primary dependent variables were includ-
ed on a mid-questionnaire (administered half way
through the session) and a post-questionnaire. In
accord with the theory, perceptions of shared re-
sponsibility, rates of exchange behavior (giving),
positive emotions or feelings, and perceived co-

I This is an important difference between our experi-
ment and Molm’s et al. (2007) where subjects received
nothing in the absence of exchange. The default payoff
in our experiment created an opportunity cost for giving
in generalized as well as the other forms of exchange,
whereas in Molm et al,” it appears that subjects had little
or no reason not to give in generalized exchange.
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hesion of the network were measured on the mid
questionnaire. The post questionnaire included
the measure of affective commitments to the so-
cial unit (network) as well as a second measure of
network cohesion. Our focus here is to assess two
predictions—namely that among the four struc-
tural forms of exchange, (a) productive exchange
generates the strongest group ties, and (b) gener-
alized exchange produces the weakest group ties.

The results provide strong support for these
predictions of the theory. First and most impor-
tant, productive exchange produced the strongest
effects on all the theoretically relevant dependent
variables: highest rates of exchange (giving)
behavior, strongest positive feelings (pleasure),
greatest network cohesion (perception), and the
strongest affective sentiments about the network
as a group. Second, productive exchange was the
only form in which perceptions of network cohe-
sion grew in strength from the midpoint to the
end. Third, consistent with the logic underlying
the prediction, productive exchange also pro-
duce the greatest sense of shared responsibility
(measured on the mid questionnaire). The over-
all implication is that productive exchange is a
distinctive form of indirect exchange that has the
capacity to endogenously generate micro social
orders with affective person-to-unit ties. This oc-
curs in part because of the emotional effects of
repeated exchange.

Also consistent with our predictions, gener-
alized exchange produces the lowest rate of ex-
change behavior (giving), the weakest positive
emotions, the lowest perceived network cohe-
sion, and the weakest ties to the network as a
group unit. Moreover, generalized exchange was
the only form of exchange in which perceptions
of network cohesion declined from the midpoint
to the end. This decline of network cohesion sug-
gests the limited potential or capacity of gener-
alized exchange structures to promote or sustain
emergent micro orders or group ties (Lawler
et al. 2008). These findings for generalized ex-
change run counter to the standard view of gener-
alized exchange as well to research revealing its
effects on group solidarity, pro-social behavior,
and the like (Ekeh 1974; Molm et al. 2007; Bear-
man 1997; Gillmore 1987; Uehara 1990).

The results of our research contrasts with
those of Molm et al. (2007), which compared
three forms of exchange: generalized, recipro-
cal, and negotiated. Importantly, they observed
stronger cohesion or solidarity effects for gen-
eralized exchange than for negotiated or recip-
rocal exchange. There are several differences
between the studies that could account for these
results, but one stands out for us. In our study,
actors gave up something when they gave under
generalized exchange (i.e., there was an oppor-
tunity cost), whereas there was no cost to giving
in Molm et al’ standard generalized-exchange
condition. When a cost was included (see Molm
et al. 2007, p. 236), the rates of giving in general-
ized exchange dropped to a level comparable to
those in our study. It appears that the incentive to
initiate giving was lower in our study than in the
Molm et al main experiment.'?

We hypothesize that generalized exchange has
solidarity effects especially if one of two condi-
tions are present. First, solidarity should increase
if there is a significant structural incentive for
the actors to initiate giving or exchange behav-
ior, as implied by the contrast between our find-
ings and Molm et al. (2007). Second, solidarity
should increase if the actors develop or already
have a shared group affiliation or identity (see
related discussion in Lawler et al. 2008). Gener-
alized exchange is known to be a powerful force
for social order when it reflects or symbolizes a
shared group affiliation or identity, and this is es-
sentially what Ekeh (1974) argued in his “collec-
tivist” approach to social exchange. By creating
a spare network setting, we are able to assess the
potential of all four forms of social exchange to
endogenously generate micro orders. Our infer-
ence is that generalized exchange boosts solidar-
ity when exchange behaviors (giving) reflect or

12 Another interpretation for the differences is that the
network conditions for negotiated and reciprocal ex-
change differed across the two studies. In Molm et al.,
these were negatively-connected networks in which ac-
tors could exchange with only one other in an exchange
episode, whereas the networks in Lawler et al. (2008) al-
lowed actors to exchange with all (two) others in the net-
work, with just one, or with neither. This means that the
comparison point for generalized exchange was different.
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are symbolic of an overarching group affiliation
or when the structural incentives to initiate ex-
change behaviors are sufficiently strong. Absent
these conditions, generalized exchange does not
have the solidarity effects often attributed to it.
Recent empirical evidence supports the notion
that a shared group identity is important to the
solidarity effects of generalized exchange (see
Triplett and Thye 2007; Willer et al. (2012).

The comparison of negotiated and reciprocal
exchange is another point of contrast between
Molm et al. (2007) and Lawler et al. (2008).
These research programs emphasize different
theoretical mechanisms: perceptions of shared
responsibility (Lawler et al. 2008) versus percep-
tions of underlying conflict (Molm et al. 2007).
One possibility is that the effects for negotiated
versus reciprocal exchange are contingent on
the degree that each mechanism is operating or
dominant in a particular context. If the exchange
structure and processes highlight and make sa-
lient an underlying conflict of interest, this may
undermine the effects of shared responsibility
and social unit attributions of emotion in our the-
ory. If the structure and processes make salient
the potential benefits of cooperation or collabora-
tion, the resulting sense of shared responsibility
may undermine the salience of any underlying
conflict of interest.

Kuwabara (2011) recently made progress in
ferreting out when these distinct mechanisms
operate. He conducted two experiments. Study 1
compared two types of negotiated exchange: dis-
tributive and integrative. Distributive exchange
involves dividing a fixed pie which is the stan-
dard setting used in exchange research, whereas
integrative negotiated entails a more joint task
with the potential to expand the pie through joint
problem solving. Integrative negotiation entails
more task jointness and therefore should elicit
stronger perceptions of shared responsibility and
lower conflict salience compared to distributive
exchange. Study 2 used a trust game and com-
pared one-way and two-way trust interactions,
arguing that the latter involved a more explicit
joint task. In study 1, integrative negotiation gen-
erated the strongest cohesion, and in study 2 a re-
peated, two-way trust game also produced more

cohesion than a one-way trust game. Thus, the
results support the importance of joint tasks with
shared responsibility, as predicted by our theory
(Lawler et al. 2008). Moreover, there is no neces-
sary conflict between the Molm et al. and Lawler
et al. analyses of negotiated versus reciprocal ex-
change if one attends to the mechanisms speci-
fied by each theory.

5.5 Research Evidence From Outside
the Lab

Recent research, conducted in the field, focuses
on the role of shared responsibility and emotion
attributions in group commitments. Taylor and
Pillemer (2009) test the effects of joint tasks and
shared responsibility on turnover among staff in
nursing homes. They argue that “caregiving” in
nursing homes involves highly coordinated ac-
tions and joint tasks in which actors contributions
have the property of “non-separabililty.” The
general hypothesis is that because of this task
non-separability, success at caregiving will shape
affective sentiments about the organization; and,
in turn, these will affect turnover rates. The data
were based on a longitudinal survey (two waves,
6 months apart) of staff in 20 randomly selected
nursing homes in New York State. The dependent
variable was whether the respondent was still
working at the nursing home 6 months after the
time 1 survey. The main results indicate that the
perceived success of the caregiving (joint task)
had an indirect effect on actual turnover through
positive feelings about the nursing home (person-
to-group affective sentiments). There was no di-
rect effect, which affirms the critical mediating
role of affective feelings about the organization.
Broadly, this study suggests that work tasks, in-
volving non-separable activities, generate com-
mitment behavior (staying) so long as such tasks
produce positive feelings toward the organiza-
tion.

In another field study Price and Collett (2012)
use the affect theory of social exchange to exam-
ine cohesion and commitment (turnover) among
elementary teachers, using a nationally-represen-
tative sample. Survey questions measured task
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interdependence (as shared control over school
policy in several domains), frequency of cooper-
ative action, enthusiasm and satisfaction, percep-
tions of cohesion, and commitment to the school
(intent to stay). The results generally support the
emotional pathways to commitment predicted by
our theory. First, perceptions of “shared control
and responsibility” as well as more “cooperative
interaction” fostered positive emotions (enthusi-
asm about teaching, satisfaction with the school).
Second, these positive feelings promoted stron-
ger perceptions of school cohesion, and cohesion
in turn increases the propensity (intent) to stay
in the school. Both of the above studies offer en-
couraging evidence for the general applicability
of the theory’s principles beyond social exchange
contexts and beyond the experimental laboratory.

Nested commitment theory (Lawler 1992;
Lawler et al. 2009, Chap. 6) addresses how actors
credit or blame local and larger units for positive
or negative feelings from task activity. The main
proposition is that people are likely to attribute
positive emotions to the local, immediate social
units (e.g., work group, team, department, divi-
sion) within which joint tasks are enacted, and
negative emotions to the larger, more removed
or encompassing social units (e.g., corporation,
public agency). The implication is that, all other
things being equal, joint tasks and the sense of
shared responsibility will foster stronger affec-
tive ties to proximal (local) units than to distal
(removed) units; and this tendency should be
especially strong in decentralized organizations.
Mueller and Lawler (1999) test this idea in work
organizations by comparing a centralized orga-
nization (an air force medical center) to a decen-
tralized organization (a public school district).
The social units are a school nested in a school
system, and a medical center nested in the Air
Force.

The hypothesis is that work conditions will
affect commitment to these units contingent on
whether they are controlled at the local or cen-
tral organizational level. An affective measure of
job satisfaction taps positive emotions from work
conditions, and commitment to local or larger
units are the primary dependent variables. The re-
sults generally correspond with the theory. Work

conditions associated with and controlled by the
proximal unit tend to affect commitment to that
local unit (school or medical center), while those
associated with and controlled by the larger unit
primarily affect commitment to that distal unit
(school system or air force). Job satisfaction par-
tially mediates most of these effects. There also
is more evidence of nested commitments in the
decentralized than the centralized organization.
While more research on nested commitments is
needed, this study offers initial support for the
general idea that the locus of control over task
conditions has an impact on the propensity to
form affective ties to the local and larger, encom-
passing unit.

5.6 New Directions

Recent theory and research in progress extends
the research program in a number of new ways.
First, research underway extends the theory be-
yond social exchange by testing its applicability
to cooperative open-interaction task groups that
lack the mixed-motive character of social ex-
change contexts (Thye and Lawler 2010). Sec-
ond, two streams of work penetrate more deeply
into the micro processes of the theory. Specifi-
cally, a recent paper theorizes how collectively-
shared emotions reinforce affective group ties
(Lawler et al. 2013); and a research project under
development investigates whether relational co-
hesion in social exchange relations has a neuro-
logical foundation, manifest in brain wave activ-
ity during social exchange. Each of these exten-
sions is elaborated below.

5.6.1 Moving Beyond Social Exchange
Our theorizing has focused on how and when
group ties emerge from social exchange pro-
cesses. Social exchange contexts are important
because (i) they capture or encompass the self-
interested, instrumental bases for actors’ deci-
sions to exchange with the same others over
time, and (ii) they entail by definition a joint task
that people cannot accomplish alone. While the
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inherent joint-ness of social exchange makes it
a good context for investigating emergent group
ties, this can be said of much social interaction,
whether or not it entails social exchange, per se.
Many if not most episodes of social interaction
entail some degree of jointness (from very low
or very high).

Social commitments theory generalizes and
adapts exchange-based theoretical principles
to social interactions in general and uses these
to understand commitments to large scale so-
cial units, such as corporations and nations. An
important implication is that the theory should
apply to cooperative task groups, where there is
no necessary tension between individual and col-
lective interests. We hypothesize that task groups
with joint tasks should generate stronger and
more affective group ties than task groups with
individualized tasks (see Lawler et al. 2009). Re-
search in progress tests this hypothesis (Thye and
Lawler 2010).

By emphasizing social interactions in joint
tasks, our social commitments theory offers a
qualification to prevailing sociological theories
of group formation. Theory and research tends to
identify two fundamental bases for group forma-
tion: shared interests and shared identities (see
Anthony 2005). Behavioral manifestations of so-
cial order, such as coordination and cooperation
(Hechter and Horne 2009), typically are traced to
one or both of these foundations. From theories
of rational choice and social exchange, coopera-
tion develops and is sustained because of shared
interests; from theories of homophily and identi-
ty, cooperation occurs and is sustained by shared
identities. In combination, the broad message is
that the alignment of (i) collective and individual
interests and/or (ii) group and self-definitions
(identities) underlie cooperation and social order
in groups, large and small. These effects may be
contingent on or stronger when actors repeatedly
interact to accomplish joint tasks.

Even if group members’ interests and identi-
ties are aligned perfectly, cooperation and col-
laboration can remain problematic contingent
on the task structures and interactions within
which the group’s work is accomplished. The

real world reveals many examples of people
and groups with common interests or identities
having difficulty working together to achieve
collective goals, e.g., faculty members of a uni-
versity department, politicians of the same party
affiliation, and corporate employees in the same
unit. Social commitments theory contends that
affective ties to groups can overcome such prob-
lems, especially in the context of joint tasks that
generate positive feelings and a sense of shared
responsibility (Lawler et al. 2009; Thye and
Lawler 2010).

We hypothesize a qualification of the prevail-
ing theories above based on the role that social
interaction around joint tasks plays in the emer-
gence and maintenance of group ties. The theory
of social commitments implies that the effects of
shared interests and shared identities on stable
orders or patterns of cooperation in groups are
tenuous and unsustainable, without repeated so-
cial interactions around joint tasks. Thus, where-
as shared interests and shared identities have the
capacity to generate enduring group ties, social
interactions around joint tasks and a sense of
shared responsibility may be necessary to actual-
ize that capacity and transform instrumental ties
into affective and non-instrumental ones. This is
the idea being tested in ongoing research.

5.6.2 Theorizing Collective Emotions

Based on social commitments theory, the pre-
dicted effects of joint tasks and shared respon-
sibility occur even when actors are separated
physically and cannot read each other’s emotion-
al cues.!® Virtual interactions around joint tasks
should have the same basic effects on group ties
as those in which there is bodily co-presence and
potential for emotional contagion; these effects
may be weaker, but the social-commitment pro-
cess should operate nonetheless. A recent paper

13 This has been a standard condition of our experiments
from the start of the research program (see Lawler and
Yoon 1993, 1996). It is one reason for considering the
tests of the theory as quite conservative.
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aims to specify the conditions under which “col-
lective emotions” are likely to emerge, despite
the absence of bodily co-presence (Lawler et al.
2013).

“Collective emotions” are defined as com-
mon feelings by members of a social unit as
a result of shared experiences (Bar-Tal et al.
2007). These emotions imply mutual inferences
or awareness of each other’s emotions, whether
or not actors have direct evidence (expressions,
communications) of others’ feelings. In our the-
ory, social unit attributions of emotion do not re-
quire or necessarily imply mutual awareness or
inferences of others’ emotional states; yet, such
inferences presumably would strengthen social
unit attributions by affirming or validating one’s
own feelings and attribution judgments. The
question then is: When will actors in virtual in-
teraction infer that others have similar feelings?
Inferring similar emotions “collectivizes” the in-
dividual feelings of actors but also their social
unit attributions of those individual emotions,
transforming individual feelings into collective
feelings perceived to be shared by others in the
group.

The theoretical argument boils down to two
main points. First, as relational cohesion emerges
in an exchange relation (due to the emotional
effects of repeated exchange), actors are likely
to infer that their partners are feeling the same
emotions. These inferences follow a “burden of
proof” principle—that is, people infer others in-
volved in the same joint task are experiencing
the same feelings absent more detailed informa-
tion or communication about others’ feelings.
Such emotional inferences should strengthen the
propensity toward commitment behavior even
if interacting actors are physically separated or
isolated from each other. Second, social unit at-
tributions are a plausible way that emotion infer-
ences “collectivize” individual feelings, while
collective emotions enhance the salience and
awareness of the shared affiliation and its force
in the social context. Inferences of shared emo-
tion reinforce social unit attributions, and social
unit attributions in turn strengthen inferences of
shared emotions.

5.6.3 Understanding Neurological
Bases of Relational Cohesion

Another area of new research seeks to understand
how neurological processes interface with and
support the development of relational cohesion in
exchange relations. Specifically, Kalkhoff et al.
(2011) are spearheading a line of inquiry that ex-
amines a phenomenon known as inter-brain syn-
chronization. Inter-brain synchronization occurs
when brain wave activity across multiple individ-
uals becomes “phase locked;” this is sometimes
visually detectable when raw electroencephalo-
gram (EEG) signals for electrode pairs across
two individuals begin to “dance” in harmony as
if being driven by a single person (Condon and
Ogston 1966). Synchronization, as a more gen-
eral phenomenon, is a fundamental property of
human interaction (Collins 1981), occurs in a va-
riety of rich domains (Kalkhoff et al. 2011), and
is detectable from the very earliest moments of
life.

A number of recent studies show that certain
kinds of interaction can produce inter-brain syn-
chronization across regions of the brain associ-
ated with joint attention (e.g., medial prefrontal
cortex) and cooperation (orbito-frontal cortex).
More specifically, synchronization occurs among
brain waves of theoretical interest, including Beta
waves (related to attention focus) and Gamma
waves (related to emotions). Synchronization of
this sort has been documented by neuroscientists
when two individuals engage in activities such
as playing guitars, playing cards, imitating move-
ments, and so on. The interesting question for
us is not that synchronization occurs, given the
emerging body of supporting neurological evi-
dence. Instead, we ask: What are the social and
structural conditions that give rise to inter-brain
synchronization? On this issue modern neurosci-
ence has little to say; yet, importantly, most of the
tasks investigated to date by neuroscientists in-
volve some degree of jointness. Social exchange
is good context in which to explore this question.

We suspect that the structures of exchange
that have been central to our research may en-
tail the kinds of interactions that produce syn-



98

E.J. Lawler et al.

chronization. For example, conditions of power
dependence (i.e., high mutual dependence, equal
relative dependence), network properties (i.e.,
structural cohesion), and those suggested by the
affect theory (i.e., high task jointness) may in fact
be the structural and theoretical properties of the
interaction that promote synchronization. As a
first step, a new project by Kalkhoff, Thye, and
Lawler seeks to replicate the basic conditions of
the 1996 relational cohesion study conducted by
Lawler and Yoon. This time, however, we have
equipment to measure and analyze EEG activity
across pairs of actors who negotiate exchange. If
the data reveal that conditions of structural power
unleash positive emotions, relational cohesion,
commitment, and inter-brain synchronization in
social exchange, we gain insight into the neuro-
logical substrates of relational cohesion and com-
mitment. This may be a first step in understand-
ing how already-theorized structures give rise
to social, biological, and neurological processes
that undergird cohesion, commitment, and micro
social order.

5.7 Conclusions

The crux of social commitments theory is this:
In social interaction people tend develop affec-
tive ties to overarching social units, as well as
to other individuals; and person-to-unit ties have
important effects on micro and macro orders, in-
dependent of relational or networks ties with par-
ticular others. Person-to-unit affective ties are
portrayed as an important source of stability and
order in large, diverse, geographically dispersed
populations. There are two primary reasons for
this. First, while affective ties to large social
units (nations, societies) require social interac-
tions as a foundation, those interactions need
only occur among a very small subset of actors
in the population. Second, social unit attributions
make it possible for local, individualized, imme-
diate emotions and feelings to have macro level
effects. Positive feelings at the micro level have
the capacity to strengthen macro orders while
negative feelings have the capacity to weaken it
(See also Turner 2007). Social unit attributions to

larger, removed social units essentially create or
strengthen ties to all members of the larger entity
in the absence of direct interaction with them. An
important manifestation of these micro-to-macro
effects should be found in the capacity of those
larger social units to mobilize and sustain wide-
spread actions on behalf of collective goals, val-
ues, and interests.

The theory of social commitments (Lawler
et al. 2009) abstracts from, generalizes, and ex-
tends three prior theories about commitments in
exchange relations and organizations: nested-
commitment theory (Lawler 1992); relational co-
hesion theory (Lawler and Yoon 1996); and the
affect theory of social exchange (Lawler 2001;
Lawler et al. 2008). Social commitments theory
posits joint tasks as a structural basis for repeated
interactions and positive emotions, and percep-
tions of shared responsibility as a key contingen-
cy (moderator) determining when those feelings
are attributed to social units. The nested-com-
mitment principle posits further that people are
inclined to attribute positive events and feelings
to local, immediate groups in which they inter-
act with others and negative events and feelings
to larger more distant units; in other words, they
credit local units for good experiences and blame
more removed units for bad experiences. This
creates a fundamental problem of social order for
larger social units. This problem may be reduced
if local units are tightly embedded in larger ones
or if the larger units or their agents successfully
claim responsibility for joints tasks and positive
feelings at the local group level

In closing, the problem of social order has
a “top down” and “bottom up” dimension. The
theory of social commitments explicitly theoriz-
es a “bottom up” process that can generate and
sustain non-instrumental ties to large scale social
units. Yet, the micro processes also have implica-
tions for top-down processes. For example, the
joint-ness of tasks may be a part of a larger orga-
nizational strategy or culture, and the tendency
to perceive shared responsibility in tasks may be
different in different cultures. The broader mes-
sage of the theory of social commitments is that
social order at the macro level depends not only
on the top-down effects of macro level structure
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and culture, but also on whether micro-level in-
teractions generate emotional ties to larger units
(see Turner 2007 for a similar point of view). The
processes of order operate in both directions, mi-
cro-to-macro and macro-to-micro, but our theory
argues that tasks and shared responsibility repre-
sent important linkages starting from either level,
and emotions drive the process.

The theory of social commitments has im-
plications across the spectrum of social units.
Tracing the development of our work across
the past 3 decades, the bottom-up evolution is
evident. In the beginning the concern was with
dyads negotiating in relative isolation (Lawler
and Yoon 1996) or those embedded in small net-
works (Lawler and Yoon 1998). As theoretical
sophistication grew, the number of mechanisms
expanded as did the scope of applications. The
program of theory and research tackled problems
of cohesion and solidarity in more complex pro-
ductive exchange structures where emotions and
uncertainty reduction both play some role (Lawl-
er et al. 2000; see also Yoon and Thye 2002 for an
organizational application). The development of
the affect theory (Lawler 2001) opened the door
to new theoretical puzzles, such as which forms
of exchange are inherently most likely to endog-
enously generate affective group ties (Lawler e
al. 2008). As our work unfolded it continued to
expand—eventually addressing the network con-
ditions that produce network-to-group transfor-
mations (Thye et al. 2011) and the mechanisms
through which emotions are contagious and be-
come collective (Lawler et al. 2013). The nested-
commitments principle helped to understand how
these processes extend from local to even more
distal units. Ironically, the most recent theoreti-
cal turn takes us back to the very micro level, by
investigating the brain and biological processes
that correspond to feelings of joint-ness and com-
mon emotion (Kalkhoff et al. 2011).

The theory of social commitments is a cumu-
lative result of 20 years of theory and research.
It ties together the theoretical mechanisms of
past work and extends the scope of our theoriz-
ing from dyads and exchange to open interaction
groups, to nested group structures and ultimately
more macro units such as nation states. The fact

that the theory has been so uniformly supported
across such a diverse array of empirical tests is a
testament to the enduring role of emotions in the
production and maintenance of cohesion, person-
to-group ties, and social order more generally.
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Emotions in Justice Processes

Karen A. Hegtvedt and Christie L. Parris

6.1 Introduction

A child screaming at his sister for consuming
both his dessert and her own. A wife growing de-
pressed over her burden of household chores. A
worker remaining silent about her pay raise when
she realizes her colleagues did not get equivalent
salary bumps. White students at a private univer-
sity listening with growing indignation and em-
pathy as their African American peers tell of their
own experiences of discrimination. Protesters
taking to the streets, shouting angry slogans in re-
sponse to a military coup that toppled the incum-
bent leader. Although these scenarios represent
distinct contexts, all illustrate the pervasiveness
of emotional responses to the experience of injus-
tice. Whether an incident occurs within the fam-
ily, school, workplace, or the political arena, in-
dividuals who perceive themselves—or, in some
cases, others—to suffer an injustice are likely to
feel an array of emotions. What they feel depends
upon the circumstances, coupled with their own
individual characteristics and relationships. Situ-
ational factors also affect whether people express
openly or act upon emotional responses to their
evaluations of injustice.

In this chapter, we examine the complex role of
emotions in justice processes. Scholars (Cropan-
zano et al. 2011; De Cremer 2007; De Cremer
and van den Bos 2007; Hillebrandt and Barclay
2013) have repeatedly called for more attention
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to affect to understand justice issues. Jasso (2007,
p- 321) notes “Justice and emotions overlap, for
at every step of a justice process, the sense of jus-
tice triggers emotion.” Additionally, she specifies
how framing shapes how the injustice experience
“matches” to the valence and intensity of an emo-
tion. Consideration of these dimensions begins to
address what Turner (2007, p. 291) casts as the
“under-theorizing” of the dynamics of emotions
in justice processes as well as the “limited palate”
of emotions examined in such processes.

While classic justice perspectives (Adams
1965; Homans 1974; Walster et al. 1978) concep-
tualize emotional responses to distributive injus-
tice, more recent theorizing and research consider
emotional responses to procedural and interac-
tional injustice (e.g., Barclay et al. 2005; Stecher
and Rosse 2005) and the possibility that emotion
or general affect might shape the justice evalu-
ations (e.g., Barsky et al. 2011; Mullen 2007).
Whether emotions mediate between assessments
and action, as classic theories suggest, is also
currently subject to more empirical scrutiny. And,
while researchers now consider responses by
third parties (Mayer 2012), no longer are emo-
tional reactions limited only to interpersonal situ-
ations. With growing attention to the role of emo-
tions in protests and social movements (Goodwin
et al. 2001; Jasper and Owen, this volume; van
Stekelenburg and Klandermans 2007, 2013),
scholars have moved beyond the micro level of
analysis. Such work, importantly, provides the
impetus to examine the potential of individual-
level emotional responses to injustice to affect
macro dynamics between groups within society.
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We begin by examining the core definitions
and theoretical tenets of justice perspectives
that address the role of emotions. In doing so,
we raise issues about the meaning of the emo-
tions proposed in these theories. Then we review
empirical patterns, focusing on individual-level
emotional responses before turning to those that
involve group-level emotional reactions. We con-
clude by specifying both theoretical directions
and empirical pathways, highlighting the com-
plexity of emotions in justice processes.

6.2 Theoretical Framing of Emotions
in Justice Processes

Fundamentally, justice processes involve a com-
parison between expectations regarding a distri-
bution, decision-making procedure, or interaction
dynamic and an actual state of affairs (see Hegt-
vedt 2006; Jasso 1980). Expectations stem from
beliefs about normative principles regarded as fair
within particular contexts. To the extent that an ac-
tual distribution, procedure, or interactional treat-
ment corresponds to or is congruent with the nor-
mative rule, people tend to perceive the situation
as just; lack of correspondence or congruence, in
contrast, produces injustice perceptions. Thus, un-
derstanding of justice processes generally and the
role of emotion more specifically requires consid-
eration of what constitutes a normative rule.

6.2.1 Defining Justice Principles

Social psychological justice researchers have
largely focused on three types of justice: distribu-
tive, procedural, and interactional. Two meta-anal-
yses (Cohen-Charash and Spector 2001; Colquitt
et al. 2001) generally confirm the validity of
these distinct types, even though, as noted below,
there is some overlap in the conceptualization of
procedural and interactional justice. In addition,
more recently, researchers have turned attention
to retributive justice (Carlsmith and Darley 2008;
Vidmar 2002) and restorative justice (Braithwaite
1989), and in so doing raise different questions
about the nature of emotions in justice processes.

Distributive justice (Adams 1965; Homans
1974) refers to the dispersion of benefits and
burdens (i.e., outcomes, generically) in a social
group. Deutsch (1975) identified key distributive
justice rules as: equality, dictating equal shares
to all recipients; needs, indicating that outcomes
should be commensurate to recipients’ level of
need; and equity, which requires outcomes to be
proportional to contributions (positive things like
productivity, effort, ability, merit, and status or
negative things such as harms and losses). The
fairness of each rule depends on the situation,
with equality most relevant in situations stressing
group harmony, needs when individual welfare is
at issue, and equity in productivity contexts (Lev-
enthal et al. 1980).

Procedural justice (Lind and Tyler 1988) fo-
cuses generally on principles governing decision-
making. Leventhal et al. (1980) spell out norma-
tive procedural rules: (1) consistency of proce-
dures across persons and across time; (2) bias
suppression; (3) information accuracy; (4) cor-
rectability (the ability to change bad decisions);
(5) representativeness of the participants to a
decision or “voice;” and (6) ecthicality of stan-
dards. Tyler and Lind (1992) augment procedural
justice analysis by specifying principles focused
on what they refer to as more informal relational
processes among individuals: neutrality, echo-
ing decision-making principles of bias suppres-
sion and honesty inherent in ethicality; standing,
pertaining to status communicated through polite
behavior, dignified treatment, and respect for a
person’s rights and opinions; and trust, capturing
decision-maker intentions to be fair and ethical in
immediate and future situations.

These relational or interpersonal aspects of
procedural justice also exemplify what other
scholars deem as interactional justice (see Jost
and Kay 2010 about the procedural/interactional
justice conceptual overlap). Bies (2001) defines
the interactional justice in terms of treating peo-
ple truthfully, and with respect and dignity. In ad-
dition, interactional justice involves providing ra-
tionale or justification for the treatment received.
The fairness of procedural and interactional rules,
unlike distributive justice principles, is less likely
to depend upon the situational context, although
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some rules (e.g., consistency and “voice”) may
carry greater weight in particular situations (Lind
and Tyler 1988). And, even though assessments
of some procedural principles require social
comparisons, procedural and interactional rules
like neutrality, honesty, respect and provision of
rationale may rely on more objective standards.

Retributive justice and restorative justice deal
with issues of punishment for wrongdoing, often
in response to other acts of injustice. Thus, when
an individual harms another person, arguably a
violation of distributive or interactional justice,
people believe that the offender should be pun-
ished. Retributive justice, then, focuses on the
reasonableness and legitimacy of the punish-
ments for “committed crimes” (Carlsmith and
Darley 2008). Restorative justice (Braithwaite
1989; van Ness and Strong 2010) refers to an al-
ternative to punishment to redress the actions of
an offender. Issues of restorative justice arise in
criminal sentencing as a way to “promote healing
and justice through open discussion, consensus,
and forgiveness” (Jost and Kay 2010, p. 1146).
To achieve restorative justice requires bringing
together offenders, their victims, and affected
community members in a forum to allow dis-
plays of feelings and facilitate discussion about
the harm that occurred and joint decision-making
about restitution and reintegration of the offender
into the community. In effect, retributive and re-
storative justice tap into the fairness of actual re-
sponses to injustice.

While typically studied at the interpersonal
level, these types of injustice and the emotions
that they evoke may apply at more macro levels
as well. Below we detail the basic tenets of the
role of emotion in injustices arising between in-
dividuals or within small groups. Empirical sec-
tions cover both the micro-level and extrapola-
tions to the group level as well.

6.2.2 Theoretical Tenets: Emotional
Responses to Injustice

Theoretical pieces by Homans (1974) and
Adams (1965) provide the cornerstone of social
psychological research on emotional responses to

injustice. At the heart of both approaches is a com-
parison. The basic equity formula, Outcomes,/
Inputs, = Outcomesg/Inputsy (Adams 1965) sug-
gests a comparison of ratios between two people.
Homans (1974) likewise emphasizes the impor-
tance of comparing the reward one individual
gets with what another gets. Though these classic
works focus on distributive injustice or inequity,
the basic framework extends to analysis of proce-
dural and interactional injustice as well.

Adams’ (1965) formulation specifies that
people who perceive injustice are likely to ex-
perience unpleasant sensations of distress and
tension, which they are motivated to relieve. A
key means to do so is to restore justice, either by
actually altering outcomes or inputs or by psy-
chologically changing perceived assessments of
elements relevant in the situation (see Walster
etal. 1978). This central premise epitomizes con-
sistency approaches of the 1950s and 1960s (see
Fiske and Taylor 2013) that pivot around a drive
to reduce the generally negative state of discom-
fort resulting from what a cognitive discrepancy
between expectations derived from the equity
principle and concrete amounts received through
exchange or allocation. Reducing the aversive
state typically produces pleasant relief. While
focused on assessments of own injustice, ob-
servation of others’ injustice may create similar,
though perhaps less intense, feelings of distress
that spur subsequent actions and feelings.

Homans (1974) disassembles distress into spe-
cific emotions experienced by those who perceive
themselves as justly rewarded, under-rewarded,
or over-rewarded, both in comparison with others
as well as to one’s own expectations. Reflecting
on workers’ wage assessments, he notes that when
individuals see themselves as justly compensated,
they experience satisfaction, even if they earn less
than another worker who has greater skills. Dis-
satisfaction emerges when a person does not get
what he/she desires or when the amount received
is less than another worker whose contributions
are equal or perhaps even inferior. When the
comparison to another worker constitutes under-
reward, individuals are likely to feel angry and
frustrated, and maybe resentful “toward whoever
brought the condition about or benefitted from it”
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(Homans 1974, p. 241). Plus, anger is especially
likely when “the apparent injustice [is seen] to
be the result of someone else’s actions and not
[one’s] own” (Homans 1974, p. 257), which may
lead to aggressive behaviors. In contrast, over-
reward characterizes individuals securing more
than an equally contributing other. The over-re-
warded essentially benefit from injustice and thus
may not experience satisfaction in the same way
as the justly rewarded. Indeed, Homans (1974,
p. 256, 265) notes that they may feel “super-
satisfied,” particularly if they find good reason
to claim that they are getting what they deserve,
or guilty, especially if their outcomes come at an
explicit cost to another person. Guilt may spur be-
haviors to increase what the other gets if it does
not cost the individual too much.

Homans’s classic analysis raises three issues
critical to consider in examining the role of emo-
tions in justice processes. First, he distinguishes
between victims (i.e., the under-rewarded) and
beneficiaries (i.e., the over-rewarded) of injus-
tice and their concomitant emotions and potential
behavioral responses. Later theorists (e.g., Jasso
1980, 2007; Turner 2007) stress that individuals
are likely to be more sensitive to and experience
more intensely under-reward than over-reward.
Second, Homans and these later theorists stress
that observing what happens to others affects eval-
uations of one’s own situation. Essentially, justice
evaluations are necessarily comparative, distinct
from assessments of an individual’s preferences or
desires. Not getting what one hopes may produce
disappointment but not constitute a violation of
injustice. And, third, while Homans’s arguments
suggest that emotions may play a mediating role
between injustice evaluations and behavioral re-
sponses, he also notes that in some situations de-
termining whether dissatisfaction created the in-
justice evaluation or resulted from it is not always
possible. An existing affective state may influence
the choice of relevant comparison or the assess-
ment of contributions and outcomes. Such a claim
foreshadows work on the interplay between cogni-
tion and affect in the process of justice assessments
and responses. As detailed below, Homans’s key
issues surface in discussions of additional theoreti-
cal developments and empirical studies.

The core notion that the experience of in-
justice stimulates feelings of distress implicitly
emerges in work on violations of procedural and
interactional justice principles, especially those
conveying something about individuals and their
relationships to others. When organizational pro-
cedures are inconsequential and detached from
associated outcomes, their violation may hardly
evoke emotional arousal (Cropanzano and Folger
1991). The coupling of appraisals of outcome fa-
vorability or distributive justice with assessments
of procedures, however, may jointly stimulate
emotions. And, to the extent that procedural and
interactional justice rules emphasize individu-
als’ desire to glean identity relevant information
from the groups to which they belong (Tyler
et al. 1997), they may be more likely to arouse
emotions.

Lind and Tyler’s (1988) group value model
and their later relational model (Tyler and Lind
1992) suggest that people want to be well-regard-
ed within the groups to which they belong and
that procedurally just rules and treatment com-
municate this sentiment. Being a valued member
of a valued group, moreover, enhances an indi-
vidual’s self-esteem. The distress ensuing from
violations of procedurally and interactionally
just principles may tap into emotions other than
those identified by the distributive justice theo-
rists because such violations signal harm to the
quality of individuals’ relationships to others in
the group (including authorities) and potential
challenges to their own identities and feelings of
self-worth and esteem.

Although the nature of emotional responses
may depend upon the violation of a particular
type of justice, Hillebrandt and Barclay (2013)
argue that the overall injustice experience (i.e.,
the combination of the separate types of injus-
tice) may ultimately shape emotional reactions.
They suggest that while different types of injus-
tice rouse particular emotions (e.g., distributive
injustice evokes anger, interactional injustice
produces indignation), those emotions create a
cluster with a central or thematic emotion (e.g.,
resentment) that guides behaviors. This strategy
for analyzing emotions in complex injustice situ-
ations awaits empirical investigation.
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Beyond the core tenets of distributive jus-
tice approaches, scholars have linked affective
responses to cognitive elements underlying
justice assessments. Folger’s (1986, 1993) ref-
erent cognition model combines outcome fair-
ness with procedural justice. Referents refer
to imagined states; a high referent pertains to
easily imagining a more favorable outcome
than that received and a low referent indicates
difficulty in imagining such a state. Folger ar-
gues that individuals with high referents tend to
grow more upset than those with low referents.
Procedural justice, however, moderates that re-
lationship such that when the process determin-
ing outcomes involves voice or justification, the
disadvantaged with a high referent are likely to
accept the outcome and feel less anger and re-
sentment (Folger et al. 1983; Cropanzano and
Folger 1989). Of course, the combination of
distributive and procedural injustice produc-
es the greatest level of discontent. Folger and
Cropanzano (2001) extend this model to take
into account moral feelings as well. And, Gold-
man (2003) includes analysis of three types of
justice, demonstrating when distributive, pro-
cedural, and interactional justice are absent, in-
dividuals are most likely to experience anger;
although the presence of any one type of justice
mitigates the degree of anger.

In a similar vein, Montada (1994) and
Cropanzano et al. (2000) extend the two stage
process inherent in cognitive appraisal theory
(e.g., Frijda 1987; Lazarus 1991) to model jus-
tice relevant emotions. The primary appraisal
involves assessing the overall favorability of
outcomes in view of specific goals. And, the sec-
ondary appraisal includes assessments of other
contextual elements, including degree of con-
trollability, likelihood of change, causal sources,
the nature of procedures, and the like. Like any
cognitive processing, appraisals may be relative-
ly automatic and instantaneous or thoughtful and
constructed, depending upon situational circum-
stances (see Fiske and Taylor 2013). The com-
bined appraisals allow perceivers to make sense
and create meaning out of the situation. The first
stage may result in general positive or negative
emotions whereas the second stage refines the

valence of affect to produce discrete emotions
such as anger, guilt, pride, and shame. Extend-
ing this analysis, Hillebrandt and Barclay (2013,
p. 519) note that positive emotions “broaden
people’s momentary thought-action repertoires”
while negative emotions generally narrow them.
In addition, they argue that because discrete
emotions “are directed at a target and associated
with specific action tendencies,” distinguishing
among the array of positive or negative emotions
ensures understanding of specific behavioral re-
sponses.

Instances of retributive justice evoke a domi-
nant impulse to punish the offender (Darley and
Pittman 2003), especially if the inflicted harm is
intentional. Such a visceral reaction may be au-
tomatic as well as accompanied by the emotion
of moral outrage, constituted by a combination
of feelings of anger, disgust, and contempt. Re-
tributive responses largely focus on the perpe-
trator and contrast sharply with those involving
restorative justice, which focuses on repairing
harm to the victim and the community. Darley
and Gromet (2010) note the time and cognitive
resources necessary to achieving restorative
justice. The restorative justice process involves
evoking particular emotions, such as shame or
guilt, intended to stimulate the offender’s em-
pathy with the victim and, ultimately, a desire
to be reintegrated into the community (see e.g.,
Harris et al. 2004). While the role of moral out-
rage in retributive justice is similar to emotional
responses to violations of other types of justice,
the role of shame or guilt in restorative justice
suggests another pattern. In such cases, emo-
tion may motivate seeing a situation through
the eyes of the victim and community members,
and thus stimulate an evaluation of injustice,
which the offender has under his or her control
to remedy.

Overall, the above approaches cast emotions
as a form of reaction to injustice. As such, in-
terpretations of situational factors, via cogni-
tive processes, along with physiological under-
pinnings, shape which emotion emerges. Some
scholars, however, argue that people first experi-
ence the emotion and then interpret the situation,
leading to perceived justice or injustice.
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6.2.3 Theoretical Tenets: Emotions
Shaping Justice Perceptions

Proponents of the idea that emotions shape justice
perceptions offer perspectives that begin with ei-
ther discrete emotional experiences or with more
general affective states such as moods. They
propose that an unexpected, typically negative
feeling state triggers more careful analysis of the
situation, giving rise to a fairness assessment. So-
ciologists Scher and Heise (1993) draw on Affect
Control Theory (see Lively and Heise, this vol-
ume) to examine emotion as a precursor. Psychol-
ogists (see Cropanzano et al. 2011) have largely
focused on moods, which are distinct from emo-
tions in terms of unspecified origins, trans-situa-
tional nature, lesser intensity, and longer duration,
as an antecedent. Mullen (2007) and Barsky et al.
(2011) have attempted to examine how both emo-
tions and moods shape justice evaluations.

Scher and Heise (1993) argue that the classic
approaches to injustice view the creation of fair-
ness evaluations as resulting largely from cog-
nitive processes. In contrast, they contend that
justice assessments stem from affective sources.
Their central premise is “that the evaluation of a
rewarding act depends crucially on the affective
responses arising within the interaction, and that
these affective responses emerge from the way
the actors perceive the role-identities held by
various interactants, the definitions of the vari-
ous actions, and the ways that these meanings
combine in ongoing social interaction” (1993,
pp- 226-227). When transactional situations dis-
confirm identities (i.e., incongruence between
fundamental and transient impressions based
on evaluation, potency, and activity ratings) and
produce experiences of unresolved anger or guilt,
people cope by carefully appraising the situation
and potentially characterizing the transaction as
unjust. In effect, the emotion initiates a compari-
son of expected and received rewards, which, if
it results in an unfairness judgment, stimulates a
search for actions within and outside of the rela-
tionship that carry meanings in line with rectify-
ing injustice. The primary and fundamental role
of emotion in jumpstarting constructed situation-
al appraisals awaits empirical scrutiny.

In mood-focused approaches, affective feel-
ings meld with cognitive assessments by mold-
ing the type of processing strategy (Sinclair and
Mark 1992) or by filling a void in the information
available to construct the justice evaluation (van
den Bos 2003). In the former, affect essentially
affects the depth of processing of other informa-
tion in the situation. Sinclair and Mark (1992)
argue that individuals in a negative mood are
likely to process information in a systematic and
thorough way whereas those in a positive mood
tend to involve various processing heuristics (see
Fiske and Taylor 2013). They note empirical re-
sults showing that participants in an induced pos-
itive mood are less likely to discriminate among
reward allocations based on relative input levels
to create an equitable distribution compared to an
equal distribution. In contrast, those in a negative
mood found an equitable rather than equal alloca-
tion to be fairer. They additionally recognize that
mood may function as an informational cue.

Van den Bos (2003) specifically considers
mood as an information cue. When people face
incomplete information in a justice situation,
they use other information heuristically to fill in
the gaps (van den Bos et al. 2001). For example,
when reward recipients do not have information
on others’ inputs or have information only on
their own inputs and outcomes, they use infor-
mation on procedural fairness to create their dis-
tributive justice evaluation (i.e., the “fair process
effect”). Extending this argument, van den Bos
(2003) suggests that in ambiguous situations,
individuals rely upon their moods to direct their
distribution judgments. His findings demonstrate
that when study participants have information to
calculate whether they have been under-, justly,
or over-rewarded or fair procedures have or have
not been followed, mood matters little. In the
absence of that information, however, people
in bad moods judge their outcomes or relevant
procedures as significantly less fair than those in
good moods. Essentially, reliance on moods is a
means to manage uncertainty that arises in cogni-
tive appraisals of justice situations lacking more
relevant and concrete information.

Although examination of the impact of
emotional experience and moods on justice
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evaluations offers an alternative analysis to the
classical view of emotions as reactions to justice
assessments, Mullen (2007) argues that feeling
states may actually play both roles, creating a
reciprocal relationship between affect and ap-
praisal. Her affective model of justice reasoning
incorporates roles for both mood and emotion.
When people feel bad, they are more likely to
assert that something negative has happened in
general or, more specifically, that an injustice has
occurred. The appraisal of a situation as good or
bad may then stimulate particular emotions. With
positive appraisals, a positive emotion like hap-
piness may emerge with little effortful process-
ing about fairness. With negative appraisals, a
negative emotion like anger may arise (especially
when perceivers are confident about their assess-
ments), which may then stimulate more extensive
processing about the situation. The immediate
emotion thus colors examination of other avail-
able information and ultimately the nature of the
response.

In a similar vein, Barsky et al. (2011) offer
multiple avenues by which emotion and affect
may influence or be influenced by justice judg-
ments. They argue that “emotions and justice
perceptions intertwine as a focal justice-related
event is experienced” (p. 250). They also note
that contextual affect (i.e., incidental emotions
and moods) may influence perception of the jus-
tice-related event and that affect may more gen-
erally impact cognitions and cognitive process-
ing relevant to the justice perception.

Mullen and Barsky et al., in effect, challenge
researchers to bring together the multiple roles
that feeling states play in justice processes, as
both antecedents and consequences. Few studies
simultaneously examine moods and emotions in
justice situations (see Cropanzano et al. 2011).
Additionally, the means by which emotions trans-
form into moods (Doan 2012) may have implica-
tions for how individuals cope with injustice and
the pathways to restoring justice. Focusing gen-
erally on the valence of the emotion as positive or
negative, regardless of whether as an antecedent
or consequence in the justice process, disregards
much social psychological literature that illus-
trates distinctions, sometimes nuanced, among

emotions that may have consequences for justice
appraisals or injustice responses. The following
review spotlighting the large body of literature
on emotional reactions to injustice illustrates this
reliance and, when possible, highlights the im-
portance of distinguishing among emotions.

6.3 Empirical Investigations of
Emotions and Injustice

Although, as detailed previously, scholars discuss
types of justice and their relevance to individual,
group, and societal behaviors, most empirical ex-
aminations focus on individual-level responses to
distributive injustice. We begin with that domain
and then expand to encompass considerations of
different types of justice. And, beyond the focus
on own injustice, we consider the role of emo-
tions in situations involving observers and col-
lective responses to injustice.

6.3.1 Micro-Level Emotional

Responses to Injustice

The classical approaches argue that feelings of
“distress” follow perceived injustice, regardless
of the nature of the injustice, whereas fair out-
comes produce feelings of satisfaction. Below,
we first briefly discuss measurement. Then we
turn to patterns that emerge with regard to per-
sonal experiences of injustice, in both imper-
sonal and intimate relationships. We examine
the evidence for how individual differences and
situational factors affect these basic relationships
and for the proposed mediating role played by
emotions. Such analysis provides the basis for
suggesting the interplay between cognitive and
affective factors in justice processes, creating a
process that unfolds over time. We conclude the
section by focusing on how observers of others’
injustice respond, which has implications for the
role of emotion at the macro level.

6.3.1.1 Measurement Approaches
Researchers’ approaches to measuring distress
have varied over the decades. Early investigations
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(Austin and Walster 1974) used a 30-item check
list of adjectives to create an index of affect that
ranged from contentment to distress. Other work
(e.g., Hegtvedt 1990; Sprecher 1986; DeCremer
and Wubben 2010) relies on Likert scales of in-
tensity or frequency of experience for discrete
emotions. With data on discrete emotions, mea-
sures may involve composites of positive emo-
tions (e.g., satisfaction, happiness, contentment)
and negative emotions (e.g., anger, resentment,
frustration) (e.g., Hegtvedt and Killian 1999;
Stecher and Rosse 2005) or single items (e.g., De
Cremer 2004). The composite strategy enhances
measurement reliability but may conceal nuanced
responses, mainly those more dependent upon
contextual factors beyond ratios of outcomes to
inputs (see Hillebrandt and Barclay 2013; Turner
2007). Other research involves narratives asking
respondents to identify justice relevant situations
and describe the emotions that those situations
evoke (Mikula et al. 1998). And a few studies
have used physiological measures like heart rate
and galvanic skin response (Markovsky 1988)
and newer methods of brain imaging (Hsu et al.
2008; Tabibnia et al. 2008). The latter show that
inequity activates the insula region of the brain,
often associated with negative emotion whereas
fair outcomes stimulated brain regions associated
with positive emotion (e.g., amygdala, ventral
striatum, and ventromedial prefrontal cortex).

6.3.1.2 Emotional Responses in
Impersonal Relationships

The central predictions of the classic approaches
and the more recent theorizing of Turner (2007)
suggest that the experience of justice produces
positive emotions while the experience of injus-
tice results in negative ones in both in impersonal
and personal relationships. Given that the Adams
(1965) and Walster et al. (1978) formulations in-
dicate that “distress” results from the experience
of inequity, the early study by Austin and Walster
(1974) focused specifically on distress. Find-
ings confirm that equitably rewarded study par-
ticipants were more content and less distressed
than those inequitably under- or over-rewarded
and that the under-rewarded experienced the
most distress. Per Homans’s (1974) formulation,

subsequent work, using a variety of methodologi-
cal approaches, has unpacked the nature of the
distress, and in so doing begun to highlight the
experience of discrete and distinct emotions.

Focusing on self-reports using an open-ques-
tionnaire format, Mikula (1986) shows that study
participants asked to describe their emotions re-
sulting from a personal experience of injustice
most frequently called to mind feelings of anger,
rage, and indignation, followed by disappoint-
ment, surprise, helplessness, and depression.
Using a similar methodology in a study involv-
ing student respondents in 37 countries, Mikula
et al. (1998) asked participants to describe in-
cidents eliciting particular emotions and then to
indicate if the eliciting situation was unjust or un-
fair. They found that anger, and to a lesser degree
disgust, sadness, fear, guilt, and shame, stemmed
from unjust situations. They note, moreover, that
unjust events compared to other soliciting situa-
tions stimulated feelings of greater intensity and
duration.

The emphasis on anger pervades other inves-
tigations of emotional responses to distributive
injustice. Employing experimental designs, re-
search consistently demonstrates that equitably
or fairly rewarded study participants feel more
satisfied and those under-rewarded feel angrier
than their equitably or over-rewarded coun-
terparts (Clayton 1992; Gray-Little and Ted-
dlie 1978; Hegtvedt 1990; Williams 1999; see
Colquitt et al. 2013). Batson et al.’s (2007) find-
ings refine this pattern by categorizing anger in
response to own injustice as “personal,” and con-
trasting it with empathetic anger resulting from
unfair treatment suffered by a cared-for other and
moral anger stemming from violation of a moral
standard. In addition, Hegtvedt (1990) shows
that the under-rewarded experience more resent-
ment and helplessness and Williams (1999) finds
that those who perceive their outcomes as unfair
feel more sadness than those who assess their
outcome as fair. Using a composite measure of
negative emotions, including anger, resentment,
and frustration, Hegtvedt and Killian (1999) fur-
ther confirm that when individuals perceive that
their own outcomes are unfair, they are likely to
experience negative emotions.
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Although patterns of findings with regard to
the effects of distributive injustice are quite con-
sistent with regard to the experience of anger,
they are less so with regard to guilt among the
over-rewarded. Gray-Little and Teddlie (1978)
find no evidence of guilt. Hegtvedt (1990) dem-
onstrates that the over-rewarded do feel more
guilty than the under- or equitably rewarded but
the absolute levels of guilt feelings are quite low.
Guilt may depend upon whether or not one’s own
outcomes come at the expense of another per-
son. Reuben and Winden (2010) show that in a
gaming situation, proposers experience greater
guilt when they take what they consider an un-
fair amount in a power-to-take game, especially
if responders have punished the proposers in the
past. And, Hegtvedt and Killian (1999) show that
guilt feelings decrease when individuals perceive
outcomes to be fair to others, giving some sup-
port to the notion that interdependence between
individuals is central to evoking guilt when over-
rewarded.

Similar to patterns regarding distributive jus-
tice, when procedures are fair, individuals are
more likely to feel satisfied. For example, De
Cremer (2004) shows that accuracy of procedures
and leader’s neutrality enhance positive affect.
The pattern for anger or resentment in response
to procedural injustice is more complex than
that evidenced for distributive injustice. Such
negative emotions are more likely only when
unjust organizational procedures tap into an in-
dividual’s value to the group or are assessed in
the context of outcome evaluations (Cropanzano
and Folger 1991). De Cremer and Ruiter (2003)
show that procedural injustice—represented by
failing to provide voice to individuals affected
by a decision—can produce feelings of disap-
pointment. Yet Folger and Martin (1986) find no
main effect of procedural justice, but show that
dissatisfaction, though not resentment, emerges
when unfair outcomes stem from a fair procedure.

Weiss et al. (1999) elaborate on why informa-
tion on outcomes is relevant to procedural justice
effects. Once people experience the happiness or
disappointment related to favorable or unfavor-
able outcomes, respectively, they are likely to try
to make sense out of their experience. In so doing,

they examine the procedures that produced them,
some of which work to favor individuals and
some do not. Together, assessments of outcomes
and procedures produce an array of emotions.
While negative outcomes generally stimulate dis-
appointment, the angriest responses occur when
people suffer unfavorable outcomes wrought by
unfair procedures. And, while positive outcomes
usually produce happiness, guilt emerges when
individuals benefit through an unfair process.
Pride stemming from positive outcomes, how-
ever, remains regardless of the fairness of pro-
cedures. Results from Krehbiel and Cropanzano
(2000) generally replicate these findings and also
signal that frustration parallels the pattern for
anger and anxiety parallels the pattern for guilt.
And Tepper (2001) shows that feelings of de-
pression are most severe when distributive and
procedural justice are both low.

In contrast, Barclay et al. (2005) demonstrate
slightly different patterns in response to outcome
favorability and procedural justice in a field study
involving layoff victims. Their findings suggest
that guilt and shame, characterized as inward
looking emotions, arise when individuals receive
an unfavorable outcome through a fair process;
favorable outcomes or an unfair process mitigate
feelings of guilt and shame. And, unlike the results
of Weiss et al., anger, representing an outward
looking emotion, emerges regardless of outcome
favorability if people perceive the procedures to be
unfair. The differences between experimental and
field study may have produced variations in the
pattern observed by Weiss et al. and Barclay et al.

While the focus of fewer studies, Stecher and
Rosse (2005) argue and provide evidence that
violations of interactional justice evoke negative
emotions similar to those with regard to distribu-
tive injustice. Employing a composite measure of
anger, resentment, and bitterness, they confirm
that instances of interpersonal disrespect result in
negative emotions, regardless of level of proce-
dural justice (represented by accuracy and con-
sistency of information). De Cremer and Tyler
(2005) also show that interactional justice, also
signified by respect, attenuates sadness and dis-
appointment, while enhancing positive emotions
(happiness, satisfaction, and cheerfulness).
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This body of research generally signals support
for expectations of justice leading to positive emo-
tions and injustice evoking negative emotions.
The most consistent pattern emerges for anger
resulting from disadvantaged distributive and in-
teractional injustice. Researchers qualify the con-
ditions of procedural injustice that are likely to in-
spire anger. While a variety of emotions have been
examined, only a few studies attempt to differenti-
ate between types of similarly valenced emotions
in a meaningful, conceptual way (e.g., inward
compared to outward looking). Hillebrandt and
Barclay (2013) stress that distinguishing among
positive emotions, which play an adaptive role
especially in organizations, has been particularly
overlooked. Studies of personal relationships pro-
vide additional support for the expected tenets but
also elaborate upon other relevant issues.

6.3.1.3 Emotional Responses in Personal
Relationships

Research on justice and emotions in close person-
al relationships encompasses studies of romantic,
unmarried partnerships and married couples. The
former includes a narrower age group and less
enduring relationships than the latter and thus
looks at general contributions to the relationship.
Married couple studies often focus specifically
on the household division of labor.

Sprecher (1986, 1992, 2001) captures equity
and emotion processes in romantic partnerships
involving college students. Using a survey re-
sponses, Sprecher (1986) assesses the global equi-
ty/inequity of the relationship (i.e., who is getting a
better deal out of the relationship and who contrib-
utes more or less) and asks how frequently respon-
dents experienced eleven positive and 13 negative
emotions in reference to their relationship in the
previous month. (Some of the emotions, however,
such as passionate or companionate love, seem to
be sentiments or affective states.) For men, under-
benefitting and over-benefitting decreased posi-
tive emotions and increased negative emotions;
for women, under-benefitting followed the same
pattern as for men, but over-benefitting only influ-
enced negative emotions. These patterns emerge
for both indices of positive and negative emotions
as well as specific emotions. Interestingly, under-

and over-benefitting produce feelings of guilt,
contrary to Homans’s expectations.

Using a vignette methodology to examine ex-
pected emotions in relationships characterized by
under- or over-benefit, Sprecher (1992) confirms
some of the classic patterns. If anticipating un-
der-benefit, respondents expected to feel greater
anger and depression than those anticipating
over-benefit, who expected to feel more guilt but
also greater happiness, contentment, and satis-
faction. When the emotions were compiled into
general measures of distress, respondents expect-
ing under-benefit also expected distress whereas
those responding to possible over-benefit did not.
Sprecher (2001) likewise shows that survey re-
spondents feeling under-benefitted in their own
relationships are more likely than those over-ben-
efitted to experience overall distress. Sprecher’s
studies imply greater emotional acceptance of
general over-benefit than under-benefit. Examin-
ing discrete emotions associated with particular
behaviors, however, may be more useful to more
accurately understand these effects.

In married couples, early studies focused
largely on depression in response to inequity.
Schafer and Keith (1980) examine inequity as-
sessments for five household roles (housekeeper,
cook, financial provider, companion, and par-
ent). Results indicate that those who experience
under- or over-benefitted inequity in the perfor-
mance of their roles tend to feel more depressed
than those who experience equity. Longmore and
Demaris (1997) reveal a similar pattern but also
show that high self-esteem buffers the effects of
under-benefitted inequity on depression.

Anchored in Affect Control Theory and Kem-
per’s structural model of emotions, Lively et al.
(2010) extend work on couples by including
composites measures of positive and negative
emotions as well as discrete emotions. Results
show that perceiving the distribution of house-
hold labor as unfair to self is positively related to
a composite of negative emotions and negatively
related to a composite of positive emotions; per-
ceived unfairness to partner produces the same
patterns using composite measures. The effects
of unfairness to self and to other, however, differ
somewhat for discrete emotions. Self unfairness
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exerts relatively strong positive effects on distress
(akin to depression), anger, and rage and negative
effects on tranquility and excitement. In contrast,
unfairness to other exerts a weaker effect on dis-
tress and tranquility and no effects on anger or
rage but enhances fear and self-reproach. Thus,
when over-benefitted, the emotional cocktail in-
cludes negatively valenced emotions, and not the
more positive emotions that emerge in some ex-
perimental work and in Sprecher (1986). Unlike
short-term instances of over-benefitting injustice,
in longer standing-couples “exploitative behavior
appears disturbing—as opposed to satisfying—to
the beneficiary” (Lively et al. 2010, p. 375).
Guerrero et al. (2008) provide similar evidence
about guilt experienced by an over-benefitted
spouse. They show that under-benefit produces
anger and, for wives, sadness too. And, beyond
emotional experiences, they find that spouses
who view their relationships as equitable report
using more constructive, prosocial emotional
expressions. In contrast, partners who see them-
selves as under-benefitted employ more destruc-
tive, antisocial emotional expressions. Results
further suggest that anger and destructive expres-
sions mediate the effects of under-benefitting on
marital satisfaction. Thus particular emotions and
their expressions affect the quality of the relation-
ship, which may influence subsequent behaviors.
While the patterns of effects of perceived dis-
tributive justice, assessed typically in terms of
the division of labor in the home, replicate some
of the patterns emerging in more impersonal re-
lationships, they also highlight some differences.
Importantly, the interdependence in enduring
relationships differentially affects the impact of
inequity on more in-ward looking emotions like
guilt and potentially on the pattern of emotion-
al expression in familiar couples. The extent to
which a relationship is personal acts as a moder-
ating factor in the analysis of the justice/emotion
relationship. Other moderators include individu-
al-level differences and situational factors.

Individual Difference Factors
Affecting Emotional Responses
Even when individuals similarly perceive injus-
tice, they may not experience it in the same way

6.3.1.4

emotionally. Researchers have considered the ef-
fects of several individual difference factors to
help account for this variation.

Individuals vary in terms of the extent to
which they believe that the world is just. Such
“belief in a just world” (BJW) involves deem-
ing that people deserve the outcomes they re-
ceive because of who they are or what they did
(Lerner 1980). Hafer and Olson (1998) review
research demonstrating that strong believers in
a just world emotionally respond to their own
negative outcomes less negatively and more pos-
itively than those who hold weaker beliefs. For
example, Dalbert (2002) shows that BIW buffers
against the experience of anger in response to
unfairness perceptions. Hafer and Correy (1999)
argue that strong believers tend to make more
internal and fewer external attributions for their
receipt of negative outcomes, which reduces the
perceived severity of injustice and concomitant
emotions. Study results, employing a composite
measure of depression, shame, anger, and dissat-
isfaction indicate that external attributions and
injustice perceptions do mediate the BJW/emo-
tions relationship.

Van Prooijen et al. (2008) examine how indi-
viduals’ social value orientation (SVO)—the ex-
tent to which they are more self/individualistical-
ly or socially-oriented with regard to their prefer-
ences for outcome distributions—affect emotion-
al responses to procedural justice, represented by
the provision or lack of voice in decisions affect-
ing oneself. In two experimental and one field
studies, they find that the effects of procedural
justice on satisfaction or a composite of negative
emotions (anger, disappointment, being mad)
was more pronounced for proselfs rather than
prosocials. In effect and ironically, justice con-
cerns affected those with egocentric tendencies
more than those socially oriented, whose tenden-
cies align more with social justice concerns. Yet,
for individuals high in interdependent self-con-
strual, procedural justice enhances positive affect
(Brockner et al. 2005). Other research likewise
signals how dispositional characteristics that take
other people into consideration decrease negative
reactions to one’s own injustice. For example,
a disposition to forgive others attenuates anger
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in response to an unfair event (Chan and Arvey
2011) and highly conscientiousness people expe-
rience less negative emotions in response to vio-
lations of equality (Stouten et al. 2011).

While BJW and SVO tap into underlying be-
liefs differentially held by individuals, affect in-
tensity refers to a person’s predisposition to react
more or less emotionally to an event. Murphy
(2009) provides results from two distinct con-
texts involving compliance with the law (taxation
and policing). When legal authorities proceed
fairly in their decisions (show respect, act neu-
trally) they reduce the experience of “anger” (a
composite of resentment, being bothered, acting
out, frustration) at a much higher rate for those
low in affect intensity compared those high in in-
tensity. Ensuring fairness may not always quell
the negative emotions of those who are predis-
posed to respond emotionally to an event.

Together, these studies draw attention individ-
ual-differences in responding to injustices. In so
doing, they contribute to emphasis on evaluations
and reactions to injustice as subjective, based on
individual characteristics. Situational factors,
however, also contribute to how individuals
make sense out of situations.

6.3.1.5 Situational Factors Moderating
the Injustice-Emotion
Relationship
Situational factors may pertain to information
available, the nature of the group context, or the
like. Austin and Walster (1974) show that when
individuals are led to expect distributive injus-
tice, they feel less distress in response to unfair
outcomes. Expectations may implicitly underlie
how other group context factors affect emotional
responses as well.

De Cremer and colleagues have investigated
various aspects of how leadership and group mem-
ber relations moderate the effects of (typically pro-
cedural) injustice on affect. Subordinates of con-
fident leaders who allow pre-decision voice (i.e.,
create procedural justice) experience less negative
emotion (combined disappointment and frustra-
tion) than those given voice only after the deci-
sion; procedural justice conditions, however, had
little effect if the leader was low in confidence (De

Cremer and Wubben 2010). Similarly, a strong
transformational leadership style ensures the posi-
tive effect of procedural justice on affect compared
to other types of leadership that fail to reinforce
the positive relationship (De Cremer 2006). These
studies suggest that the nature of leadership mod-
erates the effect of procedural justice on emotions.

Likewise, a long standing perception of oneself
as a member of a work team creates greater em-
phasis on voice and concomitant positive emotions
than having just recently become a team member
(De Cremer and Stouten 2005). Not surprisingly,
membership heightens concern for one’s value to
the group and the value of the group itself and in
so doing draws attention to other group members.
De Cremer et al. (2005) show that to the extent
that individuals perceive other group members
to experience procedural fairness in performance
evaluations and pay procedures, their own sense
of process fairness has an amplified effect on a
composite of positive emotions. And, in a differ-
ent way, when people perceive others in need of
social support, their emotions signal tolerance of
violations of equality (Stouten et al. 2011).

The positive impact of others on people’s as-
sessments of types of justice, however, may be
limited to situations that promote cooperation
rather than competition. De Cremer and van Hiel
(2010) find that with competitive interdepen-
dence, a person’s anger and frustration increase
when witnessing “voice” for another but not for
oneself. When emphasizing cooperation, the pat-
tern reverses and another’s justice reduces nega-
tive responses to own injustice.

Together these studies clearly indicate that
situational factors matter—at least for the un-
derstanding of procedural justice and emotions.
Factors moderating the effects of distributive
and interactional injustice on emotions require
further investigation. Nonetheless, studies exam-
ining emotions as mediators include all types of
injustice and reactions.

6.3.1.6 Emotional Responses to Injustice
as Mediators

The classic distributive justice perspectives sug-

gest that “distress” mediates between perceived

injustice and behavioral responses. A growing
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number of studies now provide evidence of me-
diation, with regard to various types of injustice.
The focus is typically on anger and responses
such as counterproductive work behaviors, loy-
alty/withdrawal, and retribution.

Evidence from studies employing experimen-
tal (Srivastava et al. 2009) and survey techniques
involving students (Chan and Arvey 2011), work-
ers (Khan et al. 2013), and layoff victims (Bar-
clay et al. 2005) demonstrate that anger mediates
behavioral responses to distributive injustice.
Findings from the latter two studies also indicate
that other types of emotion (e.g., sadness, shame,
guilt), however, do not mediate between percep-
tions and counterproductive work behaviors or
retaliation.

Focusing more specifically on procedural
justice, Murphy and Tyler (2008) find that for
a sample of taxpayers, unfair procedures used
by tax authorities heightened anger, which in
turn decreased compliance with rules. In an-
other survey, subordinates’ happiness with their
workplace mediated the impact of their assess-
ment of procedures on compliance with regula-
tions in the context. A similar pattern emerges
in experimentally-oriented work by De Cremer
and Den Ouden (2009), which shows that nega-
tive emotions mediated the effect of procedural
fairness (voice/no voice) on withdrawal when the
authority is passionate. Along with distributive
and procedural justice, violations of interactional
justice also enhance angry responses that in turn
affect counterproductive work behaviors (Roy
etal. 2012).

One study of loyalty in banking brings togeth-
er all three types of justice. Chebat and Slusar-
czyk (2005) surveyed banking clients about the
service they received when they filed complaints.
Results showed a direct effect of interactional
justice (courtesy of treatment by bank employ-
ees) and on loyalty behavior (maintaining, not
closing, the bank account). Additionally, inter-
actional justice and distributive justice (focused
on compensation) affected both negative emo-
tions (anxiety and disgust) and positive emotions
(joy and hope), which in turn influenced loyalty
behavior. The effects of procedural justice were
mediated through only negative emotions. These

results suggest that justice-related emotions may
function diagnostically for managers, stimulating
a closer examination of what is going on in the
situation and, perhaps, cognitive appraisals re-
garding the source of the emotion.

In addition to the focus on emotions per se,
two recent studies emphasize “emotional exhaus-
tion,” strain associated with work demands and
stressors, as mediating between justice percep-
tions and employee withdrawal. Cole et al. (2010)
demonstrate that distributive and interpersonal
injustice increase emotional exhaustion, which
decreases organizational commitment leading to
withdrawal behaviors. Also, Howard and Cordes
(2010) find that both procedural and distributive
injustice enhance emotional exhaustion leading to
employee absenteeism, turnover intentions, work
alienation, and alcohol self-medication.

Revelation of mediating effects not only con-
firms classic theoretical arguments but also paves
the way for considering how motivations, ap-
praisals, emotions, and behaviors may operate in
a cyclical fashion, especially in contexts involv-
ing on-going behavior. Hillebrandt and Barclay
(2013) suggest that an episode of injustice may
lead to subsequent interactions each character-
ized by different emotions, yet few studies ad-
dress such over-time experiences. The next sec-
tion describes some embryonic work examining
such on-going processes.

6.3.1.7 The Interplay Between
Motivations, Cognitions, Affect,
and Responses in Justice
Situations
In situations that may evoke justice concerns,
individuals enter with a variety of motivations,
attempt (consciously or unconsciously) to make
sense out of the situation (deliberately or auto-
matically) using both cognitive and affective
tools, and the respond accordingly, which may
generate new information, new evaluations and
emotions, and new behaviors. Even though jus-
tice is a process, studies typically involve one
shot assessments and reactions. In so doing, they
fail to capture on-going dynamics. Here we de-
scribe a few investigations that attempt to capture
more than a snap-shot of justice processes.
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Using an experimental design, Stets and Os-
born (2008) examine how people’s initial moti-
vation for enhancement results in positive reac-
tions to over-reward. They show, however, that
over-reward as a disconfirmation of an identity
ultimately leads to a desire for consistency and
erodes positive responses to over-reward. Their
study illustrates that emotions at one point in
time affect behavior and subsequent emotions,
capturing a dynamic element in justice situations.

A series of studies by Rupp and colleagues
show how individuals in service industries not
only experience emotions but also manage them
in response to their customers. Rupp and Spen-
cer (2006) find that when customers treat service
works with unfairness, the workers experience
anger but also must increase the effort by which
they manage their emotions. In the absence of
unfairness, emotional labor of service workers is
more manageable. The maintenance of emotions
through surface acting when faced with unfair
customers is particularly challenging for work-
ers low in perspective taking ability (Rupp et al.
2008). In addition, when service workers observe
their coworkers also facing instances of customer
injustice and the need to manage emotions, their
own emotional labor grows more intense (Spen-
cer and Rupp 2009). These studies exemplify
how contexts affect the experience of emotion
and constrain responses to perceived injustice,
which has implications for how further interac-
tion will unfold.

Restorative justice arenas, perhaps, most
clearly illustrate the unfolding interrelationship
between motivations, appraisals, emotions, and
justice. As noted previously, the goal is to instill
feelings of shame, guilt, and empathy in offend-
ers to provide a basis for reintegration into the
community. Rossner (2011) inspects micro-level
dynamics represented in a video recording of a
restorative justice conference involving the vic-
tim, the offender, law enforcement officers, and
observers who attempt to negotiate an appropri-
ate punishment. She analyses facial expressions,
verbal cues, gestures, and other dynamics to il-
lustrate how an initial situation of anger (on the
part of the victim and observers) and anxiety (on
the part of the offender) transforms into one of
solidarity owing to the development of shared

cognitions and appropriate emotional responses
by the offender. Wenzel et al. (2010) argue that
shared identities (e.g., university affiliation, com-
pany) between the victim and offender facilitate
the success of restorative justice conferences. In
cases where victim and offender belonged to the
same group, feelings of sadness mediated be-
tween the justice perceptions and commitment
to the restorative justice process. While these re-
storative justice studies focus mainly on the vic-
tim and offender, as illustrated by other research,
observers or third parties are potentially integral
to understanding responses to injustice, including
how they are affected by emotions.

6.3.1.8 The Emotional Responses of
Third Parties to Others’ Injustice

Compared to research on personal injustice,
studies of third party responses to others’ injus-
tice are relatively recent (see Skarlicki and Kulik
2005). Expressed emotions by others may com-
municate information to a potential victim of in-
justice, which may shape his or her subsequent
behavior (Hillebrandt and Barclay 2013). Mayer
(2012) offers a theoretical model linking others’
injustice to moral emotions, and subsequently
to negative responses (e.g., punishment, retalia-
tion) and positive, prosocial ones. Studies tend to
focus on the former, though as noted above, re-
storative justice conferences encompass the lat-
ter. Emphasis often rests on third parties’ “moral
outrage” (combined anger, contempt, disgust)
and subsequent behaviors.

Lotz et al. (2011b) demonstrate that to the ex-
tent that study participants experience moral out-
rage toward an offender who unjustly distributed
rewards between him/herself and another person,
they are more likely to compensate victims and
punish offenders. Self-focused feelings of threat
(combination of anxious, nervous, guilty, con-
fused) also mediated compensation responses, at
least when the other was aware of his/her victim-
hood. In a related study, Lotz et al. (2011a) ex-
amine how third parties’ sensitivity to others’ in-
justice triggers feelings of moral outrage, which
in turn affects behavioral responses. Individuals
who demonstrate such sensitivity have stronger
feelings of moral outrage and are more likely to
use their own resources to punish the offender.
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Such a pattern parallels results showing that
observers who experience moral character as cen-
tral to their self-conception are more likely to en-
gage in retribution toward an offender (Skarlicki
and Rupp 2010). For individuals low in moral
identity, whether they respond to another’s injus-
tice depends upon whether they employ a rational
(relying on cognitions and counterfactual think-
ing) or experiential (relying on emotion) process-
ing frame; the experiential frame increases the
likelihood of retribution by third parties. Interde-
pendent self-construals (compared to independent
ones) likewise generate greater moral outrage
among observers and likelihood of retribution-
oriented goals (Gollwitzer and Bucklein 2007).

The studies reviewed above typically presume
that third parties will act as neutral observers, and
that the emotions generated by another’s suffering
fuels their responses. Blader et al. (2013), however,
challenge this assumption. They argue that assess-
ments of justice by third parties may be subjec-
tive, colored by the emotions they feel toward the
recipient of unfair decisions or unfair outcomes. In
five studies, they show that social emotional con-
gruence—positive attitudes toward and a match
in response to a recipient’s reactions—influences
third parties’ justice judgments such that they par-
allel those of the recipient, feeling positive at over-
reward but negative with under-reward. Emotional
incongruence (negative attitude toward and a de-
sire to distinguish one’s responses from those of
the recipient), however, allowed third parties to
tolerate the disadvantage suffered by a recipient.

Together, these studies illustrate different
roles for emotion in the analysis of third parties’
response to others’ injustice. When conditions
allow third parties to experience an evolutionary-
based deontic response, such as that captured by
moral outrage, they move to help victims. These
studies, however, focus on individual level re-
sponses, not collective responses.

6.3.2 Macro-Level Emotional
Responses to Injustice

Increasing research focuses on the role that emo-
tions play in responses to injustice beyond the
individual level. Here we briefly examine how

emotions influence the instigation of protest
(see also Jasper and Owens, this volume, on the
impact of emotions on social movements more
generally) and then turn to research on intergroup
dynamics pertaining to feelings of collective
anger (by the disadvantaged) and collective guilt
(by the advantaged).

The Role of Emotions in Social
Movements
Perceptions of injustice and their resulting emo-
tions play a role in social movements inasmuch
as they serve to instigate collective action and
determine types of protest activities. People must
first perceive a situation as unjust before collec-
tive action can occur (McAdam 1982; Turner and
Killian 1987). These injustice perceptions spur
an emotional response, often anger, which in turn
may lead individuals to engage in protest activi-
ties (Goodwin et al. 2001). Indeed, van Stekelen-
burg and Klandermans (2013) argue that anger
and/or contempt animate individuals into specific
types of collective action via two distinct “emo-
tional routes” to protest. The “anger route [is]
based on efficacy, leading to normative action”
(p. 6) while the contempt route occurs “when
legitimate channels are closed and the situation
is seen as hopeless, invoking a ‘nothing to lose’
strategy leading to non-normative protest” (p. 6).
Similarly, Tausch et al. (2011) examine sepa-
rate emotional pathways to normative (i.e., con-
forming to social system norms) versus nonnor-
mative (i.e., violating social system norms) pro-
test activities among three groups of protesters:
German students protesting tuition fees; Indian
Muslims protesting economic and social disad-
vantage; and British Muslims’ protests of British
foreign policy toward Muslim countries. Tausch
et al. (2011) show that anger strongly predicts
normative (e.g., political participation) but not
nonnormative (e.g., violence) action and con-
tempt predicts nonnormative action but not nor-
mative action. Building on previous research on
anger and contempt (Fischer and Roseman 2007),
Tausch et al. explain their findings in terms of
the relationship between activists and the targets
of their activism. While anger is associated with
interpersonal relationships and serves as a con-
structive emotion to redress violations of moral

6.3.2.1
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conduct, contempt occurs in less personal rela-
tionships in which “there is a perceived lack of
control over the other person and where reconcil-
iation is no longer sought” (2011, p. 131). In ad-
dition, beyond emotions, Tausch et al.’s replicate
previous work indicating that the recognition of
the ability act—i.e., efficacy—fosters collective
action (e.g., McAdam 1982; Tilly 1978).

In addition to social movement protest activ-
ity, perceptions of injustices also spur group-
level emotional responses. Social categories (i.e.,
race, gender, and social class) dictate patterns of
privilege and discrimination that prompt distinct
emotions for different social groups.

6.3.2.2 Group-Level Emotional
Responses to Injustice

Just as individuals create social identity ties to
the groups in which they belong (Tajfel and Turn-
er 1986), so too do they feel “social emotions” in
relation to the groups with which they identify
strongly, i.e., their ingroups (Mackie et al. 2000;
Smith 1999). Here we consider two group-based
emotions, anger (felt by members of disadvan-
taged groups) and guilt (felt by members of privi-
leged groups).

Perceptions of intergroup harm or threat by
disadvantaged ingroup members lead to emotion-
al responses like anger. Two studies examine this
group-level dynamic by focusing on how sexism
impacts the ways in which women (the ingroup)
perceive men (the outgroup). (Pennekamp et al.
(2007) investigate the role of gender identity
(i.e., group-based identity) and the relevance of
societal issues regarding gender (i.e., sexism) on
the level of group-based anger aimed at a specif-
ic outgroup (men). Their findings indicate that,
while strong gender identification affects group-
based anger indirectly, via relevance of sexism,
both outgroup blame and relevance of sexism
strongly predicted group-based anger.

Moving beyond the impact of systemic issues
of'sexism, Chaudoir and Quinn (2010) look at how
everyday sexist events affect group-based anger
of female observers witnessing catcalls aimed at
other women. Their results show that anger is the
predominant intergroup response for these third
parties. Moreover, they found that bystanders’

gender identity became more salient, suggesting
that their emotional response stemmed from their
gender group identity. Findings from these two
studies illustrate the ways in which instances of
sexist behavior coupled with gender identity af-
fect how women, as victims and as observers con-
stituting an ingroup, react to behaviors of men,
representing an (advantaged) outgroup.

Focusing on the potential feelings stemming
from positions of advantage, collective guilt is
“a dysphoric feeling experienced when people
perceive their ingroup as responsible for wrongly
harming another group, even when they are not
personally responsible” (Gunn and Wilson 2011,
pp. 14741-14755). Wohl et al. (2006) identify
three antecedents to collective guilt, including (1)
self-categorization as a member of the harm-do-
ing group, (2) belief that the group is responsible
for harmful actions affecting another group, and
(3) belief that the harm is illegitimate or immoral.
They also argue that the experience of collective
guilt depends on perceptions regarding how diffi-
cult and costly correcting the situation might be.

Individuals belonging to advantaged groups
that have harmed outgroup members experience
feelings of collective guilt (Branscombe 1998;
Doosje et al. 1998; Miron et al. 2006), although
not always particularly intensely (Swim and
Miller 1999) or frequent (Wohl et al. 2006). Be-
cause ingroup members wish to view their group
in a positive light (Tajfel and Turner 1986), they
pursue various strategies to assuage their guilt.
Gunn and Wilson (2011) show that advantaged
groups who have harmed outgroup members are
more likely to acknowledge their collective guilt
and shame when they can circumvent the threat
to their group identity and instead affirm it, pav-
ing the way for reparations. Yet other research
demonstrates that perpetrator groups blame the
harmed group for instigating the harmful actions
of the ingroup and thereby justify the actions
of the ingroup as necessary (Wohl et al. 2006).
In effect, denying or ignoring advantageous in-
equality attenuates negative affect resulting from
unjustified privilege (Napier et al. 2006). Even
those unaffected directly by a particular injustice
seem to indicate emotions aligning with those of
the groups to which they most closely identify.
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6.3.2.3 Group-Level Emotional

Responses to Observed Injustice
In 2005, Hurricane Katrina made landfall in
southeast Louisiana, creating one of the deadliest
natural disasters in American history. Evaluation
of the resultant relief efforts provided the op-
portunity for researchers to examine group-level
emotion dynamics by assessing public opinion
among those not directly affected by the storm.
The 5 days that passed between the day of the
storm and the beginning of relief efforts raised
many questions regarding the ways in which race
and class influence responses to disaster. A na-
tional opinion poll (Pew Research Center 2005)
examined emotional responses to the storm and
relief efforts, as well as perceptions of local,
state, and federal response to the destruction. The
results indicate a highly racialized pattern of in-
justice regarding perceptions of the federal gov-
ernment’s response. While only 17% of Whites
believed that the governmental response would
have been faster if the victims had been White,
over three-fourths of Blacks (77 %) believed this
to be true. Moreover, 71 % of Blacks deemed the
relief response to expose a racial inequality prob-
lem in our country, whereas only 32 % of Whites
agreed. Napier et al. (20006) argue that this racial
difference reflects “the denial of pervasive and
systematic inequality among Whites involved a
system-justifying effort to reduce the emotional
distress that would come with confronting the in-
equality in the system” (p. 63). Whites employed
several mechanisms in this system-justifying
process, including victim blaming (e.g., “They
should have left before the storm hit”) and draw-
ing on stereotypes (e.g., “New Orleans residents
are immoral” and “Blacks are lazy”) to rational-
ize the lamentable relief response.

Drawing upon data from the same Pew poll,
White et al. (2007) found that Black Americans
compared to Whites were much more likely to
report feeling angry and depressed, although
the two groups felt similarly sad and shocked.
Moreover, Blacks’ anger and depression seemed
fueled by beliefs of race-based discrimination
represented by the government’s neglect of Hur-
ricane Katrina’s largely Black victims. These
patterns suggest how observers who are members

of particular ingroups or outgroups vicariously
experience emotions in response to the unjust
treatment of their fellow group members.

6.4 Concluding Remarks

Many scholars have begun to heed the call to ex-
amine the role that emotions, or affect more gen-
erally, play in justice processes. A cursory count
of the empirical articles cited in the foregoing
pages indicates that the number of studies pub-
lished since 2005 (an 8 year period) far exceeds
the number appearing on emotion in the first 30
years since Homans’s (1974) classic statement.
Moreover, the recent literature pertains to proce-
dural and interactional justice as well as distribu-
tive, and extends beyond a focus on personal,
individual-level injustices to include emotional
responses at the group-level. All in all, the studies
are varied, employing different methodologies
and including different types of samples (though
experiments remain largely tied to college stu-
dents). In conclusion, we make several observa-
tions regarding this burgeoning field, reflecting
on what we know and suggesting what we should
attempt to learn.

First, much evidence confirms that anger (and
related, similar negative emotions) emerges both
as a reaction to perceived disadvantageous injus-
tice and as an experience affecting subsequent
behaviors. The pattern for guilt, however, is less
reliable, signaling the need for greater attention
to understanding the emotional responses of in-
dividuals who benefit from a distribution, proce-
dure, or interaction. Being over-rewarded may be
a necessary condition for the experience of guilt
but not a sufficient one, at either the individual or
group level. Thus, careful examination of condi-
tions stimulating guilt, such as the implications
of one actor’s advantaged treatment for other
group members, or assuaging it (as demonstrated
by some of the studies on collective guilt) is re-
quired.

In addition, researchers should consider how
the combination of guilt and types of positive
emotions create nuanced feelings that may drive
or hinder justice restoring activities that benefit
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the disadvantaged. Such “complex emotions”
(see Fiske and Taylor 2013) have hardly been
examined. Sociological frameworks like those
represented in this volume (e.g., Affect Control
Theory, cultural approaches) may be useful in
discerning the meaning of such complex emo-
tions (and even previously examined discrete
positive and negative emotions). By moving be-
yond reliance on colloquial usage to more accu-
rately understanding the meaning of an emotion,
identification of distinct emotional responses
across types of justice and of concomitant behav-
iors may ensue more precisely.

Paralleling the growing consideration of dis-
crete emotions, a second concern is how particu-
lar configurations of social circumstances shape
distinct emotions and the behavioral responses
they may engender. Research on “moderating
factors” has made inroads, but falls short of the
types of structural situations involving differ-
ences in power, status, and legitimacy implied
by Turner’s (2007) theoretical analysis. Consid-
eration of such social conditions, moreover, may
augment the nascent work on the management of
emotions stemming from unfair circumstances.
Most literature examines how people feel in re-
sponse to injustice whereas little addresses how
likely they are to express those feelings (for an
exception, see Johnson et al. 2007). Besides man-
aging emotions in service situations, individuals
may constrain their expressions to those who oc-
cupy higher status or power-advantaged positions
in the workplace. Yet, they may share them with
third parties, enlisted in forms of reciprocal emo-
tion management (Lively 2000). Whether it is the
feeling or the expression that drives attempts—
by either the disadvantaged, advantaged, or ob-
servers—to redress injustice also remains to be
investigated.

Third, related to the nature of the emotion and
of the soliciting situation, various authors have
raised the issue of whether affect in injustice
situations constitutes moral emotion. Skitka et al.
(2008) argue that distributive and procedural jus-
tice theories recognize underlying economic and
social motivations; violations of justice expecta-
tions in situations fueled by these motivations
create emotion, as much of the foregoing review

has indicated. They are not, however, moral emo-
tions (e.g., moral outrage, righteous anger) per
se. Calling attention to moral motivations, viola-
tions of moral convictions, and concomitant in-
tense emotions, Skitka et al. (2008) report results
from studies showing that greater anger emerges
when outcomes are inconsistent with moral con-
victions (even if produced by fair procedures)
and that such outrage spreads to assessments of
fairness of other situational elements.

As Cropanzano et al. (2011, p. 66) point out,
moral emotions “can be used to understand why
people sometimes value justice for its own sake,”
and “lead people to punish a perpetrator even if
this reaction is not economically sound for ei-
ther the victim or a third-party observer.” In ef-
fect, moral emotions as injustice responses sur-
face when stakes involve more than one’s own
economic or social well-being and concerns for
others are activated. Empathy, representing the
capacity to identify with and understand another
person’s feelings, may enhance justice (as long
as it does not result in favoritism) (see Cropan-
zano et al. 2011) and possibly altruistic responses
toward victims (Batson 2006). Although not all
justice situations evoke moral emotions, Skitka
et al. (2008) point out that it is important to dis-
cern when different motivational priorities exist,
how individuals in the situation work them out,
and how they affect behavioral reactions.

Consideration of empathy draws attention to
a fourth concern: broadening the research focus
to the social context. Although implicit in classic
distributive and procedural justice approaches,
most studies focus on individual responses with-
out consideration of the social dynamics among
group members (e.g., distributor and recipient;
two or more disputants or recipients; the multiple
people constituting a valued group). Research
noted previously on restorative justice conferenc-
es, begins to address this deficit. Investigations
that consider the views of both the advantaged
and disadvantaged in the situation, authorities
and subordinates, members of a couple, and the
like will advance analysis of how one person’s
feelings or expressions affect others’ assessments
and responses to injustice. Infrequently investi-
gated combinations of justice may also come into
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play, such as when a distributive injustice evokes
anger, which when expressed leads to disrespect-
ful treatment toward another.

Emphasis on interactional processes raises
a fifth concern about understanding justice and
emotions: with any ongoing dynamic, an inter-
play between cognitions, affect, and behavior
emerges involving all actors in the situation (see
Barclay and Whiteside 2011; Hillebrandt and
Barclay 2013; Mullen 2007; Skitka et al. 2008).
Existing research themes that tap into this issue
include: conceptualizing emotion antecedent to
justice evaluations; the involvement of heuris-
tic or deliberate cognitive processing depending
upon mood, amount and certainty of informa-
tion available and the like; and attributions about
blame for injustices. Understanding the interplay,
moreover, may require consideration of underly-
ing motivations and the impact of structural ele-
ments of the situation. Research may reveal how
individuals in the same situation—both first and
third parties—generate different justice assess-
ments and emotional responses (or vice versa).
Clearly the complexity of this interplay will
require related and cumulative programs of re-
search.

Justice evaluations and related emotions per-
vade all social groups. Justice situations consti-
tute an ideal “location” to consider the interplay
between cognition and affect, two processes fun-
damental to human existence. In pursuing these
connections, scholars will gain insight into what
makes couples work, organizations function, and
nations peacefully coexist.
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Emotions in Expectation

States Theory

Murray Webster, Jr. and Lisa Slattery Walker

7.1 Introduction

The study of emotions began before sociology
was a separate discipline and contains diverse
topics, including natural selection for emotions
(Darwin 1872; Turner 2000; Fessler et al. 2004),
interrelations of emotion, rationality and ritual
(Collins 1993), and effects of culture on encour-
aging, repressing, and shaping emotional expres-
sion (Hochschild 1979, 1983; Gordon 1989).
Comprehensive theoretical reviews are available
in Cacioppo and Gardner (1999), Niedenthal and
Brauer (2012), Ridgeway (2007), Smith-Lovin
(1995) Stets (2003), Stets and Turner (2007,
2008), Thoits (1989), Turner (2004, 2011), and
Turner and Stets (2005, 2006).

This chapter focuses on emotion, sentiment,
and affect as related to status and expectation
state processes. We first outline the theory of ex-
pectations and behavior, interactional sources of
expectations and their consequences for interac-
tion and group structure. We include research on
how emotions, affect, and sentiment are involved
in these processes. Next we describe the theoreti-
cal elaboration that shows how status inequal-
ity creates performance expectations, again with
related research on feelings. Those two sections
describe the foundational theory. Later sections
deal with other elaborations and variants, includ-
ing legitimation, reward expectations, person-
ality attributions, and norm enforcement. The
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chapter closes with mention of some promising
areas for further research.

Animportant distinction in theory and research
which we will address is experienced emotion
and expressed emotion; a person may feel anger
without shouting at someone. The distinction
is significant in analyses such as Hochschild’s
(1983) classic description of “emotion work” by
airline flight attendants, expressing emotions that
a person is not feeling. Cultural rules often gov-
ern emotional expression, and so do social posi-
tions. Someone in a position of authority may be
freer to express anger, for instance, than some-
one who is subject to that authority. Conditions
under which emotional experience is expressed,
repressed, or even transformed into expression of
a different emotion become important in many
settings, particularly at work and in the family.

Theoretical principles and mechanisms gov-
erning the activation and consequences of emo-
tions have received attention. An influential
perspective has been developed by Kemper in a
series of papers and books (Kemper 1978, 1981,
1984, 1987, 1991). Kemper’s work focuses on
power and status, dimensions of social hierar-
chies closely related to phenomena we review
here from a different theoretical perspective.
The general approach views power and status as
generating affect and emotions, positive ones for
high or rising power and status, and negative for
low or declining power and status. This view is
developed by Kemper and other researchers to
specify particular positive and negative feelings
in response to different kinds of settings.
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Thamm (1992, 2004, 2007) also has devel-
oped a classification of emotions from four basic
cultural norms and sanctions: meeting or not
meeting one’s own expectations; meeting or not
meeting others’ expectations, receiving or being
deprived of a reward, and others’ receiving or
being deprived of a reward. The combination of
norms and rewards generates different emotions.
For instance, norm conformity produces feeling
pleased; norm conformity with reward depriva-
tion produces a feeling of powerlessness. Thamm
(1992) reports many recall studies of emotional
situations, and results confirm the classification
and mechanisms of the theory. A later theoretical
work (2004) elaborates the theory to incorporate
propositions on gaining and losing power from
meeting or not meeting normative goals.

While the theory of status and expectations
described in this chapter differs from the theories
of Kemper and of Thamm, the present theory also
involves status, power, and cultural norms, and
does not contradict either of those other theories.

7.2 Overview of the Theoretical
Approach

Status characteristics and expectation states, or
SCES, refers to a family of interrelated theories
that have been developed for analyzing different
but related phenomena. Wagner and Berger (2002)
and Berger and Webster (2006) describe the over-
all program, and Berger et al. (2014) have orga-
nized recent developments. Turner and Wagner (in
Turner 2013, pp. 373—402) locate status theories in
historical and intellectual context with other inter-
actionist theories.

In this chapter, the next section describes the
theory of performance expectation states and be-
havior, and the following section describes the
theoretical extension for status characteristics and
expectation states. Those two sections contain the
core ideas of this theoretical approach, some sup-
porting research, and relations with emotions. Later
sections describe theoretical variants to encompass
other phenomena related to status and emotions:
reward expectations and justice, role and norm
enforcement, and legitimation processes. The final
section contains general themes and next steps.

Theories in this program share certain con-
cepts and ideas. They all link features of social
structure, such as existing status characteristics,
to face to face interaction and then to changes in
social structure. Connections between structure
and interaction flow in both directions; status and
expectations affect behavior and behaviors affect
status and expectations. Emotions, affect, and
sentiments are interrelated with the status and ex-
pectations processes.

These theories apply to situations defined by
scope conditions, of which task focus and col-
lective orientation are the most important. Task
focus means that interactants are primarily moti-
vated to solve a problem, and collective orienta-
tion means that everyone’s problem solving at-
tempts must be considered. A jury in our society
illustrates both of the scope conditions. Jurors
meet to reach a verdict rather than to enjoy each
other’s company, and the unanimity requirement
guarantees that every juror’s ideas must be heard,
even if they are later voted down.

The theories all include the core concept per-
formance expectation states. An expectation state
is a task-specific anticipation for the quality of
future performances. Someone holding high
expectations for a given person anticipates that
the next performance from that person is likely
to be a good one; that is, helpful in attaining the
group’s goal, moving the group closer to the
“success” outcome. Expectation states are theo-
retical constructs, only partially measurable even
under laboratory conditions. Typically they are
measured by behavior such as influence. When
disagreements arise, the higher the expectations
Person A holds for self as compared to Person
B, the more likely is A to reject B’s influence.
Expectations also may be measured with ques-
tionnaires and interviews with questions such as
“how much ability would you estimate Person
C has compared to Person B?” Expectations are
only observed indirectly, and they may operate
outside of awareness of the individual. Thus a
person in a task group may not know accurately
how often he or she accepted influence when
disagreements arose, and may have difficulty
reporting differential conceptions of group mem-
bers’ abilities. Post-session interview responses,
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for instance, often start with a normative claim
that “We are all equal.” Theories of status and ex-
pectations are theories of behavior, not of thought
processes. When situations include emotions, as
they often do, participants may not consciously
connect ideas of ability or status to the emotions
they experience.

The theories also share a common approach
to theory building, which is to describe relations
between social structures, both societal and in
small groups, and processes such as distributions
of participation, influence, and leadership choic-
es and the creation or maintenance of structured
equality and inequality. Berger et al. (1998) have
called this approach a “state organized process.”
Certain conditions lead to the emergence of states
that then govern interaction. For instance, mixed-
gender interaction in task groups can make gen-
der a salient status characteristic, meaning that
individuals treat gender as a socially important
fact and use it to organize their interaction. They
activate cultural ideas such as advantages and
disadvantages currently linked to the two gen-
ders. They may form performance expectation
states, anticipations about specific task abilities,
for each other on that basis, and if they do, cer-
tain interaction consequences such as participa-
tion rates and influence are affected by the states.
When conditions change, the states can de-acti-
vate and their influence disappears. If the task is
completed, or if people decide that the task no
longer matters, then those effects of gender will
no longer be apparent.

The approach of state organizing processes
organizes theoretical activity with certain tasks:
e Stating explicit scope conditions for applying

the theories;

e Stating initial conditions (including interac-
tion, emotions, and status differences) that
trigger the processes of expectation forma-
tion;

e Describing the nature and types of expectation
states;

e Describing consequences of expectation states
in particular situations;

e Specifying consequences of expectation states
for perceptions (including emotions), interac-
tion, and social structure;

e Describing conditions leading to de-activation
of expectation states.

While we do not always address all of these tasks

in describing the theories, the list may be helpful

for understanding development of the theories.

7.3 The Formation of Expectation
States and Group Structure

As noted, these theories apply to task focused
collaborative situations. Work teams, juries, task
forces, and even sports teams fall within the the-
ory’s scope. In task groups, people come together
primarily to solve problems or to attain a goal
or “best outcome.” Further, they work together
to reach a single team product or problem solu-
tion, and therefore they are collectively oriented.
In comparison, people at a dinner party or other
social event usually are not task focused but so-
cio-emotionally focused (they seek the benefits
of interacting rather than the benefits of solving
a problem). Students taking exams and people
discussing favorite movies are individually ori-
ented; that is, they do not or should not share ef-
forts and they may appropriately come to differ-
ent conclusions.

Task focused, collective situations predomi-
nate in many settings, particularly in business
organizations and schools, and in such cases
inequality rather than equality of members is
virtually universal. Some groups begin with in-
equality, such as those with a designated leader.
However even groups that begin with hardly any
differentiation, such as juries, quickly develop
structures of inequality. The core theory of ex-
pectation formation and maintenance (Berger
and Conner 1974) describes when and how in-
equality develops, how it affects group structure,
emotions, beliefs, and interaction, and when and
how those processes deactivate and disappear.

The intellectual roots of theories of perfor-
mance expectations trace to research on small task
groups conducted by Bales (1950, 1953, 1970,
1999, Bales and Hare 1965) and his colleagues
beginning in the 1950s. For our purposes, what
is striking is that those groups quickly developed
inequality structures with behavioral, perceptual,
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and emotional components. Some individuals
participated (talked) more than others, received
more positive evaluations, exerted greater in-
fluence, were seen as having “best ideas” and
“showing leadership” by themselves and others.
Feelings of liking (or not) developed along with
the behavioral inequalities, some people received
supportive or critical comments, and they came
to see themselves and were seen by others as ei-
ther “all work™ or as “sympathetic.”

The inequality structure is notable for its
unitary nature. All measured components of in-
equality correlate highly, and once an inequality
structure emerges, it persists throughout the ses-
sion and across subsequent meetings if the group
meets more than once. That inequality is striking
because it is hard to imagine a more homoge-
neous group of individuals than Harvard sopho-
mores of that period: all male, white, same age,
educational level, intelligence, wealth, etc. So the
challenge is to understand why and how inequal-
ity emerges from equality.

In the earliest formulation of SCES, Berger
(1958) theorized that because time is limited,
one group “subtask” is to figure out who has
good ideas and who has bad ideas for solving the
group’s problem. That permits taking advantage
of good ideas and encouraging more participa-
tion from talented individuals, while avoiding
wasting time or being misled by less talented in-
dividuals by discouraging them from participat-
ing. Put differently, individuals in collective task
groups act as if one of their subtasks is to decide
how much skill each group member has at their
particular task. We say that interaction patterns
cause individuals to form performance expecta-
tions for themselves and each other early in the
group session.

To understand expectation formation, it is
helpful to look closely at the different kinds of
acts that make up interaction in task groups.
Imagine a sequence that begins with one person
offering a suggestion, proposing an idea to move
the group towards successful task completion.
Call that a performance attempt. A performance
attempt is likely to be followed by a unit evalu-
ation, a discrete judgment made by everyone as
to how useful the performance attempt is. Those

unit evaluations may generalize into a perfor-
mance expectation state, such as when someone
moves from thinking “he’s right” to “he knows
how to do this task.” What is significant about the
change is that it entails the idea “...and I expect
that his next performance attempt will be a good
one.” This anticipation of the quality of future
performances, whether or not it is consciously
reached, is the formation of an expectation state
for a group member. Interaction proceeds in this
way until every group member has formed ex-
pectations for every group member, including for
self.

Tajeddin et al. (2012) reported observations
of four-person discussion groups. Despite the
groups’ being only moderately task-focused,
the researchers were able to see the formation
of performance expectations (which they called
“emerging expertise”) as the result of interaction
sequences. This research documents much of the
abstract sequence of events in expectation forma-
tion described here.

Once expectations have formed, they affect
future interaction. Individuals for whom high
expectations are formed receive and accept more
chances to perform; their performances are more
likely to receive positive evaluations; and they
become more likely to exert influence in the
group. If members respond to questionnaires,
they are likely to choose someone for whom they
hold high expectations as “skillful,” “showing
leadership,” and “having good ideas.” Because
all these evaluative and behavioral components
correlate highly, it is reasonable to speak of a sin-
gle power and prestige structure of the group that
emerges during interaction through the formation
of expectation states. Expectation states linked
to group members create an inequality structure
from a homogeneous group of initially undiffer-
entiated individuals.

Expectations, once formed, tend to per-
sist throughout the group meeting. The pri-
mary reason for that is that expectations affect
unit evaluations; that is, they affect the type of
interaction that led to their formation. Once
high expectations form for a given person,
future performance attempts “sound better”
than they would if low expectations had formed.
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Fig. 7.1 Interaction, Interaction Performance Group Power and
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The persistence of expectations produces a stable
inequality structure in task groups. The existing
structure comes to seem right and proper (that
is, it is legitimate), and any attempts to change it
generate emotion such as outrage and behavior to
reinforce the power and prestige structure.

Figure 7.1 shows an overview. Interaction
creates performance expectations for all interac-
tants. Expectations then alter interaction patterns
creating inequality structures that tend to persist
in the groups.

Virtually all classic and recent empirical stud-
ies have shown that people high in the group’s
power and prestige structure participate more,
offer more suggestions, and interrupt others more
than do people low in the power and prestige
structure (e.g., Bales and Slater 1955; Bavelas
et al. 1965; Smith-Lovin and Brody 1989; Ng
et al. 1993). Further, satisfaction is positively re-
lated to participation rates (Bonito 2000). These
studies show that expectation states change the
nature of interaction and create a power and pres-
tige structure that influences feelings of group
participants.

Some early studies of discussion groups re-
ported what researchers called a “status struggle”
in the early minutes of the group meeting (Bales
1953; Bales and Slater 1955). People talk over
each other, disagree, make attempts to control
others’ speech and are themselves controlled;
they back down or refuse to back down, etc. It is
as though everybody wanted to be the high inter-
actor, most influential, and seen as group leader.
When the status struggle resolves, the highest
interactor is the most influential, seen as hav-
ing greatest ability, etc., but is not the best liked,
particularly when the highest interactor speaks
more often than he is spoken to (Bales 1956).
(Early Bales groups were Harvard undergradu-
ates and so were all white men. Women task
leaders face additional barriers (Ridgeway 1978,

of future
participation

good ideas and
leadership, elective
leadership position

1982), described below.) If a status struggle has
occurred, when it resolves, the #1 person is most
influential and the #2 person is best liked (Bales
1953; Bales and Slater 1955). However status
struggles are far from universal in task groups.

Verba (1961) proposed that the separation of
task and socio-emotional leadership may have
been because the emergent task leader lacked le-
gitimacy. Burke (1968, 1971) confirmed that idea
empirically with discussion groups of students.
Hurwitz et al. (1960), Suls and Miller (1978) and
Driskell and Webster (1997) found that task lead-
ers were better liked than followers. If there is
some legitimating principle for the leader’s po-
sition, such as appointment by an accepted au-
thority or clear superiority on task ability, then
leadership is unitary and the task leader is also
best liked. On the other hand, if the leadership
position is not legitimated, we may expect emo-
tional responses ranging from annoyance through
outrage, and various behavioral manifestations of
unstable group structure. We return to the topic of
legitimation below.

7.3.1 Emotions, Expectations,

and Group Structure

Theoretical and empirical work provides guides
to understanding how expectations and emotions
are connected in task groups. Kemper (1978,
1979, 1981, 1987) developed an influential theo-
retical approach showing how high power and
status generate positive affect and emotions and
low power and status positions generate nega-
tive emotions. The emotions generated may be
primary, such as fear, anger, depression and
satisfaction, which are linked to physiological
states, or secondary, such as guilt, pride, ennui,
which are socialized from the primary emo-
tions. If we focus only on high or low power as
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associated, respectively, with positive or negative
emotions, we have a foundation for understand-
ing how group position and emotions are related.
Kemper (1991) elaborated the theory to focus on
power and status gain and loss, and accompany-
ing emotions. Analyses of self-reported affect and
emotions from eight countries confirmed predic-
tions of the theory. High status, high power, and
rising in a status structure and gaining power all
are pleasant, while low status and losing status
are unpleasant.

A theoretical paper by Ridgeway and Johnson
(1990) considered how socioemotional interac-
tion patterns change as result of inequality struc-
tures in a task groups. In their analysis, disagree-
ments over performance attempts are central to
the emotions experienced and displayed in task
groups. An individual with high self-expectations
is likely to attribute it to other (“He’s annoying
me”) and to feel at least momentary anger. An
individual holding low self-expectations is likely
to attribute the cause of disagreement to self (“I
made a mistake”), and to feel at least momentary
depression. Depression turns inwards and is less
likely to be expressed than anger.

Besides the experience of emotions, the
group’s inequality structure also affects the ex-
pression of positive and negative emotions such
that positive expressions tend to be about twice
as common as negative expressions. Receiving
agreement is likely to generate pride, gratitude,
or satisfaction, and those emotions are likely
to be expressed, both towards those lower and
towards those higher in the group structure.
Norms usually allow expressing satisfaction,
for instance, but proscribe expressing anger, at
least for some individuals. Receiving disagree-
ment might generate felt anger, but expression is
likely to be considered inappropriate for an in-
dividual low in the group’s structure. Someone
high in the structure is freer to express anger, thus
leading to a predominance of anger expression
directed downwards, as well as to more positive
emotional expressions than negative ones. The
predominance of positive expressions tends to
strengthen group solidarity, and to have the inci-
dental effect of maintaining the group inequality
structure. The structural effects have more ben-

efits for those in high positions, as those in low
positions receive more negative expressions and
are encouraged to direct their frustrations against
themselves.

Ridgeway and Johnson’s analysis provides
a theoretical foundation for understanding con-
nections between expectation state processes and
emotions. It accounts for several features of in-
teraction in task groups, and it identifies impor-
tant questions for further research. Expectation
inequality produces what they call “a top-down
pattern,” in which negative behavior flows mostly
from those at the top towards those below them.
Because positive behaviors are not controlled by
the inequality structure, the analysis also explains
the observation of Bales and Slater (1955) and
others that negative behavior is much less com-
mon than positive behavior in task groups. And it
explains the cohesiveness function of the surplus
positive behavior through its effects in reduc-
ing status struggles. Predicted emotional con-
sequences of the interaction patterns, including
pride and satisfaction at the top and depression,
shame and self-doubt among those at the bottom
of the structure, could be assessed in further re-
search. Further, negative behaviors such as criti-
cism should be treated as illegitimate before a
power and prestige structure emerges, but not af-
terwards. Finally, Ridgeway and Johnson (1990)
suggest investigating how different sorts of nega-
tive behavioral expressions affect interaction and
group structure.

Several experiments have been conducted to
determine whether the sentiment liking affects
expectation formation and group structures. An-
ecdotally, we can imagine parents believing that
their beloved children are smarter than a teacher
or a test says they are, and conversely, believing
that a disliked political opponent doesn’t under-
stand history or economics. Yet anecdotes are not
theory or data, and research shows a more nu-
anced view.

Experiments reported by Driskell and Webster
(1997) attempted to distinguish two mechanisms.
In the first, liking and disliking combine with
evaluative information to alter expectations; in
the second, they intervene between expectations
and behavior to affect action without affecting
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performance expectations. Expectations affect
influence, as one ordinarily defers to a more
competent partner. To that expectation pattern,
they introduced dislike of the more competent
person. That reduced the partner’s influence. To
see whether the reduction in influence was due
to changing expectations or was due to chang-
ing emotions, in some conditions they increased
the importance of the task by paying for correct
answers. If dislike combines with expectations,
the importance of the task should have no effect;
on the other hand, if dislike intervenes between
expectations and influence, then the disliked
partner should be more influential in the “impor-
tant” conditions. Results were consistent with the
view that sentiment intervenes between expecta-
tions and behavior as a separate process. Bianchi
(2004) conducted comparable experiments with
a different population and found the same result.

Bienenstock and Bianchi (2004) showed that
when experimental participants received a small
gift, ostensibly from their partner, they came to
like the partner. Gift giving and liking the part-
ner increased his or her influence as well. These
results complement the first two experiments on
negative sentiments, showing positive effects of
liking on behavior in task situations.

Sentiment also may affect expectations indi-
rectly through altering behaviors that create and
alter expectation states. In a series of theoretical
and experimental papers, Shelly (1993, 2001,
2004, Shelly and Webster 1997) has explored
multiple sources and expectation consequences
of liking and disliking. In one path, acts that are
either pleasant or painful may generalize into
sentiments such as liking and disliking. The emo-
tion generalizing process has some similarities
to expectation formation from unit evaluations.
In the other path, existing sentiments such as
liking and dislike tend to bias interaction pat-
terns. For instance, a liked group member may
on that basis receive more chances to perform,
more influence, and more positive evaluations.
Any interaction bias can lead to expectation
formation also. Shelly’s (2004) theory accounts
for expectation formation based on either posi-
tive or negative behaviors, or biased interaction.
Research confirms key steps in both theoretical

paths, providing a good account of ways that
sentiment can affect behavior, expectations, and
group structure.

Future work might attempt to specify mecha-
nisms that link emotion experience to organiza-
tional performance. Several studies have shown
that affect, sentiment, and mood can affect per-
formance of groups with differentiated member-
ship. Totterdell (2000) studied effects of mood
contagion among professional cricket players,
and found that individual players performed bet-
ter when they perceived teammates as being in a
good mood. Amabile et al. (2006) found that pos-
itive affect was associated with highly creative
organizational work teams. Lehmann-Willen-
brock et al. (2011) found that cycles of complain-
ing among workers in German industries led to a
group mood of passivity and low activity. Bars-
ade and Gibson (2007) reviewed studies of affect
in organizations and found that affect, emotions,
and moods affect job performance, quality of
decision making, creativity, turnover, prosocial
behavior, teamwork, negotiation and leadership.
The mechanisms linking affect of self and oth-
ers to performance need further study. However
because of the link between expectations and per-
formances in task settings, a promising avenue
for theory and research may be to explore some
of the ways that affect, emotion, and mood affect
expectations, either directly, or through altering
interaction patterns in ways that affect perfor-
mance expectations.

7.4 Status and Expectations

Theoretical attention next turns to the more
common situations of heterogeneous groups in
which members are differentiated on character-
istics such as age, gender, race, educational level,
wealth, beauty, height, etc. (Berger et al. 1966).
Those characteristics and others carry societal
evaluations, advantages and disadvantages, as
well as culturally shared beliefs about skills and
performance capacities. The elaborated theory
defines status characteristics as socially evaluated
classifications of individuals that carry specific
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Fig.7.2 Status, Ex- Soclally Deflned

pectation States, and Status Expectation Prestige
Power and Presti ge Characterlstics States
Evaluations,
Age, Attractiveness, Anticipations agreement,
Education, of the quality influence, perceived
Ethnicity, Gender, of future good ideas and
Race participation leadership, elective

and general performance expectations. Thus gen-
der meets the definition because in our society
it carries differential esteem and men are widely
believed to be more capable at specific tasks and
at “most things.” (Societies differ in which char-
acteristics they invest with advantages. If a soci-
ety were found in which, for instance, gender has
no differential status value, then gender would
not function in the process described here.) Het-
erogeneous task groups reproduce the society’s
advantages and disadvantages in their own struc-
tures unless steps are taken to block the process.
For instance, on trial juries in our society men
are treated as if they understood the jury task bet-
ter than women. As a result, men talk more and
exert more influence, and they are many times
more likely to be chosen as foreperson. Similar
results can be seen for occupation, age, and race.
In addition, status- heterogeneous groups show
inequality from the very outset of interaction and
they seldom experience a status struggle.

Groups with initial status heterogeneity thus
look very similar to the way that initially homo-
geneous groups look after they develop a power
and prestige structure. The reason is that group
members infer performance expectations from
visible status characteristics, forming high ex-
pectations for those with advantaged statuses
and low expectations for those with disadvan-
taged statuses. The theory of status characteris-
tics and expectation states predicts the forming
of expectations from status unless there is clear
evidence that status is irrelevant to skill at their
task. This means that expectation formation is
dependent on the society’s evaluation of status
characteristics and not on objective evidence of
ability. A sociologist might know that women
are generally more educated than men and that
fact might make women better jurors. In status
generalization, however, no such rational pro-

Performance Group Power and

leadership position

cess occurs. Jurors notice gender, they know that
gender conveys advantages and disadvantages in
our society, and they infer that men may be more
competent jurors than women.

Theories of status and expectations thus have
two kinds of explanatory mechanisms for the for-
mation of performance expectations. The first ap-
plies to homogeneous groups, where unit evalu-
ations during a possibly contentious early phase
of the meeting generalize into ideas of task com-
petence. The second is inferring task competence
from societally valued status characteristics. Nei-
ther process involves rationality or calculation,
and the formation and operation of performance
expectations usually take place below the level
of consciousness. Figure 7.2 shows expectation
formation from status generalization.

Please note that we are not justifying gender or
any other status inequality, nor are we saying that
status inequality is “natural.” Status distinctions
are social constructions, subject to change across
time and place. The theory of SCES describes why
and how status often gets imported to task groups
where it affects interaction and structure. Under-
standing the processes at work is the first step to
devising interventions to counter them, and many
scholars have used the theory to analyze cases
and design interventions to improve equality of
interaction. Instances include Cohen and Lotan
(1997), Entwisle and Webster (1978), Goar and
Sell (2005), Lucas (2003), Pugh and Wahrman
(1983), and Webster and Driskell (1978).

Early studies of simulated juries by Strodtbeck
and collaborators (Strodtbeck and Mann 1956;
Strodtbeck et al. 1957) showed interaction ad-
vantages from two externally meaningful status
characteristics: gender and occupational prestige.
In those studies, power and prestige structures of
the juries organized around status, as the SCES
theory would predict.
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Although not discussed as such in Strodt-
beck’s work, selecting a jury foreperson is a strik-
ing illustration of status generalization. Choosing
a foreperson means choosing the jury’s leader or
representative, and we might reasonably expect
that jurors would want the most capable person
chosen for that role. Jurors usually select some-
one with status advantages (gender, SES and indi-
cated by clothing and speech, etc.) for foreperson.
The selection occurs before any deliberation, and
thus before anyone can evaluate performances.
The choice of leader is governed by status gener-
alization from external status characteristics.

Another consequence of status differentia-
tion is that it creates a structure of expectations
and a group power and prestige structure almost
immediately. When status generalization occurs,
group members infer performance expectations,
and the structure of expectations justifies the
power and prestige structure. This means that
status struggles are very unlikely in status-het-
erogeneous groups, so long as members share
the cultural definitions of the observable sta-
tus characteristics. Lewis (1972) analyzed data
from discussion groups and found that, in them,
the group structure emerges almost immediate-
ly, there is no status struggle, and the task spe-
cialist is also best-liked.

7.4.1 Status and Emotions
Culture carries certain beliefs about interaction
of status position and emotions, and most people
become aware of those beliefs early. Conway
et al. (1999) asked college students to imagine
situations involving people described as “high
status” or “low status,” without mention of any
particular status characteristic such as race or oc-
cupation. The students reported imagining that
low status people felt more sadness, fear, anger,
and disgust; and felt less happiness than high sta-
tus people. Feelings were uniformly related to
status position among the students surveyed. We
“know” in a cultural sense, that is, how high sta-
tus and low status people probably feel.

Tiedens et al. (2000) conducted three vignette
studies with business school respondents of re-

lations between status and emotion. Participants
read descriptions of either a high status or low
status employee in a business situation, and rated
how likely they thought he was to feel different
emotions. They reported that the high status em-
ployee was more likely to feel angry than sad or
guilty, and vice-versa for the low status person. A
second study showed that respondents can infer
status from emotions: angry and proud people
were thought to be high status, and sad or guilty
people, low status. A third study equated target
individuals on formal status but differentiated
them on task ability. The more skilled person
was estimated more likely to feel anger and less
likely to feel sadness or guilt. These results show
not only that people associate different emotions
with occupying different status positions, but
also that performance expectations (task ability)
have the same effects as status differences. The
inferential process thus works the same for status
and ability, and in most situations, status gener-
alization will create expectations consistent with
status positions.

Diefendorff and Greguras (2009) surveyed
MBA students, all of whom also held office jobs,
about their experiences and expressions of positive
and negative emotions. Display rules prescribe ex-
pressing happiness, perhaps somewhat attenuated
from the feeling, and suppressing sadness, anger,
fear and contempt. Rules differed in different or-
ganizations, suggesting that display rules are quite
complex and thus are likely to be misunderstood
by some. However the basic rules about emotional
display that Ridgeway and Johnson (1990) pro-
posed seem to be confirmed in this study.

Lovaglia and his colleagues (Houser and
Lovaglia 2002; Lovaglia and Houser 1996;
Lucas and Lovaglia 1998) proposed the idea of
“compatible emotions,” based on the positive or
negative feelings rather than on specific emotions
or affect. As Ridgeway and Johnson (1990) had
predicted, Lovaglia’s experiments show that high
status group members receive more attention and
positive evaluations from others, which result
in their feeling positive emotions. Status affects
interaction (particularly attention and positive
evaluations), and the interaction patterns produce
positive and negative feelings.
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Lovaglia and Houser (1996) created status-un-
equal two-person groups and induced either lik-
ing or dislike between the members to test those
ideas. One dependent variable was accepting in-
fluence when disagreements occurred. Positive
sentiment (liking) increased willingness to accept
influence from the partner, while negative sen-
timent (dislike) decreased willingness to accept
influence. These scholars interpreted the results
as showing that compatible status and emotions
decrease a group’s power and prestige inequality,
making it more like a friendship group of status
equals, while incompatible pairings increase the
amount of inequality in the structure, making it
more like a hierarchical organization.

Lucas and Lovaglia (1998) report two experi-
ments in which they created student discussion
groups ranging in size from 3 to 6 members who
met for two weeks, and they created a status
structure by randomly picking one member of
each group and describing him or her as having
exceptionally high ability at the group task. After
the session, students rated their levels of happi-
ness, frustration, anxiety, anger, guilt, satisfac-
tion, disappointment, and resentment. The results
show several outcomes consistent with analyses
above. Leaders ranked themselves as less lik-
able than average and more willing to contribute
to discussion; group members rated the leaders
the same ways. Female leaders were more lik-
able than male leaders. There were no important
differences in competence ratings of female and
male leaders, so apparently Lucas and Lova-
glia’s competence manipulation overcame status
generalization on the basis of gender. Self-rated
positive emotions were generally higher for lead-
ers than for followers. Overall, results here show
strong confirmation of the emotional conse-
quences of status, with specification of many of
the particular emotions that leaders and followers
experience differently.

Ridgeway (1978, 1982) has shown that status
disadvantage often requires certain interaction
strategies to achieve influence in a group. High
status people can make suggestions and exert
influence, but if someone with low status simply
attempts that, she or he is likely to be met with
resistance and emotional accompaniments of le-

gitimacy concerns. What does such a person have
to do? One answer (Ridgeway 1982) is to express
strong group motivation along with the perfor-
mance attempt. Thus a woman in a mixed-gender
group may have to say “I really want this group to
succeed and I have a suggestion that might help.”
The first part of that sentence would be unneces-
sary for a man to express. Suggestions seem le-
gitimate when coming from a group’s leader but
they may be suspect when they come from some-
one low in the power and prestige structure. An
illegitimate attempt is likely to produce anger and
control attempts.

A growing field of research involves experi-
ence and expression of anger in organizations.
Tiedens (2001) conducted several experiments
on effects of expressing anger, showing some
benefits from it. In the first two experiments, par-
ticipants said they felt more support for a politi-
cian when he expressed anger than when he did
not. A third study showed that a business compa-
ny was accorded higher status when its workers
sometimes expressed anger. In the fourth study,
raters inferred more status to a job candidate who
expressed anger than to one who expressed sad-
ness, and they recommended a higher starting
salary for the angry candidate. These experiments
show that expressing anger give an impression of
competence (performance expectations), and im-
pressions of high status. This may be because of
cultural beliefs about status and emotions, such
as those demonstrated by Conway et al (1999).

A sub-field involves the effect of emotions on
negotiations in organizations. Sinaceur and Tie-
dens (2006) studied how expressing anger affects
negotiating outcomes in two experiments. In the
first, U.S. student participants read vignettes and
imagined themselves in negotiation with some-
one who either expressed anger or did not. Par-
ticipants who read about anger expression said
they would be willing to give better terms than
did participants where the negotiating person
did not express anger. In a partial replication,
French student participants read vignettes with
the anger manipulation, and in addition, they
either had or did not have alternatives to the
agreement relationship. Again anger gained con-
cessions, and so did lack of alternatives. Anger
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and alternatives interacted: anger was less effec-
tive when someone had alternatives in reaching
agreement. A second experiment extended the
research to actual face to face negotiations, and
found the same results. Overall, expressing anger
seems to strengthen a negotiator’s hand, at least
in the sense of winning more favorable terms.

Overbeck et al. (2010) studied how feeling
angry affects two-person negotiation in six simu-
lated job offer situations. Both emotion and power
were manipulated. To create anger, instructions
described the other person as having taken unfair
advantage of someone; for happiness, instructions
describe fairness of the other person. For power,
there either were or were not alternative job can-
didates or job offers. Manipulation checks con-
firmed success of the procedures. Results showed
that powerful negotiators express their anger, and
that expression is useful. They report feeling more
focused on the task and they win more points. Low
power negotiators were less likely to express anger
so it had little effect on their behavior or success.
This research shows interaction consequences of
anger, conditioned by status and power.

Anger has some negative consequences for
those around the angry person. Wiltermuth and
Tiedens (2011) evoked either anger or sadness in
participants by asking them to spend six minutes
writing about the last time that they felt the emo-
tion. Then participants reported how appealing
they would find the task of rating other people’s
ideas. Participants who had evoked anger found
rating others much more appealing. Participants
in a second study actually rated ideas, and those
in the evoked anger condition rated others’ ideas
more negatively than those in a neutral emotion
condition. A third study told participants that
most of the ideas they would evaluate would be
of either high or low quality. This study found
that angry participants believed that rating the low
quality ideas would put them in a better mood.
Taken together, these results show that experienc-
ing anger can make people more eager to evaluate
others, can make evaluations more negative, and
can make the angry person anticipate feeling good
after distributing negative evaluations. If those
processes occur in organizations, the consequenc-
es are, as the authors note, somewhat disturbing.

However expressing anger is not always a
good strategy because interactions usually con-
tinue beyond the one negotiation. Wang et al.
(2012) report two experiments in which one
member of a dyad in negotiation over the price
of a cell phone was an actor who expressed anger
in words and nonverbally. Wang et al. measured
effects by questionnaire and by negotiated price.
Participants subjected to the simulated anger
reported feeling mistreated, but the angry actor
was more successful (gained more) in negotia-
tion. Those findings are similar to findings from
several studies, including by Overbeck et al.
(2010) above.

Wang, Northcraft, and Van Kleef then told
participants they would interact with the same
partner in an entirely separate study. In the sec-
ond study, participants could pick which task the
former negotiator would have to perform, and
tasks ranged from very pleasant (e.g., investing
pay with a 95% chance of winning more), to
very unpleasant (e.g., having to gamble pay with
a 95% chance of losing it all). Participants who
had been subjected to simulated anger retaliated
by assigning the negotiator the unpleasant tasks.
Covert retaliation was about equally likely from
high and low power participants. This covert re-
taliation, which of course can occur in business
organizations and other settings, shows a hidden
cost of expressing anger in negotiation. Acting
angry may sometimes get a better outcome, but
there could well be consequences later. Short
term gain; long term losses.

7.4.2 Gender Status and Emotions

There is probably more research on the status
value of gender than of any other status charac-
teristic. In our society, as in most societies, men
enjoy advantages from which women are pre-
cluded. However status inequality goes beyond
societal advantages and disadvantages to include
ideas of general and specific task performance ex-
pectations. When status generalization occurs on
the basis of gender, people infer without evidence
that women in the group are less competent at
whatever the group task may be. Rashotte and
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Webster (2005) found that gender-linked status
beliefs still affected inferences of reading ability,
course grades, and even ability to pilot a private
plane in the 21st century. Cuddy et al. (2007)
found that “housewife” rates well below the aver-
age for social groups in status. Fiske et al. (2002)
found that “housewife” was seen as similar in
competence to the elderly. Ridgeway (2011) has
shown how societal gender inequality is main-
tained by hundreds of daily interactions that are
each slightly biased by status generalization pro-
cesses. The cumulative effect of interactions in
which men are, even slightly, more likely to re-
ceive positive evaluations and to exert influence
is to maintain cultural beliefs in inequality of the
genders.

Early studies of simulated juries (Strodtbeck
and Mann 1956) found that men were more ac-
tive, more likely to be chosen foreman, and more
influential than women. Mixed-gender discus-
sion groups of college students (Smith-Lovin
et al. 1986) found males to be more active than
females. Propp (1995) conducted mixed-gender
four-person discussion groups of college stu-
dents. Before discussion began, she gave each
person several pieces of useful information, and
women introduced about the same amount of
information as did men. However information
introduced by men was much more likely to be
accepted by the group. That was true whether the
information was uniquely possessed by one per-
son or was more widely known, though gender
had somewhat less effect for widespread knowl-
edge. These findings show rigorously what many
women have experienced in organizations: their
suggestions attract little attention from the group
unless they are echoed by a male group member.

Burke et al. (2007) studied effects of gender
on identity verification in four-person mixed-
gender groups (2 males and 2 females in each) of
college students. (Identity Theory is a theoretical
research program presented by Burke and Stets
(2009); Stets (2004, 2005) and this volume de-
scribe major parts of the theory.) The researchers
picked one person to be group leader (or “co-
ordinator”) and then the groups each discussed
four different dilemmas. The investigators mea-
sured task leadership identity (what the leaders

thought of themselves) and others’ assessments
to determine how well the leaders’ identities
were verified by others. While the designation
as leader affected verification (appointed lead-
ers were more likely to be seen as having leader-
ship traits), greatest interest attaches to effects of
gender. Men’s leadership identities were verified
more than women’s; that is, others acknowledged
the leadership identity of a male more than of a
female. Although this study did not measure af-
fective consequences, the Identity Theory per-
spective (Burke and Stets 2009) predicts that
non-verification is disturbing, and if not reme-
diated, it can cause lasting distress or, in some
cases, identity change. That would imply that
women leaders, who are less likely to receive
verification, may feel greater anxiety and come
to doubt their identities as leaders.

Recent theory and research has explored the
sources of different behaviors typically enacted
by men and women. In brief, men are thought to
be proactive and to focus on task-relevant speech
acts such as performance attempts and evalua-
tions; women are thought to be reactive and to
focus on socio-emotional speech acts such as
agreement and support. What accounts for those
differences? Early studies that found behavioral
differences (Strodtbeck and Mann 1956), attrib-
uted them to differential socialization to prepare
for family roles (Parsons 1942; Parsons and Bales
1955). However Meeker and Weitzel-O’Neil
(1977) reviewed many studies of gender-linked
behaviors and concluded that most of the differ-
ences were produced not by gender socialization
but by status position. Of course in our society,
mixed-gender interaction entails status advan-
tages for men and corresponding disadvantages
for women. But in same-gender groups, after a
power and prestige structure emerges, individu-
als occupying a high position tend to initiate at
high rates and in instrumental areas, while those
in low positions tend to initiate at lower rates and
in socio-emotional areas. The status position, not
gender, is the fundamental cause of the different
types and rates of interaction.

Most people are quite flexible in their behavior
and expressions. It is not true, for instance, that
men cannot access feelings or that women can-
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not act assertively. Rather, a man in a low status
position can and will deal with feelings more
often than when he is in a high status position.
A woman in a high status position will be quite
task focused and assertive. It is easy to overlook
the flexibility that most people have because
most mixed-gender interaction activates the two
behavior profiles reliably for men and women.
Gerber (2009) and Webster and Rashotte (2009)
reviewed considerable literature to show the be-
havioral flexibility and behavior differences ac-
tivated by status position rather than by gender.

Differences in behavior that are associated
with group position are likely to be seen by oth-
ers as indicating personality traits rather than as
outcomes of social structure. The theorist Talc-
ott Parsons (1951; Parsons and Bales 1955) ad-
vanced an idea that instrumental and expressive
differentiation is essential for groups. A legacy
of that idea is a persistent view that women are
more emotional and more feeling than men, and
men are more rational and logical (Bem 1974;
Spence et al. 1985).

However newer theoretical and empirical work
finds few if any persisting gender differences in
emotional experiences (Lively and Heise 2004;
Ridgeway and Smith-Lovin 1999; Simon and
Nath 2004). Instead, structural factors, especial-
ly status position, are linked to instrumental and
expressive behaviors and self-concepts (Gerber
2009; Webster and Rashotte 2009). People—
women and men—who find themselves in rela-
tively status advantaged positions (such as a man-
ager interacting with an employee) activate in-
strumental-directive behaviors. The same person
in a status disadvantaged position activates more
expressive-emotional behaviors. The confusion of
linking gender with instrumental or expressive ac-
tivity may have arisen because of gender’s status
significance in our society. Most groups include
both genders and women interacting with men
are status disadvantaged. That structural position
activates expressive and emotional behaviors by
the women. Repeated micro-interactions perpetu-
ate the status significance of gender as well as the
stereotypes associated with it (Ridgeway 2009).
However the same women can be very instrumen-
tal and task-focused in an advantaged position;
instances are recent U.S. Secretaries of State.

An observer may interpret different behavior
profiles associated with different status positions
as clues to personality traits rather than to status
position. Thus seeing someone in a low status po-
sition displaying the appropriate behavior profile
might lead to an inference that she (or he) is a car-
ing, sympathetic person; seeing someone in a high
status position might lead to an inference that he
(or she) is “all business.” We socially construct
personalities from behavior cues and attach them
to people. Unless we see someone in a variety of
status positions, it is easy to overlook the flexibil-
ity he or she actually possesses and infer a one-di-
mensional personality because of limited exposure
to the settings in which that person actually lives.

The same person “looks different” when en-
acting a high-status position than a low-status
position. In high status positions, we tend to
interact at higher rates, to emphasize task acts
(suggestions, problem definitions, evaluations of
others); in low status positions we display more
socioemotional behaviors (agreeing, expressing
concern, soothing). We adjust outward emotional
display on elements including anger, control,
sympathy, concern for others), and we may adjust
internal emotional experience as well.

An imaginative study by Gerber (1996, 2001)
measured personality attributions in New York
City police car teams that were differentiated by
status. Police patrol in pairs, and Gerber stud-
ied the effects of status differentiation among
them. For male-female teams Gerber presumed
the gender difference shows status position; for
two-male teams, seniority on the force is a sa-
lient status characteristic. Gerber found that both
members of the pairs attributed dominance to the
higher status team member (self-assertive, agen-
tic, and goal-oriented) and expressive sympa-
thetic disposition (interpersonally oriented, com-
munal, and accommodating) to the lower status
member. What is most compelling is that those
traits, which were often thought of as linked to
gender, characterize the two-male officer teams
differentiated by seniority. The newer officer is
seen, and sees himself, as sympathetic and subor-
dinate; the senior officer is seen and sees himself
as instrumental and dominating. Status position,
not gender socialization, determines the behav-
iors and the socially constructed personalities.
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Gerber’s research confirms the conclusions
of Meeker and O’Neil (1977) on the situational
nature of instrumental and socioemotional be-
haviors, and it shows how structural facts can
influence the construction of a person. In a new
team, both members are wondering “what sort of
person” my partner is, and they make inferences
based on observed behavior which, as we have
seen, is influenced by status position. One officer
seems to have a sympathetic communal personal-
ity while the other is a “take-charge guy.” Both
members of the team experience behaviors shaped
by status relations, and they tend to interpret them
as revealing personality dispositions. Gerber’s re-
search shows the social creation of persons (both
self and the partner) from the different behaviors
elicited by their relative status positions.

7.4.3 Societal Status Hierarchies
and Emotions

Many field studies show links between societal
inequality and feelings. This is not surprising;
the socioeconomic structure of society (or SES,
socio-economic status) affects more aspects of
life than any other sociological fact. It is ordinar-
ily measured by a combination of an individual’s
or a family’s income and educational level and
it reflects esteem, life chances, health, residential
patterns, and most other important opportunities
and rewards.

Despite the adage that “money can’t buy hap-
piness,” research has repeatedly shown that peo-
ple with higher incomes are, indeed, happier than
those with lower incomes. The effect appears to
be linear, with no upper limit (Stevenson and
Wolfers 2013); we are, on average, happier the
more money we have, and the increase in hap-
piness never tops out. Viewed dispassionately,
that should be unsurprising. Many of life’s prob-
lems are associated with scarcity, from access to
health care and childcare to paying for car repairs
(Angel et al. 2003; O’Campo et al. 2004). The
general trend is that life gets pleasanter as money
increases, and there does not seem to be a point
at which the trend plateaus.

Turner and Avison (2003) studied stress and
depression among white and African American

middle school and high school students. They
asked respondents about a large number of recent
and chronic stressors and depressive symptoms
and analyzed data by race, gender and SES. SES
was associated negatively with both exposures to
stress and to reporting symptoms of depression.
Within SES groups, African Americans experi-
enced more stress than whites, and the genders
differed in types but not level of stress experi-
ences. Not surprisingly, greater exposure to
stressors was associated with experiencing more
symptoms of depression across both genders and
racial groups. The psychological consequences
of stress fall quite differently on individuals from
different positions in the SES structure.

McLeod and Owens (2004) analyzed a large
dataset of youth from ages 10 or 11 through 14 or
15 to study effects of various statuses, singly or
in combination, on self-concept, scholastic con-
fidence, and various indicators of stress. They
found that the status characteristics gender, race,
and poverty all had predicted effects on self-con-
cept and scholastic confidence. Those factors are
indicators of performance expectations, as would
be predicted by the core theory of SCES applied
to schools. Effects on more psychological vari-
ables (depression and hyperactivity) were more
complex than those of the two status character-
istics.

Lively and Heise (2004) analyzed the emo-
tions module of the General Social Survey (GSS),
a representative sample of non-institutionalized
adults, for experiences and expression of 19
emotions. Older respondents reported feeling
more positive and more quiescent (calm) emo-
tions; apparently some things get better with age.
Other status effects occur with education: better
educated respondents report more and stronger
emotions); with occupational prestige (higher
prestige occupation associated with pleasanter
emotions), and family size (having more children
associated with feeling greater dominance). The
findings show a variety of effects of social struc-
ture on emotional life.

Cast, Stets and Burke (1999) studied influence
on identity (self-concept) among 286 couples in
their first two years of marriage. The researchers
measured the individuals’ identities through long
interviews, daily diaries, and videos of couples’
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conversations. Not surprisingly, they found some
convergence with time, as individuals’ identities
were modified by the spouse’s views. However
status, indicated by education, occupational pres-
tige, and gender also played a part. The more a
spouse’s status advantage, the greater was his or
her influence over the identity. In married couples
as in laboratory discussion groups, higher status
means greater influence. Because identity verifi-
cation affects feelings and higher-status people are
more likely to experience verification, they also
should be more likely to report individual well-be-
ing and positive feelings towards their marriages.
Stets (2004) pursued similar issues in a labora-
tory experiment that simulated a work situation.
Pairs of individuals, a “worker” who is a naive
participant and a confederate “manager” work
on a task and learn that their performances were
average. The manager then gives feedback by
awarding the worker either average, above aver-
age, or below average points. From the perspec-
tive of Identity Theory (Burke and Stets 2009),
either positive or negative non-verification is un-
pleasant, and those ideas were confirmed. Gen-
der status of manager and worker also intervene
in the verification process. High status (male)
workers reacted more strongly to negative non-
verification than did low status (female) workers,
perhaps because the males held more positive
identities, or perhaps because they were more
accustomed to receiving verification. Further
research can clarify the exact mechanisms in-
volved, but this research shows how status inter-
acts with identity verification to generate positive
or negative emotions in evaluative situations.
Stets and Harrod (2004) analyzed data from a
telephone random sample of adults in Los Ange-
les County to assess how structural factors affect
verification of the identities “worker,” “academ-
ic,” and “friend.” Among several other findings,
these investigators found that status advantages
on race, gender, age and education were associat-
ed with greater identity verification. Identity veri-
fication produces positive feelings, including self-
esteem and mastery, and thus status is associated
indirectly with those feelings through verification.
The findings show that one’s position in the social
structure affects perceptions that can help or hin-
der maintaining positive feelings towards the self.

As noted earlier, most researchers distinguish
the experience of emotions from their expression.
Naturally a person may feel anger or liking with-
out expressing it, and cultural norms and other
constraints usually condition emotional expres-
sion. Norms sometimes proscribe expressing felt
emotions, such as not directly expressing anger,
and sometimes they prescribe expressing an
emotion that is not felt, such as enthusiasm. Sep-
arating experience from expression can be par-
ticularly important for emotions in the workplace
(Lively 2000; Sutton 1991; Stenross and Klein-
man 1989; Thoits 1996). The distinction first be-
came prominent in Hochschild’s path-breaking
descriptions of “emotion work” among airline
employees and others (Hochschild 1979, 1983).
Others have noted the importance of separating
experience from expression in romantic relation-
ships (Staske 1996, 1998, 1999), support groups
(Francis 1997), and social movements (Britt and
Heise 2000), though it also occurs in other set-
tings such as in families (Ross and Van Willigen
1996; Thoits 1986) and among groups of friends
(Heise and Calhan 1995).

Lively and Powell (2006) analyzed the same
data as Lively and Heise (2004) above, this
time to understand emotional expression. They
focused on anger because of its potential dis-
ruptive consequences, and they studied respon-
dents’ expression of anger at work and at home.
Respondents who said that a recent incident had
evoked anger in them were then asked whether
they expressed the emotion to the target, to oth-
ers, to both, or to no one. Respondents reported
being more likely to express anger generated at
work than at home, but in different ways: to the
target at home and to others at work. The first
finding is inconsistent with a view that “emotion
management” is especially important at work,
and the second finding perhaps shows attempts
to activate cultural norms at work to censure the
target person. One of the strongest conditioning
effects on expression was relative status, indi-
cated by formal authority at work and family role
(e.g., parent, sibling, child) in the family. In both
settings, individuals angered by a higher status
target are less likely to confront that person di-
rectly than when the offending person is of equal
or lower status. This is consistent with Ridgeway
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and Johnson’s theoretical prediction of interac-
tion in differentiated groups. It is also consistent
with findings of Thoits’ (1991) study of college
students that found women more likely than men
to seek social support for stressful situations. The
structural status effect on expression in Lively
and Powell’s analyses overwhelmed effects of
individual characteristics such as gender, age,
race, or education. The strongest status effect is
for those of lower status who have the most to
lose if they anger the person who angered them.

Simon and Nath (2004) also analyzed the
emotions module of the 1996 GSS to assess a
belief that women and men experience and ex-
press emotions differently. Their analyses do not
support common beliefs about frequency of emo-
tional experience; men and women in the survey
reported about the same rates of feeling emotions,
and that finding holds when race, education, in-
come, and other factors are controlled. However
advantageous statuses on gender (male) and edu-
cation are associated with reporting more posi-
tive emotional experiences. Differences between
men’s and women’s household income account
for a good part of the difference in frequency of
reporting negative emotions; higher incomes re-
sult in more positive emotions. While there are
some gender differences in specific emotions
reported (more calm and excitement for men,
more anxious and sad for women), there was no
gender difference in frequency of reported anger
or shame, findings also inconsistent with popular
cultural beliefs about gender. However women
reported more intense and more enduring anger
than men, and their expression (coping) strate-
gies differ. Women are more likely to talk about it
with others (as Thoits (1991) also found for col-
lege students) and to pray, while men are more
likely to use mood-altering chemicals (alcohol,
tranquilizers). The lack of differences in experi-
encing and expressing emotion between women
and men is important because of the common
view that women are more emotional than men.
The effects of advantageous statuses also are im-
portant because they again show the significance
of social structure for emotional life.

Collett and Lizardo (2010) found that experi-
encing anger is not linearly linked to SES. Again

analyzing the 1996 GSS module on emotions,
these scholars showed that anger is most likely
to be experienced by individuals at the bottom
and at the top of the structure. Analyses show that
control over life events, which typically is lower
at the bottom than in the middle, partly explains
the relationship. Also, feeling bound by norms of
anger management, which typically is strongest
in the middle, is a factor.

Stets and Tsushima (2001) studied coping
responses to negative emotion, using data from
the 1996 GSS emotions module. These scholars
worked from the theoretical perspective of Iden-
tity Theory (Burke and Stets 2009), in which
identity nonverification such as someone treat-
ing the respondent in ways inconsistent with the
respondent’s identity. They focused on respon-
dents’ recollections of instances where they felt
anger, and analyzed their responses separately
for anger at work and at home. Work relation-
ships tend to be role-determined and subject to
evaluation, while family relationships tend to be
group-determined and characterized by feelings
of solidarity. Results showed that anger gener-
ated in the family was felt more intensely than at
work, but because the workplace generally dis-
courages expression, anger at work lasted longer.
Further, respondents who occupied low statuses
in both settings reported both greater intensity
and duration because of norms opposing anger
expression for status-disadvantaged individuals.
Finally, anger in the family was more likely to be
dealt with cognitively (e.g., acceptance, prayer),
while anger at work was more often dealt with
behaviorally (e.g., talking with others). This
probably again reflects cultural norms against
anger expression at work.

Sloan (2012) also explored experience and
expression of anger in the workplace, using sur-
veys of several occupations in the U.S. Express-
ing anger in workplaces is strongly controlled by
norms that make it acceptable only in very lim-
ited situations such as directing it downwards in
the status structure (Conway et al. 1999; Gibson
and Schroeder 2002; Lively 2000; Pierce 1995).
Sloan finds no gender difference in experiencing
anger in the workplace. Women expressed anger
less frequently than men, but that difference was
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entirely accounted for by influence over others
and freedom to disagree with others, both job
characteristics on which men more often are ad-
vantaged than women. Here as in other studies,
the gender difference in emotional expression is
caused not by inherent qualities or predisposi-
tions of women and men but by the social cir-
cumstances in which they find themselves. Ex-
pressing happiness, however, did appear to be
conditioned by cultural norms, with men more
likely than women to suppress expression of
happiness.

7.5 Reward Expectations and Justice

Justice studies examine perceptions of “who
should get what,” and reactions to failures of what
is seen as a proper relationship. Early studies by
exchange theorists (Adams, 1963; Homans 1961;
Blau 1964) suggested dividing “outputs” such
as wage level by “inputs” such as education; if
the fractions of two comparison individuals were
equal, they would feel justice. Failure of justice
to one’s detriment was thought to generate anger,
and failure to one’s benefit, guilt. Berger et al.
(1972) offered an expectation states approach that
incorporates a “referential structure” of others to
whom an individual compares, rather than com-
paring to a single other individual. Jasso (1980,
1986, 2007) has built on both those approaches to
develop a comprehensive theory of all compari-
son processes. Here we describe research linked
to the expectation states theory of justice.

Given a situation in which rewards are among
the outcomes of interaction, the theory predicts
that individuals form expectations for rewards at
the same time they form performance expecta-
tions, and that the two are closely linked (e.g.,
high reward expectations from high performance
expectations). Formation of reward expectations
is conditioned by the kind of system in which in-
dividuals work (Webster 1984). In situations of
“piece work” employment, reward expectations
are linked to task outcomes; in situations based
on ability based on test scores or some other
basis, reward expectations link to performance
expectations; and in situations where “who you

are” matters more than “what you can do,” such
as caste or family based systems, reward expecta-
tions link to status characteristics. Here we focus
on the second case where performance expecta-
tions and reward expectations coincide.

An interesting consequence of this theory is
that change in either kind of expectations will
produce a change in the other kind. Cook (1975)
demonstrated that giving differential pay to in-
dividuals produced behavior showing corre-
sponding performance expectations. Thye (2000)
showed that status value could attach to poker
chips previously held by a high status player.
Hysom (2009) created performance expectations
from purely status-valued objects (an invitation
to a reception). These studies explore the basic
link of performance expectations and reward ex-
pectations in different situations.

Anderson et al. (1969) laid out sixteen possible
outcomes to a status structure involving a stable
referential structure and other actors. Emotional
reactions to inequity, either overpayment or under-
payment, depend on features of the social struc-
ture in which the inequity occurs. For instance,
overpayment alone might garner satisfaction and
esteem from others who do not know it is unfair.
However if an outsider has the ability to alter out-
comes, an overpaid actor may feel threatened or
embarrassed and will try to avoid the allocating
other person. The experienced emotions thus de-
pend on the kind of inequity, whether it affects
only the focal actor or others, whether it is pub-
licly known, whether it is changeable, and how
referent actors respond in the situation. Emotional
production depends on features of the complex so-
cial structure in which equity and inequity appear.

Hegtvedt (1990) studied emotional effects of
just and unjust relationships with vignettes in
which respondents reported how they would feel
in different situations. She found that justice was
linked to positive emotions and injustice to nega-
tive emotions. In greater detail, power and status
were positively associated with feeling grateful
and deserving, and negatively associated with
feeling resentful and helpless. Guilt varies by
level of over-reward, though this emotion was felt
only weakly in all conditions of this population.
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Lively et al. (2010) studied effects of felt in-
equity in household division of labor with the
1996 GSS survey of emotions. These investiga-
tors found that both inequitable benefit (partner
does more than his or her share) and inequi-
table deprivation (partner does less than his or
her share) are linked to reporting more negative
emotions than are felt when the division of labor
seems fair. Respondents in equitable relation-
ships reported more happiness, contentment, and
calm than those who felt their relationships were
unfair. The negative emotions differ depending
on the type of unfairness. Over benefit is associ-
ated with guilt, sadness and self-reproach, while
under benefit is associated with anger and rage.
The emotions found in this study track closely
with predictions from theories of distributive jus-
tice (Homans 1961; Jasso, 2007).

7.6 Norm Violators and Norm Carriers

Johnston (1988; Johnston et al. 2001) developed
related ideas on the attribution of personality
traits based on emotions and behavior to divorc-
ing couples. Focusing on the approximately 1/3rd
of divorces that remain conflictual for more than
a year, she abstracted a process that can create
ex-spouses’ views of who the other one is. (This
process is often described by participants as “dis-
covering what sort of person my ex-spouse re-
ally is.”) Building on ideas of Berger (1988) and
Talley and Berger (1983), Johnston proposed that
highly emotional interaction can force a person to
simplify and focus only on one kind of the other
person’s behaviors, either the positive behaviors
or the negative behaviors. In conflictual divorc-
es, that would mean that only behaviors having
negative valence become salient. (Another kind
of difficult divorce in which one person persists
in hoping for reconciliation, may make only the
positive behaviors salient.) When only behaviors
having negative implications become salient,
they may generalize into a negative personality
attribution. The process is one in which negative
emotions cause a narrowed focus on negative be-
haviors, leading to a socially constructed nega-
tive personality for the partner.

Johnston argued that negatively evaluated
behaviors are most often linked to established
norms, such as fidelity, privacy, or trust. Thus
the conflict casts one person as a norm viola-
tor, and the person attributing that personal-
ity becomes the norm carrier. Sometimes when
one person adopts the role of norm carrier, the
other accepts the role of violator. In that case,
the violator feels embarrassed, admits the viola-
tion, apologizes, and promises that the violation
will not recur. Adopting complementary roles is
probably quite common, and entails appropri-
ate emotions: outrage for the norm carrier and
guilt and embarrassment for the violator. Kelt-
ner and Buswell (1997) reviewed literature on
embarrassment and noted its components and
consequences. Embarrassment involves reduced
self-esteem, social evaluation, and awkward so-
cial interaction. Expressing embarrassment is
often the first step towards remediation, which
may include making amends and appeasement.
Keltner et al. (1997) reviewed studies show-
ing that appeasement commonly remediates
embarrassment and shame following transgres-
sions. Appeasement and reconciliation evoke
sympathy and forgiveness in many cases, thus
diminishing the carrier-violator roles and leading
to reconciliation.

Some parts of that cycle are seen in two stud-
ies by Tiedens and Fragale (2003). Participants
interacted with a confederate who adopted either
dominant or submissive body language: expan-
sive or constricted, e.g., draping an arm across
an adjacent chair, stretching legs out, vs. sitting
with legs together and hands on armrests. The
researchers found that most, though not all, real
participants adopted complementary body lan-
guage and demeanor. At least as important, par-
ticipants who did adopt a complementary role re-
ported greater comfort in the situation and greater
liking for the confederate; those finding apply to
participants who adopted both roles, dominant
and submissive. Apparently they felt more posi-
tive affect when adopting a complementary role
for the interaction. These patterns would be ex-
pected during the ordinary course of negotiating
hierarchical differentiation when that inequality
is not contested.
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The most conflictual occurrence is for the per-
son accused of norm violation to accuse the other
of norm violation also; both parties contend for
the norm carrier role and attempt to alter-cast the
other into norm violator roles. These cases are
unlikely to be resolved by the parties involved;
they may persist for years.

Doan (2012) analyzed the GSS to understand
the process by which transitory emotions can
transform into persistent moods, a key process in
Johnston’s explanation for personality inferences.
The more intense the emotion and the more an
individual reflects on the interaction in which the
emotion was experienced, the more likely it is to
become a persistent mood. This process may be
comparable to the process Johnston describes in
which emotions generalize into personality attri-
butions, and if so, then the same theoretical prin-
ciples might apply to the two situations.

Johnston’s theoretical contribution expands
and improves the determinacy of the behavior-to-
personality attribution process that Gerber identi-
fied in her study of police car teams. Johnston
specifies conditions that lead to particular sorts
of role attributions. The socially constructed in-
dividual may be either morally upright or mor-
ally depraved, and the individual may be either
a norm carrier or a violator or deviant. Most of
the time, people attend to all the behaviors of
someone in trying to figure out what personality
to attribute. Situations characterized by intense
emotion, however, cause individuals to limit their
attention to either the positive or the negative be-
haviors, and thus, to attribute a simple good or
evil personality to the other person. Such attribu-
tions tend to be made in terms of cultural norms,
and the subsequent interaction patterns depend
on fairly simple patterns of accepting or rejecting
the imputed personalities. Johnston’s analyses
provide a framework for further investigation.

7.7 Legitimation, Status,
Expectations, and Emotion

Legitimation is the feeling that hierarchical re-
lationships are right and proper. The research
program developed by Walker and Zelditch

(1993) analyzes legitimation as having two com-
ponents, propriety or authorization (individual
acceptance) and validity or endorsement (a sense
that others treat the structure as legitimate). Le-
gitimate group structures are satisfying and are
accepted by members; illegitimate structures
cause tension and perhaps outrage and hence are
likely to be unstable.

Ridgeway and Berger (1986) presented a
theory that predicts, among other things, that in-
equality in initially heterogeneous groups is more
likely to be seen as legitimate than is inequality
resulting from a status struggle in homogeneous
groups. Group members will feel that the struc-
ture is fair, and they are likely to feel commitment
to the group. They are also likely to accept (rather
than to challenge or feel angered by) directive and
dominance behaviors by a leader. Comparable ef-
fects obtain when external status characteristics
are consistent with group position; for instance,
when a male supervisor interacts with female
subordinates. Those predictions were tested and
confirmed experimentally by Ridgeway et al.
(1994). Other research (Kivlighan and Kivlighan
2010) found that student members of campus
intergroup dialogue groups were more satisfied
with, and less likely to want change of, leaders
(or “facilitators”) whose knowledge closely ap-
proximated their trainers; in other words, mem-
bers were more satisfied with skillful leaders.
The more skilled leaders also were more influen-
tial in the groups, as we have seen in other cases.
When the expectation structure coincides with
the authority structure, legitimacy is maximized.
When the two structures do not coincide, for in-
stance when an appointed leader is thought to be
fairly incompetent, the structure is not legitimate.
It generates negative feelings and is likely to be
unstable.

Experimental research by Kalkhoff (2005)
shows some emotional effects of legitimated
structures. Participants viewed simulated chats
between interactants who supposedly worked on
a set of problems together. Participants also were
told that the interactants differed on educational
and occupational status. As predicted, the greater
the status differentiation of the interactants, the
more collective validation (agreement with the
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high status interactant) that the participants ex-
pressed. Further, the greater the collective vali-
dation participants believed existed, the more
they reported feeling that the leader’s behavior
was “appropriate,” and that the other interactant
“should” defer to him. Kalkhoff notes that highly
legitimate groups may offer a pleasant experi-
ence because of a lack of disagreements, but they
also are susceptible to “groupthink,” a tendency
to avoid dissent in the interest of maintaining
solidarity.

Lucas (2003) reported an experimental study
investigating ways to legitimate a female group
leader in a group of men. In one condition, the
leader was appointed on the basis of publicly
known high ability, and in another condition, she
was appointed randomly. Women leaders in the
first condition attained greater influence in their
groups, and were seen as more skillful. A third
condition appointed a woman leader based on
her ability and added information showing in-
stitutional support for having women in leader-
ship positions. This condition added legitimating
authorization, and again it increased the leader’s
legitimacy and influence. While Lucas did not
report measures of emotions, it is reasonable to
presume that the first condition here would have
generated negative emotions from the low le-
gitimacy, while the second and third conditions
would generate positive emotions from the great-
er legitimacy of a female leader.

Further theoretical work by Berger et al.
(1998) developed a formal theory of legitima-
tion processes and de-legitimation processes as
they occur in task groups. The extended theory
describes how status and evaluations affect those
processes, accounts for the stability of legitimat-
ed groups, and identifies research topics on the
effects of evaluations on legitimation processes.
Both status and performance evaluations can
influence legitimacy, and both are needed for a
highly legitimate structure. While theoretical
understandings of legitimation processes have
progressed in recent years, relations with emo-
tions have yet to be explored. It is reasonable to
presume that irritation and outrage can follow
de-legitimation of a structure, while pleasure
and feelings of security accompany successful

legitimation, but confirmation and development
of those ideas awaits further research. As Ridge-
way (2007) noted, the other side of the theory
of legitimation is that leaders who have some a
status disadvantage, say a female supervisor or
an African American President, are likely to en-
counter hostility, even outrage, when they exer-
cise their authority.

Johnson et al. (2000) studied effects of de-
pendency, legitimacy, and justice with vignettes
describing conflict between an employee and a
manager. Respondents reported the most anger
and resentment when they were in the least de-
pendent position and the least when they were
most dependent. In other words, being relatively
independent of someone gives freedom to feel,
and perhaps also to express, anger and resent-
ment. If the superior is weakly legitimated, that
increases resentment. These finding show the
significance of legitimation of inequality struc-
tures, as well as specifying particular emotions
generated by inequality and legitimacy.

Shelly and Shelly (2011) analyzed transcripts
of discussion groups to assess whether legitima-
tion was only affected by status, or whether other
processes are involved. They concluded that le-
gitimation may arise from particular types of in-
teraction, such as facilitation of others and task
organization speeches. While they found some
effect of status and expectations on legitima-
tion, the particular micro-interaction sequences
had a greater effect in the groups studied. This
research shows a second path to legitimation of
group structure. It may be produced by status and
expectations as the Ridgeway-Berger theory pro-
poses, or it may be generated by interaction pat-
terns within the group. Status and expectations
may be particularly important for highly task fo-
cused groups, while interaction patterns might be
important when task focus is reduced.

Thye et al. (2008) reported theoretical analy-
ses and experimental research in which both sta-
tus processes and exchange processes figured
in repeated exchanges. The researchers studied
status-unequal (mixed gender) groups at a bar-
gaining task. Several studies (e.g., Thye 2000),
have found that men earned considerably more
than women in repeated exchange experiments.
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However both genders report about equal plea-
sure and satisfaction with their experiences. The
puzzle is how unequal earnings can seem equally
satisfying.

In the new experiments, researchers maxi-
mized status difference by grouping African
American women with Anglo men, and told
participants that the men scored higher on a task
relevant to their interaction. This produced a
powerful inequality based on three consistent sta-
tuses. As in prior studies, the advantaged player
got most (about 75%) of the winnings. Despite
the large power difference, and contrary to other
theory and findings (e.g., Kemper 1978, 1984;
Lovaglia and Houser 1996; Willer et al. 1997),
both players in this study reported about equal
feelings of satisfaction. To explain that surpris-
ing finding, the analysis of these authors points
to two sources of emotions. Exchange processes
will lead to those earning less to feel negative
emotions. Status processes, however, tend to
legitimize the inequality and tend to make the
inequality seem fair. Legitimating inequality re-
duces negative feelings and generates positive
feelings about the situation. Finally, in all condi-
tions of the experiment, frequent exchanges pro-
duced positive feelings that generate relational
cohesion, confirming a theory of exchange pro-
cesses (Lawler et al. 2009).

7.8 Summary and Next Steps

We have reviewed the SCES core theory and
some elaborations dealing with related phenom-
ena. The theories involve different initial condi-
tions and mechanisms, but all use the concepts of
expectation states and status characteristics. The
theories describe behaviors and social structures
generated by different patterns of structural facts
and interactions. All of the theories involve af-
fect, emotions, and sentiments, though the causes
and consequences of those elements are only be-
ginning to be mapped. The study of status, expec-
tations, and emotions has only begun in recent
decades. As others have noted about the field of
the sociology of emotions (Thoits 1989; Smith-
Lovin 1995; Simon and Nath 2004), there are

more plausible ideas and conjecture than data.
We have noted some empirical confirmation of
theoretical ideas here, but there is opportunity to
collect much more.

Theoretical and empirical work in the study of
emotions would benefit from shared listings of the
emotions of interest, shared definitions of them,
and specification of mechanisms of their causes
and consequences. For instance, several studies
summarized in this chapter study the emotion of
anger. While the term has some familiarity, no
theoretical definition has been proposed, nor do
we have much in the way of general conditions
generating anger or its consequences. Theorists,
especially Theodore Kemper, Robert Thamm, and
Jonathan H. Turner in this volume, have developed
answers to those issues, but there is not strong
agreement among them nor guides to finding evi-
dence for evaluating and improving the ideas.

For the SCES program also, developing ex-
plicit links between its processes and emotion-
al and affective facts has only begun. We have
evidence that high status generally accompanies
positive feelings while low status accompanies
negative feelings; Lovaglia and colleagues have
proposed that this illustrates compatible emo-
tions. At present that idea is limited to valences:
positive or negative on status, and positive or
negative on emotion. Developing greater speci-
ficity of specific emotional consequences, and
conditions under which they appear, might lead
to valuable theoretical principles of the interrela-
tions of status and emotion.

A comparable development in the personal-
ity attribution process studied by, among others,
Gerber and Johnston might make it possible to
track the mechanism by which specific behav-
iors and emotions generalize into personalities,
and how those personalities then structure future
interaction. In all such theoretical development,
we believe the approach of state organizing pro-
cesses described above will be useful. A theorist
might conceive of emotions as states and then
describe conditions activating the states and how
they affect future behavior and social structures.
The next task would be to specify changed condi-
tions that would cause the states to de-activate so
they no longer affect interaction.
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Along with developing theoretical mecha-
nisms, understanding will benefit from improved
empirical operations. At present we have little
in the way of good tools to measure emotions,
so we rely on self-report and recollection. Partly
this is due to the lack of explicit definitions of
the emotions. If we knew what we are looking
for, that would help us decide how to observe it.
Also, having a clear idea of the consequences we
believe emotions have would sensitize research-
ers to developing measurements for those conse-
quences.

An avenue for developing understanding of
how status and expectation processes intertwine
with emotions may be to study situations that do
not, or do not fully meet the scope conditions of
the theories. Natural settings, such as the stud-
ies of business organizations, are likely to meet
the theory’s scope conditions only imperfectly.
As noted, these theories were developed for situ-
ations of task focused collectively oriented inter-
action, and they make no claim to predict out-
side of such cases. Yet several of the studies we
have reviewed showed predicted effects of status
when collective orientation is met only weakly.
A few cases show status effects when task ori-
entation is weak, but in those cases the effects
are attenuated. It may be that the theory’s predic-
tions are robust across differences in strength of
collective orientation, though task focus seems to
be more significant. Walker and Cohen (1985),
Foschi (1997, 2008, 2014) and Dippong (2012)
discuss scope conditions and their place in theory
development in greater detail.

A reasonable beginning for studying status
and emotion might be to focus on a particular
emotion and see how it plays out in strongly
and weakly collectively oriented cases. For in-
stance, high status seems to generate feelings of
satisfaction and appreciation whether or not the
high status individual is engaged in a collective
task. (The emotions are much less regular when
the situation is not task focused.) This suggests
the value of a program of research investigat-
ing particular emotions that have been shown to
accompany structural facts such as high status.
Researchers might map emotions generated by
status in individually oriented tasks as well as in
collectively oriented tasks. Results might allow

theorists to extend the theories to explain how
different levels of collective orientation generate
the same or different emotional responses.

Overall, researchers have developed more and
more precise understandings than existed when
Thoits (1989), Smith-Lovin (1995), and Ridge-
way (2007) surveyed the field. There remains
much more to learn. Opportunities are limited
only by the imaginations and rigorous thinking
of sociologists.
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Status, Power and Felicity

Theodore D. Kemper

8.1 Introduction
Status-power theory provides a broad approach
to emotions based on the idea that a large class of
emotions results from “real, recollected or imag-
ined outcomes of social interaction,” with inter-
action defined in status-power terms (Kemper
1978, 2006, 2011)." This general theory of emo-
tions has received some support (Kemper 1991;
Simon and Nath 2004; Robinson and DeCoster
1999; Robinson 2002). In this chapter, I address
the relationship between status-power outcomes
and the emotion/feeling of felicity (happiness,
satisfaction, contentment or well-being). In prior
statements of the theory (Kemper 1978, Kem-
per and Collins 1990, Kemper 2011) happiness
was predicted from the interaction outcome of
improvement in status (or standing) in a group,
e. g., receiving a compliment, winning a prize,
gaining a promotion; and also from the relational
condition of providing status to another actor,
especially notable in the case of love. This po-
sition is still maintained here, but new work in
status-power theory (described below) and on
how to formulate positive emotions leads to a
more differentiated approach to the question of
what kinds of social relations make a person feel
happy.

First, I will briefly review status-power the-
ory, including an up-dated conceptualization of
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happiness-relevant outcomes, focusing on four
relational conditions in the status-power ap-
proach. Second, I will present some general con-
siderations that bear on status-power outcomes
and happiness. Third, I will review the literature
pertaining to happiness outcomes in the four rela-
tional conditions. Finally, because many students
of happiness believe happiness is an outcome of
living a “meaningful” life, I will consider the sta-
tus-power significance of meaningfulness.

8.2 Status-Power Theory

Status-power theory begins with the proposition
that social relations can be usefully described in
two dimensions. This approach derives from the
empirical findings reviewed by Carter (1954) in
which factor analyses of behaviors by actors in
small groups produced a technical activity fac-
tor (activity directed to that task at hand) and
two relational factors. Many subsequent studies
found the same two relational factors (see Kem-
per and Collins 1990) and, as an empirical gen-
eralization, I have concluded that social relations
in all settings can by-and-large be accounted for
by these two factors. Since it is traditionally the
privilege of the factor analyst to name factors,
the two dimensions are variously labeled, e. g.,

! Prior to Kemper (2011), status-power theory was pre-
sented with the terms reversed, i. e., as power-status theo-
ry. However, it is more in keeping with the usual sequence
of events in interaction to have status precede power.
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Likeability-Assertiveness,  Affection-Control,
Affection-Dominance, Sociability-Dominance
(see Kemper 2006; Kemper and Collins 1990;
Gurtman 2009). But because of the two factors’
eminently social connotation, I have chosen
names out of the sociological lexicon and call
them status and power (Kemper 1978, 20006,
2011). The status-power model has the advantage
of being empirically-based (Carter 1954), having
cross-cultural support (White 1980) and, nomen-
clature aside, increasingly in use in the social sci-
ences (for example, Magee and Galinsky 2008;
Thye et al. 2006; Fournier et al. 2009; Halevy
et al. 2012; Blader and Chen 2012).

For definitional purposes, the status dimen-
sion reflects voluntary compliance with the wish-
es, hopes, desires, needs, and interests of other
actors through behaviors of deference, caring, at-
tention, respect, admiration, helping, support and
the like. The ultimate in voluntary compliance is
the relationship we ordinarily call love (Kemper
2006,2011). With the concept defined in this way,
we can speak of status-claiming (where someone
presents evidence of worthiness to receive status)
and status-accord or conferral (where the behav-
ior actually bestows a voluntarily-granted ben-
efit on another). To say that someone has “high”
status means that the person is receiving a great
deal of deference, caring, attention, etc. from oth-
ers. In everyday terms this would include such
benefits, necessarily conferred by others, as high
income, material possessions, promotions to
valued offices, honorific titles, good reputation,
popularity and so forth.

Consonant with the definition by Weber
(1922/1946b, p. 180), the power dimension of re-
lationship entails behaviors that reflect the gain-
ing of involuntary compliance, by means includ-
ing threat, force, coercion, infliction of physical or
emotional pain and/or deprivation, intimidation,
manipulation, deception and similar conduct by
which the actor attempts to obtain what he or she
wants when it is not voluntarily granted as status.
To say that an actor has high power in a relation-
ship means that that actor obtains a significant
amount of compliance by means of threatened or
actual use of coercion or manipulation. In every-
day terms this would include sullen responses, a

raised voice, interrupting the other’s talk, inatten-
tiveness, expressions of disdain, withholding af-
fection, physical assault, mendacity and so forth.
These all mark how power is practiced.

Following Weber (1947/1922, p. 88) and
Mead (1934), I deem as “social action” any be-
havior in which an actor takes the other actor(s)
into account when considering what to do in a
given situation. (Below I will discuss what it
means to take other actors into account.) I main-
tain that when we observe the relational aspects
of social interaction, we will see behaviors that
can be classified under the status and power ru-
bric. Other actors, the ones the focal actor takes
into account, I call reference groups. The antici-
pated reaction of these others determines what
action will be taken. Broadly speaking, higher
status and/or power reference groups—parents,
teachers, religious authorities, sociometric stars
and the like—transmit the culture of the relevant
group, that is, the norms, standards, values, ide-
als, and so on that are espoused in the group.
Reference groups need not be real or alive. It is
enough that they have prescriptions for behavior.
In the case of modeling, the focal actor uses the
model to guide behavior that is desired or pre-
scribed by one or another reference group. Real
reference groups back up their prescriptions with
positive sanctions (according status) for compli-
ance and negative sanctions (applying power)
for non-compliance. Imagined or dead reference
groups provide just as potent positive sanctions
for compliance and negative sanctions for non-
compliance via evoking appropriate emotions of
pride and satisfaction, in the one case, and shame
and/or guilt in the other.

In the status-power model of relationship, four
motivational conditions that are implicit relation-
al requirements confront each actor. (1) Own sta-
tus. Obtaining it from others. (2) Other s status.
According it to others in the amount deserved.
(3) Own power. Managing it so as neither to
abuse it or failing to protect oneself if necessary.
(4) Other’s power. Avoiding or escaping others’
use of it. The main thesis of this chapter is that
felicity, satisfaction or happiness comes in vari-
ous ways from satisfying these relational require-
ments. Below | examine each of these relational
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bases in respect to happiness or one of its vari-
ants. Before doing so, I present some preliminary
considerations that prepare the way for what fol-
lows.

8.3 Preliminary Considerations

8.3.1 The Actor in Status-Power Theory
In the field of psychology (and in society in gen-
eral) the conventional position is to see the indi-
vidual actor as agentic, that is, endowed with free
will and capable of being pro-active. This means
that the person can make choices and choose (in-
trinsic) goals that “promote his/her own sense
of meaning... not that of parents or culture and
that reflect his/her own ‘authentic values’” (Lyu-
bomirsky 2013, p. 241).

From a status-power point of view, this is a
questionable understanding, heedless as it is of
the overwhelming force of culture and social
demand in every corner and every moment of
human existence. We are not surprised that resi-
dents of the United States speak English or that in
Pakistan they speak Urdu and in Ecuador, Span-
ish. Clearly this shows the influence of local so-
cial demand. Why would we think that it would
be otherwise when it comes to the general run of
behaviors, thoughts and beliefs? Every group has
its particular body and configuration of (cultural)
content and each person in the group has his/her
reference group sources of influence with respect
to that content—usually parents, friends, teachers,
et al. They convey to the individual what they
want and they have the means via status-accord
to exercise influence and via power to enforce
their interests. Even where there is latitude of
choice, the roster of possible choices is pre-set by
the culture, as transmitted.

When the person chooses from among avail-
able choices, this occurs in the context of a his-
tory of reference group interests, preferences or
prescriptions that are known to the individual.
Crucially, if the individual chooses other than
what one reference group (parents, for example)
prefers, it is not that the individual is now ex-
pressing his/her “authentic” self, but is acting in

the manner preferred by some other reference
group(s), for example, friends, or an Eastern
guru, and so on. Parents may want their off-
spring to attend law school, but the child wants
to study mycology. Why is the latter option con-
sidered to reflect the “true” self? For socially ve-
ridical purposes, it is only that another reference
group, with its status and power contingencies,
has become dominant.

Nor is it any different in the domain of moral
choice, matters defined in terms of right or
wrong, good or bad. Reference groups insinuate
themselves into the individual’s psyche and make
their claims when matters arise that are of interest
to them. The businessman sees a profitable but il-
legal short-cut. Will he take it? The moral agony
of decision is the agony of reference groups in
contention; on one side counseling honesty and
on the other side counseling larceny. The choice
here will not indicate who the person “truly” is,
but rather the strength of one reference group
over another.

8.3.2 Doing Things for Their Own Sake

Related to the idea of authenticity is the con-
cept of the autotelic personality, an idea that has
some currency in happiness studies. It is flatter-
ing to human vanity to think of humans as the
apex of creation. In an older tradition (prior to
Copernicus and Darwin), this was certainly the
prevailing notion. Although this idea succumbed
to the theories of Heliocentrism and Evolution, it
persists in notions of human self-determination
and self-direction. While society and social influ-
ence receive lip service, there is also a socially-
disseminated but contradictory ideal—cultures
are not smoothly harmonized—that valorizes the
individual for transcending those influences and
acting agentically out of a sense of “self.” Csik-
szentmihalyi (1997) employs the term “autotelic
personality” to refer to “a person who...gener-
ally does things for their own sake, rather than to
achieve some later external goal” (p. 117).

As if there can be any enjoyment “for its own
sake,” divorced from social standards of taste and
preference, experience in social contexts and the



158

T. D. Kemper

requirements imposed by reference groups. This
sort of thinking elevates the individual at the ex-
pense of the social context that, in any society,
gives rise to the menu of what is preferable, de-
sirable, allowable (see Kemper 2011, p. 46).

8.3.3 Cultural Variation in the
Definition of Happiness

As with most other concepts, the definition of
happiness varies by culture (Pedrotti et al. 2009).
The classical Chinese sense of happiness sees it
as a product of luck and fortune (Oishi and Kurtz
2011). Even Aristotle’s eudaimonia (his word
for happiness) was a prey to circumstances over
which one had no control (Nussbaum 1986).
Current Western conceptions, on the other hand,
entail the idea that happiness can be actively pur-
sued and (according to the self-help literature on
happiness, e. g. Lyubomirsky 2013) is there for
the taking.

This conception again reflects the agentic na-
ture of Western individualism, where the person
is an autonomous actor choosing his or her fate
and actively engaging in fostering or changing it.
Status-power theory, on the other hand, views the
individual as being the mouthpiece of reference
groups who speak through and for him or “ven-
triloquating,” as Bakhtin (1981, p. 299) puts it.
In this view, reference groups are the true actors
in the individual’s daily drama of relational en-
counters. Where reference groups are in conflict,
vying for control of the actor’s conduct, some
vectorial resolution of the acting forces occurs.
Perhaps this would be as easy to predict as know-
ing the algebraic resultant derived from the rela-
tive amounts of status and power each reference
groups wields with the focal actor.

8.3.4 The Organism

A very important reference group that needs to be
factored into the individual’s arithmetic of hap-
piness is the organism itself, referring to what is
strictly biological about the individual, including
needs for food, sleep, sex and so forth. These too

enter into the happiness equation. The body has its
imperatives and sometimes a hearty meal or a nap
is the summum bonum. Although there are limits,
culture can go quite far in shaping the organism
to its design, from how and when to satisfy hun-
ger to how and when to satisfy libido; to how and
when to satisfy the demands of the moment, as
for example, from pulling an all-nighter to study
for an exam at college to staying put on the bar-
ricades despite the strong likelihood of death.

8.3.5 Human Monsters

Because we have been trained to think so by
our reference groups, most of us would judge it
a better world if “good” people were happy and
“bad” people were unhappy. But the actualities
of existence are such that human monsters are
often tolerably happy, while their victims are
extremely unhappy. Status-power theory accom-
modates this unpleasant fact, since it is ethically
neutral and takes no stand on what is “good” and
what is “bad.” It views all ethics as ideology, a
set of socially-defined-and-transmitted prefer-
ences, grounded in nothing more than their in-
vention by those who had these preferences (see
Kemper 2011). Even if the ethics and ideology
are dedicated to securing happiness for the great-
est number, as in classical Utilitarianism (Mill
1863), this is merely a preference for a certain
outcome, without any further foundation. “It is
good for us as (humans), (Americans), (Chris-
tians), (Jews), (Muslims), (Hindus), (Atheists),
etc”. Even “human dignity” or “reverence for
life” is merely an idea that some reference group
supports. Yet, other reference groups can point to
the view that “redemption” comes from suffer-
ing (Romans V: 1-5). There is no ontological or
epistemological rationale by which to choose any
one of these over the others.

In no sense, then, is there any reason to sup-
pose that human monsters, that is, those whom
we categorize as such, are in any way less capa-
ble of happiness than are those we categorize as
saints. Saint and monster are merely designations
that indicate our agreement with the respective
conduct of these two types of persons.
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Happiness is thus only personal. It depends on
the balance of status-power outcomes (as will be
described below) and on the relevant reference
group inputs about these outcomes and is unin-
volved with the happiness of others. The major-
ity of the community may be suffering, but this
does not affect individual happiness, unless per-
tinent reference groups have endorsed being con-
cerned over the distress of others. One may inter-
pose the notion of shame or guilt here, emotions
that destroy the happiness of someone who has
claimed excess status or used excess power. But
the human monster who is happy is not necessar-
ily prey to shame or guilt and is thus immune to
disturbances from this quarter. For example, the
concentration camp guard who hated Jews was
not at all disturbed by these emotions.

8.3.6 Theory in Happiness Studies

In the field of happiness studies, the attitude to-
ward theory is mixed. Ryff (1989), strongly en-
dorses a theory-guided development of the field,
while Csikszentmihalyi and Nakamura (2011,
p. 7) ponder whether or not an overarching
theory framework for positive psychology is a
productive and practical alternative. It is not that
there are not many theories in this field (Simon-
ton (2009) worries that there may be too many
theories), for example, Hope theory (Youseff and
Luthans 2011), Place theory (Florida and Rent-
frow 2011), Meaning theory (Seligman 2002)
and so on. But these are special theories, limit-
ed in scope and not formulated to a degree that
would allow broad application.

By contrast, status-power theory is a com-
prehensive approach to social relations that al-
lows for broad consideration of the conditions
for happiness. Manifestly, however, it is lacking
in one respect, namely it is focused on the wide
scope of satisfactions that emerge from social re-
lations, but it does not directly explain the deep
pleasure and satisfaction many people obtain
from what appear to be non-social sources, for
example, panoramic vistas, towering Redwoods,
sight of a roiling ocean and other scenes of na-
ture, although there is possibly some reference

group contribution to full understanding here.
Tentatively, I suggest the following. The so-
called Romantic movement of the late 18th-19th
Centuries brought Nature to heightened atten-
tion among those in the upper reaches of soci-
ety. Wordsworth’s lines from his “The Tables
Turned” will serve as illustration: “Up! up! my
Friend, and quit your books/...Come forth into
the light of things/Let Nature be your teacher/...
Enough of Science and of Art/Close up those
barren leaves/Come forth and bring with you a
heart/That watches and receives.” This senti-
ment favoring Nature was a change of standard
about what was to be regarded as important to
appreciate not only when out-of-doors but also in
travel, the design of homes, the valuation of emo-
tion, the educational curriculum, the writing of
novels, the goals of philosophy and the practice
of politics. Appreciating the majesty, authentic-
ity and glory of Nature, both as feast for the eye
and as transcendental product, became treasured
source for status attainment. One was au courant
and therefore deserving of consideration (status)
if one could report a serious interest and involve-
ment with Nature. This had not generally been
the case prior to the Romantic movement (Rigby
2004; Oerlemans 2002; Fry 1996).

8.3.7 Psychological Variables and
Status-Power Understandings

Every discipline is privileged to choose its own
variables and its own labels for them. But some-
times the findings of other disciplines part a cur-
tain that can illuminate some of the issues that are
otherwise obscure. For example, psychologists
find that happiness is correlated with “number of
close friends,” “frequency of contact with friends
and relatives” and “making new acquaintances”
(Watson 2009), but do not explain why these so-
cial conditions should lead to happiness. Status-
power theory proposes that relations with others
(friends, contacts, acquaintances) are replete with
opportunities and occasions for status enhance-
ments, both of self and others, and that these feel
good. From a status-power perspective, it is no
wonder that significant amounts of relational
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involvements with others lead to higher subjec-
tive well-being.

8.3.8 Definitions of Happiness

Researchers have not all agreed on what consti-
tutes happiness. Ryff (1989) looks at two main
approaches. The first is hedonic, with happiness
considered as psychological well-being. In clas-
sic work by Bradburn (1969) happiness is defined
in terms of the balance between positive and neg-
ative emotions. These different emotions were
virtually uncorrelated in his results and each was
associated with different variables. Ryft’s second
conception of happiness derives from Aristotle’s
approach to well-being and called eudaimonia,
the Greek term that Waterman (1984) claims is
mistranslated as happiness. Rather, according to
Waterman, eudaimonia refers to “feelings ac-
companying behavior in the direction of, and
consistent with, one’s true potential” (p. 16) or
the striving for realization of an ideal of excel-
lence or perfection. This is a markedly different
approach from the orientation, following Brad-
burn, to the experience of pleasure (Kahneman
1999) or satisfaction with one’s life at any given
point in time (e. g., Diener et al. 1999) or over-all
life satisfaction (e. g., Neugarten et al. 1961).
Leaning toward the eudaimonic approach,
Ryff postulates the importance of several dimen-
sions in this understanding of well-being: self-
acceptance, positive relations with others, auton-
omy, purpose in life, environmental mastery and
personal growth. Factor analyzing measures of
these properties in conjunction with life satisfac-
tion, Ryff found three factor that clearly reflect
three of the four status-power relational contin-
gencies: First was a factor defined in part by en-
vironmental mastery or ability to perform techni-
cal activity that leads to status conferral. Second
was a factor defined in part by positive relations
with others and purpose in life. This points di-
rectly to other’s status, since one ordinarily has
positive relations with others because one is con-
ferring adequate amounts of status on them. A
large literature strongly suggests that the feeling
of liking depends on the amount of status other is

conferring on oneself (Kemper 1989). The third
factor loaded the variable autonomy along with a
high negative loading for “powerful others.” This
factor clearly represents other’s power, wherein
one is sufficiently independent from the other to
nullify his or her power. Oddly, only the first fac-
tor, dealing with own status, loaded the depen-
dent variable “life satisfaction.” This would seem
to negate the idea that happiness (or satisfaction)
can come from attaining some optimum standing
on each of the four relational contingencies. But
this is counter-intuitive and appears to be negated
by the evidence (discussed below). Furthermore,
Ryff finds only three factors instead of four (the
number of relational contingencies). The missing
factor is own power, and we must attribute the
failure to find this factor to Ryff’s failure to in-
clude items reflecting it. This stems from the ad
hoc way in which Ryff recruited concepts for the
eudaimonic version of well-being.

I turn now to the relationship between own
status, other’s status, own power and other’s
power and felicity, happiness, satisfaction, con-
tentment or well-being.

8.4 Own Status
8.4.1 Demographic vs Interactional
Effects on Subjective Well-Being

Common social structural status markers like
income, education and sex are only weakly re-
lated to subjective well-being (Argyle 1987,
Myers and Diener 1995; Watson 2000; Tay and
Diener 2011). This is somewhat surprising, since
income, education and sex have clear status im-
plications. Yet, except if they (money and educa-
tion) are recently acquired, they have likely suc-
cumbed to “adaptation” and are no longer avail-
able in memory as considerations for happiness
(Brickman and Campbell 1971). On the other
hand, the same literature reports that happiness
is correlated positively with “number of close
friends, frequency of contact with friends and
relatives, making new acquaintances, involve-
ment in social organizations, and overall level of
social activity” (Watson 2009, p. 211) and that
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positive emotions are associated with recurring
social support and respect.

It can be seen that while some status vari-
ables decline in significance for happiness, oth-
ers remain vital. This is likely because social
conditions involving friends, for example, are
frequently renewed by increments of status-gain
in the most recent interaction, e. g., one reports
a satisfying interaction with a disliked boss and
friends laud one for one’s chutzpah, cleverness
and so forth. This is indeed the status service
that friends provide to each other—listening, ap-
proving, endorsing and confirming. These tidbits
of status ultimately take their place in the long
chain of similar status enhancements, but when
they are still fresh in mind, they serve to elevate
one’s positive feelings. The same holds true for
all of one’s socially active involvements with
others. Baumeister and Leary (1995) report that
most social interactions have positive outcomes,
hence, except in unusual circumstances, those
who frequently engage in interaction with oth-
ers—friends, family, fellow members of organi-
zations—are likely to have a positive amount of
status in their account.

It is also the case, however, that happy people
are more sociable and may therefore attract other
people and develop a greater number of last-
ing and meaningful relationships (Lyubomirsky
et al. 2005). Thus there may be a reciprocal rela-
tionship between social relations and subjective
well-being. Many studies in this area are cross-
sectional and correlational and thus lend them-
selves to the reciprocal interpretation.

8.4.2 Types of Status Sought

Although all seek status all do not seek status
by the same means or the same currency. This is
partly due to the division of labor. The bricklayer
does not care how many concertos the pianist can
play and the musician doesn’t care about bricks.
And this differentiation is, of course, fortunate,
since it minimizes the competition for a scare
good. But the damping of conflict is opposed by
the operation of money, the universal solvent and
status marker. This too is a scarce good and com-

petition here is almost universally the case. Thus,
the bricklayer wants the pianist to pay more for
his house, while the musician want a higher price
for a concert ticket.

Some free themselves from the pursuit of
money and the things that money can buy (ma-
terialism). In fact, for the purpose of happiness,
materialism stands in second place relative to
experience. Striving for material evidence of sta-
tus “depletes happiness, [damages] relationships,
harms the environment, renders [individuals] less
friendly, likable empathic and helpful to others”
(Lyubomirsky 2013, p. 171).

8.4.3 Play and Subjective Well-Being

Although the approach taken here is to look for
the positive consequences normally afforded by
behavior in the four relational conditions (own
status, other’s status, own power and other’s
power), there is a source of satisfaction outside
institutionalized relationships. This is the domain
of play, which, as defined in Kemper (2011), is
a form of interaction that stands outside formal
status-power relations.

Arguably, play is the most satisfying human
activity. It is the least restrictive on impulse or
imagination, it has no necessary trajectory or te-
leology (except as this emerges from the play it-
self). It may have yet to-be-fully-told advantages
in preparing a brain template for adult develop-
ment and happiness (see Panksepp 2007, 2011).
As I have argued in Kemper (2011), play’s effi-
cacy may stem from the fact that in play the con-
strictions and limitations of formal status-power
systems are set aside. For example, in play, for-
mal roles are abandoned and all participants can
drink from the cup of leadership (“It’s good to be
King”), from the cup of celebrity, from the cup of
being the center of attention. Play time is when
the penalties of the normally operating status-
power system are suspended and even the outra-
geous may rule.

Panksepp (2011) nominates play as a central
feature of the biological substrate of positive
emotions. He attributes to play the function of
allowing “exploration of intersubjective space”
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(p. 64). This seems to mean that in play, children
can try out various status and power stances with-
out being totally committed to them. It may be
conjectured that play, as such, never ceases, even
in adulthood, since there is always new ground
to explore with respect to who deserves status
and in what amounts. Jokes and other ludic ef-
forts are instances of the non-serious pursuit of
status-power.

Play has come to be regarded as so important
that it has invaded commerce. Companies in the
leading-edge fields of electronic and social media
have created work places they call “campuses”
and have provided amenities and informalities
that duplicate play settings (Time 2013). Certain
organizations whose success depends to a high
degree on creativity in their employees tend these
days to downplay formal status-power relations.
“Dressing down” is a feature of this, since it re-
moves one of the ritual borders that separate sta-
tus-power holders of different degree from each
other. Designing work-settings as if they were
college campuses and adding such non-institu-
tional amenities as snacks and candy, brainstorm-
ing boards and Foosball tables also contribute to
the play-like ambiance (see Trendhunter 2013).

In play settings, status can be earned by sheer
talent, as formal constraints are abandoned. It is
the ultimate form of interaction for status attain-
ment, since, in the moment of contribution all
eyes are focused on the contributor, a highly de-
sirable status focus.

8.4.4 Flow

Csikszentmihalyi (1997; Nakamura and Csik-
szentmihalyi 2009) has identified a cognitive-
emotional state that people sometimes experi-
ence when they are single-mindedly focused
on an activity, such as working on a painting,
playing chess, mountain climbing and so on.
The activity must be valued (this will be dis-
cussed further below) and it must be challeng-
ing, but within the reach of the actor’s skill and
it must provide immediate feedback (Nakamura
and Csikszentmihalyi 2009, p. 195). When these
conditions prevail, the actor can stay with the

activity for extended periods of time, ignoring
hunger, fatigue and other bodily discomfort. The
occasion of involvement is said to involve loss of
awareness of the self and the experience of the
activity is rewarding to such a degree that often
the end-goal is just an excuse for the activity
(Nakamura and Csikszentmihalyi 2009, p. 196).
Csikszentmihalyi (1997) calls this state “flow.”
I propose that the conditions and properties of
flow are no more than a description of an ideal
form of status attainment and fit well within a
relational paradigm. Consider first, as discussed
above, that there is no such thing as “activity for
its own sake.” To believe otherwise is tantamount
to believing in gratuitous action, where there are
no causes and no interests besides participating
in the action itself. Status-power theory holds
that all action has status-power content and rele-
vance.? Csikszentmihalyi’s focal actors—painters,
writers, chess players, rock climbers, dancers,
et al.—are notably intensely competitive strivers
after attention, prominence, superiority and so
forth, all indicators of status. Engaging in their
activity at all is their preferred to route to attain-
ing status from others. That the endeavor is it-
self satisfying is a plus, but it can be understood
from the conclusion that it is “going well,” that
it will earn the status the actor intends the effort
to earn. We may imagine, contrariwise, a state in
which the work is going badly, which means that
effects are not being realized as intended, moves
are foiled, decisions as to what to do next are
uncertain and so on. Both Csikszentmihalyi and
status-power theory would say that there would
be no sense of flow. Not because the work and its
challenges have changed, but because one is not
meeting the challenges and hence not earning the
status that the work is intended for.

Indirectly, Nakamura and Csikszentmihalyi
(2009) acknowledge the status-power founda-
tion of flow. They say that the challenges of the

2 Though anecdotal, an inventor’s story provides clear
evidence of the status interests behind creative effort.
Meredith Perry says about the mental experience: “It’s
like being on crack...you can literally get sucked into
solving the problem and all you want to do is tell everyone
about it” (Hitt 2013, p. 3, emphasis added).
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task must not exceed skill. Why should they not?
Because if they do, there is no chance to earn sta-
tus for the (successful) outcome or performance.
Nakamura and Csikszentmihalyi (2009) also
speak of “immediate feedback.” What is fed back
except the success or failure of the previous ef-
fort? Success here means that the work gained the
status it was intended to gain. Flow is not a mys-
terious concept, but one that reflects successful
progress toward status attainment and the deep
satisfaction that that brings.

8.4.5 General Considerations

Obtaining status leads to well-being, but other
considerations impinge to moderate the happy
outcome in an upward or downward direction:

1. Interpenetration. At the theatre, actors take
their bows at curtain time and the waves of
applause are certainly status-accord. But, con-
sider! The audience consists overwhelmingly
of strangers. Does the actor really care about
the attitudes of these strangers except in the
most abstract way? Suppose, however, that
someone the actor knew personally were in
the audience. Would the actor not be playing
specifically for that person, hoping to receive
kudos from him or her, willing to obtain those
even over the most enthusiastic applause of
strangers? The general principle here is that
obtaining status matters when it comes from
the person or entity one wants to receive the
status from. Thus, Gatsby attained to a lurid
public standing, but it was only to impress
his former love, Daisy; Hamlet received kind
attention from his friends at court, but his
focus was on his dead father; one does a good
deed and is thanked for it by the grateful recip-
ients, but the reference group that matters is
God.

2. Consistency. While attaining status is an im-
mediate good and necessarily evokes happi-
ness, attaining status may lead to unhappiness
if it creates an inconsistency between the lev-
els of status one receives from different refer-
ence groups. The Persian courtier Haman in
the Biblical Book of Esther attained first rank

among the King’s chamberlains, but was frus-

trated in the extreme because a single court

attendant, the Jew Mordechai, did not bow to
him. In matters of personal happiness there
seems to be a bent toward consistency.

Over all, there is a strain toward wanting to be
accorded substantially the same amount of defer-
ence from all of one’s reference groups. A rise
in status received from one reference group insti-
gates a desire for a commensurate status increase
from other reference groups. Status-power theory
offers the following explanation:

To receive status from a reference group is
new information about the individual as he or
she appears to other reference groups. To receive
increased status in a relationship is a marker of
one’s increased status worth and this sense of
deservingness bleeds out into all other relation-
ships. For example, higher pay to people who do
“dirty work” elevates their sense of deserving-
ness and hence opens up a sense of disdain for
doing “dirty work,” an anomalous state (Kemper
1979).

The consequences of disparities of this kind
are widespread. De Tocqueville (1955/1856)
found that many supporters of the French Revo-
lution lived in regions where standards of living
had improved. Thus, people should have been
more content, but weren’t. Protests in Brazil in
2013 reflected a similar discrepancy between a
status improvement in one area of life and a con-
tinuing lack of improvement in other areas of life
(Surowiecki 2013). Thus, well-being in the long
run requires some consistency in status receipt
across all relationships.

3. Comparison. Would one rather be a small fish
in a big pond or a big fish in a small pond (see
Frank 1985)? Many would choose the lat-
ter, since it leads to the most favorable kind
of comparison: no one is bigger than one-
self. Tversky and Griffin (1991) and Shafir
et al. (1997) show that a raise in pay, which
in the expected amount is surely satisfying,
is rendered unsatisfying when one learns that
comparable others received a larger increase.
Brockmann et al. (2009) found that in China,
despite a decade of significant rise in material
living standards and income, overall happiness
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declined, due, they reasoned, to comparison
with the even larger gains of a small upper-
income stratum. Compared with this elite, the
income of most Chinese worsened. Not un-
like a child-Freud (1953-1974/1914) used
the term “His Majesty, the baby”—one wants
perennially to be valued in the highest pos-
sible degree and that assessment is damaged
if someone else, similar enough to warrant
comparison, is shown to be valued higher than
oneself. This is why salaries are most often
not disclosed (but see a contrary view by Her-
nandez 2013).

Lyubomirsky (2013) considers it deplorable that
“the average person cares more about social com-
parison, about rank and about so-called “posi-
tional goods” [which indicate one’s social stand-
ing] than about the absolute value of his bank
account” (p. 169) and urges people who want to
be happier to forego such comparisons. But this
may not be possible, since status, as the general
surrogate for all such interests, is a comparative
concept. First of all, because status involves dis-
tribution of a scarce commodity, it is necessarily
ordinalized into “more” and “less.” The defer-
ence, attention, interest given to one cannot be
given to another. Each member of the group is
therefore aware of his/her standing in the distri-
bution. Second, except where measures are insti-
tuted to occlude transparency, the benefits accru-
ing to different status levels are visible to all, thus
affording an appetite for benefits not available at
one’s own level.

4. Curvilinearity. Although one might think that
more happiness is better, happiness seems
not to proceed in a straight line. Diener et al.
(2002) studied college students in 1976 and
then re-studied the same individuals 20 years
later. They found that those who reported
themselves happier in college (suggesting,
according to status-power theory, that they
had higher status) had higher incomes in 1996
than those who reported themselves least
happy (suggesting, according to status-power
theory, that they had lower status) in the ear-
lier years. But, it turned out, those who were
only moderately cheerful in 1976 were the
happiest in their work 20 years later, although

this odd outcome did not apply to their marital
relationship. As far as happiness over the long
run is concerned, these results suggest that it
may not always pay to have the highest status.

5. Excess. The most provocative of Durkheim’s
(1897/1951) types of suicide is the one he calls
“anomic.” It seems counter-intuitive to sug-
gest that someone who experiences extreme
good fortune is in peril from that very fact.
Durkheim had a folie for social regulation and
it is possible that he was wrong. The evidence
is not very clear on this. But the notion is still
tantalizing, namely that good fortune can lead
to demise by one’s own hand, because there
is no ceiling or adequate regulation of one’s
desires. Being endless, desire presumably
leads ultimately to despair, because the de-
sire outstrips the ability to satisfy it, unless, as
Durkheim argued, there is a socially imposed
horizon about how much is enough (see Chan-
dler and Tsai 1993).

6. Schadenfreude. There is a peculiar own-status-
linked source of satisfaction that comes from
learning of the discomfiture of others. This
pleasure has a tinge of malice and is called
Schadenfreude. The other who suffers the dif-
ficulty must somehow be one’s enemy; that is,
even though amicable relations may prevail
on the surface, there is envy and, because of
it, antipathy. The harm to the other must not be
caused by one’s own action, but rather by the
actions of third parties or impersonal forces.
Thus, however cheered by the outcome, one
is blameless. Fate has somehow made it work
out that one’s status is elevated in comparison
with the other. Author Gore Vidal captured
Schadenfreude in reverse in his classic quip:
“Whenever a friend succeeds, a little some-
thing in me dies.”

7. Envy. Envy is a painful emotion (Rodriguez
etal. 2010), focused on one’s own status defi-
cit and with no readily available coping strat-
egy to remedy the situation. But, does envy by
others enhance the status of the person being
envied and thereby increase his or her sense of
well-being? There is some indirect evidence
that this is the case. Rodriguez et al. (2010)
found that the belief that one was envied led
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to increased self-confidence. Self-confidence
can be understood as the belief that one will
attain the status one is striving to obtain and
we may reasonably assume that a rise in self-
confidence is pleasing.

8. Social Support. Vangelisti (2009), reviewed
by Gable and Gosnell (2011), offers three con-
ceptualizations of social support: (1) Structur-
al support, which is measured by the number
of social ties a person has; (2) Enacted sup-
port, which is the support given when there
is a need; and (3) Perceived support, which is
the person’s belief about what support she will
receive when there is a need for it. Strikingly,
actual support has no relationship to well-be-
ing (Dunkel-Schetter and Bennett 1990; Bolg-
er et al. 2000; but see Little 2011, p. 236). But
perceived support does predict positive emo-
tion (Kaul and Lakey 2003; Lakey and Cas-
sady 1990). As to why actual support is not
better received, Bolger et al. (2000) speculate
that to be assisted, even when in need, puts
a spotlight on one’s own failings and incom-
petence and hence un-deservingness of status.
Perceived support, on the other hand, is like
having a deposit in the bank that one believes
one can draw on when in need.

In sum, receiving status is central to happiness

or well-being, but the relationship between status

and happiness is neither simple nor direct.

8.5 Other’s Status

We can easily understand why improvements in
own status give rise to well-being. The effect is
deep and pervasive, affecting not only the sense
of well-being, but also pain tolerance, immuno-
logical response and longevity (Lyubomirsky
et al. 2005). Yet, the individual who accords sta-
tus to others not only helps those others to the
same benefits, but, remarkably, helps him- or
herself too. Reviewing many studies, Heady
(2008) found that family-oriented and altruistic
goals led to well-being. Steger et al. (2007) found
that volunteering and giving money to someone
in need helped to realize one’s own eudaimonic
goals. Frederickson et al. (2008) found that prac-

tices of “loving kindness” toward others released

positive emotions in the self. In a study done

with internet participants, Mongrain et al. (2011)

found that those assigned to engage in compas-

sionate action (by actively helping or interacting
with someone in a supportive and considerate
way) showed sustained gains in happiness over

a 6-month period. These results make sense for

a number of reasons relating to status-power dy-

namics:

1. Own Power: Assisting and supporting mem-
bers of one’s own group assists and supports
the individual as well. This would be because
one way that group members manifest their
“groupness” is through mutual assistance in
time of need. If one helps others, they will
help when one is in need of assistance against
an outgroup (Durkheim 1912/1915). In con-
sequence, the group itself is more securely
maintained through mutual dependency and
mutual help. Each occasion of providing sup-
port thus reinforces the mutual bonds and this
is experienced as well-being, in the form of
security, an emotion/feeling that depends in
part on own power, which is magnified in
coalition with others (Kemper 2011).

2. Own Status: While some may argue for an
evolutionary provenance for helping others in
one’s own group, there are also strong motives
that depend on the practical effects for one’s
own status. Aside from the status conferred
in gratitude by the immediate beneficiaries
of one’s assistance, helping others also elicits
status from those reference groups that incul-
cated the principle that is it moral or expedi-
ent to provide such assistance. This source of
status is entirely independent of whether the
recipient expresses gratitude and is, curiously,
likely to be a stronger motive for helping out
than is the motive to receive expressions of
gratitude from the direct recipient. The two
motives described here are not mutually ex-
clusive and both could be operating at any
given occasion of assistance to others.

To enhance another party’s status through grati-

tude is now understood to have some unexpected

positive effects on own happiness (McCullough

et al. 2008).
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Expressing gratitude leads to subjective well-
being according to Emmons and Mishra (2011)
through the mechanism of reducing upward
comparisons and through reducing attractions to
“materialism.” Avoiding upward comparisons as
a way of judging the value of one’s own status
increments reduces the chance of feeling envy
when one finds others receiving more status than
oneself (Ger and Belk 1996). Avoiding material-
ism blocks a focus on prestige and dominance,
relational conditions that can rarely avoid invidi-
ous comparisons, which frequently threaten hap-
piness (Polak and McCullough 2006). Express-
ing gratitude also enhances subjective well-being
through eliciting positive memories, establishing
social resources that make one a more desirable
person to interact with, which helps goal attain-
ment (Emmons and Mishra 2011). In their review
of the field, Woods et al. (2010) found 12 studies
in which gratitude is “robustly” related to indica-
tors of well-being: high positive affect, low nega-
tive affect and high satisfaction with life (p. 895).
These results are consistent too with those in Gal-
lup (1999) in which 90% of a survey of adults
and teens said that they felt “extremely happy”
or ‘“somewhat happy” when they expressed
gratitude. Finally, for many persons, gratitude
directed to God or other transcendent being puts
one in a more satisfactory relationship with such
entities, an important condition for the feeling of
well-being by believers (Durkheim 1912/1915;
Krause 2006).

The remarkable fact about gratitude is that not
only is the recipient enhanced in well-being, but
also the person who expresses it. Status-power
theory explains this in the same way Durkheim
(1912/1915) explains why the religious com-
municant feels good after having served his god:
he expects to receive blessings (status) at some
later stage when he needs them (see McCullough
et al. 2008). That is, gratitude completes a circuit
involving giving and, reciprocally, expressing
thanks for receiving. Reference groups promote
this policy as status-based politeness or as a poli-
tic move where one is indebted to another.

Gratitude also serves to remove a sense the
other party may have of the receiver’s dependen-

cy, ergo vulnerability to power. This power-based
easing of obligation is also sounded in the analy-
sis of gratitude by Simmel (1950/1908). Simmel
subtly proposed that gratitude, as a response to
a benefit or gift provided by another individual,
has something coerced about it and lacks the
freedom and spontaneity of the original gift. But,
perhaps contrary to Simmel, by showing grati-
tude one evens the score, so to speak, thus reduc-
ing the obligation to the other and gaining some
relational independence.

8.5.1 Happiness vs Elevation,

Gratitude and Admiration

Earlier versions of the status-power theory of
emotions (Kemper 1978, 2006) assigned hap-
piness to the relational condition of receiving
status. In addition there was the happiness of
according an extreme amount of status, as in
the case of love (Kemper 2006; 2011). No fur-
ther differentiation was considered in the matter
of emotional outcomes from according status
to others. Recently, however, Algoe and Haidt
(2009) have advanced our understanding, differ-
entiating among what they call “other praising”
emotions: elevation, gratitude and admiration.
These all involve conferring status on another
person, but they are different, even to the extent
of accompanying physical aspects (in gratitude
and admiration).

Algoe and Haidt define elevation as the “emo-
tional response to moral exemplars.” It is felt
when “witnessing acts of virtue or moral beauty”
and is elicited by acts of charity, fidelity, generos-
ity and leads to the positive feeling that one has
been uplifted or elevated and feeling less selfish
than previously. It is noteworthy that these acts
represent realizations of high (Western) cul-
tural ideals, such as would normally earn status
for their performance. But from merely being
in the presence of such qualities, one is oneself
status-enhanced. Gratitude (as discussed above)
is triggered when one perceives that one is the
“beneficiary of another’s intentionally provided
benefit” (McCullough et al. 2008) and that the
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other party is being responsive to one’s needs and
interests, that is, providing status enhancement,
as described in this chapter. One wants to repay
or return the favor “beyond tit-for-tat.” Admi-
ration is defined as the response to outstanding
achievements or accomplishments that display
“non-moral excellence” (Algoe and Haidt 2009,
pp. 106-107).

Although all three of these “appreciation emo-
tions™ also evoked recollections of just plain hap-
piness as the major experienced emotion, both
gratitude and admiration bid for standing as sepa-
rate emotions by their distinctive physical sensa-
tions (as recalled by research participants). In one
study, gratitude evoked a sense of muscular re-
laxation and admiration evoked both tears in the
eyes and a lump in the throat (Algoe and Haidt
2009). In another study (also in Algoe and Haidt
2009), elevation was marked by a warm feeling
in the chest and admiration evoked chills, goose
bumps or tingles in some. In motivational ten-
dencies, both gratitude and admiration led to the
desire to express emotion verbally through say-
ing, “Thank you,” or hugging the other person.
Both of these are status conferrals as described
here and, from the hugging proclivity, we must
assume that the accompanying feeling is strongly
positive.

Since elevation and admiration are newly de-
fined in the area of other’s status, the literature
has not recorded any relationship between these
emotions and well-being, although it is not dif-
ficult to suppose such a connection via the har-
mony experienced between own standards and
other’s qualities or performance (Hamblin and
Smith 1966; Kemper 2011). Gratitude, how-
ever, has been studied extensively (as discussed
above).

8.5.2 Altruism vs Self-Interest

Altruism is a notable expression of conferring
status and it features prominently in discussions
as to whether we are only self-interested when
we give to others or can also be truly altruistic.
Keltner (2009, p. 9) suggests that while getting

status is pleasing, giving it may be even more
in one’s self interest. In status-power theory,
according status to others has an aspect that
enhances own status. Every relationship that falls
within normal bounds, thus excluding master-
slave, love and outright war (see Kemper 1978),
requires the giving of status as well as receiving
it. Batson (Batson et al. 1988; Batson and Shaw
1991; Batson et al. 2009), however, argues for
the full autonomy of an altruistic motive that
does not depend on gaining rewards (status) or
avoiding punishments (power) as motivation for
the altruistic act. Stets and Carter 2012) also pro-
pose a similar agentic type of conduct.

Batson et al. (1988) test the hypothesis of al-
truistic disinterestedness in a complex study in
which participants with either high or low empa-
thy either were, or were not, able actually to aid
a person they had previously expressed a will-
ingness to help. The nub of it, Batson argues, is
that according to the view in which one receives
a benefit for one’s altruism, these high-empathy
participants would feel better about themselves
only if they were the actual cause of relief of the
victim’s need. That is, you may have wanted to
help, but if you were helping with the motive of
gaining reward or avoiding punishment, then you
should feel good only if you actually did help.
But Batson found no evidence that high-empathy
subjects felt better when the victim’s need was
relieved by their own action than when it was re-
lieved by other means. In other words, high em-
pathy subjects were happy regardless of whether
they got to relieve the victim’s distress person-
ally, that is actually doing something to earn a
reward or avoid a punishment. Batson concluded
from this that altruism was autonomous as mo-
tive and action.

From a status-power perspective, I demur at
Batson et al.’s understanding of their findings.
Absent specifications about the value of the tar-
get group—it could be one’s family, one’s race,
one’s ethnic group, all humanity, sentient life,
etc.—there is little likelihood that the sentiment to
help a random other person would be very strong.
Thus, when the sentiment to help is activated,
one is mainly honoring the reference group that
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transmitted the original prescription to help. I
propose that the mental shift toward compliance
with this prescription to help is what crucially
mattered in Batson’s experiment, not whether one
actually provided the help. Because the “action-
readiness” (Frijda 2007) to help had been aroused,
one had in effect complied with the directive to
help. That circumstances prevented one from
helping does not affect the main reward (status)
or avoidance of punishment (power) condition,
which comes from the pertinent reference groups
and not from the potential beneficiary. Batson’s
supposition that failure to execute would change
the mood of any high-empathy people who did
get a chance to earn a reward or avoid a punish-
ment is flawed, since what is at stake is a willing-
ness to help, as prescribed, not the helping itself.
Accepting the call to act saintly makes one feel
saintly, even if one is never called into action as
a saint. Sometimes we receive credit (status) for
our good intentions. We would not expect that the
good mood we might feel from having an action-
tendency to help would decline when the need to
help is obviated. Yinon and Landau (1987) found
that after offering to provide help, research par-
ticipants were in a more positive mood than those
who were not given the opportunity to help. In-
deed, merely the affirmation of the intention to
help was sufficient to elevate mood. Again, it is
hard to imagine that this is unrelated to tutelage
by parents, teachers, religious functionaries, etc.,
about the desirability of helping those in need.

Altruistic behavior may be an operant, emerg-
ing by chance and unlikely to become an estab-
lished aspect of behavior without social interest
in its continuance. The child who, unbidden, al-
truistically helps a playmate is likely to receive a
full complement of parental rewards (status) for
doing so. These are even likely to dwarf any re-
wards conferred in gratitude by the beneficiary of
the help. Single-trial learning is also highly proba-
ble here. Though Batson may not like the fact that
altruism is socially supported and therefore, in his
terms, delivering egoistic rewards (or avoidance
of punishment), it seems closer to social reality to
consider it so than to propose altruism as a mode
of behavior that is independent of social tutelage
and its status-power consequences.

8.6 Own Power

Own power is evident in moments of victory, the
occasion of overcoming a competitor or enemy
after a struggle involving real or symbolic force
and counter-force. Street brawls and warfare are
settings where own power is unleashed in real
terms; wrestling and boxing matches approxi-
mate this; and chess and scrabble are bodily-safe
game-versions of blood-and-death contests. Ex-
cept, perhaps, in Pyrrhic triumphs, the success-
ful use of own power is likely to bring extreme
satisfaction. Victory parades and their often Dio-
nysian rule-breaking follow-up are ritualized cel-
ebrations of this type of relational outcome. In
contests where survival is literally at stake, victo-
ry signifies safety and security from the power of
the other combatant. Defeating an enemy, wheth-
er in real terms or symbolically, elicits laughter,
among other reactions. This emerges often in the
context of humor, where an enemy is mocked and
overcome in symbolic terms, even if the oppo-
nent cannot be beaten in reality (Kemper 2011).

Scant research has been devoted to the dynam-
ics of exercising real power, as described here.
We must therefore accept surrogates for power
and look for theoretically predicted associations.
For example, the so called “Big Five” personal-
ity factor, Extraversion, reflects own power in
part via its facet of “assertiveness” (McCrae and
Costa 1989) and Costa and McCrae (1980) found
that extraversion predicted positive feelings. Die-
ner et al. (1992) have also found that Extraver-
sion was related to measures of subjective well-
being. The results of these two studies are a step
removed from finding that the own power as a
relational condition is related to happiness, but it
is a step in the theoretically-predicted direction.
Tacking into the association between own-power
and well-being from another direction, Fredrick-
son (1998) sees the emotion of contentment as
arising “when one is certain of safety” (Gable
and Gosnell 2011, p. 275). As described here,
safety is an emotion that should pertain largely
to one’s own power. One can be relaxed, so to
speak, because one feels secure in one’s ability
to prevent the other party from exerting undue
force, threat or influence.
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Yet another entrée into the relationship be-
tween own power and happiness is through
the association between anger or anger-release
in aggression and reward. Does it feel good to
vent upon or to strike another person (in other
words, using own power) in a fit of anger? Freud
(1930/1951) would have call this a “natural” re-
action. Indeed, such behavior often obtains its
goal, which is satisfying, and is thus reinforced.
Ramirez et al. (2005) found a curvilinear rela-
tionship between aggression (as recalled) and
satisfaction. Medium levels of aggression evoked
the highest amount of happiness, as opposed to
higher or lower amount of using power on oth-
ers (see also Ramirez et al. 2003). Mountains of
anecdotal evidence also support the view that
releasing own power to crush the opposition
of another person is satisfying. Taking this to a
pathological level, there is the clinical pattern of
sadism, which is defined as the obtaining of sat-
isfaction from inflicting pain on another person
(Myers et al. 2006). While this trait was elevated
to the level of a diagnostic category in DSM-III-
R (American Psychiatric Association 1987), it
has been removed (inappropriately according to
Myers, Burket and Husted) from later editions.
In the laboratory, Couppis and Kennedy (2008)
found that mice allowed to aggress against in-
truders in their cage were clearly experiencing
being rewarded for their aggressive behavior.
Translated to the human level, if a behavior is
rewarded, it must feel good to engage in that be-
havior. While hard evidence for the relationship
between own power and well-being is scant, there
is no evidence to the contrary. Indeed, the task of
socialization consists in large part of getting indi-
viduals to control the impulse to use their power,
which introduces the possibility of shame and/or
guilt which are obviously unfelicitous emotions.

8.7 Other’s Power

To greater or lesser extent, other’s power is a
feature of every relationship except for certain
stages of love (see Kemper 2011). It is there in
the threatening and/or coercive moves the other
person makes or may potentially make. Prudence

(and the reference groups that urge it) suggests
that one be somehow armed against the power
of the other. One such form or armor is to amass
sufficient counter-power so that the other person
will be careful in using his or her own power.
This was the strategy in use during the years of
the Cold War between the U. S. and the USSR.
A threat of mutually assured destruction (MAD)
kept the world safe from nuclear devastation.

A different strategy for dealing with other’s
power comes in the form of autonomy or reduced
dependency. This follows from the work of Em-
erson (1962) who offered the following equa-
tions:

Pab = Dba and Pba = Dab

This reads: The power of a over b is a function
of the dependence of b on a; and the power of
b over a is a function of the dependence of a on
b. This formulation has been supported in many
studies of interaction (Cook and Emerson 1978;
Molm 1990).

Given the above, in instances where autonomy
preserves one from the power of the other, there
can be no doubt that there is some sort of happi-
ness, perhaps in the form of gratitude for the fore-
thought that kept one from excessive dependence
on the other. While the gratitude may sometimes
be experienced as directed toward oneself for
one’s social savvy, the social-relational and refer-
ence-group reality is that the gratitude is owed to
those others who counseled or urged a prudential
policy in relations with others. (It is highly un-
likely that such a considered strategy is invent-
ed by each individual who uses it.) It should be
noted too that autonomy is featured prominently
in the eudaimonic approach to well-being (Ryff
1989; Ryff and Singer 1998; Ryan and Deci
2001) and that autonomy has also been found to
be important for relationship well-being (Patrick
et al. 2007; Hui, Molden and Finkel 2013).

Autonomy, however, may have a gender tag.
For example, Phillips et al. (1997) studied gov-
ernment functionaries in Canada, looking for
sentiments about the value of the sense of com-
munity and of connection to others in carrying
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out their tasks. Female executives valued aspects
of task involvement, while males did not. Rather,
the men preferred that others “get out of their
way” so they could do their job. These males felt
hampered by their dependence on other and were
yearning for the autonomy that would free them
of obligations to others.

Another relational feature of other’s power is
the feeling of trust. Trust, a positive feeling, is
defined here as the willingness to put oneself into
the power of another in the belief that that power
will not be used (Kemper 2011). A perhaps fanci-
ful but suggestive approach to trust and positive
emotion is provided by W. E. B. Du Bois (1936,
cited in Gooding-Williams 2009, p. 294): “Some-
where in the world, and not beyond it, there is
Trust, and somehow Trust leads to Joy.”

If one does not trust another, then one must
accept that one is vulnerable to the power of
the other. But there are ways of moderating the
power of the other and in incidents where this
diminishment occurs, there must be some sense
of well-being. Hegel’s notion of the master-slave
relationship (presented in his “Phenomenology
of Spirit”) points to such an outcome. Though
the master is acknowledged to have the power,
the master is also dependent on the slave in a
double sense and this gives the slave the shred
of satisfaction that can be gleaned from the situ-
ation. First, the master depends on the slave to
recognize him as master and this is a tenuous rec-
ognition, as everything from slave humor to out-
right revolt testifies. Second, the slave is chained
to labor, but it is through the labor of producing
objects, that the slave comes to realize him- or
herself as an independent being who can ac-
complish things the master cannot (Lavine 1984,
pp. 221-223).

Among the strategies of the actor with lesser
power is to have a more complete knowledge of
the one with greater power than is the case in the
reverse direction. Acitelli et al. (1993) found that
in marriages with power imbalance, the person
with lesser power (mainly the wife) obtains a
“sense of control” from understanding her spouse
(p. 15). Control is a variant of power and to have
power to any degree is satisfying, as discussed
above.

Finally, I mention courage, which is to act
against the power of the other despite one’s fear
of'it. The opposite is cowardice, which is a portal
to shame. Courage, therefore, must excite a cer-
tain happiness, not least on account of the sense
that, even if what one is attempting is doomed,
one will be well-regarded for the attempt. This
means that others will confer status and that re-
lational outcome evokes some form of positive
emotion.

In the foregoing, I have examined the happi-
ness prospects that reside in the four relational
channels of own status, other’s status, own power
and other’s power. I conclude now with a consid-
eration of the status-power foundations of mean-
ingfulness and how these relate to happiness.

8.8 Meaning and Happiness

Parallel to the four relational channels with re-
spect to gaining happiness and seemingly inde-
pendent of them, because of its resonance as an
item of culture as opposed to social relations, is
the notion of meaningfulness, as in a ‘meaning-
ful undertaking’ or a ‘meaningful life.” In many
accounts, meaningful action is supposed to lead
to happiness. Let us see how meaningfulness ties
back to social relations as understood in status-
power terms. Myers and Diener (1995) and Wat-
son (2000) have found that people who describe
themselves as religious or spiritual report higher
levels of happiness than those who do not. Ex-
planations of this center on two notions: First,
spirituality provides a sense of meaning and,
second, spirituality is most often transacted in
the company of others. Taking the second first,
it is understandable that some of the benefits de-
rived from spirituality are socially located. Reli-
gious settings are virtually always social settings
and there one finds like-minded others who are
both seeking and, importantly, prepared to give
social support or, in terms used here, status, to
their fellow communicants. The way meaning af-
fects well-being can also be approached through
an understanding of status and power dynamics.
Let us now consider the status-power meaning
of meaning.
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8.8.1 Meaning

Among the more vexing questions that humans
have considered is that of the meaning (of life).
No single answer has emerged, although within
religious traditions, particular answers have
dominated or been influential. But the rise of
secular approaches to philosophical questions
has generated multitudes of answers, from the
clearly eccentric “figuring out how the world
works” (Madrigal 2013, p. 40) to the assertion
that life has no inherent meaning, as in Existen-
tial Psychology (Park 2011, p. 329). Between the
extremes of oddity and of disavowal, most schol-
ars of meaning take a more nuanced stance.

Inspired by the devastating recollections
of concentration camp survivor Victor Frankl
(1963), many psychologists speak of finding
meaning in terms of “being connected to causes
greater than oneself” (Park 2011, p. 326; Peterson
et al. 2005). Even Existential Psychology can be
seen to relent somewhat in its view that despite
the indifference of the universe, “people create
meaning in their life (or find a belief system that
does) [and] develop deeply significant relation-
ships...” (Park 2011, p. 329).

I propose that what provides meaning to in-
volvement in causes greater than oneself is the
sense that one is according status to others, ac-
cording to a reference-group-prescribed scheme
for doing so, for example, as in /mitatio Dei, or
serving humanity, or sacrificing for one’s family
and so on. This selflessness is only selfless when
considering mainly worldly attainments or sat-
isfactions (pleasures of the belly or of renown),
but is not selfless when there is the satisfaction of
having conducted oneself according to the pre-
scriptions of the relevant reference group (God,
one’s Church, one’s ethnic group, etc.). This fol-
lows from the principle that the action instigated
by a cause greater than oneself necessarily in-
vokes a status consequence, both for the target
and for the individual him- or herself. Meaning is
thus understandable in terms of the idealized and
often prescribed behaviors that earn status; socia-
bility and “significant relationships” are major
domains in which status is gained (see Watson
2009).

8.8.2 Finding Meaning in Abandoning
the Pursuit of Happiness

Although happiness is a goal in much of West-
ern culture, it may, like mercury, slip away if
one pursues it directly. In the footsteps of some
Eastern traditions, Leary and Guadagno (2011)
propose that abandoning egocentric goals may
lead to wisdom and through wisdom to happi-
ness. They argue for “selflessness,” a degree of
self-transcendence presumably disconnecting the
individual from personal goals. In status-power
terms, this means a change in reference groups,
from those that endorse organismic satisfactions
and status attainment in the customary social
world to those that support goals of lesser organ-
ismic satisfaction and the shunning of manifest
status. Fundamentally, however, the individual
who shifts in this way is merely satisfying a dif-
ferent set of reference groups. Because many
religions have espoused the modest or ascetic
life of little pleasure and no manifest status, this
approach has been labeled transcendent or spiri-
tual (Weber 1922/1946a). In reality, however, ad-
herents are not receiving less status over-all, but
rather status from a different source. The pleasure
derived from serving God, which is of a similar
nature, can lead to acts of martyrdom-no small
measure of devotion—-which commitment to nor-
mal organismic satisfaction and manifest status
pursuit is not likely to match. Thus, the pleasure
obtainable from the transcendental agenda must
be greater than that of non-transcendent goal at-
tainment. In art, for example, we have Wagner’s
knight, Tannhauser, abandoning the sensual plea-
sures of the mountain of the Goddess of Love for
the organismic self-denial of devotion to God.
Status-power significance inheres even in re-
spect to “ultimate” meaning, the idea that life it-
self is purposeful and devoted to some sensible
end. One view is that the universe is entirely de-
void of meaning (Sartre 1957) and that there is no
divine locus of interest in human affairs. This can
only mean that the human being is alone (or aban-
doned), which signifies that there is no entity or
transcendent being to serve as prescribed, i. ., to
enact duties or obligations which provide status
to that being, or from whom or which to expect
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concern, interest, involvement, love (status). The
empty universe is the meaningless universe, since
there is no possibility of giving or receiving status
from it. Nor is there a punishment (power) con-
sequence for failure to perform duties and obli-
gations, since these are only fancied and there is
no relationship in the void, hence no Being who
prescribed them. For those who, like Durkheim
(1912/1915), see the duties and obligations pre-
sumably owed to a divine entity as owed to soci-
ety itself, meaning inheres in the status and power
consequences that stem from reference groups
and social relations in the given community.

8.9 Suggestions for Research

The status-power approach to felicity invites re-
search into a number of questions. First, it has
been argued above that actors behave in the way
they do in order to obtain status or avoid the
power of reference groups. Often these reference
groups are not the persons with whom the ac-
tors are directly interacting. For example, a man
asks his boss for a raise, but the important refer-
ence group governing in the situation is not the
boss but the spouse who urged the action. Or, a
person acts in an altruistic manner, but the refer-
ence group governing in the situation is not the
recipient but a favorite religious school teacher of
childhood whom one still wants to please. Or, a
scholar publishes a paper with a challenging the-
sis, but the reference group in the situation is not
likely readers but the pantheon of “greats” in the
field who might welcome the bold thinker into
their circle. Action is, thus, not necessarily driv-
en, as the old role-theory formula had it, by those
to whom is directed. In respect to happiness, it is
not necessarily those who provide the manifest
rewards—deference, respect, money, etc.—who
matter to the actor, but rather a shadow ensemble
of those who originally established the desire
to act in such a way as to gain status or avoid
their power. This understanding suggests that
we explore common interaction situations—with
spouses, children, bosses, colleagues, friends and
so on—in which there is some prospect for status
gain, for how action is governed. That is, who

are the important reference groups in these situa-
tions, that is, who has the key to happiness? Since
the work has not been done, we have no good
sense of the kinds of profiles that will emerge and
what different profiles may imply for happiness.

A second question for research is about the
happiness effect of according status to another
person when one has adverse power relations
with that person. It can be argued that one would
not ordinarily accord status (voluntary compli-
ance) to someone whom one fears (as would be
the case in adverse power relations). But there
are some rare, but arguably important, situa-
tions in which this might happen. Consider the
case of actors A and B who are engaged in seri-
ous conflict, but who are also both seeking the
good opinion of a third party, C, who wants to
mediate the conflict. C might be able to induce
the warring parties to engage in small status-ac-
cording actions toward each other. For example,
each combatant grants the other a modest conces-
sion. We know that these actions are being done
by A and B in order to obtain status from C. But
the research question is to determine how much
satisfaction or well-being comes to each party in
the conflict both from own action and from the
reciprocal concession from the other.

A third question about status-power and happi-
ness that invites research involves play. Play is a
suspension of the everyday rules that structure sta-
tus-power relations. Much sought, play periods are
time-outs that are usually allowed only on a limited
basis. It can be argued that play be looked at not as
a diversion, but as a necessary feature of relation-
ship, important for serving to re-balance interac-
tion contexts in which customary status and power
structures have become burdensome. Just as ritual
serves to de-differentiate and integrate members of
a group (Kemper 2011), play also de-differentiates
actors and serves, perhaps, to give individuals a re-
newed sense of their value to the group.

8.10 Conclusion

I have proposed here that a useful way to think
about felicity, happiness, satisfaction, well-being
and other forms of positive feeling, both in spe-
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cific moments in time and in life in general, is
to examine the four status-power contingencies:
own status, other’s status, own power and other’s
power. Relational outcomes in these contingen-
cies are the possible ways in which one can enjoy
or have satisfaction from one’s environment, so-
cial as well as non-social. This holds true even
for moments seemingly lacking in social signifi-
cance, e. g., the enjoyment of a colorful sunset.
Social interest is pervasive, as manifested in
the comprehensiveness of the culture presented
and prescribed by reference groups. And it is
continuing, as in the never-flagging interest in
compliance by reference groups to what they
have prescribed. Their inducements to the indi-
vidual to comply reside in the status they offer
for compliance and the power they use for non-
compliance. Sometimes, these are actual rewards
and punishments, e. g., an expression of gratitude
or a reprimand. At other times, the effect of the
experience with reference groups is internalized
and felt as pride (or deservingness) when one has
complied and shame or guilt when one has not. In
either case, the source of the feeling is social and
reposes in the status-power relations that enwrap
the individual throughout life.

All thought, conviction, ideology has a simi-
lar social provenance. Reference groups provide
the ideas and rationales that we claim as guides
to our conduct. These elements of thought are
acquired and used in the same way as the most
commonplace propositions of arithmetic. Acquir-
ing a soulful philosophy of how to lead a mean-
ingful life is no different, from a social perspec-
tive, from learning that 1+1=2. Status-power
dynamics stand behind both of these.
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Emotions and Societal

Stratification

Jonathan H. Turner

9.1 Introduction

In this chapter, I will try to expand the concep-
tualization of emotions to produce a more robust
view of stratification dynamics. Emotions will be
viewed as resources; and like all resources, they
are unequally distributed in a society and, hence,
stratified. Emotions are not just an outcome re-
sponse to inequalities of material resources, they
are themselves highly valued resources when
positive, and they have very large effects not only
on people but social structure and culture at all
levels of social organization. My foray into this
topic is not wholly original; others, such as Arlie
Hoschchild (1979, 1983), Thomas Scheff (1979,
1988), Randall Collins (1975, 1990), and in par-
ticular, Jack Barbalet (1998) have devolved hint-
ed at this conception of emotions as a resource.
Postmodernists theorists have also addressed the
effects of emotions in society, but I find some-
what odd their emphasis on a “post-emotional
age” (e.g., Mestrovic 1997) when, in fact, all that
we see around the world today are emotionally
charged patterns of violence, such as ethnic con-
flict and efforts at genocide, terrorism, rebellions,
and other signs that people are highly aroused
emotionally about their social situations.

It is clear that people are experiencing anger,
fear, alienation, shame, humiliation, and needs
for vengeance at many levels of social organiza-
tion from domestic relations in families, through

J. H. Turner (D<)
University of California, Riverside, USA
e-mail: jonathan.turner@ucr.edu

J. E. Stets, J. H. Turner (eds.), Handbook of the Sociology of Emotions: Volume 11, Handbooks of Sociology

gang shootings in neighborhoods, to conflicts
within societies and across societies. If anything,
humans are entering a “new age” of intense emo-
tionality, which is generated by inequalities in
societies and the institutional orders that gener-
ate and sustain these inequalities. My goal in this
chapter is to develop a general theory of these
emotional dynamics.

9.2 ASimple Conceptual View of
Societies

9.2.1 Levels of Social Organization

For some years now, I have using the model in
Fig. 9.1 as a heuristic to conceptualize differ-
ent levels of social organization, from the micro
level of the encounter to inter-societal dynamics.
Human social organization unfolds at three levels,
the micro, meso, and macro; and while this is an
analytical distinction, it is also how social reality
actually unfolds empirically. Emotions are aroused
among individuals in encounters embedded in cor-
porate units (groups, organizations, and communi-
ties) and in categoric units (diffuse status charac-
teristics or categories marking differences in moral
worth among their members). In turn, categoric
units are embedded in the stratification system be-
cause members of valued and devalued categoric
units receive varying levels of resources. Simi-
larly, corporate units are embedded in institutional
domains (e.g., economy, polity, religion, kinship,
education, law, science, etc.), and depending upon
people’s location in the divisions of labor of a cor-
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porate units in diverse institutional domains, their
shares of resources will vary. And, and over time,
those with similar shares ill begin to constitute
something like a social class in the stratification
system, as is emphasized by the arrow from institu-
tional domains to stratification system in Fig. 9.1.

9.2.2 The Distribution of Generalized
Symbolic Media

Generalized symbolic media are not only used
in discourse and distributed by corporate units
as resources; they are also exchanged by actors
within and between domains. Intra-institutional
exchanges are typically conducted with the gen-
eralized symbolic media of a domain. For exam-
ple, teachers talk and exchange learning within
the educational institutional domain; across do-
mains, economic actors pay money for those
who are certified (with diplomas) to have learn-
ing, thereby consummating an exchange of the
money for learning exchange across institutional
domains. Thus, one of the ways that generalized
symbolic media circulate across domains is via

exchanges; and, the more generalized symbolic
media of powerful actors in dominant domains
spend their resources—resources like money
from economy and power as franchised author-
ity from polity—for the resources of other do-
mains—say, learning (from education), health
(from medicine), and verified knowledge (from
science)—the more will all of these media cir-
culate across institutional domains in a society.
With the flow of these generalized symbolic
media come the ideologies built from the sym-
bolic media and, eventually, the codification of
these ideologies into composite meta-ideologies
that provide evaluative standards across a wide
swath of institutional domains and, as I will em-
phasize, the stratification system in a society.
The analysis of stratification and emotions
must begin with a conceptualization of institu-
tional domains, which are composed of congeries
of corporate units that distribute valued resources
unequally. This unequal distribution of resourc-
es in a society occurs because individuals have
differential access to resource-giving corporate
units in the first place; and, once inside a cor-
porate unit, they occupy diverse positions in its
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hierarchical division of labor. As members of dif-
ferent social classes as well as different categoric
units (e.g., ethnicity, gender, religious affiliation)
receive varying shares of resources, these re-
sources contribute to moral definitions about of
their worth. And, these standards of moral worth
will generally be applied to those who receive
larger amounts and greater varieties of resources;
they will be morally valued as persons than those
who receive fewer levels and varieties of resourc-
es. And once these differential moral evaluations
are established, individuals with higher or lower
evaluations will experience different emotions;
those receiving large shares of valued resources
and high moral evaluations will experience more
positive emotions than those who do not receive
larger shares of resources or high moral evalua-
tions. Those experiencing positive emotions will
generally have more confidence than those who
do not. As a consequence, the respective shares
of emotional resources received by individuals
will affect the level of access of individuals to
resource-giving corporate units and to locations
in their divisions of labor. Those will confidence
will typically do better than those who lack confi-
dence or, alternatively, those who stores of nega-
tive emotions make them less desirable incum-
bents in high-level positions of corporate units.
As these processes play out in a society, the cor-
relation of positive emotional energy with higher
levels of other resources meted out by corporate
units within diverse institutional will increase,
thereby adding one more inequity—the ability to
mobilize positive emotional energy—the stratifi-
cation system.

9.2.3 Generalized Symbolic Media and
Ideological Formation

As is perhaps evident, I am trying to bring back
Georg Simmel’s (1907/1990) view of resources
as generalized symbols. In Simmel’s case, he em-
phasize that money is a symbolic medium because
it serves in the modern world as a marker of value;
the money, itself, is worth very little, but what it
symbolizes is the value of any other resource,
including money itself. Functional theorists like

Talcott Parsons (1963a, b) and Niklas Luhmann
(1982, 1988) picked up on this idea and began to
visualize each institutional domains as revealing
its own, distinctive generalized symbolic me-
dium by which discourse, theme building, world
views, habitus, and other cognitive processes are
conducted. For example, money is the general-
ized symbolic medium of a capitalist economy,
and it is the medium of discourse and world-view
formation among actors within such economies;
love-loyalty is the symbolic medium of kinship
and family, and hence, it is the medium of dis-
course and theme building in kinship. But gener-
alized symbolic media are more than the mecha-
nism by which discourse and talk are conducted;
as noted earlier, they are also the valued resourc-
es, or markers of the valued resources, that are
distributed unequally by corporate units within an
institutional domain. For example, love/loyalty,
sacredness/piety, learning, knowledge, aesthet-
ics, and other symbolic media are valued in them-
selves above and beyond what they denote; and
their possession arouses positive emotions, which
make these resources even more valuable.

Equally important, as Luhmann emphasized,
generalized symbolic media almost always carry
moral overtones; they not only signify valued
resources, but they also moralize discourse and
theme building. As use of generalized symbolic
media occurs within institutional domains, these
symbolic media become the moral premises and
constitutive codes used to construct ideologies
of each institutional domain. That is, they allow
individuals to develop evaluative beliefs of what
is right, proper, good, bad, acceptable, and un-
acceptable within a domain. Symbolic media are
thus the symbolic building blocks of institutional
ideologies. Without an ideology, an institutional
domain is not coherent, nor can it be integrated,
but with an ideology over which there is high
consensus among actors within a domain, the
dynamics actions and transactions within the
domain become moralized and subject to moral
evaluations. And, these moralized evaluative
beliefs serve as premises for the evolution of
institutional norms and corporate-unit cultures
within an institutional domain. Figure 9.2 out-
lines these cultural dynamics.
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The moral coding inhering in generalized
symbolic media not only makes them more valu-
able, per se, but this coding allows individuals
to evaluate self in a positive light and, hence,
experience additional positive emotional arousal
if they are able to secure large shares of these
symbolic media as resources. The result is yet
another layer of value being added to generalized
symbolic media as a resource and, hence, still an-
other point of inequality and stratification in so-
cieties. The opposite is the case for those unable
to secure large shares of resources; they experi-
ence negative emotions about self and thus must
endure yet another level of punishment through
negative self-evaluations.

Before exploring more fully the nature of
media and their effects on emotional stratifica-
tion, let me drive home the points in Fig. 9.2.
When institutional domains first begin to de-
velop, actors begin to use a generalized symbolic
medium for discourse for building up corporate
units to deal with problems of adaptation; and as
they do so, this generalized symbolic medium be-
comes the terms of discourse and theme-building;
and, in turn, people’s world views within a do-
main become increasingly structured around the
moral overtones inhering in the generalized sym-
bolic medium. This morality comes partly from
general and abstract societal values but also from
actors’ efforts to generate commitments to a par-
ticular worldview—a task that is easier to accom-
plish when expressed as a moral order (Wuthnow
1987). From these dynamics institutional ideolo-
gies form, and have reverse causal effects on the
very processes that led to their formation. And
as these direct and reversal causal processes are
iterated and played out, the generalized symbol-
ic medium and ideology take on greater clarity

and morality, thereby constraining institutional
norms which lead individuals to act out the mo-
rality contained in these norms and the ideologies
from which they are derived. Thus, institutional
domains all reveal an ideology, which specifies
in more detail the moral codes of societal-level
values. In so doing, value premises of a society
are made more concrete and relevant to actors
operating within an institutional domain and cor-
porate units within any domain.

In Table 9.1, I briefly list some of the gener-
alized symbolic media for selected institutional
domains. These media circulate within a domain;
and some move beyond their domain of origin
and thereby circulate in other domains. Obvi-
ously, money circulates across virtually all do-
mains in post-industrial societies, as does power
as franchised authority given to corporate units
within domains by polity. Similarly, imperative
coordination/justice from law, learning from ed-
ucation, and verified knowledge from science cir-
culate widely, but I would argue that they do not
displace the dominant generalized symbolic me-
dium in any given institutional domain, as some
critical theorists complain in their view of instru-
mental media like power and money invade the
“lifeworld” of meaning for individuals (critical
theory version of Max Weber’s concerns about
rational-legal authority and rationalization). But,
rather than being colonized or even displaced,
the media coming into a domain will exist along
side of the unique medium of a domain. These
media, however, do something else: the ideolo-
gies piggy-backed onto a generalized medium as
it circulates into other domains is blend to form
what I term a meta-ideology, which is a compos-
ite of several institutional ideologies. The media
of dominant institutional domains like economy
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Table 9.1 Generalized symbolic media of institutional domains

Kinship Love/loyalty, or the use of intense positive affective states to forge and mark commitments to others
and groups of others

Economy Money, or the denotation of exchange value for objects, actions, and services by the metrics inhering
in money

Polity Power, or the capacity to control the actions of other actors

Law Imperative coordination/justice, or the capacity to adjudicate social relations and render judgments
about justice, fairness, and appropriateness of actions

Religion Sacredness/Piety, or the commitment to beliefs about forces and entities inhabiting a non-observable
supernatural realm and the propensity to explain events and conditions by references to these
sacred forces and beings

Education Learning, or the commitment to acquiring and passing on knowledge

Science Knowledge, or the invocation of standards for gaining verified knowledge about all dimensions of the
social, biotic, and physical-chemical universes

Medicine Health, or the concern about and commitment to sustaining the normal functioning of the human body

Sport Competitiveness, or the definition of games that produce winners and losers by virtue of the respective
efforts of players

Arts

and pleasure that they give observers

Aesthetics, or the commitment to make and evaluate objects and performances by standards of beauty

These and other generalized symbolic media are employed in discourse among actors, in articulating themes, and
in developing ideologies about what should and ought to transpire in an institutional domain. They tend to circulate
within a domain, but all of the symbolic media can circulate in other domains, although some media are more likely

to do so than others

and polity but others as well (say, religion in a
theocratic society) will generally circulate the
most among other domains, and thus there is
often a meta-ideology for the whole society built
up from the moral tenets in the ideologies of the
dominant domains in any given society. For ex-
ample, the ideologies of (capitalist) economies,
democratic polity, positivistic and universalistic
law, state-sponsored and regulated education,
science, and perhaps medicine are dominant in
American society, and thus, the most inclusive
ideology in the United States is a meta-ideology
built around the moral tenets of their respective
ideologies. If we compare the United States with,
say, a less developed country where religion and
kinship are dominant domains, then meta-ideolo-
gies of such societies will reflect the moral tenets
of ideologies from religion and kinship—i.e., sa-
credness/piety and love/loyalty—which will be
mixed with the ideologies of other dominant in-
stitutional domains such as those from polity and
economy. Thus, the most comprehensive soci-
etal-level meta-ideology will look very different
in this society than in a post-industrial society.
There is then a confluence of cultural forces
in societies that legitimate the activities of ac-
tors in each institutional domain, while provid-

ing moral codes for norms and the cultures of
corporate units. As symbolic media circulate to
other domains, they bring along the ideology
built from these media, which then coalesce into
a meta-ideology. A society will usually have one
meta-ideology that is dominant because it is built
from the dominant institutional domains in that
society.

This broader meta-ideology legitimates the
entire society, but most importantly, it is typically
the ideology that legitimates inequality and strat-
ification generated by the unequal distribution of
resources by corporate units within institutional
domains. So, there is a tight coupling of general-
ized symbolic media, ideological formation, and
meta-ideological formation that all legitimate
particular institutional domains as well as the
whole society, and most importantly for my pur-
poses, its stratification system. These dynamics
are outlined in Fig. 9.3.

Evaluations of members of social classes and
other categoric units, such as ethnicity, gender,
age, religious affiliation, or any salient category
represent translation of the moral codes of the
dominant meta-ideology into status beliefs about
the characteristic