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Preface

This book brings together results from the Web search studies we
conducted from 1997 through 2004. The aim of our studies has been
twofold: to examine how the public at large searches the Web and to
highlight trends in public Web searching. The eight-year period from 1997
to 2004 saw the beginnings and maturity of public Web searching.
Commercial Web search engines have come and gone, or endured, through
the fall of the dot.com companies. We saw the rise and, in some cases, the
demise of several high profile, publicly available Web search engines.

The study of the Web search is an exciting and important area of
interdisciplinary research. Our book provides a valuable insight into the
growth and development of human interaction with Web search engines. In
this book, our focus is on the human aspect of the interaction between user
and Web search engine. We do not investigate the Web search engines
themselves or their constantly changing interfaces, algorithms and features.
We focus on exploring the cognitive and user aspects of public Web
searching in the aggregate. We use a variety of quantitative and qualitative
methods within the overall methodology known as transaction log analysis.

Our studies examined large datasets of keywords, queries and search
sessions provided by commercial Web search engine companies, but these
companies provided limited or no access to the demographics of the
individual or aggregate of Web search engines users. Our studies do not
include analysis of query data from Web search engines where the data was
unavailable to us. We are very grateful to commercial Web search engine
companies who were generous enough to provide large query data sets for
academic analysis, including Excite.com, AskJeeves.com, AlltheWeb.com
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and AltaVista.com. Their support for our research is an outstanding example
of the beneficial cooperation that can occur between industry and academia.

The authors have contrasting backgrounds. This contrast contributed
greatly to the interdisciplinary nature of our studies. The first author (Spink)
is an information scientist who has worked with, taught and researched
human interaction with information systems and search engines since 1980.
The second author (Jansen) is a computer scientist who has worked with,
taught and researched information systems, information retrieval, Web
content design, and search engines since 1986. The authors started working
jointly on researching public Web searching when Excite.com offered a
large dataset of Web queries to attendees at the 1997 Association of
Computing Machinery Special Interest Group on Information Retrieval
Conference (ACM-SIGIR) in Philadelphia.

PURPOSE AND APPROACH

Our book has three objectives. First, we provide an overview and
synthesis of Web searching research within a broad theoretical framework.
Second, we offer in-depth analysis of Web searching within several topical
domains. Third, we provide an overview and synthesis of our research
findings on public Web searching and highlight trends in public Web
searching.

The book is organized in four sections to reflect these objectives:

Section I: The Context of Web Search
Section II: How People Search the Web
Section III: Subjects of Web Search
Section IV: Trends and Future Directions

Thus, Section I describes the broad framework and context for research
examining public Web searching, including the technological, social,
organizational, human information behavior and human computer interaction
levels of analysis. This section also describes the research designs used in
our studies. Section II focuses on providing an overview and synthesis of
public Web searching. In particular we focus on users’ search terms and
topics, querying and search sessions. Section III discusses the major subjects
of Web searching in four areas: e-commerce, medical health, sexual search,
and multimedia search. Section IV discusses the key findings of our studies,
the trends in public Web search we observed, including the growth of more
complex search behaviors, and future research directions.
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Each section contains one or more chapters relating to the broader topic
area of the section. Each chapter is stand-alone, in respect of presenting a
complete picture of the particular topic, including its own reference list. The
chapters are also cross-referenced where appropriate to illustrate how that
topic meshes with the broader area of Web search.

AUDIENCE

This book is a valuable resource for Web searching researchers,
educators, and practitioners. The primary audience is researchers and
students in the fields of information science, computer science, information
systems, cognitive science, and related disciplines. The book is a valuable
research resource for those investigating Web searching. This book is an
appropriate text for undergraduate, graduate and doctoral level courses in
areas of information and Web retrieval, online information management,
information science, human information behavior, digital libraries, Web
content structuring, and management information systems.

Web consultants, search engine optimization specialists, Web masters,
providers of online content and services, and those working within Web
search engine companies would find this book useful for research-based
insights into how people seek and search for electronic information. In
addition, anyone who searches the Web will find the book a fascinating and
enlightening read.
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Foreword

As regards speed of global adoption and scale of effects, the World Wide
Web is a phenomenon unlike any other in the history of technology. It
spread worldwide in an amazingly short period of time. Tim Berners-Lee
created the Web in 1991 while at CERN (Conseil European pour Ia
Recherché Nucleaire) in Geneva. This provided a relatively straightforward
mechanism for sharing online information. Marc Andreessen and Eric Bina
created Mosaic, a graphic interface-browser for the Web later to become
Netscape, in 1993 while at NCSA (National Center for Supercomputing,
University of Illinois). This made the Web easy and interesting to use for the
masses. Within two years the number of Web sites reached a million. Within
a decade the Web was a part of our social fabric — it affected every human
activity in some way or other. Society-at-large has adopted and adapted it.

The obvious question that one can ask is “Why did all this happen so fast
and so far?” Answers are forthcoming from a number of disciplines and
viewpoints. From the technological point of view, the Internet, as the
underlying technology for the Web, was already solidly in place and gaining
an ever-wider presence — the Web was the most successful piggyback of this
technology. Socially, global connections were accelerating at a rapid pace
and the Web fit into that mode seamlessly — it even significantly accelerated
the acceleration. Economically, the Web was a natural fit for the information
society. And so on. But the real underlying reason is the people.

People flocked to the Web in massive numbers for a variety of reasons.
The Web is intuitive, relatively easy to learn and use. Even the creation of
one’s own Web site is not that difficult. The Web became a huge and rich
depository of all kinds of information, with a complex structure of links and
ever-changing content. Additionally, the content of the Web is value-neutral
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— anything goes. The variety, dynamics, and neutrality of content, coupled
with ease of use, became prime factors responsible for the Web’s popularity
and astonishing growth in use.

However, the Web also became a jumble, an unmapped space.
Disorganization is inherent to the Web — high and progressive entropy seem
to be a natural state. Metaphors abound depicting this feature of the Web as
terra incognita, sailing an ocean without a compass, uncharted, bewildering,
and so on. A Web paradox emerged: as the Web (or to be more precise, Web
content) became potentially more and more useful to a wider and wider
population of users, it became more and more difficult to use. Navigating,
browsing, and searching became a serious problem — and still is to a large
degree.

Enter search engines as a solution. A few Internet search engines were
created in the pre-Web era. Following their experiences, the first genuine
Web search engines were World Wide Web Wanderer, created by Matthew
Gray, and ALIWEB, created by Martin Koster in 1993, followed in rapid
succession by many others. The first big successful engine, Yahoo!, was
launched in early 1994, by Jerry Yang and David Filo of Stanford
University, and Google, the present (as of 2004) search engine superpower,
was launched in 1999 by Larry Page and Sergey Brin, also from Stanford.
While a few large search engines dominate the scene, search engines also
went global. In 2003, Search Engine Worldwide listed 3,105 search engines
in 211 countries.

Search engines are used massively. They must have hit upon a real
human information need. Millions of searches are conducted every single
day around the clock and the world. Not surprisingly, interesting questions
arise:

How are people going about the Web?

How are they getting to wherever they are intending on going?

How are they going about finding selecting, identifying, and obtaining
potentially relevant information?

These are not just research questions about human information behavior
on the Web that are of academic interest, but also questions of a practical
nature, critical for evaluating effectiveness and efficiency of Web searching,
for a variety of uses, not least for improvement of performance and
education. There may be serious organizational and societal issues that
should be addressed.

As yet, we have limited understanding of the Web’s nature and
possibilities in a formal way. Research on human information behavior on
the Web is in its infancy — we have just begun to chart this area of studies.
This outstanding book deals in territory with a very short history and not that
many studies. It provides a valuable and insightful synthesis of pioneering
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research. It provides insights, challenges and guidance for both students and
practitioners of the Web. And, as any good research book does, it raises
more questions than it answers. In summary, this book is Web terra less
incognita.

Tefko Saracevic, PhD February 2004
Professor II at the School of Communication,

Information and Library Studies,

Rutgers University,

New Brunswick, NJ, USA
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THE CONTEXT OF WEB SEARCH



Chapter 1

TECHNOLOGICAL, SOCIAL AND
ORGANIZATIONAL CONTEXT

1. INTRODUCTION

The first section briefly focuses on the technology context and trends
associated with Web search — the trends and growth in Web users, searches,
search engines and websites. One can view the public searching of the Web
from many different and often overlapping levels and contexts. This chapter
discusses technological trends associated with how the public searches the
Web.

Figure 1.1 shows the general theoretical framework we use in the book
for understanding Web search trends and issues.

2. WEB SEARCH TECHNOLOGY CONTEXT

Some people compare the Web to a library. In this book, we make a
distinction between the terms Web and Internet. The term Web is used to
describe all hypermedia-based information sources available through the
Internet. The term Internet encompasses all services available through this
communication medium including the Web, email, ftp, telnet, streaming
video, etc.

The Internet was developed in the 1960s by the U.S. Defense
Department’s Advanced Research Project Agency (DARPA) to provide a
military communication infrastructure. Internet technologies are largely used
for interpersonal communications such as sending and receiving emails, and
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obtaining information for work and hobbies (Gunter, Russell, Withey and

Nicholas, 2003; Kraut, Mukhaopadhyay, Szczypula, Kiesler and Scherlis,
2000).

TECHNOLOGICAL CONTEXT

SOCIAL CONTEXT
ORGANIZATIONAL CONTEXT

HUMAN INFORMATION BEHAVIOR CONTEXT

HUMAN
COMPUTER
INTERACTION
WEB SEARCHING

INFORMATION
USE

Figure I-1. Framework for Web Search

Today, many people see the Web as a computer network or a way to link
information systems (Berners-Lee, 1989; Berners-Lee, Cailliau, Luotonen,
Nielsen and Secret, 1994). The growth of the Web has been phenomenal and
its immense size is difficult to estimate, and it is the Web search engines that
have been critical to navigating this huge resource. Web search engines
come in two broad forms. Web directories, such as Yahoo.com
<http://www.yahoo.com>, provide a hierarchical human-compiled directory
of Web sites. Web search engines, such as Alta Vista
<http://www.altavista.com> and Google <http://www.google.com>, match
the user’s terms with indexed Web pages. Web meta-search engines, such as
Dogpile <http://www.dogpile> and Metacrawler <http://metacrawler.com>,
query several Web search engines concurrently and provide collated results
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(Selberg and Etzioni, 1997). Web search engines are becoming mass
consumer products that process thousands of user queries per second.

Even as the major Web search engines continue to expand their coverage
of the Web, it is estimated that at best they only covered from a high of 34%
to a low of 3% of the documents on the Internet in 1998 (Lawrence and
Giles, 1998) with the highest percentage dropping to 16% in 1999.
Combining multiple search engines in a given search can increase the
likelihood of finding the information desired by a factor of 3.5 or more.

3. WEB SEARCH ENGINES

3.1 Overview

A portal is a Web site that provides specialized access to Web services
and information. A wide range of portals exists. A portal may provide access
to a specific collection of materials to support activities in a particular
discipline (e.g., law, travel, research articles). For example, within the legal
domain, there are several portals providing legal information, including
associations <http://www.abanet.org/>, government <http://www.uscourts.
gov/>, <http://www.fedworld.gov/>, and commercial <http://www.law.com/
lawfirmcentral/papers/>.

Web search engines are an important class of portals whose primary
purpose is to support searches on a wide variety of topics across a
comprehensive range of Web sites. Web search engines are a special form of
information retrieval (IR) systems designed specifically for the hypermedia
environment of the Web. They are the major portals for users of the Web,
with 71% of Web users accessing Web search engines to locate other Web
sites (Neilsen Media, 2000). As such, it is important to have an
understanding of their impact and effect on how people search for
information on the Web. In the next sections, we review some of the
commonly used search engines, the architecture of Web search engines in
general and typical Web search functionality.

3.2 The Web Search Engine Landscape

There are more than 3,200 search engines on the Web (Sullivan, 2000b),
with a very small number of these dominating in terms of usage. The
dominant search engines usually have a mix of reliable technology for
searching, a reasonable business model, and broad recognition within the
Web audience. The top five search engines in terms of audience reach in
January 2003 were Google (29.5%), Yahoo (28.9%), Microsoft Search
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(MSN) (27.6%), America Online (AOL) (18.4%), and AskJeeves (9.9%)
(Sullivan, 2002a, b). Audience reach is the estimated percentage of U.S.
home and work users using the service during that particular month.

There are currently several major Web search engines, including Google,
Alta Vista, Yahoo, AlltheWeb.com, Ask Jeeves, Overture, Teoma, and
MSN. Over the last five years, there has been a great consolidation and
activity in the Web search engine marketplace with corporations buying
many formerly independent search engines. AOL purchased Netscape
(Junnarkar and Clark, 2003). Google entered the scene in 1998 (Brin, 1998).
Excite sold various parts of its search engine and portal organization to
Infospace, iWon, and AT&T (Singer, 2003).

Overture purchased AltaVista (Morrissey, 2003) and AlltheWeb.com
(Kane, 2003). Yahoo purchased Inktomi and Overture (Berkowitz, 2003).
Additionally, Microsoft announced that it is formally entering the search
engine market with the introduction of its own search engine (Bowman and
Olsen, 2003). Yahoo then purchased Overture. This consolidation of Web
search engines will lead to the emergence of three major consumer Web
search engines and portals — Google, Yahoo and MSN.

Let’s look at the three most popular Web search engines — America
Online (AOL), Google and Microsoft’s MSN. Popularity, using the number
of unique visitors, is a standard metric for Web site traffic. A unique visitor
is based on the Internet Protocol (IP) address of the client computer visiting
a Web site within a certain time period, typically one month.

AOL is America Online’s search engine. Since August of 1999, AOL has
utilized third parties for its backend document collection, first using Excite,
then Inktomi, and then Google. AOL currently has access to over 3 billion
documents from the Google database. AOL received 90,031,000 unique
visitors in August 2002 (Neilsen Netrating, 2002),

Google is a full-featured Web searching tool. In addition to possessing a
searchable database of over 3 billion HTML documents, Google has indexed
700,000,000 USENET messages, 35,000,000 non-HTML documents, and
390,000,000 images. Google reports approximately 150 million search
queries per day. In March 2002, Google received 31,901,000 unique visitors
(Neilsen Netrating, 2002).

As of 2003, MSN uses the Inktomi Gigadoc database and the LookSmart
directory service as its backend content collection. LookSmart reports its
service indexes over 2,500,000 unique uniform resource locators (URLs) in
250,000 categories (Looksmart, 2002). Inktomi reports having a master
database containing over two billion URLs (Inktomi, 2002). In March 2002,
MSN received 97,426,000 unique visitors (Neilsen Netrating, 2002).
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3.3 How Web Search Engines Work

The major Web search engines currently provide information from
typically massive content collections in response to specific queries from
millions of users worldwide in a matter of seconds. In addition to the
massive increase in scale relative to earlier computerized IR systems, there
are forces that intentionally attempt to subvert search engine efforts via spam
and other hacking techniques. It is an overall daunting task that few, if any,
previous IR systems have had to face. So, how do they do it?

There are many sources of information that provide a detailed look at the
functionality and architecture of Web search engines; two articles are Liddy
(2001) and Arasu, Cho, Garcia-Molina, Paepcke and Raghavan (2001). Here
we provide a concise overview using the architecture described in Arasu,
Cho, Garcia-Molina, Paepcke and Raghavan (2001). Although there is other
terminology one can use, the major components are generally the same.

A Web search engine comprises four essential modules: (1) a crawler, (2)
an indexer, (3) a query engine, and (4) a page repository, as displayed in
Figure 1.2.

Web search engines basically match terms in queries submitted by
searchers against an inverted file that the Web search engine creates. The
inverted file is an index consisting of the words in each document along with
pointers to the locations of these words within all the Web documents in the
search engine’s content collection. How do search engines get these
documents?

Every Web search engine relies on one or more crawlers (also called
softbots or agents) to provide the content for its operation. Crawlers are
computer programs that browse the Web on the search engine’s behalf in a
manner similar to the way a person follows links to reach different pages.
The crawlers use a starting set of uniform resource locators (URL). The
crawler retrieves (i.e., copies and stores) the content on the sites specified by
the URLs. The crawlers extract URLs appearing in the retrieved pages and
visit some or all of these URLSs, thus repeating the retrieval process. Each
Web search engine follows its own unique timetable for re-crawling the Web
and updating its content collection. The Web search engines store the Web
content they retrieve during the crawling process in a page repository.

The indexer takes all the words from each document in the page
repository and records the URL where each word occurred. The result is
generally a very large database providing the URLs that point to pages
where a given word occurs. In this area, search engines have much in
common with traditional IR systems in terms of the techniques they employ
to organize their content. Given the hypermedia aspects of much of the Web
content, however, the database may also contain other structural information
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such as links between documents, incoming URLs to these documents,
formatting aspects of the documents, and location of terms with respect to
other terms.

. Page Query engine accepts
> query, retrieves
/ Repository results, and present
Crawler 01 results to user.

—O

Web

Crawler 02
(not to scale) ' 0 0 Query
Indexer Engine
Query Results
Crawler n ||
Content Providers Search engine crawlers Search engine stores ~ Search engine
post information visit Web sites and retrieved content. organizes content.
on Web sites. retrieve content. R)
Process \ (( 44

User submit quenes
and view results.

Figure 1-2. Basic Web Search Engine Architecture and Process

The use of this information can lead to fairly sophisticated applications.
For example, the niche Web search engine CiteSeer (Giles, Bollacker and
Lawrence, 1998), indexes computer science literature automatically and
calculates the citation relationships among these documents.

The Web query engine receives the search requests from users. It takes
the query submitted by the user, splits the query into terms, and searches the
database built by the indexer to locate the terms and hence the Web
documents referred by the stored URLs. The Web query engine then
retrieves the documents that match the terms within the query and returns
these documents to the user. The user can then click on one or more of the
URLs of the presented Web documents.

The Web search engine typically ranks documents when presenting them
to the user by calculating a similarity score between the query and each
document. The higher the similarity score, the higher the ranking for a
particular document. Different ranking algorithms can produce very different
document rankings. These ranking algorithms are extremely important to
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both search engines and users, as research shows the effectiveness of the
ranking generally improves the user’s perceptions of system performance
(Witten, Moffat and Bell, 1994).

Although matching and ranking algorithms vary among Web search
engines, there are some generally applied techniques used by most Web
search engines. The exact details of the algorithms used by a specific Web
search engine are generally regarded as proprietary and thus cannot be
examined in detail.

For more technical information about Web systems, engines, algorithms,
crawling, and interfaces, consult monographs by Arasu, Cho Garcia-Molina,
Paepcke and Ragha (2001), Baldi, Frasconi and Smyth (2003), Brin and
Page (1998), Chakrabarti (2002), Kobayashi and Takeda (2000), and
Rasmussen (2003).

34 Methods of Document Ranking

The underlying approach to matching and ranking used by Web search
engines is simply to take the terms in the query and locate items that contain
at least some of the same terms. There are many variations on this basic
approach; a great deal of experimental research has been devoted to
evaluating their effectiveness. Most of the research published in this area has
involved small experimental collections, although there is an increasing
amount of work involving much larger collections. Some of the techniques
commonly used in matching and ranking algorithms include:

34.1 Click Through Analysis

Click through analysis utilizes data concerning the frequency with which
users chose a particular page as a means of future ranking. Click through
analysis consists of logging queries and the URLSs searchers visit for those
queries. The URLSs that are visited most often by searchers in response to a
particular query or term are ranked higher in future results listings.

34.2 Link Popularity

Link popularity is an examination of the links pointing to a Web
document. Most Web search engines use some type of link analysis as part
of their ranking algorithm. Link analysis is a method for determining which
pages are good for particular topics based on both the quantity and quality of
links pointing to that document. Authority documents are those with many
incoming high quality links.
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343 Term Frequency

Term frequency is a numerical evaluation of how frequently a term
appears in a Web document. Generally, a higher frequency of occurrence
indicates a greater likelihood that the document is related to the query.
Overall, and within special domains such as law, documents use a small
subset of terms quite often and a large subset of terms very infrequently.

Additionally, there is usually a set of words occurring quite frequently in
documents that have little to do with document content (e.g., the, is, a, etc.).
Web search engines may maintain a stop list of such words, which are
excluded from both indexing and searching.

344 Term Location

Term location many times indicates its significance to the document.
Therefore, most Web search engines give more weight to certain terms (e.g.,
those occurring in titles, lead paragraphs, image captions, special formatting
such as bold, etc.) than terms occurring in the body of the document or even
in a footnote.

34.5 Term Proximity

Term proximity is the distance between two or more query terms within a
document. The rationale is that it is more likely that the document is relevant
to the query if the terms appear near each other. Given that most Web
queries are short (i.e., one or two terms), term proximity is many times of
little value. However, in certain situations, term proximity can be of great
value. Name searching is one such area.

3.4.6 Text Formatting

Text formatting is the use of specific HTML codes in their ranking
algorithms. Although several schemes exist (e.g., bold terms, emphasis tags,
etc.), the most successful of these is the use of anchor tags. When an
information provider produces a Web page, the document will many times
contain links to other Web documents or links to specific locations in the
document. Readers of the documents see these links as clickable text. This
clickable text is called the anchor text. Search engine designers have
discovered that these anchor texts and tags are valuable sources of metadata
about the document at the address specified by the link.
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4. WEB SIZE

The size of the Web and the number of Websites continues to grow. In
1999 Lawrence and Giles (1999) estimated that 800 million documents are
publicly available on the Web. By July 2003, Jan Pedersen (2003) of
Overture estimated the size of the Web as 50 terabytes of data or several
billion pages. Document growth on the Web may be doubling every year.

The Online Computer Library Center (OCLC) Office of Research Web
Characterization Project (2003) estimated the size of the “public” Web has
grown from 1.5 million Web sites in 1998 to 3,080,000 Web sites. By June
2002 only 35% of the Web or 1.4 billion Web pages was accessible by the
public via Web search engines. They also point to a slowdown in the growth
of the public Web pages from 1998 to 2002 (O’Neil, Lavoie and Bennett,
2003) and that IP address volatility led to the consolidation of 51 per cent of
Web sites in 2001.

OCLC (2003) report little change in the origin of Web sites from 1999 to
2002 with approximately half the world’s Web sites originating in the United
States. The distribution of languages on Web sites changed little from 1999
to 2002 with consistently three-quarters of all Web sites in English. The
proportion of Web sites using META tags to describe the content of the Web
site increased from 70% in 1998 to 87% in 2002

S. WEB SEARCHES

Kobayashi and Takeda (2000) report that some 85% of the Web users
they surveyed claimed using Web search engines to find information. Two-
thirds to three-quarters of all users cite finding information as one of their
primary uses of the Web. Two-thirds to three-quarters of all users cite the
inability to find the information they seek as one of their primary frustrations
(second only in frustration to slowness of response).

The number of Internet users is measured as “audience reach” or the
percentage of United States’ home and work Internet users estimated to have
searched on each site at least once during the month through a Web browser
or some other "online" means. Because of this, the average time spent by
visitors in a given month can be a useful way to determine which sites may
be more popular, when it comes to search.

In early 2002, the average America Online user spent 10 to 11 minutes
when searching. By October 2002, the average minutes more than tripled.
Web search engines generate 7% to 8% of traffic to Web sites. Nine of ten
Web users visit a search engine, portal or community site each month. They
also revisit frequently, nearly five times per month (Nielsen//NetRatings,
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May 2002). People looking for products on the Web are far more likely to
type the product name into a search engine's search box (28%) than browse
shopping "channels" (5%) or click on ads (4%).

In January 2003, there were an estimated 134 million active Internet
users at home and at work in the United States. By July 2003, Jan Pedersen
(2003) from Overture estimated the total of World Wide Web searches per
day at 400 million and a significant portion of these searches were generated
in the United States.

6. SOCIAL WEB CONTEXT

In this section, we examine the social level trends of public use of the
Web. Trends in the social impact of the Web on different publics and
communities are also highlighted by Sawyer and Eschenfelder (2002).

Some studies have examined the social aspect of the Web, but few
specifically focus on Web searching. Mowshowitz and Kawagichi (2001)
point to the biases of various Web search engines. DiMaggio, Hargittai,
Neumann and Robinson (2001) examine the social implications for the
Internet. Bar-Ilan (2001) and Introna and Nissenbaum (2000) call for the
development of Web search engines that are not driven by profit
considerations. Introna and Nissenbaum (2000) view the Web as a public
good, but see dangers in the use of commercial Web search engines that are
driven by market forces.

6.1 Internet Use at Home

A growing body of studies is examining Web use in the home. A major
study of home Web use is the HomeNet project at Carnegie Mellon
University (Kraut, Scherlis, Mukhopadhyay, Manning and Kiesler, 1996;
Kraut, Patterson, Lundmark, Kiesler, Mukhopadhyay and Scherlis, 1998).
Using a variety of data including logs, questionnaires, help requests, and
interviews with families, the research group measured how people integrated
electronic communication and information resources on the Internet and how
Internet services affected their lives.

Cummings and Kraut (2002) found that a significant trend has been
towards the domestication of the Internet. In 1995, the National Science
Foundation found that one in five Americans had home Internet access.
However by 2002, home access increased to 59.3% (UCLA CCP, 2003).
Cummings and Kraut (2002) suggest that Internet use is now in both the
home and workplace. Home use of the Internet has increased with the
growth in the availability of broadband services.
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Haythornthwaite and Wellman (2002) identify trends in the impact and
uses of the Internet in people’s everyday lives. In their book, The Internet in
Everyday Life (2002), they include many studies that demonstrate the
Internet is embedded in everyday life and the home use of the Internet is
increasing. They studied the use and impact of the Internet at home,
including the effect on domestic relations, community, civil involvement,
alienation, activities, and work

Anderson and Tracey (2002) provide an impact model of Internet access
and suggest that usage is not a valuable explanatory tool. They suggest that
future research is needed to provide a deeper understanding of the home
Web use.

Haythornthwaite and Kazmer (2002) examined the views of adult
distance learners about their Internet use. They found that both home and
work environments are extended by Internet use. Nie, Hillygus, and Erbring
(2002) found that home Internet use had a strong negative impact on time
spent with friends and family. Internet use at work decreased social spent
with colleagues, but had little impact on social time spent with friends and
family.

Another large-scale research project of home environments is the
HomeNetToo project at Michigan State University (Jackson, Barbatsis,
Biocca, Zhao and von Eye, 2002), which used server logs, surveys, and
interviews to focus on Internet use by low-income adults. Their results
revealed that while half of the participants never used email at all, their main
Internet activity was finding information on the Web. The participants
incorporated the Internet into their ongoing lives as a communication device
and an information resource: however, they noted that the Internet was still
an uncomfortable environment as participants persisted in feelings of novelty
and felt that user skills were too difficult to develop.

Rieh (2004) studied how 12 people used the Internet, through home-
based interviews and search activity diaries. Users engaged in a more diverse
range of Internet use patterns in the home than in work environments.
Findings indicated that the home, indeed, provided a distinct information use
environment in which the subjects interpreted the Web in various ways,
using it not only as an IR system but also as a tool for information recording,
sharing, disseminating, and communication.

Based on Rieh’s (2004) empirical findings, the relationships of the home
environment, Web context, and interaction situation were identified with
respect to user goals and information seeking behaviors. She suggests that
there are differences between work and home Web usage. Rieh (2004) found
that people conducted Web searches incrementally, involving intervals of
hours or days with little time pressure.
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The ongoing Pew studies use large-scale surveys to determine the usages
and impact of the Internet on everyday lives (Pew Internet and American
Life Project, 2002b). This is a valuable and ongoing research project that is
investigating many aspects of Web access, usage, commitment, and
domestication. The Pew Internet and American Life Project (2002a) found
that approximately 24 million Americans, or 21% of all Internet users, had
high-speed Internet connections at home. The number of home high-speed
users had increased form from 6 million to 24 million in 2002.

The British Life and Internet Project (Gunter, Russell, Withey and
Nicholas, 2003) is exploring the way people in Britain use the Internet.
Using survey data, the project is investigating people’s history and patterns
of Internet use. So far the project results show that people in Britain use the
Internet mainly for email, obtaining news and searching for information for
home and work use. Study participants reported reducing activities, such as
television viewing and shopping, in favor of Internet use.

7. ORGANIZATION WEB

An important area of study is the trends in the organizational level use
the Web. The organizational view explores the impact of Web search on
organizational functions and effectiveness. Choo, Detlor and Turnbull
(2000) provide a key book in this area that discusses the organizational Web,
understanding organizational Web use and the Intranet as infrastructure for
knowledge work.

Recent books by Anandarajan and Simmers (2002, 2004) provide an
analysis of the impact of Internet and Web use in the workplace. They
examine the social, ethical, legal, management, human resources and
personal usage aspects of the Web use in organizations.

8. CONCLUSION

This chapter focused on the broader context of the Web search
environment, including the nature, growth, and structure of the Web.
Specifically, we presented an overview of the technological and social
context, and a brief discussion of the organizational context and trends for
Web search.

An overwhelming number of studies continue to focus on the technical
and algorithmic aspects of the Web. Further research is needed to fully
extend our understanding of Web use at the social and organizational level.
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Chapter 2

HUMAN INFORMATION BEHAVIOR AND
HUMAN COMPUTER INTERACTION CONTEXT

1. INTRODUCTION

This chapter provides an overview of studies that have examined Web
search within various informational contexts. People search the Web in
many different types of information environments, such as their home,
libraries, and institutional, organizational or work settings.

Researchers from many diverse disciplines including information
science, computer science, cognitive science, educational psychology,
information systems, human computer interaction, and business have studied
Web searching. Recent papers by Jansen and Pooch (2001), Bar-Ilan (2004),
Kobayashi and Koichi (2000), and Hsieh-Yee (2001) also provide a valuable
discussion of Web search studies from information and computer science
perspectives.

2. HUMAN INFORMATION BEHAVIOR CONTEXT

Many Web search studies at the human information behavior level
explore the factors that influence Web search within the context of human
information seeking. For millennia, humans have sought, stored and used
information as they learned and evolved patterns of human information
behaviors to resolve problems related to survival, work and everyday life
(Spink and Cole, 2001; forthcoming).
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The broader focus of Web search research looks at the user in an
information world engaged in a whole range of human information behavior
(HIB). HIB includes both (1) purposive and (2) non-purposive information
seeking. People’s information behaviors are embedded with an information
environment that includes channels of information and communication, as
well as the full panoply of social micro-cultures or small worlds (Spink &
Cole, 2001; Savolainen, 1999).

Much research in this area examines the impact of broader human
information behavior on the Web search process and the impact of Web
search on human information behaviors (Spink, 2002). Other studies focus
on identifying the psychological factors that affect Web search, such as
personality, gender and attitudes towards computers (Roy, Taylor and Chi,
2004).

3. HUMAN COMPUTER INTERACTION CONTEXT

The human computer interaction (HCI) aspects of Web searching have
become more important as Web search engine use continues to grow.
Human computer interaction studies model the interaction between humans
and Web search engines. Many HCI Web studies focus on interactive
variables, such as Web search terms, strategy and tactics, search duration
and other human—computer interaction variables.

The next section briefly discusses the research methods used in the Web
searching studies. A more detailed discussion of this topic is provided in
Chapter 3 of this book.

4. RESEARCH METHODS

Web researchers have used varied methodologies, both quantitative and
qualitative approaches, depending upon the research questions addressed
(Hsieh-Yee, 2001). Popular research methods have included surveys (e.g.,
Spink, Bateman and Jansen, 1999), questionnaires (e.g., Spink, 2002),
analysis of verbal protocols (e.g., Hoelscher and Strube, 2000), observing
search behavior in experimental or natural settings (e.g., Wang, Hawk and
Tenopir, 2000), Web query log analysis (e.g., Spink, Jansen, Wolfram and
Saracevic, 2002), and the use of multiple methods (e.g., Spink, 2002).

Hsieh-Yee (2001) and Bar-Ilan (2004) also provide an overview of the
research designs, and data collection and analysis methods used in Web
search studies.



Human Information Behaviour 21
S. WEB SEARCH STUDIES

This section discusses the current state of Web search studies within the
following categories:

e Web search behavior, including cognitive abilities, variables, and
attitudes that effect Web search behavior

Single Web site search studies

Information foraging studies

Children’s Web search behavior

Web search training and learning

Web search evaluation

Some studies may fall into multiple categories. The next section
discusses Web search studies in chronological order to examine the progress
and trends in such studies since the middle 1990s.

The Web search studies conducted by the book’s authors from 1997 to
2004 are discussed in Chapters 4 to 11 of this book, and also briefly in Spink
(2003), and Spink and Xu (2000). E-commerce Web searching is discussed
in Chapter 7, medical and health Web searching in Chapter 8, sexually-
related Web searching in Chapter 9, and multimedia Web searching in
Chapter 10.

6. WEB SEARCH BEHAVIOR STUDIES

Web search behavior studies investigate why and how people search the
Web and their use of Web search tools. The findings from Web search
behavior studies from 1995 to 2004 include models of Web search, and
provide an increasing understanding of the elements and patterns of Web
search. Overall, many Web search behavior studies use small user sample
sizes and their findings are not replicated. Access to large-scale complex
data about Web searching, beyond Web query transaction logs, is
problematic and costly to collect.

6.1 Web Search Behavior Studies 1995 to 1998

The earliest studies of Web search behavior were conducted during the
mid-1990s, as Web search engine and Web browser use was growing,
particularly in academic environments. From 1997, we also see the first
large-scale Web transaction log studies, such as those by the authors of this
book and Silverstein, Henzinger, Marais and Moricz (1999).

Many early studies began to examine elements of the Web search
process, including who searched, how they searched, identification of search
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variables and how to measure search effectiveness. Kellogg and Richards
(1995) first examined users’ Web experience as a search factor. Catledge
and Pitkow (1995) analyzed the browsing patterns of adult Web searchers
using Web browsers and found that they relied mainly on hyperlink
structure.

Tillotson, Cherry and Clinton (1995) studied gender as a Web search
behavior variable and found that by 1995 males formed 75% of Internet
users, and 46% of study participants claimed to be able to find information
on the Internet. He and Jacobson (1996) found similar results to Tillotson,
Cherry and Clinton (1995), when they identified gender as a factor in
Internet use and resources retrieved.

By 1997, Web search behavior studies began to identify further patterns
in Web search behavior. Tauscher and Greenberg (1997) found that people
repeatedly returned to the same Web pages and conducted short searches.
Chen, Wang, Proctor and Salvendy (1997) identified that users conduct short
searches using Web browsers.

Yee, Hsieh-Yee, Thompson, Karn and Weaver (1998) show that the
cognitive ability to navigate a maze was not significantly related to Web
search performance. They also identified a relationship between level of
Web experience and Web search success. Hsieh-Yee (1998) also conducted
a major study of Web query reformulation as a feature of some Web
searches.

Nahl (1998) found that for novices Web searchers, affective goal or
information need influenced search actions. In addition, Nahl (1998)
identified that Web search engine usefulness was affected by quick and easy
search engine access. Huberman, Pirolli, Pitkow and Lukose (1998) found
regularities in Web surfing. Hill and Hannafin (1997) found that more
experienced searchers performed more sophisticated Web search strategies.

These early Web search behavior studies laid the groundwork for further
and more extensive research.

6.2 Web Search Behavior Studies 1999 to 2001

This section provides an overview of Web search behavior studies from
1999 to 2001. By 1999, the Web was emerging as a mainstream business and
lifestyle tool. The dot.com companies were in full force and Web search
studies were a growing interdisciplinary research area. As the Web
proliferated, the study of user interaction with Web search interfaces became
more important. Byrne, John, Wehrie and Crow (1999) found that Web users
made little use of graphical user interfaces (GUIs), but preferred to scroll,
waiting for responses, visually searching and reading.
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By 1999, more studies were identifying factors in Web search
performance. Hawk and Wang (1999) examined Web searching for factual
answers and identified ten strategies during the Web search process,
including exploring, link following, back and forward moving, engine
seeking and using, shortcut seeking, and surveying or scanning Web pages.
Navarro-Prieto, Scaife and Rogers (1999) found that experienced users are
more systematic in their search planning and execution. Novice searchers
adopted haphazard strategies and were more affected by the external
presentation of the information presented.

Choo, Detlor and Turnbull (1999) developed one of the first behavioral
models of Web interaction, including searching and browsing. Their model
depicts how users translate their information need into search strategies and
tactics. Alternatively, Wang, Hawk and Tenopir (2000) developed a multi-
dimensional model of user—Web interaction, consisting of users, the
interface and the Web.

As more people began to access the Web, researchers began to compare
the characteristics of Web search novices and experts (Lazonder, Biemans
and Wopereis, 2000). Hoelscher and Strube (2000) found that domain
experts who were also novice Web searchers relied on terminology rather
than query formatting. Alternatively, low domain knowledge expert
searchers used more formatting tools. Palmquist and Kim (2000) studied the
effect of cognitive style on search performance. Hawking, Craswell, Bailey
and Griffith (2001) identify four Web information groups based on the level
of information needed — very short, single document, selection of documents
and high recall searches for all documents.

As Web searching became popular, studies of search patterns and
performance became more frequent. Rieh and Xie (2001) identified some
patterns and sequences of query reformulation during interaction with the
Excite Web search engine. They show that during query reformulation most
users make parallel movements, e.g., they change their query from
“American Airlines” to “Delta Airlines”. Jansen (2000) found that increasing
the complexity of Web queries has little effect on search results. Moukdad
and Large (2001) show that many Web searchers do not use advanced or
Boolean search features, and interact with the Web as if it was another
person. Montgomery and Faloutsos (2001) identified Web search browsing
patterns.

Further studies examined the impact of gender and personality on
Internet use. Schumacher and Morahan-Martin (2001) highlight the impact
of gender differences in Internet and computer attitudes and experiences.
Swickert, Hittner, Harris and Herring (2001) discuss the relationship
between Internet use, personality and social support.
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Following the growth of the Web from 1999 to 2001, more outlets for
Web search behavior research emerged, including conferences such as the
World Wide Web, IEEE ITCC, and journals such as Internet Research and
World Wide Web Journal.

6.3 Web Search Behavior Studies 2002 to 2003

This section provides an overview of Web search studies from 2002 to
2003. By 2002 we see more: (1) larger-scale studies of Web search behavior
and (2) further research that identified the cognitive variables related to Web
search performance, such as personality, cognitive styles and users’
experience levels.

Amichai-Hamburger (2002) argues that personality is a common factor
that is ignored in Web research. Hills and Argyle (2002) found that gender
and age influence Internet use which is also a form of displacement activity
when users’ had nothing else to do or their current task was less attractive to
them that Internet use. Hargiattai (2002) argues that Web search is a
complex task with many different possible search strategies.

White and livonen (2002) show that users regard closed or predictable
topics as easy to search, and open or unpredictable topics as difficult to
search on the Web. Ford, Miller and Moss (2002) found that Web search
effectiveness was related to best match searching, not the use of Boolean
search operators. Eastman and Jansen (2003) identify that Web query
operator use has no significant effect on coverage, relative precision or
ranking. However, the effect of Web operator use varied depending upon the
Web search engine.

Rieh (2002) found that the topic interest, and information authority and
quality affect users’ acceptance of a Web document. Dennis, Bruza and
McArthur (2002) identified that browsing through a Web directory search
engine was less effective than keyword searching. Slone (2003) shows that
novice Web searchers rely more on uniform resource locators (URL) and
Web browsers rather than Web search engines.

Kim (2001) found that a Web search engine user’s level of experience
and cognitive style affects search performance. Liaw and Huang (2003)
show that individual computer experience, quality of the Web search engine,
user motivation and perceptions of technological acceptance affect
individual feelings to use Web search engines.

By 2002, we see more longitudinal, cognitive (Kim and Allen, 2002) and
consumer-oriented studies. Cothey (2002) used a longitudinal study to
determine that over time Web searchers adopt browsing as opposed to
searching strategies as their level of experience increased. Hodkinson, Kiel
and McColl-Kennedy (2000), and Hodkinson and Geoffrey (2003)
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specifically model consumer Web search behavior, including personal
demographic, behavioral, use and experience variables. Their papers provide
a good overview of research in this area of study.

Our overview of studies from 1995 to 2004 highlights the growing and
interdisciplinary nature of Web search behavior studies. Further studies are
needed that utilize larger sample sizes and attempt to replicate results.

7. SINGLE WEB SITE SEARCH STUDIES

Some studies have conducted a longitudinal analysis of users’ interaction
with one Web site. Hert and Marchionini (1998) studied the users’
information seeking behavior on statistical Websites. Wang, Berry and Yang
(2003) studies the transaction log of the University of Tennessee’s Website
for a four-year period as logged by the SWISH search engine. They found
that queries averaged 2 words or 13 characters, the quantity of queries and
the vocabulary used grew over time, users’ vocabulary was relatively small,
and included a large number (26%) of misspelled words and personal names.
Search topics and search behavior varied little over the four-year period.

Further single Web site studies are needed to replicate and extend the
previous studies.

8. WEB INFORMATION FORAGING STUDIES

Using the metaphor of foraging rather than seeking or searching, Pirolli
and Card (1999) relate information foraging to the design of Web
environments for diverse groups of users. Web information searching is
highlighted in Pirolli and Card’s (1999) as information foraging, which is
based on optimal foraging theory (OFT) from evolutionary ecology. OFT is
concerned with the “searching efficiency” of cognitive systems, both human
and non-human, for food and mating opportunities in the environment.
Natural selection penalizes any cognitive system whose searching deviates
from the optimal design for their environment. Consequently, cognitive
systems, both human and non-human, “evolve toward stable states that
maximize gains of valuable information per unit cost” (Pirolli and Card,
1999).

Similar to cues in non-human foraging, the human information forager
uses what Pirolli and Card call “the proximal perception of information
scent” to assess profitability of an information source in relation to other
potential sources (Card, Pirolli, Van Der Wege, Morrison, Reeder,
Schraedley and Boshart, 2001; Pirolli and Card, 1999). If the scent is strong,
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the information forager can make the correct choice; if there is no scent, the
forager will have to perform a “random walk” through the Web
environment. The forager’s perception of which direction offers the optimal
information source/patch is changed by sniffing for scent activities; so the
forager is constantly adapting decision-making and direction — in the Pirolli
and Card ACT-IF model, this is called “adaptive control of thought in
information foraging” (ACT-IF).

Choo, Detlor and Turnbull (2000) and Spink and Cole (forthcoming)
further discuss the information foraging in relation to information seeking
and human information behavior studies.

9. CHILDREN’S WEB SEARCH STUDIES

This section provides an overview of the studies into children’s Web
search behavior from 1997 to 2004. Most Web search studies focus on adult
behavior. However, since 1997, a growing set of studies has investigated
children’s Web search behavior.

Pioneering studies by Kafai and Bates (1997), and Wallace and
Kupperman (1997) studied Web searching by school-age children. Schacter,
Chung and Dorr (1998) found that children use different search strategies for
different information task types and prefer browsing to analytical search
techniques. Fidel, Davies, Douglass, Hopkins, Kushner, Miyagishimo and
Toney (1999), Large, Beheshti and Moukdad (1999), Large and Beheshti
(2000), and Large, Beheshti and Rahman (2002a) also examined the way
children seek information on Web search engines. Bilal (2000; 2002)
specifically studied children’s use of the Web and Yahooligans, a part of the
Yahoo Web search engine.

Wallace, Kuppermann, Krajcik and Soloway (2000), and Vansickle and
Monaco (2000) found that students did not demonstrate much Web search
sophistication.

Roy, Taylor and Chi (2003) identified that boys performed significantly
better than girls during Web search in gaining target-specific and target-
related information. In a later study, Roy and Chi (2003) show that boys tend
to employ a different search pattern from girls that related to the pattern of
Web search performance outcome. Large, Beheshti and Rahman (2002)
found that boys were more active in their Web searching. MaKinster,
Beghetto and Plucker (2003) show that students with lower domain
knowledge had difficulty conducting effective Web searches.

Studies focused on children’s Web search behavior have found some
interesting gender differences that need further exploration. Further research
is also need to explore how children learn to search and the cognitive, human
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information behavior and human computer interaction factors that influence
their search performance.

10. TRAINING AND LEARNING STUDIES

This section discusses the small number of studies investigating the
learning and training aspects of Web searching. Lucas and Topi (2002) show
that query operator errors and incorrect usage, or non-use, negatively affect
search results. Lucas and Topi (2003) found that even limited training in
basic Boolean logic could improve users’ performance on Web search
engines. Users who accessed assisting interfaces experienced improvements
in search performance over simple interfaces. Topi and Lucas (2003) claim
that an assisted search tool and Boolean logic training can positively affect
Web search quality. Lucas and Topi (2003) conclude that the quality of Web
search interfaces and level of user training affects users’ performance.

Overall, studies suggest that information task complexity and the quality
of search terms affects search performance. Further studies are needed to
model how people learn how to search Web search engines, how to improve
Web search interfaces and techniques.

11. WEB SEARCH EVALUATION STUDIES

This section provides an overview of the studies evaluating human
interaction with Web search engines, including the usability and
effectiveness of Web search tools. Many evaluation studies have used small
queries and search numbers, dichotomous relevance judgments, precision
and recall measures, and in general do not use real user relevance judgments
(Leighton and Srivastava, 1999; Losee and Paris, 1999). Rasmussen (2003),
Bar-Ilan (2002; 2004), and Oppenheim, Morris, McKnight and Lowley
(2000) also provide overviews of the Web evaluation literature.

Recent studies have produced valuable insights into Web search engine
performance. In a large-scale study, Lawrence and Giles (1998) found that
individual Web search engines generally do not cover a majority of Web
sites. A recent study by Gordon and Pathak (1999) identifies two forms of
Web search engine evaluations — testimonials or industry assessments, and
shootouts in laboratory settings, and provide a valuable comparison of
previous search engine evaluation studies. They also found: (1) absolute
retrieval effectiveness is fairly low, (2) differences in Web search engine
retrieval and precision, and (3) a lack of overlap in retrieval by Web search
engines.
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Many aspects of Web search engine performance have been studied,
including bias (Mowshowitz and Kawaguchi, 2001), quality measures
(Henzinger, Heydon, Mitzenmacher and Najork, 1999, 2000; Henzinger,
Motwani and Silverstein, 2002; Introna and Nissenbaum, 2000; Zhu and
Gauch, 2000), and number of links (Brin and Page, 1998). Radev, Libner
and Fan (2002) found that commercial Web search engines could retrieve at
least one correct answer to a factual question.

Su (2003a, b) takes a traditional information retrieval approach to Web
search engines evaluation based on precision and relative recall, user
satisfaction, search time, comprehensiveness, utility, number of good links
provided and valuation of results as a whole measures. The study gathered
users’ impressions after their Web search engines interactions and identified
that the Excite (which no longer exists) and AltaVista (now part of Yahoo)
Web search engines performed significantly better than the other Web search
engines in the evaluation.

Spink (2002) developed a new heuristic user-centered approach to Web
search engine evaluation, including the effectiveness measure information
problem shift. Information problem shift is a measure based on the impact of
users' interactions on their information problem and information seeking
stage. Unlike traditional search engine evaluation studies, Spink (2002)
collected data before and after users’” Web search engine interactions and
measured the impact of the Web search engine interaction on the user’s
information problem.

Using the Inquirus Web search engine, Spink (2002) found that: (1) all
users experienced some level of shift or change in their information problem,
information seeking, and personal knowledge due to their Inquirus
interaction, (2) different users experienced different levels of change or shift,
and (3) the search metric precision did not correlate with other user-based
measures. Some users experienced major changes or shifts in various user-
based variables, such as information problem or information seeking stage
with a search of low precision and vice versa. Bar-Ilan (2004) describes
Spink’s (2002) approach as a promising one for further studies that enhance
Web search evaluation.

12. CONCLUSION AND FURTHER RESEARCH

Overall, from 1995 to 2004, Web search behavior studies have
proliferated in number and complexity, and are becoming more international
and interdisciplinary in nature. The range of studies has diversified to
include cognitive and behaviors studies using transaction log, experimental,
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and single Web site and longitudinal studies. Fewer studies have used
experimental study methods.

Web search evaluation studies are moving to consider more user-centered
approaches, but training and learning issues have produced few studies. In
addition to viewing Web search behavior from a human information
behavior perspective based on information seeking, the information foraging
approach is growing in significance.

Major issues for research in the Web search behavior field include the
lack of large-scale and in-depth studies using at least hundreds, if not
thousands, of subjects. Also, most studies tend to focus on one or two
aspects or variables associated with Web search within a short temporal span
instead of taking a more longitudinal and holistic approach.

Further funding and Web industry collaboration is sorely needed to
assure that the human aspects of Web search do not continue to be
overshadowed by the technical and algorithmic perspectives.
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Chapter 3
RESEARCH DESIGN

1. INTRODUCTION

This chapter discusses the methods of data collection and analysis used in
our Web searching studies that are presented in the remainder of this book.
We first define and discuss transaction log analysis, which is widely used
when studying user interaction on Web search systems. Second, we outline
the nature, structure and characteristics of the specific Web query data sets
that we analyzed in this research. Three, we outline the quantitative methods
used for in-depth analysis of portions of our large-scale Web query analyses.
Finally, we describe the qualitative methods used to gain further insight into
the nature of Web search.

2. WEB QUERY TRANSACTION LOG ANALYSIS

Given the ubiquitous nature of the Web, there is considerable interest in
investigating how people locate information using Web search engines.
Studying the interaction between users and Web information retrieval (IR)
systems can be a challenging task. People seeking information have the
ability to access the Web content and Web search engines from a nearly
endless variety of locations. Directly and unobtrusively observing Web
searchers, in the manner of observing library patrons using online
catalogues, is difficult. Electronic surveys are viable; however, electronic
surveys, like all survey data collection, have significant self-selection and
other issues (Spink, Bateman and Jansen, 1999).
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Laboratory studies combined with analytical methods, such as interviews
and verbal protocol analysis (Ericsson and Simon, 1984) of small Web user
groups, can also provide valuable information and test specific Web search
variables. However, laboratory studies have numerous disadvantages,
including getting a population sample that mirrors the Web user population.
Additionally, it is difficult to recreate the dynamic and complex Web
environment in a controlled lab study.

Elements of this complex environment include: (1) continual additions to
the content collection, (2) constant deletions from the content collection, (3)
rapid algorithms and indexing changes to the Web IR systems, (4) the effect
of paid placement on retrieval results, and (5) directed efforts by certain
content providers to subvert the effectiveness of the retrieval process. Given
these factors, transaction log analysis has emerged the primary method to
study the interactions between Web search engines and the users of these
Web search engines, along with users of Web services and content sites
(Ivory and Hearst, 2002; Stout, 1997).

A transaction log is an electronic record of interactions that have
occurred between a user and a system, in this research, between a searcher
and a Web search engine. Given the current nature of the Web, transaction
logs appears to be the most reasonable and non-intrusive means of collecting
user—system interaction data during the information searching process from a
large number of Web users.

Transaction log analysis is the use of data collected in a transaction log to
investigate a particular research question concerning the user, the system or
the content. The goal of transaction log analysis is to gain a clearer
understanding of the interactions among searcher, content and Web search
engine or the interactions between two of these system elements. From this
understanding, we hopefully achieve some objective, such as improved
system design, advanced searching assistance, or identified user information
searching behavior.

Transaction logs are a common method of capturing characteristics of
user interactions with IR systems by researchers and practitioners. One can
employ transaction logs in conjunction with other methods of data
collection. Researchers have used transaction logs for analyzing a variety of
Web systems (Croft, Cook, and Wilder, 1995; Jones, Cunningham, and
McNab, 1998; Wang, Berry, and Yang, 2003). Web search engines
companies use transaction logs to research trends and system improvements
(c.f., Google <http://www.google.com/press/zeitgeist.html>). Peters (1993)
provides a review of transaction log analysis in library and experimental
information retrieval systems.

The research questions define what information one must collect in a
transaction log. However, collecting data from real users pursuing needed
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information while interacting with real systems on the Web impacts the type
of data that one can realistically assemble. The method of data monitoring
and collecting cannot interfere with the information seeking process in such
an environment. In addition to the loss of potential customers, a data
collection method that interferes with the information seeking process may
unintentionally alter that process. Transaction logs provide a good balance
between collecting a robust set of data and unobtrusively collecting that data.

The process of recording the data in the transaction log is relatively
straightforward. Web servers record and store the interactions between
searchers (i.e., actually a browser on a particular computer) and search
engines in a log file of interactions (i.e., the transaction log) on the server.
Major Web search engines execute millions of these interactions per day.
The server can record various types of data depending on the file formats
that the server supports. Typical transaction log format are access log,
referrer log, or extended log. A widely employed file type is the extended
file format, which contains data such as client computer’s Internet Protocol
(IP) address, user query, search engine access time, and referrer site, among
other fields.

Once the server collects the data, one must analyze it in order to obtain
beneficial information. Web transaction log analysis is the use of these
transaction logs to answer research questions related to the interactions
among searchers, Web search systems, and Web content. A variety of
researchers use transaction log analysis (Drott, 1998), but it typically focuses
on either issues of system performance, information structure, or
measurements of user interactions. The research presented in these studies
focuses primarily on user interactions. Within this user context, transaction
log analysis uses the data in transaction logs to discern attributes of the
search process, such as the searcher's actions, the interaction between the
user and the system, and the evaluation of results by the searcher.

Peters (1993) defines transaction log analysis more specifically as: the
study of electronically recorded interactions between on-line IR systems and
the people who search for the information found in these systems.
Transaction log analysis lends itself to a grounded theory approach (Glaser
and Strauss, 1967) in that one examines the characteristics of searches in
order to isolate trends and identify typical interactions between searchers and
the system. Researchers and practitioners have used transaction log analysis
extensively to evaluate library systems, traditional IR systems, and more
recently Web systems.
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3. STRENGTHS AND WEAKNESSES OF WEB
TRANSACTION LOG ANALYSIS

It is important to understand the strengths and limitations of Web
transaction log analysis. First, transaction log analysis provides a method of
collecting data from a great number of users. One can easily collect data on
hundreds of thousands to millions of interactions, depending on the traffic of
the Web site. Second, one can collect this data fairly inexpensively. The
costs are basically the software and storage. Third, the data collection is
unobtrusive, so the interactions represent the unaltered behavior of searchers.
Finally, transactions log are, at present, the only method for obtaining
significant amounts of data within the complex environment that is the Web
(Dumais, 2002).

There are limitations of transaction log analysis, as with any
methodology. First, there may be certain types of data not in the transaction
log, individuals' identities being the most common example. An IP address
or cookie typically represents the “user” in a transaction log. Since more
than one person may use a computer, an IP address is an imprecise
representation of the user. However, there are several sources for
demographic data on the Web population based on observational and survey
data. From these data sources, one can get reasonable estimations of needed
demographic data. Second, a transaction log does not record the reasons for
the search, the searcher motivations, or other qualitative aspects of use. In
the instances where one needs this data, one should use transaction log
analysis in conjunction with other data collection methods.

Third, the logged data may not be complete due to caching of server data
on the client machine or proxy servers. This is an often mentioned limitation.
In reality, this is a relatively minor concern for Web search engine research
due to the method with which most search engines dynamically produce
their results pages. For example, a user accesses the page of results from a
search engine using the Back button of a browser. This navigation accesses
the results page via the cache on the client machine. The Web server will not
record this action.

However, if the user clicks on any uniform resource locator (URL) on
that results page, functions coded on the results page redirects the click first
to the Web server, from which the Web server records the visit to the Web
site. Finally, there are privacy concerns with transaction logging. In practice,
search engine organizations make considerable effort to respect the privacy
of individual searchers, focusing generally on aggregate data.

With respect to these shortcomings, transaction log analysis by itself is
limited (Peters, 1993), and one should, when possible, combine transaction
log analysis with other data collection methods or other research results to
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improve the robustness of the analysis. However, transaction log analysis by
itself can provide significant insights into user—system interactions, and it
complements other methods of analysis by overcoming the limitations
inherent in these methods.

For further dialogue on this area, Kaske (1993) and Kurth (1993) discuss
the strengths and weaknesses of transaction log analysis, although advances
in transaction logging software, standardized transaction log format, and
improved data analysis has addressed many of these shortcomings. Sandore
and Kaske (1993) reviews methods of applying the results of transaction log
analysis. For a historical review of transaction log analysis, see Peters (1993)
and Borgman, Hirsch, and Hiller (1996).

4. WEB SEARCH LOGS

To address the research objectives and arrive at the research results that
this book presents, query transaction logs from three major Web search
engines, Excite, AlltheWeb.com and AltaVista were analyzed. Additionally,
we present data analysis from AskJeeves, which utilized Excite as a
surrogate. These transaction logs contained actual queries submitted by real
users to these real-world information systems. Standard relational database
and spreadsheet packages (i.e., Access and Excel), along with statistical
analysis software packages (i.e., SPSS) were used as the basic analysis tools.
There are also transaction log analysis packages available on the market
(Stout, 1997).

The Web searching environment is one of continual modification and
incremental changes. Although the overall interaction between Web users
and Web IR systems appears relative stable, one must anchor any analysis
within the specific searching rules, customer attraction, user demographics,
and document collection of a particular Web IR system at the time of data
collection.

Our analysis is beneficial for understanding the system itself and the user
interactions during the “real” search process. The research analysis in this
chapter centers on the interactions between user and Web search engine.
Interaction has several meanings in information searching, although the
definitions generally encompass query formulation, query modification, and
inspection of results list, among other actions. In the broader information
retrieval (IR) context, Bates (1990) presents four levels of interaction, which
are move, tactic, stratagem, and strategy. Using this classification and Bates’
definitions, this research primarily focuses on levels one and two (move and
tactic) and glimpses of level three (stratagem). Viewing the entire
information-seeking process as consisting of five entities (Saracevic, Kantor,



40 Chapter 3

Chamis, and Trivison, 1988), transaction log analysis can only deal with the
searcher’s interactions during information searching.

To understand how the analysis was conducted, this section discusses the
three Web search engines, presenting their marketing and algorithmic
characteristics at the time of data collection. A standard set of metrics used
in Web transaction log analysis, along with a discussion of their definitions
and impact, is then presented. The chapter then discusses the data collection
methods, Web searching environment, and analysis techniques for each set
of Web transaction logs. The data collection methods for each transaction
log for each Web search engine were similar.

For each Web query transaction log, each user's initial query was located
and the chronological series of actions during each user session recreated,
including: User Identification: an anonymous user code assigned by Web
server; Time of the day: second, minute, hour, day, month and year are given
in adjacent format; Query terms: the terms entered by the users.

S. ALTAVISTA

In 2002, AltaVista (<http://www.altavista.com>) was the 9th most
popular search engine with a significant content collection of Web pages and
multimedia files (Sullivan, 2000, 2002). AltaVista supported several query
operators including AND, OR, NOT, NEAR, MUST APPEAR, MUST NOT
APPEAR, and PHRASE (AltaVista, 2003). AltaVista displayed results in
ranked relevance order. Overture Services purchased AltaVista in 2003
(Morrissey, 2003), and Yahoo! subsequently purchased Overture Services
(Stevens, 2003). Overall, AltaVista offers a full range of searching options,
has an extremely large content collection, and millions of unique visitors per
month.

We used queries that Web users submitted to AltaVista on Sunday, 8
September 2002. This set of queries spanned a 24-hour period. The
AltaVista server recorded the queries in four transaction logs (e.g., general,
audio, image, and video), each representing a portion of the searches
executed on the Web search engine on this particular date. AltaVista used
multimedia radio buttons for audio, image and video searches. AltaVista
processes queries submitted via these radio buttons to the respective
independent index content collections, separate from the content collection
for the general search box. Each of the multimedia collection has its own
indexing and retrieval algorithm. The original general transaction log
contains approximately 3,000,000 records from the main AltaVista search
page. The audio, image, and video transaction logs each contain
approximately fifty thousand records.
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6. EXCITE

Excite (<http://www.excite.com>) was the second most popular Web site
in 1997 (Munarriz, 1997), and was the fifth most popular in 1999 and 2001
as measured by number of unique visitors (Cyber Atlas, 1999, 2001). Excite
supported several query operators and searching features including AND,
OR, NOT, NEAR, MUST APPEAR, MUST NOT APPEAR, PHRASE, and
MORE LIKE THIS (Jansen, Spink, Bateman, and Saracevic, 1998).
Infospace purchased Excite in 2001 (Singer, 2001). Infospace re-launched
Excite as a meta-search portal in 2002 (Goodman, 2002). At the time of the
data collection, Excite offered a variety of searching features, had a large
content collection, and served millions of unique visitors per month.

Excite had some very advanced searching features and capabilities,
which require some discussion. Excite searches were based on the exact
terms that a user entered in the query, however, capitalization was
disregarded, with the exception of logical commands AND, OR, and AND
NOT. Stemming was not available. Excite also used an online thesaurus and
concept linking method called Intelligent Concept Extraction (ICE) to find
related terms in addition to terms entered. It provided search results in
ranked relevance order.

As for searching logic, a user could implement AND, OR, AND NOT,
and PHRASE operators, but the Boolean operators must appear in ALL
CAPS and with a space on each side. When using Boolean operators, ICE
(concept-based search mechanism) is not used. Excite also implemented the
MUST APPEAR and MUST NOT APPEAR operators. A page of search
results contains ten answers on a page that are relevance ranked. For each
site, Excite provided the title, URL (Web site address), and a summary of its
contents. The user could also display results by site and titles only. In
addition, there was a clickable option MORE LIKE THIS option, which was
a relevance feedback mechanism to find similar sites.

Queries that Web users submitted to Excite on three separate dates over a
four year period were used. Each transaction log holds a large and varied set
of queries (approximately one million queries in each set). The transaction
log spanned several hours of user searching on the following dates: 16
September 1997 (Tuesday, midnight to 8 a.m.), 1 December 1999
(Wednesday, 9 am. to 1 p.m.), and 30 April 2001 (Monday, midnight to
midnight).! Each record within the Excite transaction log contains the four
fields: (1) Time of Day, (2) User Identification, (3) Query Terms, and (4)
Results Page.

! Times are Pacific Time as recorded by the Excite Web server.
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7. ALLTHEWEB.COM

A highly regarded Web search engine (Sullivan, 2003), AlltheWeb.com
had a large content collection (Sullivan, 2000) and millions of queries per
day. AlltheWeb.com provided the ability to search for news stories, pictures,
video clips, MP3 and FTP files. It supported over 49 different languages.
AlltheWeb.com provided the AND, OR, NOT, MUST APPEAR, MUST
NOT APPEAR, PHRASE and RANK query operators.

Most users of AlltheWeb.com Web search engine were from Norway and
Germany, according to AlltheWeb.com personnel. The FAST Corporation
purchased AlltheWeb.com in 2003 Corporation (Kane, 2003) and that
company was later purchased by Yahoo! (Stevens, 2003).

The queries examined for this study were from searchers using
AlltheWeb.com on Tuesday, 6 February 2001 and Tuesday, 28 May 2002,
with each transaction log spanning a 24-hour period. The queries represent a
portion of the searches executed on the Web search engine on these
particular dates. The transaction log hold a large and varied set of queries
(over one million records). Each record within the transaction log contained
five fields: (1) Time of Day, (2) User Identification, (3) Query Terms, (4)
Language, and (5) Page Viewed.

8. WEB QUERY LOG FIELDS

In order to facilitate valid comparisons and contrasts with other analysis,

a standard terminology and set of metrics was used (Jansen and Pooch,

2001). Each record was classified as a searching episode. Each searching

episode was of the following format, although not all transaction logs

contained all the fields listed.

1. Time of Day: measured in hours, minutes, and seconds from midnight of
each day as recorded by the search engine server.

2. User Identification: an anonymous user code assigned by the search
engine server representing the IP address of the client’s computer. We
attempted to  exclude sessions from softbots using numerical
limitation. However, currently, there is no way to precisely identify all of
these automated searches (Silverstein, = Henzinger, Marais, and Moricz,
1999).

3. Query Terms: terms exactly as entered by the given user.

4. Results Page: a numerical code representing a set of result abstracts and
URL returned by the search engine in response to a query. Some refer to
the results page as the SERP (Search Engine Results Page). Within the
results page, there are, or can be, several subsections. These include the
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9]

9.

sponsored links (i.e., those URL for which someone is paying for
placements), of which there are several favors. Another section is the
organic results (the most common name) or the hit list. These are the
results for which no one is specifically paying for placement, although
some URLs may take the user to sites that also have sponsored links.
Language: the user preferred the language of the retrieved Web pages.
Page Viewed: the URL that the searcher visited after entering the query.

ANALYSIS LEVELS

Analyses were conducted at multiple levels, including the term, query,

session and page view, and click-through levels. These metrics are defined

as:

1.

Term Level: A term is a string of characters separated by some delimiter
such as a space or some other separator. A blank space is used as the
separator.

. Query Level: A query is defined as a string list of zero or more terms

submitted to a search engine. This is a mechanical definition as opposed

to an information seeking definition (Korfhage, 1997). The first query by

a particular searcher is as an initial query. A subsequent query by the

same searcher that is identical to one or more of the searcher’s previous

queries is an identical query. A subsequent query by the same searcher
that is different than any of the searcher’s initial query is a modified
query. There can be several occurrences of modified queries.

A unique query refers to a query that is different from all other queries
in the transaction log, regardless of searcher.

At the query level of analysis, query length, query complexity, and
failure rate were examined:

e Query length was measured by counting the number of terms in the
query.

e Query complexity examines the query syntax, including the use of
advanced searching techniques such as Boolean and other query
operators.

e Failure rate is a measure of the deviation from the published rules of
the search engine. The use of query syntax that the particular IR
system does not support, but may be common on other IR systems, is
carry over.

. Session Level: The session is the entire sequence of queries entered by a

searcher with a given data sampling period. This is similar to the
definition of a unique visitor that is used by commercial search engines
and by organizations to measure Web site traffic. The number of queries
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per searcher is the session length. Each searcher is given a unique

identifier within the Web query transaction log, which the transaction log

software usually bases on the IP address of the client machine.

Session duration is the total time the user spent interacting with the
search engine including the time spent viewing the first and all
subsequent Web documents, except the final document. Session duration
can therefore be measured from the time the user submits the first query
until the user departs the search engine for the last time (i.e., does not
return). This final viewing time is not available since the Web search
engine server records the time stamp. Naturally, the time between visits
from the Web document to the search engine may not have been entirely
spent viewing the Web document.

4. Results Pages Viewed Level: A results page is the list of results, either
sponsored or organic, returned by a Web search engine in response to a
query. The result page viewing patterns of Web searchers are analyzed,
focusing on the number of results pages viewed.

5. Click-through Level: From the results page, a searcher may click on a
URL, (i.e., visit) one or more results from the listings on the result pages.
This page viewing behavior of Web searchers is analyzed. Some
researchers and practitioners refer to this type of analysis as page view
analysis.

A Web document is the Web page referenced by the URL on the search
engine’s results page. A Web document may be text or multimedia and, if
viewed hierarchically, may contain a nearly unlimited number of sub-Web
documents. A Web document may also contain URLSs linking it to other Web
documents or other Web documents containing URLs linking to it. We
measure document viewing duration as the time from when a searcher clicks
on a URL on a results page to the time that searcher returns to the search
engine.

10. QUANTITATIVE ANALYSIS

Using the three fields of Time of Day, User Identification, and Query
Terms, common to all Web transaction logs, the initial query is located and
then the chronological series of actions in a session is recreated. The Web
query transaction logs contain searches from both human users and agents.
For the most part, we were interested in only those queries submitted by
humans. From the Web transaction log, a sub-set of queries was culled that
were deemed likely to have been submitted by humans. To do this, all
sessions with less than 101 queries were separated into an individual
transaction logs that were used for this research. A session of 101 queries or
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more was chosen because it is almost 50 times greater than the reported
mean search session for human Web searchers.

Given that there is no way to accurately identify human from non-human
searchers (Silverstein, Henzinger, Marais, and Moricz, 1999; Sullivan,
2001), most researchers relying on Web transaction log for data collection
must either ignore it (Cacheda and Vifia, 2001) or assume some temporal or
interaction cut-off (Montgomery and Faloutsos, 2001; Silverstein,
Henzinger, Marais, and Moricz, 1999). Using a cut-off of 101 queries, we
were satisfied that this subset of the transaction log contained queries
submitted primarily by human searchers in a non-common user terminal, but
it is also broad enough not to introduce bias by too low a cut-off threshold.

When a searcher submits a query, then views a document, and returns to
the search engine, the server logs this second visit with the identical user
identification and query, but with a new time (i.e., the time of the second
visit). This is beneficial information in determining how many of the
retrieved results pages the searcher visited from the search engine, but
unfortunately it also skews the results in analyzing how the user searched on
system.

To address the sessions, queries, and term analyses, the transaction logs
were collapsed by combining all identical queries submitted by the same
user to give the unique queries in order to analyze sessions, queries and
terms, and pages of results viewed. The complete un-collapsed sessions were
utilized in order to obtain an accurate measure of the temporal length of
sessions and the number of pages viewed in the transaction log where this
field was available.

Table 3.1 shows the basic data from the six Web transaction studies we
compared in our research.

Table 3-1. Overall Data From AlltheWeb.com, Excite, and AltaVista Transaction Logs

Search Excite Excite AlltheWeb Excite ~ AlltheWeb AltaVista
Engine

Data Tuesday Wednesday  Tuesday Monday  Tuesday Sunday
Collection 16 September 1 December 6 February 30 April 28 May 8 September

1997 1999 2001 2001 2002 2002

Sessions 210,590 325,711 153,297 262,025 345,093 369,350
Queries 545206 1,025,910 451,551 1,025910 957,303 1,073,388
Terms 1,224,245 1,500,500 1,350,619 1,538,120 2,225,141 3,132,106

Figure 3.1 shows the Entity—Relation (ER) diagram for the relational
database used to store and analysis the data from the transaction logs.
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Figure 3-1. ER Scheme Diagram For the Transaction Log Databases

Table 3-2. Legend for Naming of Scheme Constructs

Construct Name Construct

Searching_Episode main table

Time time of day

User_id user identification

Query query terms

R_Page Results page

Lang language

ClickT page viewed

Q_Len query length

Terms table with terms and frequency

Term_ID term identification

Term term from the query set

Freq number of occurrences of term in the query set
Co_Occur table term pairs and the number of occurrences of those pairs
Term_ID term identification

CO_ID the combined term identification for a pair of terms

Occur number of occurrences of pair in the query set
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An ER diagram models the concepts and user perceptions of the data and
displays the conceptual schema for the database. Standard ER notation is
used as outlined in (Elmasri and Navathe, 1989).

Table 3.2 presents the legend for the schema constructs names.

11. QUALITATIVE METHODS
11.1  Web Query Classification

The desire to better understand the information seeking and Web
searching processes is a primary motivation for our studies. We primarily
used content analysis based on grounded theory approaches and inductive
methods to find evidence of the empirical connection between the data in the
transaction logs and inferences from the data (Krippendorf, 1980),
concerning the interaction between the systems and users. Content analysis
was used to group together data when there were similar characteristics in a
particular field or fields of the transaction log.

This methodology had the advantage of providing insights into large
amounts of Web data to develop hypotheses or research questions for further
testing. The methodology used in our qualitative studies is outlined below,
with the caveat that qualitative analysis also has limitations especially in
terms of external validity because the findings of this study may not be
generalizable to a larger group of users.

In each analysis or classification of Web queries, at least two evaluators
were used. Each evaluator classified each query by judging the query intent
and deriving strong evidence of such intent from the query log. For example,
during the analysis of sexual queries, the evaluators judged queries as related
to sexual (including pornographic) needs if the queries explicitly requesting
sexual information, visual images or textual descriptions of sexual behavior
(Spink, Koricich, and Jansen, 2004; Spink, Ozmutlu, and Lorence, 2003).

To check coding consistency, each evaluator recoded a set of queries
previously classified by the other researcher. The researchers met in order to
make final decision about the classifications. The two or more evaluators
discussed each disputed query until they reach a classification consensus for
that query.

11.2  Topical Analysis
For each transaction log, a topical analysis of queries was conducted. In

these cases, typically about 2,500 random queries were selected. Two or
more evaluators (in one case over twenty) then reviewed and categorized
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each record in a self-building set of categories. The evaluators would then
meet and resolve any discrepancies, a version of the Delphi technique (Cline,
2000).

11.3  Topical Relevance

Performance evaluation of the Web search engines was conducted using
topical relevance based on queries in the transaction log. In these cases, we
either randomly selected a set or selected a stratified set of records, typically
approximately 500 queries. Using an automated submission script, we
submitted these queries to major search engines and retrieved the top ten
results from the results listings. Independent evaluators, usually three, then
viewed the results abstract or the actual Web page and assigned a numerical
evaluation of relevance, using a scale from 0 (i.e., no relevance) to 3 (i.e.,
total relevance). The inter-rater agreement for each evaluation is then
calculated. Where click through data was available, we used the same
technique to evaluate the Web site denoted by the URL in the transaction
logs for each of the approximately 500 selected queries.

12. STRENGTH AND LIMITATIONS

As with any research study and corresponding analysis, there are
strengths and limitations.

This stream of research contributes to the Web searching literature in
several important ways. First, the data comes from real users with real
information needs submitting real queries to working IR systems in order to
satisfy those information needs. Accordingly, it provides a realistic glimpse
into how Web users search, without the self-selection issues or altered
behavior that can occur with lab studies or survey data. Second, the sample
is quite large, with hundreds of thousands of searchers, millions of queries,
hundreds of thousands of results pages. The data are fairly robust. Third, all
six transactions logs are analyzed using the exact same terminology and
methods; therefore, the analysis does not suffer from change in methods over
time. In preparation for this book, we completely re-analyzed all datasets to
ensure consistent of methods. This allows valid comparisons among studies.

Third, we obtained data from three major and very popular Web search
engines, as measured by both document collection and number of unique
visitors, to ensure that our results were generalizable. Fourth, analysis at
multiple levels of granularity and subject domain are provided. Finally, this
research involves multiple analyses over multiple systems all conducted by
the same set of researchers, which helps ensure consistency of analysis and
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metrics. From this consistency, one can better distinguish which searching
behaviors carry over from system to system, one of the challenges of
transaction log analysis identified by Kurth (1993).

As with any research, there are limitations that one should recognize. The
sample data comes from three major Web search engines, introducing the
possibility that the queries do not represent the interactions of the broader
Web searching population. However, Jansen and Pooch (2001) have shown
that characteristics of Web sessions, queries, and terms are very consistent
across Web search engines. Other potential limitations are that we do not
have information about the demographic characteristics of the users who
submitted queries, so we must infer their characteristics from the
demographics of Web searchers as a whole.

Also, the data was collected on specific dates, introducing the possibility
of bias due to these particular dates not being representative. However, a
comparison of the collected body of Web transaction log research (Abdulla,
Liu, and Fox, 1998; Cacheda and Vina, 2001; Holscher and Strube, 2000;
Jansen and Spink, forthcoming; Jansen, Spink, and Pedersen, forthcoming;
Montgomery and Faloutsos, 2001; Selberg and Etzioni, 1997; Spink, Jansen,
Wolfram, and Saracevic, 2002) shows a great deal of similarity among Web
searchers, indicating particular dates have little effect on session lengths,
query lengths, Boolean usage, etc. However, particular dates do have an
effect on the usage of popular terms (Wolfram, 1999).

13. CONCLUSION

Our use of Web transaction log analysis, in addition to other research
methods and analysis techniques, provided valuable insights into Web
search. As the use of agents and automated submission software increases,
one may need to combine transaction log with the data collected from
cookies or other client software to shed more light on users and usage.
Presently, with results of Web transaction log analysis properly reported and
knowledgeably interpreted, transaction logs and their analysis can provide
meaningful statistical indicators of searcher—system interaction.
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HOW PEOPLE SEARCH THE WEB



Chapter 4
SEARCH TERMS

1. INTRODUCTION

This chapter reports results from an analysis of the search terms
submitted to Web search engines — AlltheWeb.com, AltaVista and Excite.
Terms are the basic building blocks through which a Web searcher expresses
their information problem when searching on a Web search engine. Single or
multiple term and operators form a Web query. What are the subjects of
Web users’ search terms? Where do the search terms come from? Why does
a user select one term instead of another? What influences a searcher’s
decisions?

Major findings suggest: (1) the topic interests of Web search engine users
has shifted to commercial and informational from the sexual and technology
domains, (2) the information problems of Web search engine users are
becoming increasingly more diverse, (3) there is a notable increase in non-
English terms, numbers, and acronyms used as Web search terms, (4) a set
of approximately 20% of search terms are used with great regularity while
approximately 10% of the terms are used only once, and (5) major news
events and holidays influence search term usage.

Many researchers view Web search as a communication process in which
there is a dialog or discourse occurring between the searcher and the Web
search engine (Jansen, 2003; Spink, 1997). A dialog is a communication
exchange about a certain topic between a user and a Web search engine that
includes thinking on the part of the user. livonen and Sonnenwald (1998)
note that when selecting search terms, searchers appear to navigate a variety
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of dialogs. Searchers evaluate and synthesize information among these
dialogs in order to select search terms.

Hsieh-Yee (1993) reports that the level of a user’s search experience and
domain knowledge affects the searchers' selection of search terms. Along
with domain knowledge and searching experience, Spink and Saracevic
(1997) identified three other sources of search terms pertinent to Web
searching, namely (1) the users' level of domain knowledge of their search
topic, (2) the Web systems output, and (3) a thesaurus or related terms. They
noted that search terms from the user’s domain and the system’s output were
the terms that helped the most in retrieving relevant documents.

Researchers have also investigated reformulation (Dennis, Bruza and
McArthur, 2002) and search term weighting in order to improve
performance. The underlying assumption is that not all terms in a query are
of equal importance. The most well known case being that of stop words
(Fox, 1990), which are query terms that occur so frequently that they are
deemed of little content value (e.g. and, or, the). Some Web search engines
automatically remove stop words from queries unless the user specifically
tells the search engine (via query operators such as PHRASE or MUST
APPEAR) to keep them in the query. Members of some communities refer to
stop words as filter words (WebMasterWorld.com, 2004), in which case stop
words refer to terms in Web documents that cause a Web search engine
spider to stop indexing.

The idea behind term weighting is that the terms with the most
importance should have more effect on the retrieval process. Budzik,
Hammond, and Birnbaum (2001) use a version of term weighting in an
application to automatically formulate queries. Some Web search engines
have attempted to implement term weighting automatically using click-
through data from query transaction logs (Schaale, Wulf-Mathies and
Lieberam-Schmidt, 2003).

In a similar vein, the term co-occurrence approach attempts to identify
terms that are similar to those that previous searchers have specified. The
idea with term co-occurrence is that the search engine or searcher can use
these similar terms to augment the current query and improve retrieval
performance. Several researchers have examined term co-occurrence in
transaction logs in order to locate common terms that may be related (Pu,
Chuang and Yang, 2002; Wolfram, 1999). This is a tricky area, however,
because frequently occurring terms tend to discriminate poorly between
rel