## (*)WILEY

## THE CONSTRUCTION of OPTIMAL STATED CHOICE EXPERIMENTS

Theory and Methods


# The Construction of Optimal Stated Choice Experiments Theory and Methods 

Deborah J. Street<br>University of Technology, Sydney<br>Leonie Burgess<br>University of Technology, Sydney



WILEY-INTERSCIENCE
A John Wiley \& Sons, Inc., Publication

This Page Intentionally Left Blank

The Construction of Optimal
Stated Choice Experiments


The Wiley Bicentennial-KNOWLEDGE for Generations
6
ach generation has its unique needs and aspirations. When Charles Wiley first opened his small printing shop in lower Manhattan in 1807, it was a generation of boundless potential searching for an identity. And we were there, helping to define a new American literary tradition. Over half a century later, in the midst of the Second Industrial Revolution, it was a generation focused on building the future. Once again, we were there, supplying the critical scientific, technical, and engineering knowledge that helped frame the world. Throughout the 20th Century, and into the new millennium, nations began to reach out beyond their own borders and a new international community was born. Wiley was there, expanding its operations around the world to enable a global exchange of ideas, opinions, and know-how.

For 200 years, Wiley has been an integral part of each generation's journey, enabling the flow of information and understanding necessary to meet their needs and fulfill their aspirations. Today, bold new technologies are changing the way we live and learn. Wiley will be there, providing you the must-have knowledge you need to imagine new worlds, new possibilities, and new opportunities.

Generations come and go, but you can always count on Wiley to provide you the knowledge you need, when and where you need it!


William J. Pesce
President and Chief executive rfficer


Peter Batath Wiley
ChAIRMAN DF THE BIARD

# The Construction of Optimal Stated Choice Experiments Theory and Methods 

Deborah J. Street<br>University of Technology, Sydney<br>Leonie Burgess<br>University of Technology, Sydney



WILEY-INTERSCIENCE
A John Wiley \& Sons, Inc., Publication

Published by John Wiley \& Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.
No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission of the Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission should be addressed to the Permissions Department, John Wiley \& Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in preparing this book, they make no representations or warranties with respect to the accuracy or completeness of the contents of this book and specifically disclaim any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created or extended by sales representatives or written sales materials. The advice and strategies contained herein may not be suitable for your situation. You should consult with a professional where appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our Customer Care Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be available in electronic format. For information about Wiley products, visit our web site at www.wiley.com.

Wiley Bicentennial Logo: Richard J. Pacifico

## Library of Congress Cataloging-in-Publication Data:

```
Street, Deborah J.
    The construction of optimal stated choice experiments : theory and methods / Deborah J. Street,
Leonie Burgess.
        p.cm.
    Includes bibliographical references and index.
    ISBN 978-0-470-05332-4
    1. Combinatorial designs and configurations. 2. Optimal designs (Statistics) I. Burgess,
Leonie. II. Title.
    QA166.25.S77 2007
    511'6-dc22 2007011016
```

Printed in the United States of America.

## CONTENTS

List of Tables ..... xi
Preface ..... xvii
1 Typical Stated Choice Experiments ..... 1
1.1 Definitions ..... 2
1.2 Binary Response Experiments ..... 3
1.3 Forced Choice Experiments ..... 5
1.4 The "None" Option ..... 7
1.5 A Common Base Option ..... 8
1.6 Avoiding Particular Level Combinations ..... 9
1.6.1 Unrealistic Treatment Combinations ..... 9
1.6.2 Dominating Options ..... 10
1.7 Other Issues ..... 11
1.7.1 Other Designs ..... 11
1.7.2 Non-mathematical Issues for Stated Preference Choice Experiments ..... 11
1.7.3 Published Studies ..... 12
1.8 Concluding Remarks ..... 13
2 Factorial Designs ..... 15
2.1 Complete Factorial Designs ..... 16
2.1.1 $\quad 2^{k}$ Designs ..... 16
2.1.2 $\quad 3^{k}$ Designs ..... 19
2.1.3 Asymmetric Designs ..... 24
2.1.4 Exercises ..... 25
2.2 Regular Fractional Factorial Designs ..... 27
2.2.1 Two-Level Fractions ..... 27
2.2.2 Three-Level Fractions ..... 33
2.2.3 A Brief Introduction to Finite Fields ..... 37
2.2.4 Fractions for Prime-Power Levels ..... 39
2.2.5 Exercises ..... 41
2.3 Irregular Fractions ..... 41
2.3.1 Two Constructions for Symmetric OAs ..... 43
2.3.2 Constructing $\mathrm{OA}\left[2^{k} ; 2^{k_{1}}, 4^{k_{2}} ; 4\right]$ ..... 44
2.3.3 Obtaining New Arrays from Old ..... 46
2.3.4 Exercises ..... 52
2.4 Other Useful Designs ..... 53
2.5 Tables of Fractional Factorial Designs and Orthogonal Arrays ..... 55
2.5.1 Exercises ..... 56
2.6 References and Comments ..... 56
3 The MNL Model and Comparing Designs ..... 57
3.1 Utility and Choice Probabilities ..... 58
3.1.1 Utility ..... 58
3.1.2 Choice Probabilities ..... 59
3.2 The Bradley-Terry Model ..... 60
3.2.1 The Likelihood Function ..... 61
3.2.2 Maximum Likelihood Estimation ..... 62
3.2.3 Convergence ..... 65
3.2.4 Properties of the MLEs ..... 67
3.2.5 Representing Options Using $k$ Attributes ..... 70
3.2.6 Exercises ..... 79
3.3 The MNL Model for Choice Sets of Any Size ..... 79
3.3.1 Choice Sets of Any Size ..... 79
3.3.2 Representing Options Using $k$ Attributes ..... 82
3.3.3 The Assumption of Independence from Irrelevant Alternatives ..... 82
3.3.4 Exercises ..... 83
3.4 Comparing Designs ..... 83
3.4.1 Using Variance Properties to Compare Designs ..... 84
3.4.2 Structural Properties ..... 88
3.4.3 Exercises ..... 91
3.5 References and Comments ..... 92
4 Paired Comparison Designs for Binary Attributes ..... 95
4.1 Optimal Pairs from the Complete Factorial ..... 95
4.1.1 The Derivation of the $\Lambda$ Matrix ..... 97
4.1.2 Calculation of the Relevant Contrast Matrices ..... 99
4.1.3 The Model for Main Effects Only ..... 100
4.1.4 The Model for Main Effects and Two-factor Interactions ..... 105
4.1.5 Exercises ..... 117
4.2 Small Optimal and Near-optimal Designs for Pairs ..... 118
4.2.1 The Derivation of the $\Lambda$ Matrix ..... 118
4.2.2 The Model for Main Effects Only ..... 119
4.2.3 The Model for Main Effects and Two-Factor Interactions ..... 121
4.2.4 Dominating Options ..... 133
4.2.5 Exercises ..... 134
4.3 References and Comments ..... 134
5 Larger Choice Set Sizes for Binary Attributes ..... 137
5.1 Optimal Designs from the Complete Factorial ..... 138
5.1.1 Difference Vectors ..... 138
5.1.2 The Derivation of the $\Lambda$ Matrix ..... 143
5.1.3 The Model for Main Effects Only ..... 147
5.1.4 The Model for Main Effects and Two-Factor Interactions ..... 152
5.1.5 Exercises ..... 159
5.2 Small Optimal and Near-Optimal Designs for Larger Choice Set Sizes ..... 159
5.2.1 The Model for Main Effects Only ..... 160
5.2.2 The Model for Main Effects and Two-Factor Interactions ..... 163
5.2.3 Dominating Options ..... 164
5.2.4 Exercises ..... 165
5.3 References and Comments ..... 165
6 Designs for Asymmetric Attributes ..... 167
6.1 Difference Vectors ..... 169
6.1.1 Exercises ..... 173
6.2 The Derivation of the Information Matrix $\Lambda$ ..... 174
6.2.1 Exercises ..... 180
6.3 The Model for Main Effects Only ..... 180
6.3.1 Exercises ..... 189
6.4 Constructing Optimal Designs for Main Effects Only ..... 189
6.4.1 Exercises ..... 197
6.5 The Model for Main Effects and Two-Factor Interactions ..... 197
6.5.1 Exercises ..... 209
6.6 References and Comments ..... 210
Appendix ..... 211
6. A. 1 Optimal Designs for $m=2$ and $k=2$ ..... 212
6. A. 2 Optimal Designs for $m=2$ and $k=3$ ..... 213
6. A. 3 Optimal Designs for $m=2$ and $k=4$ ..... 217
6. A. 4 Optimal Designs for $m=2$ and $k=5$ ..... 220
6. A.5 Optimal Designs for $m=3$ and $k=2$ ..... 221
6. A. 6 Optimal Designs for $m=4$ and $k=2$ ..... 223
6. A. 7 Optimal Designs for Symmetric Attributes for $m=2$ ..... 225
7 Various Topics ..... 227
7.1 Optimal Stated Choice Experiments when All Choice Sets Contain a Specific Option ..... 228
7.1.1 Choice Experiments with a None Option ..... 228
7.1.2 Optimal Binary Response Experiments ..... 233
7.1.3 Common Base Option ..... 234
7.1.4 Common Base and None Option ..... 236
7.2 Optimal Choice Set Size ..... 237
7.2.1 Main Effects Only for Asymmetric Attributes ..... 237
7.2.2 Main Effects and Two-Factor Interactions for Binary Attributes ..... 240
7.2.3 Choice Experiments with Choice Sets of Various Sizes ..... 242
7.2.4 Concluding Comments on Choice Set Size ..... 243
7.3 Partial Profiles ..... 243
7.4 Choice Experiments Using Prior Point Estimates ..... 245
7.5 References and Comments ..... 246
8 Practical Techniques for Constructing Choice Experiments ..... 249
8.1 Small Near-Optimal Designs for Main Effects Only ..... 251
8.1.1 Smaller Designs for Examples in Section 6.4 ..... 251
8.1.2 Getting a Starting Design ..... 256
8.1.3 More on Choosing Generators ..... 264
8.2 Small Near-Optimal Designs for Main Effects Plus Two-Factor Interactions ..... 269
8.2.1 Getting a Starting Design ..... 269
8.2.2 Designs for Two-Level Attributes ..... 271
8.2.3 Designs for Attributes with More than Two Levels ..... 272
8.2.4 Designs for Main Effects plus Some Two-Factor Interactions ..... 276
8.3 Other Strategies for Constructing Choice Experiments ..... 279
8.4 Comparison of Strategies ..... 291
8.5 References and Comments ..... 293
Appendix ..... 294
8. A. 1 Near-Optimal Choice Sets for $\ell_{1}=\ell_{2}=2, \ell_{3}=\ell_{4}=\ell_{5}=$ $\ell_{6}=4, \ell_{7}=8, \ell_{8}=36$, and $m=3$ for Main Effects Only ..... 294
8. A. 2 Near-Optimal Choice Sets for $\ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=4$, $\ell_{6}=2, \ell_{7}=\ell_{8}=8, \ell_{9}=24$, and $m=3$ for Main Effects Only ..... 296
Bibliography ..... 301
Index ..... 309

This Page Intentionally Left Blank

## LIST OF TABLES

1.1 Attributes and Levels for the Survey to Enhance Breast Screening Participation ..... 4
1.2 One Option from a Survey about Breast Screening Participation ..... 5
1.3 Six Attributes to be Used in an Experiment to Compare Pizza Outlets ..... 6
1.4 One Choice Set in an Experiment to Compare Pizza Outlets ..... 6
1.5 Attributes and Levels for the Study Examining Preferences for HIV Testing Methods ..... 7
1.6 One Choice Set from the Study Examining Preferences for HIV Testing Methods ..... 8
1.7 Five Attributes to be Used in an Experiment to Investigate Miscarriage Management Preferences ..... 9
1.8 Five Attributes Used to Compare Aspects of Quality of Life ..... 10
2.1 Values of Orthogonal Polynomials for $n=3$ ..... 22
2.2 $A, B$, and $A B$ Contrasts for a $3^{2}$ Factorial ..... 23
$2.3 \quad A, B$, and $A B$ Contrasts for a $3^{3}$ Factorial ..... 24
2.4 Main Effects Contrasts for a $2 \times 3 \times 4$ Factorial ..... 25
2.5 A Regular $2^{4-1}$ Design ..... 27
2.6 Non-overlapping Regular $2^{5-2}$ Designs ..... 28
$2.7 \quad$ A $2^{4-1}$ Design of Resolution 4 ..... 29
2.8 Contrasts for the $2^{4}$ design ..... 30
2.9 Smallest Known 2-Level Designs with Resolution at Least 3 ..... 32
2.10 Smallest Known 2-Level Designs with Resolution at Least 5 ..... 32
2.11 A Design with 6 Binary Factors of Resolution 3 ..... 33
2.12 A $3^{4-2}$ Fractional Factorial Design ..... 34
2.13 Pencils for a $3^{2}$ Factorial Design ..... 35
2.14 Contrasts for a $3^{2}$ Factorial Design ..... 36
2.15 Contrasts for a $3^{4-2}$ Factorial Design ..... 36
2.16 Smallest Known Regular 3-Level Designs with Resolution at Least 3 ..... 37
2.17 Smallest Known 3-Level Designs with Resolution at Least 5 ..... 38
2.18 The Finite Field with 4 Elements ..... 39
2.19 A Resolution $34^{5-3}$ Fractional Factorial Design ..... 40
2.20 A Resolution 3 Fractional Factorial Design for Seven 3-Level Factors ..... 44
2.21 Generators for $\mathrm{OA}\left[2^{k} ; 2^{k_{1}}, 4^{k_{2}} ; 4\right]$ ..... 45
2.22 The OA $\left[64 ; 2^{3}, 4^{2} ; 4\right]$ ..... 46
2.23 A Resolution 3 Fractional Factorial Design for Three 2-Level Factors and Four 3-Level Factors ..... 47
2.24 An OA[16,5,4,2] ..... 48
2.25 An OA[4,3,2,2] ..... 48
2.26 An OA [16;2,2,2,4,4,4,4;2] ..... 48
2.27 An OA[16, 15,2,2] ..... 49
2.28. An OA[12;2,2,2,3;2] ..... 50
2.29 An OA [16;6,2;2] ..... 51
2.30 An OA[12;2,2,6;2] ..... 51
2.31 An OA[12;2,2,6;2] without 000 ..... 52
2.32 An OA [8,6,2,2] ..... 53
2.33 The Blocks a (7,3,1) BIBD ..... 53
2.34 Some Small Difference Sets ..... 54
2.35 Some Small Difference Families ..... 55
3.1 Choice Sets and Choices for Example 3.2.2, with $t=4, s=5$ ..... 63
3.2 Estimates of $\pi_{i}$ from All Six Choice Sets ..... 64
3.3 Estimates of $\pi_{i}$ from the First Three Choice Sets Only ..... 66
3.4 Unconstrained Representation of Treatment Combinations ..... 71
3.5 Constrained Representation of Treatment Combinations ..... 72
3.6 The Fold-over Pairs with $k=3$ ..... 79
3.7 Triples of Pairs for $k=2$ and the Corresponding $D-, A$ - and E- Optimum Values ..... 86
3.8 Two Choice Experiments ..... 88
3.9 A Choice Experiment for the Estimation of Main Effects when There Are 3 Attributes with 2, 3, and 6 Levels which Satisfies the Huber-Zwerina Conditions but for which Main Effects Cannot Be Estimated. ..... 90
3.10 An Optimal Choice Experiment for the Estimation of Main Effects when There Are 3 Attributes with 2, 3, and 6 Levels ..... 91
4.1 Six Attributes to Be Used in an Experiment to Compare Pizza Outlets ..... 96
4.2 One Choice Set in an Experiment to Compare Pizza Outlets ..... 96
4.3 The Possible Designs and Corresponding $\Lambda$ Matrices for $k=2$ ..... 99
4.4 All Possible Pairs when $k=3$ ..... 99
4.5 The 7 Competing Designs for Main Effects Only for Pairs with $k=3$ ..... 104
4.6 The 7 Competing Designs for Main Effects and Two-Factor Interactions for Pairs with $k=3$ ..... 108
4.7 Two Designs with Four Pairs for $k=4$ Binary Attributes ..... 119
4.8 Non-regular OMEPs of Resolution 3 ..... 122
4.9 The Pairs from the Complete Factorial when $k=3$ and $\mathbf{e}=(0,1,1)$ ..... 128
4.10 The Pairs from the Fraction in Example 4.2 .4 when $\mathbf{e}=(0,1,1)$ ..... 128
4.11 The Blocks a $(7,3,1)$ BIBD ..... 131
4.12 D-Efficiency and Number of Pairs for Some Constant Difference Choice Pairs ..... 131
5.1 Attributes and Levels for Holiday Packages ..... 138
5.2 One Choice Set for the Possible Holiday Packages ..... 139
5.3 All Possible Triples when $k=3$ ..... 141
5.4 All Possible Triples when $k=3$ Sorted by Difference Vector ..... 143
5.5 All Possible Choice Experiment Designs for Binary Attributes when $k=3$ and $m=3$ ..... 152
5.6 The Efficiency, for the Estimation of Main Effects plus Two-Factor Interactions, of the 7 Competing Designs when $k=3$ and $m=3$ ..... 158
5.7 Optimal Choice Sets for Estimating Main Effects Only for $m=5$ and $k=9$. ..... 163
5.8 Near-Optimal Choice Sets for Estimating Main Effects and Two-Factor Interactions for $m=3$ and $k=4$. ..... 165
6.1 Attributes and Levels for the Study Examining Preferences for HIV Testing Methods ..... 168
6.2 One Choice Set from the Study Examining Preferences for HIV Testing Methods ..... 168
6.3 All Possible Choice Sets when $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$ ..... 170
6.4 All Possible Choice Sets when $m=4, k=2, \ell_{1}=2$, and $\ell_{2}=3$ ..... 172
6.5 All Possible Triples when $k=2, \ell_{1}=2$, and $\ell_{2}=3$ Sorted by Difference Vector ..... 173
6.6 All Possible Choice Experiments for $k=2, \ell_{1}=2$, and $\ell_{2}=3$ when $m=3$ ..... 190
6.7 Choice Sets when $k=2, \ell_{1}=2, \ell_{2}=3$, and $m=3$ ..... 194
6.8 All Possible Choice Experiment Designs for $k=2, \ell_{1}=2$, and $\ell_{2}=3$ when $m=3$ : Main Effects and Two-Factor Interactions ..... 206
6.9 Values of $a_{\mathbf{v}_{j}}$ for $m=2$ and $k=2$ ..... 208
6.10 Values of $\operatorname{det}\left(C_{M T}\right)$ for $m=2$ and $k=2$ ..... 208
7.1 Efficiencies of the Four Designs Discussed in Example 7.1.1 ..... 232
7.2 Choice Sets with $k=3$ Attributes, $\ell_{1}=\ell_{2}=2$ and $\ell_{3}=4$ ..... 233
7.3 Efficiency of Different Values of $m$ for Five Attributes, Each with Four Levels for Main Effects Only. ..... 239
7.4 Efficiency of Different Values of $m$ for Four Asymmetric Attributes for Main Effects Only. ..... 241
7.5 Efficiency of Different Values of $m$ for 6 Binary Attributes when Estimating Main Effects and Two-factor Interactions. ..... 241
7.6 Choice Sets of Up to Three Different Sizes for 6 Binary Attributes for Main Effects Only. ..... 243
7.7 Sixteen Attributes Used to Describe Pizzas ..... 244
$7.8(16,20,5,4,1)$ BIBD ..... 245

### 7.9 The Four Choice Sets from the First Block of the ( $16,20,5,4,1$ )BIBD

7.10 The Treatment Combinations and the Corresponding Assumed $\pi_{i}$ ..... 247
8.1 Optimal Choice Sets for $k=2, \ell_{1}=2, \ell_{2}=3$ when $m=3$ for Main Effects Only ..... 252
8.2 Near-Optimal Choice Sets for $k=2, \ell_{1}=\ell_{2}=4$ when $m=6$ for Main Effects Only ..... 254
8.3 Difference Vectors and Sets of Generators for $k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=6$ ..... 254
$8.42 \times 3 \times 6 / / 18$ Fractional Factorial Design Obtained from the $3 \times 3 \times 6 / / 18$ by Collapsing One Attribute ..... 255
8.5 Near-Optimal Choice Sets for $k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=6$ when $m=3$ for Main Effects Only ..... 256
8.6 Near-Optimal Choice Sets for $k=4, \ell_{1}=\ell_{2}=2, \ell_{3}=3$, and $\ell_{4}=6$ when $m=3$ for Main Effects Only ..... 258
8.7 Near-Optimal Choice Sets for $k=4, \ell_{1}=\ell_{2}=2, \ell_{3}=3$, and $\ell_{4}=6$ when $m=4$ for Main Effects Only ..... 259
8.8 Starting Design and Near-Optimal Choice Sets for $k=5$, $\ell_{1}=\ell_{2}=\ell_{3}=2$, and $\ell_{4}=\ell_{5}=4$ when $m=4$ for Main Effects Only ..... 260
8.9 Common Collapsing/Replacement of Attribute Levels ..... 261
8.10 Choice Sets for $k=5, \ell_{1}=\ell_{2}=\ell_{3}=2$, and $\ell_{4}=\ell_{5}=4$ when $m=2$ for Main Effects Only ..... 262
$8.11 \quad 2^{12} \times 4 / / 16$ Obtained from $4^{5} / / 16$ by Expansive Replacement, and Choice Sets for $m=3$ ..... 262
$8.122^{12} \times 4 / / 16$ Obtained from $2^{15} / / 16$ by Contractive Replacement, and Choice Sets for $m=3$ ..... 263
8.13 A Different $2^{12} \times 4 / / 16$ and Choice Sets for $m=3$ ..... 264
8.14 Different Designs for $k=17, \ell_{q}=2, q=1, \ldots, 16$, and $\ell_{17}=13$ when $m=2,3,4,5$ for Main Effects Only ..... 266
$8.15 \quad 4^{5} \times 2^{2} \times 8 / / 32$ and $4^{8} \times 8 / / 32$ OMEPs ..... 268
$8.169 \times 4^{5} \times 2^{2} \times 8 / / 288$ by Adding Another Attribute to the $4^{5} \times 2^{2} \times 8 / / 32$ ..... 269
$8.174^{5} \times 2 \times 8^{3} / / 64$ OMEP Obtained from $8^{9} / / 64$ by Collapsing the Levels of 6 Attributes ..... 270
8.18 Fractional Factorial of Resolution 7 for $\ell_{q}=2, q=1, \ldots, 7$ ..... 272
8.19 Near-Optimal Choice Sets for $\ell_{q}=2, q=1, \ldots, 7$ and $m=2$ for Main Effects and All Two-Factor Interactions ..... 273
8.20 Choice Sets for $k=5, \ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=2, \ell_{5}=4$ when $m=2$ for Main Effects and All Two-Factor Interactions ..... 275
8.21 Choice Sets for $k=3, \ell_{1}=\ell_{2}=3$, and $\ell_{3}=5$ when $m=3$ for Main Effects and All Two-Factor Interactions ..... 277
8.22 Choice Sets for $k=4$ Binary Attributes when $m=2$ for Main Effects and Interactions $\mathrm{AB}, \mathrm{AD}$, and BD ..... 278
8.23 Choice Sets for $k=6$ Attributes, $\ell_{1}=3, \ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=2$, and $\ell_{6}=4$ when $m=3$ for Main Effects and Interactions AB, AC, AD, AE , and AF ..... 280
8.24 Random Method 1 Choice Sets ..... 281
8.25 Random Method 1 Choice Sets: $C_{M}$ Matrix ..... 282
8.26 Random Method 2 Choice Sets ..... 283
8.27 Random Method 2 Choice Sets: $C_{M}$ Matrix ..... 284
8.28 Choice Sets which Satisfy Huber \& Zwerina Criteria ..... 285
8.29 Choice Sets which Satisfy Huber \& Zwerina Criteria: $C_{M}$ Matrix ..... 286
$8.30 \quad L^{\text {MA }}$ Choice Sets ..... 288
8.31 Choice Sets from SAS Macros ..... 289
8.32 Choice Sets from SAS Macros: $C_{M}^{-1}$ Matrix ..... 289
8.33 Street-Burgess Choice Sets ..... 290
8.34 Street-Burgess Choice Sets: $C_{M}$ Matrix ..... 290
8.35 Comparison of Construction Methods for Main Effects Only ..... 292
8.36 Comparison of Construction Methods for Main Effects and Two-Factor Interactions ..... 293

## PREFACE

Stated choice experiments are widely used in various areas including marketing, transport, environmental resource economics and public welfare analysis. Many aspects of the design of a stated choice experiment are independent of its area of application, however, and the goal of this book is to present constructions for optimal designs for stated choice experiments. Although we will define "optimal" formally later, informally an optimal design is one which gets as much information as possible from an experiment of a given size.

We assume throughout that all the options in each choice set are described by several attributes, and that each attribute has two or more levels. Usually we will assume that all the choice sets in a particular experiment have the same number of options, although we will relax this constraint in the penultimate chapter. We assume that a multinomial logit model will be used to analyze the results of the stated choice experiment.

In the first chapter we describe typical stated choice experiments and give several examples of published choice experiments. We introduce the terminology that we will use throughout the book.

In Chapter 2 we define and construct factorial designs. These designs are used in various settings to determine the effect of each of several factors, or attributes, on one or more response variables. Factorial designs are appropriate when discussing the design of stated choice experiments, since in most stated choice experiments the options to be considered are described by attributes each of which can take one of several levels. We show how the effects of each factor can be calculated independently of the other factors in the experiment and we show how the joint effects of two or more factors can be determined. We show the relationship between fractional factorial designs and orthogonal arrays, give
relevant constructions and discuss how to use some of the tables of such designs that are available.

In Chapter 3 we discuss the use of the multinomial logit (MNL) model to analyze the results of a stated choice experiment. We derive the Bradley-Terry model and extend it to choice sets with more than two options. We show how the attributes that are used to describe the options can be incorporated into the MNL model and hence how to derive the appropriate variance-covariance matrix for the effects of interest. Functions of this matrix are traditionally used to compare designs and we indicate how any two stated choice experiments can be compared so that the "better" design can be determined. We develop the theory for the determination of the optimal stated choice experiment and we show how the optimality value associated with any set of choice sets of any size involving attributes with any number of levels can be calculated. This theory provides a non-subjective way to compare any set of stated choice experiments. We briefly discuss comparing designs using the structural properties of the choice experiments under consideration but as yet there is no firm link between these properties and those of the optimal designs.

In the remaining chapters we discuss some specific choice situations in turn.
In Chapter 4 we discuss the construction of choice experiments in which all of the attributes describing the options have two levels and in which all choice sets have two options. These are often called paired comparison choice experiments. We find the optimal designs for estimating main effects, and main effects plus two-factor interactions. We get the designs from the complete factorial and show how equally good designs can be constructed from fractional factorials, which were constructed in Chapter 2. In both cases the designs always have known efficiency properties.

In Chapter 5 we extend the ideas of the previous chapter to choice sets of any size, although we still retain the restriction that the attributes each have only two levels. We work initially with designs based on the complete factorial and then show how to get smaller designs that are just as good from regular fractional factorial designs.

In Chapter 6 we extend the ideas of the previous two chapters to construct optimal stated choice designs for any number of attributes with any number of levels using choice sets of any size. We derive the upper bound for $D$-optimal designs and show how to construct small designs that reach this bound for the estimation of main effects. In this case there are no general constructions for optimal designs for the estimation of main effects and two-factor interactions but we give heuristics that give designs that work well in practice. We give tables of optimal designs for some small situations.

In Chapter 7 we briefly consider other important topics in the construction of optimal choice experiments. We look at how to construct optimal designs when there is either a "none of these" option in each choice set or a common base alternative in each choice set. We consider how to design optimal experiments when there are restrictions on the number of attributes that can be different between any two options in a choice set, find the optimal size of the number of options for the choice sets in a choice experiment and look briefly at the use of prior point estimates.

The constructions we have given in the previous chapters are not necessarily the easiest way to construct choice experiments so in Chapter 8 we discuss some techniques that we have used in practice to construct optimal or near-optimal choice experiments. We also compare some commonly used strategies for constructing choice experiments.

For each chapter we provide references to the mathematical and statistical literature for the constructions, to various literature including the marketing literature and the health services literature for examples of applications of the designs, and we provide a number
of exercises to help the reader test their understanding of the material presented. Some of these exercises provide interesting extensions to the topics discussed in the chapter.

Software that allows readers to construct choice sets from a starting design by adding sets of generators is available at http://maths.science.uts.edu.au/maths/wiki/SPExpts. For these choice sets, or indeed any set of choice sets, the software will calculate the information matrix and the corresponding variance-covariance matrix.
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## CHAPTER 1

## TYPICAL STATED CHOICE EXPERIMENTS

People make choices all the time; some of these decisions are of interest to governments and businesses. Governments might want to model demand for health services in the future or to assess the likely electoral impact of a decision to allow logging in a national park. Businesses want to predict the likely market for new goods and services.

Information about choices can be captured from sources like supermarket scanners. However, this "revealed preference" data tells you nothing about products that do not yet exist. Here an experimental approach can help. Such experiments are called "stated preference" or "stated choice" experiments. This book describes the best way to design generic stated preference choice experiments, from a mathematical perspective.

Stated choice experiments are widely used in business although often not published. According to the results of a survey sent out to businesses, there were about 1000 commercial applications in the United States in the 1970 s and there were about 400 per year in the early 1980s (Cattin and Wittink (1982); Wittink and Cattin (1989)). Wittink et al. (1994) found less extensive use in Europe in the period 1986-1991, but Hartmann and Sattler (2002) have found that the number of companies using stated choice experiments and the number of experiments conducted had more than doubled in German-speaking Europe by 2001. The range of application areas has also increased and now includes transport (Hensher (1994)), health economics (Bryan and Dolan (2004)), and environmental evaluation (Hanley et al. (2001)), among others.

In the rest of this chapter we will define some concepts that we will use throughout the book. We will use published choice experiments from various application areas to illustrate these concepts. These examples will also illustrate the range of issues that needs to be
addressed when designing such an experiment. The mathematical and statistical issues raised will be considered in the remainder of this book.

### 1.1 DEFINITIONS

Stated choice experiments are easy to describe. A stated choice experiment consists of a set of choice sets. Each choice set consists of two or more options (or alternatives). Each respondent (also called subject) is shown each choice set in turn and asked to choose one of the options presented in the choice set. The number of options in a choice set is called the choice set size. A stated choice or stated preference choice experiment is often called a discrete choice experiment and the abbreviations SP experiment and DCE are very common. We will look at the design of choice experiments for the simplest stated preference situation in this book - the so-called generic stated preference choice experiment. In such an experiment, all options in each choice set are described by the same set of attributes, and each of these attributes can take one level from a set of possible levels.

An example involving one choice set might ask members of a group of employees how they will travel to work tomorrow. The five options are \{drive, catch a bus, walk, cycle, other\} and these five options comprise the choice set. Each respondent will then choose one of these five methods of getting to work.

This simple example illustrates the fact that in many choice experiments people are forced to choose one of the options presented. We call such an experiment a forced choice experiment. In this case, being compelled to choose is easy since the respondents were employees (so would be going to work) and every possible way of getting to work was in the choice set since there was an option "other". Thus the list of options presented was exhaustive.

Sometimes a forced choice experiment is used even though the list of options presented is not exhaustive. This is done to try to find out how respondents "trade-off" the different characteristics of the options presented. A simple example is to offer a cheap flight with restrictive check-in times or a more expensive flight where there are fewer restrictions on check-in times. In reality, there might be intermediate choices, but these are not offered in the choice set.

However, there are certainly situations where it simply does not make sense to force people to choose. People may well spend several weeks deciding which car to buy and will defer choice on the first few cars that they consider. To allow for this situation, choice experiments include an option variously called "no choice" or "delay choice" or "none of these". We will just talk about having a none option to cover all of these situations.

A related situation arises when there is an option which needs to appear in every choice set. This can happen when respondents are being asked to compare a new treatment with an existing, standard treatment for a medical condition, for instance. We speak then of all choice sets having a common base option.

Sometimes just one option is described to respondents who are then asked whether or not they would be prepared to use that good or service. Usually several descriptions are shown to each respondent in turn. This is called a binary response experiment, and in many ways it is the simplest choice experiment of all. It does not allow for the investigation of trade-offs between levels of different attributes, but it gives an indication of combinations of levels that would be acceptable to respondents.

When constructing choice sets, it is often best to avoid choice sets where one option is going to be preferred by every respondent. In the flight example above, there will be
respondents who prefer to save money and so put up with the restrictive check-in conditions, and there will be respondents for whom a more relaxed attitude to the check-in time will be very important. It seems obvious, though, that a cheap flight with the relaxed check-in conditions would be preferred by all respondents. An option which is preferred by all respondents is called a dominating or dominant option, and it is often important to be able to design choice experiments where it is less likely that there are choice sets in which any option dominates (or where there is an option that is dominated by all others in the choice set). There is a discussion about dominating options with some discussion of earlier work in Huber and Zwerina (1996).

When constructing options which are described by two or more attributes, it can be necessary to avoid unrealistic combinations of attribute levels. For example, when describing a health state and asking respondents whether they think they would want a hip replacement if they were in this health state, it would be unrealistic to describe a state in which the person had constant pain but could easily walk 5 kilometers.

Throughout this book, we will only consider situations where the options in the experiment can be described by several different attributes. Each attribute has two or more levels. For the flight example we have been describing, the options have two attributes, the cost and the check-in conditions. In general, attributes need to have levels that are plausible and that are varied over a relevant range. For example, health insurance plans can be described by maximum cost to the subscriber per hospital stay, whether or not visits to the dentist are covered, whether or not visits to the physiotherapist are covered, and so on. Although attributes like cost are continuous, in the choice experiment setting we choose a few different costs and use these as discrete levels for the attribute. Thus we do not consider continuous attributes in this book.

Finally, we stress that we will be talking about generic stated preference choice experiments throughout this book. We do not consider the construction of optimal designs when the options are labeled, perhaps by brand or perhaps by type of transport, say, and hence the attributes, and the levels, depend on the label. We only consider designs that are analyzed using the MNL model.

### 1.2 BINARY RESPONSE EXPERIMENTS

As we said above, in binary response experiments the respondents are shown a description of a good or service, and they are asked whether they would be interested in buying or using that good or service. For each option they are shown, they answer "yes" or "no".

One published example of a binary response experiment appears in Gerard et al. (2003). This study was carried out to develop strategies that were likely to increase the participation rates in breast screening programs. The goal of a breast screening program is to achieve a target participation rate across the relevant population since then there should be a reduction in breast cancer mortality across that population. To get this participation rate requires that women participate at the recommended screening rate. The aim of the study described in Gerard et al. (2003) was to "identify attributes of service delivery that eligible screenees value most and over which decision makers have control". The attributes and levels used in the study are given in Table 1.1.

Given these attributes and levels, what does a respondent actually see? The respondent sees a number of options, like the one in Table 1.2, and just has to answer the question. In this particular survey each respondent saw 16 options (invitations) and so answered the question about each of these 16 different possible invitations in turn.

Table 1.1 Attributes and Levels for the Survey to Enhance Breast Screening Participation

| Attributes | Attribute Levels |
| :--- | :--- |
| Method of inviting women for screening | Personal reminder letter <br> Personal reminder letter and <br> recommendation by your GP |
|  | Media campaign <br> Recommendation from <br> family/friends |
| Information included with invitation | No information sheet |
|  | Sheet about the procedure, |
|  | benefits and risks |
|  | of breast screening |
| Time to wait for an appointment | 1 week |
|  | 4 weeks |
| Choice of appointment times | Usual office hours |
|  | Usual office hours, one evening per |
|  | week |
| Level of accuracy of the screening test | $70 \%$ |
|  | $80 \%$ |
| Time spent traveling to notification of results | $90 \%$ |
|  | $100 \%$ |
| Time spent waiting for mammorning |  |
|  |  |

Table 1.2 One Option from a Survey about Breast Screening Participation

|  | Screening Service |
| :--- | :--- |
| How are you informed | Personal reminder letter |
| Information provided with invitation | No information sheet |
| Wait for an appointment | 4 weeks |
| Appointment choices | Usual office hours and one evening |
|  | per week |
| Time spent traveling (one way) | Not more than 20 minutes |
| How staff relate to you | Reserved manner |
| Changing area | Private changing area |
| Time spent having screen | 40 minutes |
| Time waiting for results | 10 working days |
| Accuracy of the results | $90 \%$ |

Imagine that your next invitation to be screened is approaching. Would you choose to attend the screening service described above?
(fick one only)


The statistical question here is: "which options (that is, combinations of attribute levels) should we be showing to respondents so that we can decide which of these attributes, if any, is important, and whether there are any pairs of attribute levels which jointly influence the decision to participate in the breast screening service?" The design of such informative binary response designs is described in Section 7.1.2.

### 1.3 FORCED CHOICE EXPERIMENTS

In a forced choice experiment, each respondent is shown a number of choice sets in turn and asked to choose the best option from each choice set. There is no opportunity to avoid making a choice in each choice set.

Severin (2000) investigated which attributes made take-out pizza outlets more attractive. In her first experiment, she used the six attributes in Table 1.3 with the levels indicated. A sample choice set for an experiment looking at these six attributes describing take-out pizza outlets is given in Table 1.4. There are three things to observe here.

The first is that all the attributes have two levels; an attribute with only two levels is called a binary attribute, and it is often easier to design small, but informative, experiments when all the attributes are binary. We focus on designs for binary attributes in Chapters 4 and 5.

The second is that the question has been phrased so that the respondents are asked to imagine that the two choices presented to them are the last two options that they are considering in their search for a take-out pizza outlet. This assumption means that the respondents are naturally in a setting where it does not make sense not to choose an option, and so they are forced to make a selection even though the options presented are not exhaustive.

Finally, observe that each respondent has been shown only two options and has been asked to state which one is preferred. While it is very common to present only two options in each choice set, it is not necessarily the best choice set size to use; see Section 7.2 for a discussion about the statistically optimal choice set size. Larger choice sets do place more cognitive demands on respondents, and this is discussed in Iyengar and Lepper (2000), Schwartz et al. (2002), and Iyengar et al. (2004).

Table 1.3 Six Attributes to be Used in an Experiment to Compare Pizza Outlets

| Attributes | Attribute Levels |
| :--- | :--- |
| Pizza type | Traditional <br> Gourmet |
| Type of Crust | Thick <br> Thin |
| Ingredients | All fresh <br> Some tinned |
| Size | Small only <br> Three sizes |
| Price | $\$ 17$ |
| Delivery time | 30 minutes |
|  | 45 minutes |

Table 1.4 One Choice Set in an Experiment to Compare Pizza Outlets

|  | Outlet A | Outlet B |
| :--- | :--- | :--- |
| Pizza type | Traditional | Gourmet |
| Type of crust | Thick | Thin |
| Ingredients | All fresh | Some tinned |
| Size | Small only | Small only |
| Price | $\$ 17$ | $\$ 13$ |
| Delivery time | 30 minutes | 30 minutes |

Suppose that you have already narrowed down your choice of take-out pizza outlet to the two alternatives above.

Which of these two would you choose?
(tick one only)

| Outlet A $\bigcirc \quad$ Outlet B $\bigcirc$ |
| :--- |

Most forced choice experiments do not use only binary attributes. Chapter 6 deals with the construction of forced choice experiments for attributes with any number of levels. For example, Maddala et al. (2002) used 6 attributes with 3, 4, 5, 3, 5, and 2 levels, respectively,
in a choice experiment examining preferences for HIV testing methods. The attributes, together with the attribute levels, are given in Table 1.5, and one choice set from the study is given in Table 1.6. Each respondent was presented with 11 choice sets and for each of these was asked to choose one of two options. As the respondents were all surveyed at HIV testing locations a forced choice experiment was appropriate.

Table 1.5 Attributes and Levels for the Study Examining Preferences for HIV Testing Methods

| Attribute | Attribute Levels |
| :--- | :--- |
| Location | Doctor's office <br> Public clinic <br>  <br>  <br>  <br>  <br> Home |
| Price | $\$ 0$ |
|  | $\$ 10$ |
|  | $\$ 50$ |
|  | $\$ 100$ |

Both of the experiments discussed above used only six attributes. Hartmann and Sattler (2002) found that about $75 \%$ of commercially conducted stated choice experiments used 6 or fewer attributes and they speculated that this might be because commonly available software often used to generate choice experiments would not allow more than 6 attributes. However, there are choice experiments where many attributes are used; see Section 1.7.2.

### 1.4 THE "NONE" OPTION

As we said above, sometimes it does not make sense to compel people to choose one of the options in a choice set and so some choice experiments include an option variously called "no choice" or "delay choice" or "none of these" in each choice set.

Often an existing forced choice experiment can be easily modified to include an option not to choose. For instance, in the pizza outlet experiment described in the previous section,

Table 1.6 One Choice Set from the Study Examining Preferences for HIV Testing Methods

| Attribute | Option A | Option B |
| :--- | :--- | :--- |
| Location | Doctor's office | Public clinic |
| Price | $\$ 100$ | $\$ 10$ |
| Sample collection | Swab mouth | Urine sample |
| Timeliness/accuracy | Results in 1-2 weeks; <br> almost always accurate | Immediate results; <br> less accurate |
| Privacy/anonymity  <br> Counselling In person; not linked <br> Talk to a counselor Only you know; not linked <br> Read brochure then talk to <br> counselor <br> Which of these two testing methods would you choose? (tick one only)  <br>  Option A $\bigcirc$ |  |  |

we could change the question to ask: "Suppose that you have decided to get a take-out meal. Which of these pizza outlets would you select, or would you go somewhere else?"

Dhar (1997) looks at the situations in which consumers find it hard to choose and so will opt to defer choice if they can. Haaijer et al. (2001) summarize his results by saying "respondents may choose the no-choice when none of the alternatives appears to be attractive, or when the decision-maker expects to find better alternatives by continuing to search. ...adding an attractive alternative to an already attractive choice set increases the preference of the no-choice option and adding an unattractive alternative to the choice set decreases the preference of the no-choice." In Section 7.1.1, we discuss how to design good designs when there is a "none of these" option in each choice set.

### 1.5 A COMMON BASE OPTION

Some choice experiments have a common (or base) option, sometimes called constant comparator, in each choice set, together with one or more other options. This is often done so that the current situation can be compared to other possibilities. A typical example arises in medicine when the standard treatment option can be compared to a number of possible alternative treatment options.

Ryan and Hughes (1997) questioned women about various possible alternatives to the surgical removal of the product of conception after a miscarriage (note that some such treatment is essential after a miscarriage). They identified the attributes and levels given in Table 1.7 as being appropriate.

In the choice experiment, the common base, which is the current treatment option of surgical management, was described as "having a low level of pain, requiring 1 day and 0 nights in hospital, taking 3-4 days to return to normal activities, costing \$350, and there would be complications post-surgery". This raises the question of whether it is sensible to have an option in which it is known with certainty that there will be complications; it might have made more sense to talk of the probability of complications given a particular treatment. This interesting non-mathematical issue will not be addressed in this book.

Table 1.7 Five Attributes to be Used in an Experiment to Investigate Miscarriage Management Preferences

| Attributes | Attribute Levels |
| :--- | :--- |
| Level of pain | Low |
|  | Moderate |
|  | Severe |
| Time in hospital | 1 day and 0 nights |
|  | 2 days and 1 night |
|  | 3 days and 2 nights |
|  | 4 days and 3 nights |
| Time taken to return to normal activities | $1-2$ days |
|  | $3-4$ days |
|  | $5-6$ days |
| Cost to you of treatment | More than 7 days |
|  | $\$ 100$ |
|  | $\$ 200$ |
| Complications following treatment | $\$ 350$ |
|  | $\$ 500$ |

Having a common option in all choice sets is not as good as allowing all the options to be different from one choice set to another but when a common base is appropriate we show how to design as well as possible for this setting in Section 7.1.3.

### 1.6 AVOIDING PARTICULAR LEVEL COMBINATIONS

Sometimes a set of level combinations of at least two of the attributes is unrealistic and sometimes a set of level combinations is clearly the best for all respondents and so will always be chosen.

We discuss examples of each of these situations here. We give some ideas for how to design choice experiments when these circumstances pertain in Chapters 4,5 , and 8 .

### 1.6.1 Unrealistic Treatment Combinations

To illustrate this idea consider the descriptions of 5 attributes describing health states devised by EuroQol; see EuroQoL (2006). These attributes and levels are given in Table 1.8 and are used to describe health states for various purposes. In the context of a stated preference choice experiment we might describe two health states and ask respondents which one they prefer.

But even a quick look at the levels shows that some combinations of attribute levels do not make sense. A health state in which a person is "Confined to bed" in the mobility attribute is not going to be able to be linked with "No problems with self-care" in the self-care attribute. Thus it is necessary to determine the level combinations that are unrealistic before using
choice sets that are generated for these attributes using the techniques developed in later chapters.

Table 1.8 Five Attributes Used to Compare Aspects of Quality of Life

| Attributes | Attribute Levels |
| :--- | :--- |
| Mobility | No problems in walking about <br> Some problems in walking about <br> Confined to bed |
| Self-Care | No problems with self-care <br> Some problems with self-care <br> Unable to wash or dress one's self |
| Usual Activities <br> (e.g., work, study <br> housework) | No problems with performing one's usual activities <br> Some problems with performing one's usual activities <br> Unable to perform one's usual activities |
| Pain/Discomfort | No pain or discomfort <br> Moderate pain or discomfort <br> Extreme pain or discomfort |
| Anxiety/Depression | Not anxious or depressed <br>  |
|  | Moderately anxious or depressed |
| Extremely anxious or depressed |  |

### 1.6.2 Dominating Options

Many attributes can have ordered levels in the sense that all respondents agree on the same ordering of the levels for the attribute. In the levels presented in Table 1.8 it is clear that in every attribute the levels go from the best to the worst. Thus a choice set that asks people to choose between the health state (No problems in walking about, No problems with self-care, No problems with performing one's usual activities, No pain or discomfort, Not anxious or depressed) and any other health state is not going to give any information all respondents will choose the first health state. We say that the first health state dominates the other possible health states.

It is possible to have a choice set in which one option dominates the other options in the choice set even though the option is not one that dominates all others in the complete set of level combinations. So if we use 0,1 , and 2 to represent the levels for each of the attributes in Table 1.8 then the best health state overall is 00000 . But a choice set that contains ( $00111,01222,12211$ ), for example, has a dominating option since 00111 has at least as good a level on every attribute as the other two options in the choice set. It is not clear, however, whether 01222 or 12211 would be preferred since it is not necessarily true that the same utility values apply to the same levels of different attributes.

We discuss ways of avoiding choice sets with dominating options in Chapters 4,5, and 8.

### 1.7 OTHER ISSUES

In this chapter we have discussed a number of different types of choice experiments that have been published in the literature. We have indicated that, in later chapters, we will describe how to construct optimal designs for binary responses, for forced choice stated preference experiments, for stated choice experiments where a "none" option is included in every choice set, and for stated choice experiments where a common base option is included in every choice set. In all cases we consider only generic options analyzed using the MNL model. In this section we want to mention a couple of designs that we will not be constructing and to discuss briefly some non-mathematical issues that need to be considered when designing choice experiments.

### 1.7.1 Other Designs

In some experiments, options are described not only by attribute levels but also by a brand name or label; for example, the name of the airline that is providing the flight. Such experiments are said to have branded or labeled options (or alternatives), and these have alternative specific attributes.

In many situations, people choose from the options that are available at the time they make their choice rather than deferring choosing until some other option is available. Experimentally, we can model this by having a two-stage design process. We have a design which says what options are available and another design that determines the specific options to present given what is to be available. Such designs are termed availability designs.

We will not be discussing the construction of designs for branded alternatives or for availability experiments in this book. The interested reader is referred to Louviere et al. (2000).

### 1.7.2 Non-mathematical Issues for Stated Preference Choice Experiments

The first issue, and one that we have alluded to in Sections 1.3 and 1.4, is the question of task complexity and thus of respondent efficiency. If a task is too complicated (perhaps because there are too many attributes being used to describe the options in a choice set or because there are too many options in each choice set), then the results from a choice experiment are likely to be more variable than expected. Aspects of this problem have been investigated by various authors, and several relevant references are discussed in lyengar and Lepper (2000). Louviere et al. (2007) found that completion rates are high even for what would be considered large choice experiments in terms of the number of attributes and the number of options.

A related issue concerns the number of choice sets that respondents can reasonably be expected to complete. If there are too many choice sets, then respondents may well become tired and give more variable results over the course of the experiment. This situation has been investigated by Brazell and Louviere (1995) and Holling et al. (1998).

The discrete choice experiment task needs to be thought about in context. Are the choices one time only or are they repeated? How important is the outcome of the decision? (In a medical setting you could be asking people to think about life-or-death decisions.) How familiar is the context? The choice of a health insurance provider may be familiar while other choices, such as for liver transplant services, may require the provision of detailed information in the experiment so that respondents can make an informed choice.

The attributes that are used to describe the options in a choice experiment need to be appropriate and plausible, and the combinations that are presented in the experiment need to be realistic; otherwise, respondents may take the task less seriously or be confused by it.

The mechanics of setting up a stated preference experiment are outlined in Chapter 9 of Louviere et al. (2000). Dillman and Bowker (2001) discuss many aspects of both mail and internet surveys.

There are various sources of bias that have been identified as sometimes occurring in choice experiments. One is what has been termed affirmation bias when respondents choose responses to be consistent with what they feel the study objectives are. This is why experimenters sometimes include attributes that are not of immediate interest to mask the main attributes that are under investigation.

A second possible source of bias is called rationalization bias, where responses are given that justify the actual behavior. This serves to reduce cognitive dissonance for the respondents. A third possible source of bias results from the fact that there are no transaction costs associated with choices in a stated preference study. Some respondents try to respond in a way that they believe will influence the chance of, or the magnitude of, changes in the real world. This is termed strategic or policy response bias. Finally, people may not be prepared to indicate preferences which they feel are socially unacceptable or politically incorrect. These terms are defined and used in Walker et al. (2002).

Other sources of bias can be related to the actual topic under investigation. Carlsson (2003) was investigating business passengers preferences, and some of his options were more environmentally friendly, but more expensive, than other options, and he spoke of respondents perhaps aiming to have a "warm glow" or "purchasing moral satisfaction" when making choices.

Severin (2000) has shown, in a paired comparison experiment, that if there are a large number of attributes describing each option, then respondents find the task more difficult and she has suggested that about 8 or 9 attributes seem to be effectively processed; see her thesis for more details. For a discussion of the role of cognitive complexity in the design of choice experiments, readers are referred to DeShazo and Fermo (2002) and Arentze et al. (2003) and references cited therein.

These and other psychological and cognitive issues are beyond the scope of this book, and we refer the reader interested in such issues elsewhere. The papers by Iyengar and Lepper (2000) and Schwartz et al. (2002) and the references cited therein provide a good starting point to find out more about these issues.

### 1.7.3 Published Studies

As we have said before, stated preference choice experiments are used in many areas. Here we give references to a few published studies, together with a very brief indication of the question being investigated and the type of design being used.

Chakraborty et al. (1994) describe a choice experiment to investigate how consumers choose health insurance. As well as the actual company offering the insurance, 23 other attributes were used to describe health insurance plans. Respondents were presented with choice sets with 4 options in each and asked to indicate their preferred plan.

Hanley et al. (2001) describe a stated preference study to investigate demand for climbing in Scotland. Each choice set contained two possible climbs and a "neither of these" option. They also give a table with details of about 10 other studies that used DCEs to investigate questions in environmental evaluation.

Kemperman et al. (2000) used an availability design to decide which of four types of theme parks would be available to respondents in each of spring and summer. Each choice set contained four theme parks and a "none of these" option.

McKenzie et al. (2001) describe a study in which five attributes that are commonly used to describe the symptoms of asthma were included and three levels for each of these chosen. Patients with moderate to severe asthma were shown "pairs of scenarios characterized by different combinations of asthma symptoms", and were asked which of the two scenarios they thought would be better to have or whether they felt there was no difference.

Ryan and Gerard (2003) and Bryan and Dolan (2004) give examples of the use of DCEs in the health economics context.

Scarpa et al. (2004) discuss experiments to "characterise the preference for fifteen different attributes related to water provision".

An example of a choice experiment that involved labeled options is given in Tayyaran et al. (2003). The authors were interested in investigating whether telecommuting and intelligent transportation systems had an impact on residential location. Each choice set contained three residential options as well as a "none of these" option. The residential options were "branded" as central cities, first-tier satellite nodes, and second-tier satellite nodes. Each residential option was described by 7 attributes, 4 of which were the same for all of the locations.

Walker et al. (2002) used two stated choice experiments to model tenants' choices in the public rental market.

### 1.8 CONCLUDING REMARKS

In this chapter we have seen that there are a number of areas where stated choice experiments have been applied and that there are a number of issues, both mathematical and non-mathematical, which need to be considered in the construction of the best possible experiments for a given situation. In the remainder of this book we look at the mathematical issues that need to be considered to design a good generic stated choice experiment to be analyzed using the MNL model. In the next chapter, we collect a number of results about factorial designs which are intimately connected with the representation of options by attributes. We follow this with a discussion about parameter estimators and their distribution. Over the following three chapters we show how to get the best designs for any number of attributes, each attribute being allowed to have any number of levels and with choice sets of any size. In the penultimate chapter we consider how to construct good designs for other situations, such as the inclusion of a "none" option in every choice set. The final chapter illustrates the application of the results in the book to the construction of a number of experiments that we have designed in the last five years.
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## CHAPTER 2

## FACTORIAL DESIGNS

Comparative experiments are carried out to compare the effects of two or more treatments on some response variable (or variables). They were developed in an agricultural setting, and often the effects of several factors on the yield of a crop, say, were investigated simultaneously. Such experiments are called factorial experiments and were introduced by Sir Ronald Fisher in the 1920s.

Suppose that an experiment is designed to investigate the effect of $k$ factors on the yield of a crop. Then the treatments of interest are in fact combinations of levels of each of the $k$ factors under investigation. We refer to these as treatment combinations. If the $q$ th factor has $\ell_{q}$ levels, then there are $L=\prod_{q=1}^{k} \ell_{q}$ possible treatment combinations, but often only a subset of these are actually used in the experiment.

In this chapter we will show the link between the treatment combinations in a factorial design and the options used in a stated preference choice experiment. We will review the constructions that exist for obtaining subsets of the treatment combinations from a factorial design so that specific effects of interest can still be estimated. While these constructions were developed to provide good designs when the results of the experiment are analyzed using a linear model with normal errors, it turns out that these constructions are still useful when the multinomial logit model is used. Thus the results developed here form the basis for much of the rest of the book.

Throughout this chapter, we will assume that $y_{i_{1}, i_{2}, \ldots, i_{k}}$ is the response with the first factor at level $i$, the second factor at level $j$, and so on, until the final factor is at level $q$ in a traditional comparative experiment. (In choice experiments the word attribute is used instead of the word factor. In this chapter we use the word "factor," since we are
summarizing constructions from the statistical literature. In later chapters we will use the word "attribute" instead, to make the results more consistent with the use in various application areas.)

### 2.1 COMPLETE FACTORIAL DESIGNS

A complete factorial design is one in which each of the possible level combinations appears at least once. If all of the factors have the same number of levels, then the factorial design is said to be symmetric; otherwise it is asymmetric.

Suppose that there are $k$ factors and that each of the factors has $\ell$ levels. Then the factorial design is said to be a symmetric design with $\ell$ levels, and we talk about an $\ell^{k}$ factorial design. The smallest symmetric factorial design is a design in which two factors each have two levels, a $2^{2}$ design.

We will represent the levels of an $\ell$ level factor by $0,1, \ldots, \ell-1$.

## EXAMPLE 2.1.1.

The combinations of factor levels in a $2^{3}$ factorial design are $000,001,010,011,100,101$, 110 , and 111.

In an asymmetric factorial design, the factors may have different numbers of levels. If factor $q$ has $\ell_{q}$ levels, then we speak of an $\ell_{1} \times \ell_{2} \times \ldots \times \ell_{k}$ factorial design.

## - EXAMPLE 2.1.2.

The combinations of factor levels in a $3 \times 4$ factorial design are $00,01,02,03,10,11,12$, $13,20,21,22$, and 23.

### 2.1.1 $2^{k}$ Designs

Designs in which all factors have only two levels are the most commonly used factorial designs. Typically, the two levels are chosen to be the largest and smallest levels that are deemed to be plausible for that attribute (factor). For example, in an experiment to investigate treatment preferences for asthma, one of the attributes might be sleep disturbance with levels no disturbance and woken more than 5 times per night. In an experiment describing employment conditions, one of the attributes might be amount of annual leave with levels 2 weeks per year and 6 weeks paid leave and up to 4 weeks unpaid leave per year. In an experiment to compare plane flights, one of the attributes might be in-fight service with levels beverages and hot meals.
2.1.1.1 Main Effects As a result of conducting the experiment, we would like to be able to estimate the effect of each of the factors, individually, on the response. This is termed the main effect of that factor.

If we fix the levels of all factors except one, and then look at the difference in response between the high level and the low level of this one factor, this difference in response is called the simple effect of the factor at the particular levels of the other factors. The main effect of a factor is the average of all the simple effects for that factor.

## - EXAMPLE 2.1.3.

Suppose that there are $k=3$ factors, $A, B$, and $C$, each with two levels. Suppose that a complete experiment has been carried out. Then there are four simple effects to calculate
for each of the three factors. Consider factor $A$. Then the simple effect of $A$ at level 0 for $B$ and level 0 for $C$ is given by

$$
y_{100}-y_{000} .
$$

The simple effect of $A$ at level 0 for $B$ and level 1 for $C$ is given by

$$
y_{101}-y_{001} .
$$

The simple effect of $A$ at level 1 for $B$ and level 0 for $C$ is given by

$$
y_{110}-y_{010} .
$$

Finally, the simple effect of $A$ at level 1 for $B$ and level 1 for $C$ is given by

$$
y_{111}-y_{011} .
$$

The main effect of $A$ is the average of these four simple effects and is given by

$$
\frac{1}{4}\left(y_{100}-y_{000}+y_{101}-y_{001}+y_{110}-y_{010}+y_{111}-y_{011}\right)
$$

It is often easier to describe the main effect of a factor as the difference between the average response to that factor when it is at level 1 and the average response when it is at level 0 . To write this mathematically, we let the treatment combinations be represented by binary $k$-tuples ( $x_{1} x_{2} \ldots x_{k}$ ), where $x_{q}=0$ or $1, q=1, \ldots, k$. Then we could write the main effect of the $q$ th factor as

$$
\frac{1}{2^{k-1}}\left(\sum_{x_{q}=1} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q}=0} y_{x_{1} x_{2} \ldots x_{k}}\right)
$$

2.1.1.2 Interaction Effects Two factors are said to interact if the effect of one of the factors on the response depends on the level of the other factor.

Formally the two-factor interaction effect of factors $A$ and $B$ is defined as the average difference between the simple effect of $A$ at level 1 of $B$ and the simple effect of $A$ at level 0 of $B$.

## ■ EXAMPLE 2.1.4.

Suppose that $k=2$. Then the simple effect of $A$ at level 1 of $B$ is $\left(y_{11}-y_{01}\right)$ and the simple effect of $A$ at level 0 of $B$ is $\left(y_{10}-y_{00}\right)$. The interaction effect of $A$ and $B$, denoted by $A B$, is the average difference between these two simple effects, that is,

$$
A B=\frac{1}{2}\left(\left(y_{11}-y_{01}\right)-\left(y_{10}-y_{00}\right)\right)=\frac{1}{2}\left(y_{11}+y_{00}-\left(y_{01}+y_{10}\right)\right) .
$$

In general, a two-factor interaction is

$$
\begin{aligned}
& \frac{1}{2}\left\{\frac{1}{2^{k-2}}\left(\sum_{x_{q_{1}}=1, x_{q_{2}}=1} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q_{1}}=0, x_{q_{2}}=1} y_{x_{1} x_{2} \ldots x_{k}}\right)\right. \\
& \left.\quad-\frac{1}{2^{k-2}}\left(\sum_{x_{q_{1}}=1, x_{q_{2}}=0} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q_{1}}=0, x_{i_{i}}=0} y_{x_{1} x_{2} \ldots x_{k}}\right)\right\}
\end{aligned}
$$

$$
=\frac{1}{2^{k-1}}\left(\sum_{x_{q_{1}}+x_{q_{2}}=0} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q_{1}}+x_{q_{2}}=1} y_{x_{1} x_{2} \ldots x_{k}}\right) .
$$

Higher-order interactions are defined recursively. Thus the three-factor interaction between factors $A, B$, and $C$ is defined as the average difference between the $A B$ interaction at level 1 of $C$ and the $A B$ interaction at level 0 of $C$.

## EXAMPLE 2.1.5.

Suppose that $k=4$. Then the $A B$ interaction at level 1 of $C$ is

$$
\frac{1}{4}\left(y_{1111}+y_{0011}-\left(y_{0111}+y_{1011}\right)+y_{1110}+y_{0010}-\left(y_{0110}+y_{1010}\right)\right) .
$$

The $A B$ interaction at level 0 of $C$ is

$$
\frac{1}{4}\left(y_{1101}+y_{0001}-\left(y_{0101}+y_{1001}\right)+y_{1100}+y_{0000}-\left(y_{0100}+y_{1000}\right)\right)
$$

The average difference between these is

$$
\begin{aligned}
A B C= & \frac{1}{2}\left\{\left[\frac{1}{4}\left(y_{1111}+y_{0011}-\left(y_{0111}+y_{1011}\right)+y_{1110}+y_{0010}-\left(y_{0110}+y_{1010}\right)\right)\right]\right. \\
& \left.-\left[\frac{1}{4}\left(y_{1101}+y_{0001}-\left(y_{0101}+y_{1001}\right)+y_{1100}+y_{0000}-\left(y_{0100}+y_{1000}\right)\right)\right]\right\} \\
= & \frac{1}{8}\left(\left(y_{1111}+y_{0011}+y_{1110}+y_{0010}+y_{0101}+y_{1001}+y_{0100}+y_{1000}\right)\right. \\
& \left.-\left(y_{0111}+y_{1011}+y_{0110}+y_{1010}+y_{1101}+y_{0001}+y_{1100}+y_{0000}\right)\right) .
\end{aligned}
$$

This is a specific case of the following general result.

## THEOREM 2.1.1.

The interaction effect of factors $q_{1}, q_{2}, \ldots, q_{t}$ in a $2^{k}$ factorial experiment is estimated by $1 / 2^{k-1}$ times the difference between the sum of the treatment combinations with

$$
x_{q_{1}}+x_{q_{2}}+\ldots+x_{q_{1}}=t \quad(\bmod 2)
$$

and the sum of the treatment combinations with

$$
x_{q_{1}}+x_{q_{2}}+\ldots+x_{q_{t}}=(t+1) \quad(\bmod 2) .
$$

Proof. We will prove the result by induction on $t$.
The main effect of factor $q_{1}$ is the difference between the sum of the treatment combinations receiving factor $q_{1}$ at the high level (and so with $x_{q_{1}}=1$ ) and the sum of the treatment combinations receiving factor $q_{1}$ at the low level (and so with $x_{q_{1}}=0$ ). Thus the result holds for $t=1$.

The interaction between the factors $q_{1}$ and $q_{2}$ is the difference between the main effect of $q_{1}$ at the high level of $q_{2}$ and the main effect of $q_{1}$ at the low level of $q_{2}$. Thus we get

$$
\frac{1}{2}\left\{\frac{1}{2^{k-2}}\left(\sum_{x_{q_{1}}=1, x_{q_{2}}=1} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q_{1}}=0, x_{q_{2}}=1} y_{x_{1} x_{2} \ldots x_{k}}\right)\right.
$$

$$
\begin{aligned}
& \left.-\frac{1}{2^{k-2}}\left(\sum_{x_{q_{1}}=1, x_{q_{2}}=0} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q_{1}}=0 . x_{q_{2}}=0} y_{x_{1} x_{2} \ldots x_{k}}\right)\right\} \\
= & \frac{1}{2^{k-1}}\left(\sum_{x_{q_{1}}+x_{q_{2}}=0} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{q_{1}}+x_{q_{2}}=1} y_{x_{1} x_{2} \ldots x_{k}}\right) .
\end{aligned}
$$

Hence the result follows by induction.

## $\square$ EXAMPLE 2.1.6.

Let $k=4$. Then the $A B C$ interaction is estimated by $1 / 8$ of the difference between the sum of the treatment combinations with $x_{1}+x_{2}+x_{3}=1(\bmod 2)$ and the treatment combinations with $x_{1}+x_{2}+x_{3}=0(\bmod 2)$; this is consistent with the result of Example 2.1.5.

### 2.1.2 $3^{k}$ Designs

In a $3^{k}$ design there are $k$ factors and all of the factors have three levels each. The factor might be quantitative, such as the temperature with levels $40^{\circ}, 50^{\circ}$, and $60^{\circ}$, or the factor might be qualitative, such as severity of symptoms with levels mild, moderate, and severe.

In either case we are again interested in the effect of each factor, independently, on the response and on the joint effect of two or more factors on the response.
2.1.2.1 Main Effects The main effect of a factor is the effect of that factor, independent of any other factor, on the response. So it seems natural, for each factor, to group the $3^{k}$ responses to the treatment combinations into three sets. For factor $q$, these sets are $\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q}=0\right\},\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q}=1\right\}$ and $\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q}=2\right\}$.

When a factor had two levels, we compared the average response in each of the two sets of responses. When there are three sets, there are a number of comparisons that might be of interest. We might be interested in comparing the average response of the three sets pairwise, giving:

$$
\frac{1}{3^{k-1}}\left(\sum_{x_{n}=1} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{4}=0} y_{x_{1} x_{2} \ldots x_{k}}\right)
$$

which compares responses to levels 1 and 0 ;

$$
\frac{1}{3^{k-1}}\left(\sum_{x_{4}=2} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{4}=0} y_{x_{1} x_{2} \ldots x_{k}}\right),
$$

which compares responses to levels 2 and 0 ; and

$$
\frac{1}{3^{k-1}}\left(\sum_{x_{q}=2} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{夕}=1} y_{x_{1} x_{2} \ldots x_{k}}\right)
$$

which compares responses to levels 2 and 1 . But these three comparisons are not independent, since we can calculate the third comparison if we know the other two. How can we get a set of independent comparisons?

We want each comparison to be independent of the mean of all the responses and of every other comparison so that each comparison can be tested independently of every other comparison and of the mean. (Recall that if $\mathbf{y} \sim N(\boldsymbol{\mu}, \Sigma)$ then $\mathbf{a}^{\prime} \mathbf{y} \sim N\left(\mathbf{a}^{\prime} \boldsymbol{\mu}, \mathbf{a}^{\prime} \Sigma \mathbf{a}\right)$. By definition, two normally distributed random variables, $x$ and $z$ are independent if $\operatorname{Cov}(\mathrm{x}, \mathrm{z})=0$. If $A$ is a matrix and if $\mathbf{y} \sim N(\boldsymbol{\mu}, \Sigma)$, then $A \mathrm{y} \sim N\left(A \mu, A \Sigma A^{\prime}\right)$. These results can be used to establish when comparisons are independent; see below and Exercise 2.1.4.10.)

We now give some definitions to formalize the ideas that we need.
A comparison is any linear combination of the responses. We will write a comparison as

$$
\sum_{x_{1} x_{2} \ldots x_{k}} \lambda_{x_{1} x_{2} \ldots x_{k}} y_{x_{1} x_{2} \ldots x_{k}} .
$$

Thus the mean is a comparison with $\lambda_{x_{1} x_{2} \ldots x_{k}}=\frac{1}{3^{k}}$. Two comparisons with coefficients $\lambda_{x_{1} x_{2} \ldots x_{k}}$ and $\nu_{x_{1} x_{2} \ldots x_{k}}$ are orthogonal or independent if

$$
\sum_{x_{1} x_{2} \ldots x_{k}} \lambda_{x_{1} x_{2} \ldots x_{k}} \nu_{x_{1} x_{2} \ldots x_{k}}=0
$$

(see Exercise 2.1.4.10). Thus a comparison is independent of the mean if

$$
\sum_{x_{1} x_{2} \ldots x_{k}} \lambda_{x_{1} x_{2} \ldots x_{k}}=0
$$

Any such comparison is called a contrast.
We want to find two contrasts that are also orthogonal (equivalently pairwise independent). Since all the treatment combinations in each set will have the same coefficient, there are only three distinct coefficients that we need to find. We let $\lambda_{0}$ be the coefficient for all the treatment combinations in the set $\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q}=0\right\}, \lambda_{1}$ be the coefficient for all the treatment combinations in the set $\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q}=1\right\}$, and we let $\lambda_{2}$ be the coefficient for all the treatment combinations in the set $\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q}=2\right\}$. We define $\nu_{0}, \nu_{1}$ and $\nu_{2}$ similarly. So we need to find $\lambda_{0}, \lambda_{1}, \lambda_{2}, \nu_{0}, \nu_{1}$ and $\nu_{2}$ such that $\lambda_{0}+\lambda_{1}+\lambda_{2}=0$, $\nu_{0}+\nu_{1}+\nu_{2}=0$ and $\lambda_{0} \nu_{0}+\lambda_{1} \nu_{1}+\lambda_{2} \nu_{2}=0$.

While there are infinitely many solutions to these equations, there is one solution that is commonly used. Let $\lambda_{0}=-1, \lambda_{1}=0$ and $\lambda_{2}=1$, and let $\nu_{0}=\nu_{2}=1$ and $\nu_{1}=-2$. Then these contrasts give the linear and quadratic components of the response to a quantitative factor with equally spaced levels; we prove this below.

Any two independent sets of contrasts will give the same sum of squares for a main effect for a normally distributed random vector (see Exercise 2.1.4.10).

## EXAMPLE 2.1.7.

Suppose that $k=3$. Then the three sets of responses for the first factor are

$$
\begin{aligned}
& \left\{y_{000}, y_{001}, y_{002}, y_{010}, y_{011}, y_{012}, y_{020}, y_{021}, y_{022}\right\}, \\
& \left\{y_{100}, y_{101}, y_{102}, y_{110}, y_{111}, y_{112}, y_{120}, y_{121}, y_{122}\right\}, \\
& \left\{y_{200}, y_{201}, y_{202}, y_{210}, y_{211}, y_{212}, y_{220}, y_{221}, y_{222}\right\} .
\end{aligned}
$$

The contrast corresponding to $\lambda_{0}=-1, \lambda_{1}=0$ and $\lambda_{2}=1$ is

$$
\begin{aligned}
& \frac{1}{3^{k-1}}\left(\left(y_{200}+y_{201}+y_{202}+y_{210}+y_{211}+y_{212}+y_{220}+y_{221}+y_{222}\right)\right. \\
& \left.\quad-\left(y_{000}+y_{001}+y_{002}+y_{010}+y_{011}+y_{012}+y_{020}+y_{021}+y_{022}\right)\right) .
\end{aligned}
$$

2.1.2.2 Orthogonal Polynomial Contrasts Suppose that we have a set of pairs $\left(x_{i}, Y_{i}\right), i=1,2, \ldots, \ell$ and that we want to predict $\mathbf{Y}$ as a polynomial function of $x$ of order $n=0,1, \ldots, \ell-1$. We usually do this by constructing a matrix $X$ with the first column with entries of 1 (for the constant term), second column with the values of the $x_{i}$, the third column with the values of the $x_{i}^{2}$ and so on until the final column of $X$ contains the values of $x_{i}^{n}$. Thus we can write $E(\mathbf{Y})=X \boldsymbol{\beta}$ and $\boldsymbol{\beta}=\left(X^{\prime} X\right)^{-1} X^{\prime} \mathbf{Y}$. In general, nothing can be said about the form of the matrix $X^{\prime} X$. However, we could just as readily use other polynomials to determine the entries in the $X$ matrix so that the resulting $X^{\prime} X$ is diagonal (and hence easy to invert).

To do this we proceed as follows.
We define

$$
P_{n}(x)=x^{n}+\alpha_{n, n-1} x^{n-1}+\alpha_{n, n-2} x^{n-2}+\ldots+\alpha_{n, 1} x+\alpha_{n, 0}
$$

for $n=1,2, \ldots$ and we let $P_{0}(x)=1$. We will then do a regression on $P_{1}(x), P_{2}(x)$ and so on, and we want the resulting $X$ matrix to be such that $X^{\prime} X$ is diagonal.

The off-diagonal entries in $X^{\prime} X$ are of the form

$$
\begin{equation*}
\sum_{i=1}^{\ell} P_{n}\left(x_{i}\right) P_{n-j}\left(x_{i}\right), j=1, \ldots, n \tag{2.1}
\end{equation*}
$$

and so we require this sum to equal 0 .
We will assume that the values of the $x_{i}$ are equally spaced; thus, $x_{i+1}-x_{i}=d$ for all $i$.

The values of the coefficients in $P_{n}(x)$ depend on the value of $\ell$. We illustrate the calculations using $\ell=3$.

As $\ell=3$, we want to evaluate $P_{0}(x), P_{1}(x)$ and $P_{2}(x)$. But we already know that $P_{0}(x)=1$ (by assumption, since $P_{0}(x)$ is some constant function). Using Equation (2.1) with $n=1$ gives

$$
\sum_{i=1}^{3} P_{1}\left(x_{i}\right) P_{0}\left(x_{i}\right)=\sum_{i=1}^{3} P_{1}\left(x_{i}\right)=0
$$

Now substituting for $P_{1}$ we get

$$
\begin{aligned}
\sum_{i=1}^{3} P_{1}\left(x_{i}\right) & =\sum_{i=1}^{3}\left(x_{i}+\alpha_{1,0}\right) \\
& =\sum_{i=1}^{3} x_{i}+3 \alpha_{1,0} \\
& =0
\end{aligned}
$$

So we see that $\alpha_{1,0}=-\bar{x}$ and hence $P_{1}(x)=x-\bar{x}$.
Using Equation (2.1) with $n=2$ and $j=1$ gives

$$
\begin{align*}
\sum_{i=1}^{3} P_{2}\left(x_{i}\right) P_{1}\left(x_{i}\right) & =\sum_{i=1}^{3}\left(x_{i}^{2}+\alpha_{2,1} x_{i}+\alpha_{2,0}\right)\left(x_{i}-\bar{x}\right) \\
& =0 \tag{2.2}
\end{align*}
$$

Using Equation (2.1) with $n=2$ and $j=2$ gives

$$
\begin{align*}
\sum_{i=1}^{3} P_{2}\left(x_{i}\right) P_{0}\left(x_{i}\right) & =\sum_{i=1}^{3}\left(x_{i}^{2}+\alpha_{2,1} x_{i}+\alpha_{2,0}\right) \\
& =0 \tag{2.3}
\end{align*}
$$

We now use these two equations to solve for $\alpha_{2,1}$ and $\alpha_{2,0}$. From Equation (2.2) we get (collecting terms)

$$
\alpha_{2,1}\left(\sum_{i} x_{i}^{2}-3 \bar{x}^{2}\right)+\alpha_{2,0}(3 \bar{x}-3 \bar{x})+\sum_{i} x_{i}^{3}-\bar{x} \sum_{i} x_{i}^{2}=0,
$$

from which we see that

$$
\alpha_{2,1}=\frac{\bar{x} \sum_{i} x_{i}^{2}-\sum_{i} x_{i}^{3}}{\sum_{i} x_{i}^{2}-3 \bar{x}^{2}}
$$

Using Equation (2.3), we get that

$$
3 \alpha_{2,0}=-\sum_{i} x_{i}^{2}-3 \alpha_{2,1} \bar{x}
$$

These are general expressions and we now simplify them by considering the case when $x_{1}=0, x_{2}=1$ and $x_{3}=2$. Then

$$
\begin{aligned}
& \bar{x}=(0+1+2) / 3=1 \\
& \sum_{i} x_{i}^{2}=0+1+4=5
\end{aligned}
$$

and

$$
\sum_{i} x_{i}^{3}=0+1+8=9
$$

So we get

$$
\alpha_{2,1}=(1 \times 5-9) /(5-3 \times 1)=-2
$$

and

$$
\alpha_{2,0}=(-5-3 \times(-2) \times 1) / 3=1 / 3 .
$$

We usually record the values of the orthogonal polynomials for a given value of $n$ rather than the actual polynomials. Hence we would get a table like Table 2.1 for $n=3$.

Table 2.1 Values of Orthogonal Polynomials for $n=3$

| x | 0 | 1 | 2 |  |
| :---: | ---: | ---: | ---: | :---: |
| $P_{1}(x)$ | -1 | 0 | 1 | Linear component |
| $3 P_{2}(x)$ | 1 | -2 | 1 | Quadratic component |

We can find the values of orthogonal polynomials for any value of $n$ in a similar way. Tables of orthogonal polynomials may be found in Kuehl (1999) and Montgomery (2001).

It is possible to evaluate orthogonal polynomials for unequally spaced levels; see Addelman (1962) and Narula (1978).

For a factor with $\ell$ levels, the values of $P_{1}(x)$ are the coefficients of the linear contrast and the values of $P_{2}(x)$ are the coefficients of the quadratic contrast. Higher-order contrasts are defined similarly.
2.1.2.3 Interaction Effects We start with two-factor interactions. The two-factor interaction effect of factors $A$ and $B$ is the joint effect of the two factors on the response and is again called $A B$. Now, however, there are four independent contrasts associated with the interaction. This is because there are nine distinct pairs of levels for factors $A$ and $B$ and so 8 independent contrasts possible between these sets. Four of these contrasts have been used to calculate the main effects of the factors, leaving 4 contrasts for the interaction effect.

The easiest way to determine these contrasts is to divide the responses to the treatment combinations into nine sets, based jointly on the levels of $A$ and $B$. So we get sets

$$
A B_{\theta \psi}=\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{A}=\theta, x_{B}=\psi\right\}, \text { for } \theta=0,1,2 ; \psi=0,1,2 ;
$$

for any two factors $A$ and $B$. There are 8 independent contrasts possible between 9 sets. However, these sets are subsets of the sets that we used to define the main effects of factors $A$ and $B$. To ensure that the main effects and the interaction effect are independent, we have to use those four contrasts (two from each main effect) to be 4 of the 8 contrasts. Then any other four independent contrasts can be chosen to represent the interaction effect. One common way to get the final four independent contrasts is to take the component-wise product of the contrasts for main effects. This gives contrasts that are interpretable as the linear $\times$ linear interaction, the linear $\times$ quadratic interaction, the quadratic $\times$ linear interaction and the quadratic $\times$ quadratic interaction. It is easy to verify that these contrasts are independent of the contrasts for main effects.

## ■ EXAMPLE 2.1.8.

Suppose that $k=2$. Then the contrasts for main effects and for the linear $\times$ linear contrast, the linear $\times$ quadratic contrast, the quadratic $\times$ linear contrast and the quadratic $\times$ quadratic contrast are given in Table 2.2.

Table 2.2 $A, B$, and $A B$ Contrasts for a $3^{2}$ Factorial

| 00 | 01 | 02 | 10 | 11 | 12 | 20 | 21 | 22 | Treatment combinations |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- | :--- |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | Mean |
| -1 | -1 | -1 | 0 | 0 | 0 | 1 | 1 | 1 | $A$ Linear $=A_{\mathrm{L}}$ |
| 1 | 1 | 1 | -2 | -2 | -2 | 1 | 1 | 1 | $A$ Quadratic $=A_{\mathrm{Q}}$ |
| -1 | 0 | 1 | -1 | 0 | 1 | -1 | 0 | 1 | $B$ Linear $=B_{\mathrm{L}}$ |
| 1 | -2 | 1 | 1 | -2 | 1 | 1 | -2 | 1 | $B$ Quadratic $=B_{\mathrm{Q}}$ |
| 1 | 0 | -1 | 0 | 0 | 0 | -1 | 0 | 1 | $A_{\mathrm{L}} \times B_{\mathrm{L}}$ |
| -1 | 2 | -1 | 0 | 0 | 0 | 1 | -2 | 1 | $A_{\mathrm{L}} \times B_{\mathrm{Q}}$ |
| -1 | 0 | 1 | 2 | 0 | -2 | -1 | 0 | 1 | $A_{\mathrm{Q}} \times B_{\mathrm{L}}$ |
| 1 | -2 | 1 | -2 | 4 | -2 | 1 | -2 | 1 | $A_{\mathrm{Q}} \times B_{\mathrm{Q}}$ |

Another way to get the four contrasts that correspond to the two-factor interaction effects is to use the sets

$$
\left\{y_{x_{1} x_{2} \ldots x_{k}} \mid x_{q_{1}}+x_{q_{2}}=\theta\right\}, \quad \theta=0,1,2
$$

and

$$
\left\{y_{x_{1}, x_{2} \ldots x_{k}} \mid x_{q_{1}}+2 x_{q_{2}}=\theta\right\}, \quad \theta=0,1,2 .
$$

Then the linear and quadratic contrasts can be used on these sets, although it is not clear what interpretation might be put on them, even for quantitative factors. Note, though, that
these sets are the pencils of an affine plane and that this link has been exploited in proving results about fractional factorial designs; see Section 2.2 and Raghavarao (1971) for more details.

## - EXAMPLE 2.1.9.

Suppose that $k=3$. The set given by $x_{1}+x_{2}=0$ is

$$
\left\{y_{000}, y_{001}, y_{002}, y_{120}, y_{121}, y_{122}, y_{210}, y_{211}, y_{212}\right\}
$$

If we let

$$
A B_{00}=\left\{x_{1} x_{2} x_{3} \mid x_{1}=0, x_{2}=0\right\}, A B_{01}=\left\{x_{1} x_{2} x_{3} \mid x_{1}=0, x_{2}=1\right\},
$$

and so on, then the set given by $x_{1}+x_{2}=0$ is the union of $A B_{00}, A B_{12}$, and $A B_{21}$. The other 5 sets can be defined similarly. The 9 orthogonal contrasts are then as given in Table 2.3.

Table 2.3 $A, B$, and $A B$ Contrasts for a $3^{3}$ Factorial
$\left.\begin{array}{rrrrrrrrrl}\hline A B_{00} & A B_{01} & A B_{02} & A B_{10} & A B_{11} & A B_{12} & A B_{20} & A B_{21} & A B_{22} & \\ \hline 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & \text { Mean } \\ -1 & -1 & -1 & 0 & 0 & 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & -2 & -2 & -2 & 1 & 1 & 1 \\ -1 & 0 & 1 & -1 & 0 & 1 & -1 & 0 & 1 \\ 1 & -2 & 1 & 1 & -2 & 1 & 1 & -2 & 1 \\ -1 & 0 & 1 & 0 & 1 & -1 & 1 & -1 & 0 & B \text { Effect } \\ 1 & -2 & 1 & -2 & 1 & 1 & 1 & 1 & -2 \\ -1 & 1 & 0 & 0 & -1 & 1 & 1 & 0 & -1 \\ 1 & 1 & -2 & -2 & 1 & 1 & 1 & -2 & 1\end{array}\right\}$

The definition of the sets of treatment combinations for the determination of higher-order interaction terms is similar. We can either take the orthogonal polynomial approach with linear $\times$ linear $\times$ linear and so on, or we can use the second, "geometric", approach. With the geometric approach, the three-factor interaction between factors $A, B$, and $C$ requires four sets to define the eight contrasts; these are

$$
\begin{array}{rlll}
x_{1}+x_{2}+x_{3}=i & (\bmod 3), & x_{1}+x_{2}+2 x_{3}=i & (\bmod 3), \\
x_{1}+2 x_{2}+x_{3}=i & (\bmod 3), & x_{1}+2 x_{2}+2 x_{3}=i & (\bmod 3) .
\end{array}
$$

We will take the geometric approach when we come to construct fractional factorial designs in Section 2.2.

### 2.1.3 Asymmetric Designs

As we said earlier, we use $\ell_{1} \times \ell_{2} \times \ldots \times \ell_{k}$ to refer to a general factorial design in which there are no restrictions on the number of levels for any of the factors.
2.1.3.1 Main Effects As before, we want to be able to estimate the effect of each of the factors, individually, on the response. For factor $q$, we calculate $\ell_{q}$ sets associated with that factor and use contrasts between these sets to calculate the main effects for that factor.

- EXAMPLE 2.1.10.

Consider a $2 \times 3 \times 4$ complete factorial design. The two sets for the first factor are

$$
\begin{aligned}
& \{000,001,002,003,010,011,012,013,020,021,022,023\}, \\
& \{100,101,102,103,110,111,112,113,120,121,122,123\} .
\end{aligned}
$$

The second factor has three sets associated with it:

$$
\begin{gathered}
\{000,001,002,003,100,101,102,103\},\{010,011,012,013,110,111,112,113\}, \\
\{020,021,022,023,120,121,122,123\} .
\end{gathered}
$$

Similarly, there are four sets associated with the third factor. The corresponding matrix of contrasts for main effects for the three factors is given in Table 2.4.

Table 2.4 Main Effects Contrasts for a $2 \times 3 \times 4$ Factorial

| Treatment Combinations |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | $1)$ | 0 | 0 | 0 | $1)$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | ; | 1 | 1 | 1 | 1 | 1 |  |
| 1) | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 1 | 1 | ; | 1 | 2 | 2 | 2 | 2 |  |
| 12 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |  |
| -1 | -1 | $-1$ | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | , | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | A |
| - 1 | -1 | - 1 | .. 1 | 0 | 0 | 0 | 0 | 1 | , | 1 | 1 | -1 | -1 | -1 | -1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $\beta_{\mathrm{L}}$ |
| 1 | 1 | 1 | 1 | -2 | -2 | -2 | -2 | 1 | 1 | 1 | 1 | 1 | 1 | , | 1 | -2 | -2 | $-2$ | -2 | 1 | 1 | 1 | 1 | 13 |
| --3 | -1 | 1 | 3 | $-3$ | -1 | , | 3 | -3 | $-1$ | 1 | 3 | -3 | -1 | 1 | 3 | -3 | -1 | 1 | . | -3 | -1 | 1 | 3 |  |
| $!$ | -1 | $-1$ | 1 | I | -1 | - I | 1 | I | -1 | -1 | 1 | 1 | - 1 | -1 | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | $!$ | ${ }^{1} \mathrm{C}$ |
| $-1$ | 3 | -3 | 1 | -1 | 3 | $-3$ | 1 | -1 | 3 | -3 | 1 | -1 | 3 | -3 | 1 | $-1$ | 3 | -3 | 1 | -1 | , | -3 | 1 |  |

2.1.3.2 Interaction Effects For interaction effects, we again use the polynomial contrasts for each factor and take all possible component-wise products.

■ EXAMPLE 2.1.11.
Consider the $2 \times 3$ factorial. Then the six treatment combinations are $00,01,02,10,11$. and 12 .
The contrast for the main effect of the first factor is $-1,-1,-1,1,1,1$.
For the second factor the main-effect contrasts are $-1,0,1,-1,0,1$ and $1,-2,1,1,-2,1$. Thus the two contrasts for the interaction are $1,0,-1,-1,0,1$ and $-1,2,-1,1,-2,1$.

### 2.1.4 Exercises

1. Give all the level combinations in a $2 \times 2 \times 3$ factorial.
2. Give the $B$ and $C$ main effects for Example 2.1.3.
3. Use $\frac{1}{2^{k+1}}\left(\sum_{x_{\eta}=1} y_{x_{1} x_{2} \ldots x_{k}}-\sum_{x_{y}=0} y_{x_{1} x_{2} \ldots x_{k}}\right)$ to confirm the results in Example 2.1.3 and the previous exercise.
4. Consider factors with two levels and let $k=2$ Confirm that the $A B$ interaction and the $B A$ interaction are equal. Repeat with $k=3$.
5. Consider factors with two levels and let $k=3$. Show that the $A B C$ interaction is also equal to the average difference between the $A C$ interaction at level 1 of $B$ and the $A C$ interaction at level 0 of $B$. Are there any other ways that you could describe this interaction?
6. If $\ell=4$, verify that the following components are correct.

| -3 | -1 | 1 | 3 | Linear |
| ---: | ---: | ---: | ---: | :--- |
| 1 | -1 | -1 | 1 | Quadratic |
| -1 | 3 | -3 | 1 | Cubic |

7. Suppose that $k=2$ and that both attributes have 4 levels. Give possible entries for the 6 polynomial contrasts for main effects and the 9 polynomial contrasts for the two-factor interaction.
8. Suppose that $\ell=3$.
(a) Let $\mathbf{x}=(0,1,2)^{\prime}$. Let $X=\left[\mathbf{1}, \mathbf{x}, \mathbf{x}^{2}\right]$. Calculate $X^{\prime} X$.
(b) Now let $X=\left[1, P_{1}(x), P_{2}(x)\right]$ and calculate $X^{\prime} X$.
(c) Comment.
(d) Suppose that you use the representations in both of the first two parts to fit a quadratic polynomial. What is the relationship between the estimates?
9. (a) List the 6 sets of treatment combinations in a $3^{2}$ factorial experiment corresponding to the main effects.
(b) Give two independent contrasts for the main effects for each of the factors.
(c) List the six sets that correspond to the two-factor interaction.
(d) Give four independent contrasts corresponding to the two-factor interaction.
(e) Verify that all the eight contrasts (for main effects and the two-factor interaction) that you get are orthogonal (that is, independent) in this case.
10. Suppose that $y_{1}, y_{2}, \ldots, y_{n}$ are independently identically distributed $N\left(\mu, \sigma^{2}\right)$ random variables.
(a) Let $\mathbf{y}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ and let $\mathbf{a}^{\prime}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Then

$$
\mathbf{a}^{\prime} \mathbf{y} \sim N\left(\mu \sum_{i} a_{i}, \sigma^{2} \mathbf{a}^{\prime} \mathbf{a}\right)
$$

Hence deduce that the sum of squares for testing $H_{0}: \mu \sum_{i} a_{i}=0$ is given by $\left(\mu \sum_{i} a_{i}\right)^{2} n / s^{2}$ where $s^{2}$ is an unbiased estimate of $\sigma^{2}$.
(b) By definition, two normally distributed random variables, $x$ and $z$ are independent if $\operatorname{Cov}(x, z)=0$. If $A$ is a matrix, then $A \mathbf{y} \sim N\left(A \boldsymbol{\mu}, \sigma^{2} A A^{\prime}\right)$, where $\mu=(\mu, \mu, \ldots, \mu)$. Suppose that the rows of $A$ form a set of independent contrasts. Then $A A^{\prime}$ is a diagonal matrix. Derive the sum of squares for testing $H_{0}: A \mu=0$.
(c) Hence show that, in an ordinary least squares model, the sum of squares for a factor is independent of which set of independent contrasts is chosen.
11. Verify that the five contrasts in Example 2.1.11 are all mutually orthogonal.

### 2.2 REGULAR FRACTIONAL FACTORIAL DESIGNS

A fractional factorial design is one in which only a subset of the level combinations appears.
Fractional factorial designs are used when the number of treatment combinations in the complete factorial is just too large to be practical, either because it will take too long to complete the experiment or it will cost too much. So a fractional factorial design is faster and cheaper and, with a suitably chosen fraction, you can still get all the information that you want from the experiment. In this section we will look at the ways of getting fractional factorials that allow you to estimate all the effects you are interested in.

### 2.2.1 Two-Level Fractions

Recall that, if each of the $k$ factors has 2 levels, then we talk about a $2^{k}$ design. We use $2^{k-p}$ to denote a fractional factorial design in which only $2^{k-p}$ treatment combinations appear. A regular fraction of a $2^{k}$ factorial is a fraction in which the treatment combinations can be described by the solution to a set of binary equations. Equivalently, a regular fraction is one in which there are some generator factors and all other factors can be defined in terms of these generators. The binary equations are called the defining equations or the defining contrasts of the fractional factorial design. A regular $2^{k-p}$ fraction is defined by $p$ independent binary equations or, equivalently, by $k-p$ generators.

An irregular fraction is a subset of the treatment combinations from the complete factorial, but the subset is determined in some ad-hoc fashion. Usually all treatments combinations in an irregular fraction have to be listed explicitly.

## EXAMPLE 2.2.1.

A regular $2^{4-1}$ has 8 treatment combinations and these 8 treatment combinations are the solutions to one binary equation. The solutions to the binary equation

$$
x_{1}+x_{2}+x_{3}=0 \quad(\bmod 2)
$$

are the treatment combinations in Table 2.5. If $x_{1}=1$ and $x_{2}=0$ then $1+0+x_{3}=0$ $(\bmod 2)$; so $x_{3}=1$. The defining equation places no restrictions on $x_{4}$; so both 1010 and 1011 are solutions to the defining equation. This fraction may also be written as $I \equiv A B C$. (Recall that, when working modulo $2,0+0=1+1=0$ and $0+1=1+0=1$.)

Table 2.5 A Regular $2^{4-1}$ Design

| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 |
| 0 | 1 | 1 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 |

As we have said, for a regular $2^{k-p}$ design, the treatment combinations will satisfy $p$ independent binary equations. A set of equations is said to be independent if no non-zero linear combination of the equations is identically 0 . We now consider an example of this.

## EXAMPLE 2.2.2.

Let $k=6$. Consider the three binary equations

$$
\begin{array}{r}
x_{1}+x_{2}+x_{3}+x_{4}=0 \\
x_{1}+x_{2}+x_{5}+x_{6}=0 \\
x_{1}+x_{3}+x_{5}=0
\end{array}
$$

To show that these equations are independent, we need to consider all the sums of these equations; thus we consider the three sums of two equations and the sum of all three equations. We get

$$
\begin{aligned}
x_{1}+x_{2}+x_{3}+x_{4}+x_{1}+x_{2}+x_{5}+x_{6} & =x_{3}+x_{4}+x_{5}+x_{6} \\
x_{1}+x_{2}+x_{3}+x_{4}+x_{1}+x_{3}+x_{5} & =x_{2}+x_{4}+x_{5} \\
x_{1}+x_{2}+x_{5}+x_{6}+x_{1}+x_{3}+x_{5} & =x_{2}+x_{3}+x_{6} \\
x_{1}+x_{2}+x_{3}+x_{4}+x_{1}+x_{2}+x_{5}+x_{6}+x_{1}+x_{3}+x_{5} & =x_{1}+x_{4}+x_{6}
\end{aligned}
$$

and these are the only linear combinations possible for binary equations. There are 8 solutions to these equations: $000000,001111,010101,011010,100110,101001,110011$, 111100.

On the other hand, the equations $x_{1}+x_{2}+x_{3}+x_{4}=0, x_{1}+x_{2}+x_{5}+x_{6}=0$ and $x_{3}+x_{4}+x_{5}+x_{6}=0$ have 16 solutions since the third equation is the sum of the first two and so there are only two independent equations.

We have defined regular fractions by setting linear combinations of the $x_{i}$ equal to 0 . This is called the principal fraction. Other fractions are obtained by equating some (or all) of the linear combinations to 1 . Indeed if we use the same linear combinations with all possible solutions we obtain a partition of the complete factorial into regular fractions, as the following example shows.

## - EXAMPLE 2.2.3.

Let $k=5$ and consider the linear combinations $x_{1}+x_{2}+x_{3}$ and $x_{3}+x_{4}+x_{5}$. The corresponding partition of the complete $2^{5}$ factorial into four regular fractions is given in Table 2.6.

Table 2.6 Non-overlapping Regular $2^{5-2}$ Designs


For any fractional factorial design, we will estimate an effect by using the same coefficients as we would have used for that effect in the complete factorial design. This is sometimes called definition by restriction.

■ EXAMPLE 2.2.4.
Let $k=4$ and consider the $2^{4-1}$ fraction given by $x_{1}+x_{2}+x_{3}+x_{4}=0$; see Table 2.7. There are 8 treatment combinations and so there will be $8-1=7$ orthogonal contrasts possible. The 15 contrasts from a $2^{4}$ design are given in Table 2.8. The contrasts that we use for the fraction are obtained from the contrasts in Table 2.8 by considering only the eight columns that correspond to the eight treatments in the fractional factorial design. These are indicated in bold. Doing this, we see that $A B C D$ is indistinguishable from the mean. This is consistent with Theorem 2.1.1 since all the treatment combinations with $x_{1}+x_{2}+x_{3}+x_{4}=0$ have the same sign in the $A B C D$ contrast. All the other contrasts come in pairs with, say, the effects of $A$ and $B C D$ being indistinguishable. This is because the two sets with different coefficients in the $A$ contrast are given by $x_{1}=0$ and $x_{1}=1$. For the $B C D$ contrast these sets are $x_{2}+x_{3}+x_{4}=1$ and $x_{2}+x_{3}+x_{4}=0$. If we know that $x_{1}+x_{2}+x_{3}+x_{4}=0$, then $x_{1}=x_{2}+x_{3}+x_{4}$ and so the sets for the $A$ contrast and the $B C D$ contrast coincide. Similarly, $x_{2}=x_{1}+x_{3}+x_{4}, x_{3}=x_{1}+x_{2}+x_{4}$, $x_{4}=x_{1}+x_{2}+x_{2}, x_{1}+x_{2}=x_{3}+x_{4}, x_{1}+x_{3}=x_{2}+x_{4}$, and $x_{1}+x_{4}=x_{2}+x_{3}$. So $A$ and $B C D, B$ and $A C D, C$ and $A B D, D$ and $A B C, A B$ and $C D, A C$ and $B D$, and $A D$ and $B C$ form pairs of effects with contrasts that are the same in the $2^{4-1}$ fraction given by $x_{1}+x_{2}+x_{3}+x_{4}=0$.

Table 2.7 A $2^{4-1}$ Design of Resolution 4

| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 1 |

We say that effects with the same contrast in a fraction are aliased or confounded effects. The effects which have the same coefficient for every treatment combination in the fraction are called the defining effects or the defining contrasts. The list of all the aliases for each effect in a design is called the alias structure of the design. Given the defining contrasts, we can calculate the alias structure (and conversely).

If we know nothing about the factors and possible interactions, then it is usually best to be able to estimate low order interactions (main effects and two-factor interactions) independently of each other in a fractional factorial design. So fractional factorial designs are classified by the alias structure of the design. If no main effect is confounded with any other main effect, but at least one main effect is confounded with a two-factor interaction, then the design is said to be of resolution 3. If at least one main effect is confounded with a three-factor interaction but no two main effects are confounded with each other and no main effect is confounded with a two-factor interaction, then the design is said to be of resolution 4. So the design in Table 2.7 is of resolution 4 since each main effect is

Table 2.8 Contrasts for the $2^{4}$ design

|  | $\mathbf{0}$ | 0 | 0 | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | 0 | 1 | $\mathbf{1}$ | $\mathbf{1}$ | 1 | $\mathbf{1}$ | 1 | 1 | $\mathbf{1}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\mathbf{0}$ | 0 | 0 | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | 1 | 0 | $\mathbf{0}$ | $\mathbf{0}$ | 0 | $\mathbf{1}$ | 1 | $\mathbf{1}$ | $\mathbf{1}$ |
|  | $\mathbf{0}$ | 0 | 1 | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{1}$ | 1 | 0 | $\mathbf{0}$ | $\mathbf{1}$ | 1 | $\mathbf{0}$ | 0 | 1 | $\mathbf{1}$ |
|  | $\mathbf{0}$ | 1 | 0 | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ | 1 | 0 | $\mathbf{1}$ | $\mathbf{0}$ | 1 | $\mathbf{0}$ | 1 | 0 | $\mathbf{1}$ |
| $A$ | $-\mathbf{1}$ | -1 | -1 | $-\mathbf{1}$ | -1 | $-\mathbf{1}$ | -1 | -1 | 1 | $\mathbf{1}$ | $\mathbf{1}$ | 1 | $\mathbf{1}$ | 1 | $\mathbf{1}$ | $\mathbf{1}$ |
| $B$ | $-\mathbf{1}$ | -1 | -1 | $-\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | 1 | -1 | $-\mathbf{1}$ | $-\mathbf{1}$ | -1 | $\mathbf{1}$ | 1 | 1 | $\mathbf{1}$ |
| $C$ | $-\mathbf{1}$ | -1 | 1 | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ | $\mathbf{1}$ | -1 | $-\mathbf{1}$ | $\mathbf{1}$ | 1 | $-\mathbf{1}$ | -1 | $\mathbf{1}$ | $\mathbf{1}$ |
| $D$ | $-\mathbf{1}$ | 1 | -1 | $\mathbf{1}$ | -1 | $\mathbf{1}$ | $-\mathbf{1}$ | 1 | -1 | $\mathbf{1}$ | $-\mathbf{1}$ | 1 | $-\mathbf{1}$ | 1 | $-\mathbf{1}$ | $\mathbf{1}$ |
| $A B$ | $\mathbf{1}$ | 1 | 1 | $\mathbf{1}$ | -1 | $-\mathbf{1}$ | $-\mathbf{1}$ | -1 | -1 | $-\mathbf{1}$ | $-\mathbf{1}$ | -1 | $\mathbf{1}$ | 1 | $\mathbf{1}$ | $\mathbf{1}$ |
| $A C$ | $\mathbf{1}$ | 1 | -1 | -1 | 1 | $\mathbf{1}$ | $-\mathbf{1}$ | -1 | -1 | $-\mathbf{1}$ | $\mathbf{1}$ | 1 | $-\mathbf{1}$ | -1 | $\mathbf{1}$ | $\mathbf{1}$ |
| $A D$ | $\mathbf{1}$ | -1 | 1 | $-\mathbf{1}$ | 1 | $-\mathbf{1}$ | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ | $-\mathbf{1}$ | 1 | $-\mathbf{1}$ | 1 | $-\mathbf{1}$ | $\mathbf{1}$ |
| $B C$ | $\mathbf{1}$ | 1 | -1 | $-\mathbf{1}$ | -1 | $-\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | 1 | $\mathbf{1}$ | $-\mathbf{1}$ | -1 | $-\mathbf{1}$ | -1 | 1 | $\mathbf{1}$ |
| $B D$ | $\mathbf{1}$ | -1 | $\mathbf{1}$ | $-\mathbf{1}$ | -1 | $\mathbf{1}$ | $-\mathbf{1}$ | 1 | 1 | $-\mathbf{1}$ | $\mathbf{1}$ | -1 | $-\mathbf{1}$ | 1 | -1 | $\mathbf{1}$ |
| $C D$ | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ | 1 | $-\mathbf{1}$ | $\mathbf{- 1}$ | 1 | 1 | $-\mathbf{1}$ | $-\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | -1 | $-\mathbf{1}$ | $\mathbf{1}$ |
| $A B C$ | $-\mathbf{1}$ | -1 | 1 | $\mathbf{1}$ | 1 | $\mathbf{1}$ | $\mathbf{- 1}$ | -1 | 1 | $\mathbf{1}$ | $-\mathbf{1}$ | -1 | $-\mathbf{1}$ | $-\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |
| $A B D$ | $-\mathbf{1}$ | 1 | -1 | $\mathbf{1}$ | 1 | $-\mathbf{1}$ | $\mathbf{1}$ | -1 | 1 | $-\mathbf{1}$ | $\mathbf{1}$ | -1 | $-\mathbf{1}$ | $\mathbf{1}$ | -1 | $\mathbf{1}$ |
| $A C D$ | $-\mathbf{1}$ | 1 | 1 | $-\mathbf{1}$ | -1 | $\mathbf{1}$ | $\mathbf{1}$ | -1 | 1 | $-\mathbf{1}$ | $-\mathbf{1}$ | 1 | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ |
| $B C D$ | -1 | 1 | 1 | $-\mathbf{1}$ | 1 | $-\mathbf{1}$ | $-\mathbf{1}$ | 1 | -1 | $\mathbf{1}$ | $\mathbf{1}$ | -1 | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ |
| $A B C D$ | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ | -1 | $\mathbf{1}$ | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ | $\mathbf{1}$ | -1 | $\mathbf{1}$ | -1 | -1 | $\mathbf{1}$ |

confounded with a three-factor interaction. If at least one main effect is confounded with a four-factor interaction and no main effect is confounded with anything smaller, or if at least one two-factor interaction is confounded with a three-factor interaction but no pair of two-factor interactions are confounded, then the design is said to be of resolution 5 .

We can determine the resolution of a design directly from the defining equations. If there are $r$ non-zero coefficients in a defining equation, then main effects corresponding to the $x_{q}$ with non-zero coefficients in the equation are confounded with interactions of $r-1$ factors, two-factor interactions corresponding to pairs of $x_{q}$ with non-zero coefficients are confounded with interactions with $r-2$ factors, and so on.

## EXAMPLE 2.2.5.

Let $k=5$ and consider the fraction given by the defining equations

$$
x_{1}+x_{2}+x_{3}=0 \text { and } x_{1}+x_{2}+x_{4}+x_{5}=0 .
$$

The aliasing structure is determined by noting, first, that

$$
x_{1}+x_{2}+x_{3}+x_{1}+x_{2}+x_{4}+x_{5}=x_{3}+x_{4}+x_{5}=0 .
$$

Thus there are in total three defining equations; these are

$$
x_{1}+x_{2}+x_{3}=x_{1}+x_{2}+x_{4}+x_{5}=x_{3}+x_{4}+x_{5}=0 .
$$

From these we can now establish the sets of equations that have the same solutions. We get

| $x_{1}=$ | $x_{2}+x_{3}$ | $=$ | $x_{2}+x_{4}+x_{5}$ | $=x_{1}+x_{3}+x_{4}+x_{5}$, |
| :--- | :--- | :--- | :--- | :--- |
| $x_{2}=$ | $x_{1}+x_{3}$ | $=$ | $x_{1}+x_{4}+x_{5}$ | $=x_{2}+x_{3}+x_{4}+x_{5}$, |
| $x_{3}$ | $=$ | $x_{1}+x_{2}$ | $=$ | $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}$ |
| $x_{4}=$ | $=$ | $x_{4}+x_{5}$, |  |  |
| $x_{5}+x_{2}+x_{3}+x_{4}$ | $=$ | $x_{1}+x_{2}+x_{5}$ | $=$ | $x_{3}+x_{5}$, |
| $x_{1}+x_{2}+x_{3}+x_{5}$ | $=$ | $x_{1}+x_{2}+x_{4}$ | $=$ | $x_{3}+x_{4}$. |

Thus we see that the main effect of $A$, for instance, is confounded with $B C, B D E$ and $A C D E$. As there is at least one main effect that is confounded with a two-factor interaction (and no pair of main effects that are confounded), we have confirmed that the design is of resolution 3.

EXAMPLE 2.2.6.
Let $k=6$. The defining equations

$$
x_{1}+x_{2}+x_{3}+x_{4}=0 \text { and } x_{3}+x_{4}+x_{5}+x_{6}=0
$$

give a design of resolution 4. We can see this because

$$
x_{1}+x_{2}+x_{3}+x_{4}+x_{3}+x_{4}+x_{5}+x_{6}=x_{1}+x_{2}+x_{5}+x_{6}=0 .
$$

Thus each main effect is confounded with two 3 -factor interactions and a 5 -factor interaction. Each 2 -factor interaction is confounded with at least one other 2 -factor interaction.

If there are more than three factors $(k>3)$, then we can find a resolution 3 design that uses fewer treatment combinations than the complete factorial.

Designs of resolution 5 can be used to estimate main effects and two-factor interactions. If there are four or fewer factors (so $k \leq 4$ ), then the only resolution 5 design is the complete factorial, independent of the number of levels each of the factors have. If there are more than four factors $(k>4)$, then we can find a resolution 5 design that uses fewer treatment combinations than the complete factorial. We do this by finding a set of defining equations such that each defining equation has at least 5 non-zero coefficients and such that each linear combination of the equations has at least 5 non-zero coefficients just as we did for resolution 4 in Example 2.2.6.
2.2.1.1 Regular Designs with Factors at 2 Levels Regular fractions can be constructed from a set of defining equations or, equivalently, from a set of generator vectors. In this section we give sets of generator vectors that can be used to construct small regular fractional factorial designs with all factors with 2 levels.

For two vectors a and b we will define $\mathrm{a}+\mathrm{b}$ using component-wise addition modulo 2 (that is, $0+0=1+1=0$ and $0+1=1+0=1$ ). Thus for the two vectors

$$
\mathbf{a}=(0,0,0,0,1,1,1,1) \text { and } \mathbf{b}=(0,0,1,1,0,0,1,1)
$$

we see that

$$
\mathbf{a}+\mathbf{b}=(0,0,1,1,1,1,0,0)
$$

We will write a set of generator vectors in a standard order. If the design has $2^{k-p}$ treatments then we need to define $k-p$ generators, $\mathbf{b}_{i}$ say. We let $\mathbf{b}_{1}$ have its first $2^{k-p-1}$ entries as 0 and the remaining $2^{k-p-1}$ entries as 1 . For $\mathbf{b}_{2}$ we let the first $2^{k-p-2}$ entries be 0 , the next $2^{k-p-2}$ entries be 1 , the next $2^{k-p-2}$ be 0 and the final $2^{k-p-2}$ be 1 . For $\mathbf{b}_{3}$ we let the first $2^{k-p-3}$ entries be 0 , the next $2^{k-p-3}$ entries be 1 , the next $2^{k-p-3}$ be 0 and so on. We continue defining generators in this way until we get to $\mathbf{b}_{k-p}$ which alternates 0 s and 1 s .

For instance when $k=4$ and $p=1$ we get the three generator vectors

$$
\mathbf{b}_{1}=(0,0,0,0,1,1,1,1), \mathbf{b}_{2}=(0,0,1,1,0,0,1,1) \text { and } \mathbf{b}_{3}=(0,1,0,1,0,1,0,1) .
$$

We can now define the levels of all the other factors in the design in terms of the $\mathbf{b}_{i}$. Table 2.9 contains designs with up to 10 factors of resolution 3 and Table 2.10 contains

Table 2.9 Smallest Known 2-Level Designs with Resolution at Least 3

| $k$ | $\mathbf{N}$ | Other Factors |
| :---: | :---: | :---: |
| 4 | 8 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}$ |
| 5 | 8 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{5}=\mathbf{b}_{\mathbf{1}}+\mathbf{b}_{3}$ |
| 6 | 8 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{3}, \mathbf{b}_{6}=\mathbf{b}_{2}+\mathbf{b}_{3}$ |
| 7 | 8 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{3}, \mathbf{b}_{6}=\mathbf{b}_{2}+\mathbf{b}_{3}$, |
| $\mathbf{b}_{7}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}$ |  |  |
| 8 | 16 | $\mathbf{b}_{5}=\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}, \mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}$, |
|  | $\mathbf{b}_{7}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{4}$ |  |
| 9 | 16 | $\mathbf{b}_{5}=\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}, \mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}$, |
|  | $\mathbf{b}_{7}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{\mathbf{4}}$, |  |
|  | $\mathbf{b}_{9}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}$ |  |
|  |  | $\mathbf{b}_{5}=\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}, \mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{\mathbf{4}}$, |
| 10 | 16 | $\mathbf{b}_{7}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{4}$, |
|  |  | $\mathbf{b}_{9}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}, \mathbf{b}_{10}=\mathbf{b}_{1}+\mathbf{b}_{2}$ |
|  |  |  |

Table 2.10 Smallest Known 2-Level Designs with Resolution at Least 5

| $k$ | $\mathbf{N}$ | Other Factors |
| :---: | :---: | :---: |
| $\mathbf{5}$ | 16 | $\mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}$ |
| 6 | 32 | $\mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}$ |
| 7 | 64 | $\mathbf{b}_{7}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}+\mathbf{b}_{6}$ |
| 8 | 64 | $\mathbf{b}_{7}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}$. |
|  | $\mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{5}+\mathbf{b}_{6}$ |  |
| 9 | 128 | $\mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{6}+\mathbf{b}_{7}$, |
|  | $\mathbf{b}_{9}=\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{5}+\mathbf{b}_{6}+\mathbf{b}_{7}$ |  |
| 10 | 128 | $\mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{7}$, |
|  |  | $\mathbf{b}_{9}=\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}$, |
|  | $\mathbf{b}_{10}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{6}$ |  |

designs with up to 10 factors of resolution 5 . We let $N$ denote the number of treatment combinations so $N=2^{k-p}$.

EXAMPLE 2.2.7.
We use the results in Table 2.9 to construct a binary design with $k=6$ factors of resolution 3. The 8 runs of the design are given in Table 2.11.

Table 2.11 A Design with 6 Binary Factors of Resolution 3

| $\mathbf{b}_{1}$ | $\mathbf{b}_{2}$ | $\mathbf{b}_{3}$ | $\mathbf{b}_{4}$ | $\mathbf{b}_{5}$ | $\mathbf{b}_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 | 0 | 0 |

### 2.2.2 Three-Level Fractions

A regular $3^{k-p}$ fraction is one that is defined by the solutions to a set of $p$ independent ternary equations; that is, a set of equations where all the arithmetic is done modulo 3 (so $0+2=1+1=2+0=2,1+2=2+1=0$ and $0+1=1+0=2+2=1$ ). These equations are the defining equations or the defining contrasts of the regular fractional factorial design.

## ■ EXAMPLE 2.2.8.

A regular $3^{4-2}$ fraction has 9 treatment combinations which are the solutions to two independent ternary equations. The solutions to $x_{1}+x_{2}+x_{3}=0$ and $x_{1}+2 x_{2}+x_{4}=0$ are given in Table 2.12. (If we had used $x_{1}+x_{2}+x_{3}=0$ and $x_{1}+x_{2}+x_{4}=0$, then we would have had $x_{3}=x_{4}$, and so we would not have been able to estimate the effects of the third and fourth factors independently.)

A regular $3^{k-p}$ fraction satisfies $p$ independent ternary equations. When checking for independence, we must now add the original equations in pairs, triples, and so on (as you do for binary equations), but we must also check each equation plus twice every other equation, and so on. More formally, if we let $E_{1}, E_{2}, \ldots, E_{p}$ be the defining contrasts, then we must calculate

$$
\sum_{q} \alpha_{q} E_{q} ; \alpha_{q}=0,1,2, q=1,2, \ldots, p,
$$

and show that none of these $3^{p}$ equations are identically 0 except when

$$
\alpha_{1}=\alpha_{2}=\ldots=\alpha_{p}=0 .
$$

Table 2.12 A $3^{4-2}$ Fractional Factorial Design

| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 2 | 1 |
| 0 | 2 | 1 | 2 |
| 1 | 0 | 2 | 2 |
| 1 | 1 | 1 | 0 |
| 1 | 2 | 0 | 1 |
| 2 | 0 | 1 | 1 |
| 2 | 1 | 0 | 2 |
| 2 | 2 | 2 | 0 |

## ■ EXAMPLE 2.2.9.

Let $k=6$. Consider the defining contrasts

$$
x_{1}+x_{2}+x_{3}+2 x_{4}=0, x_{1}+x_{2}+2 x_{3}+2 x_{5}=0 \text { and } x_{1}+2 x_{2}+x_{3}+2 x_{6}=0 .
$$

These are all independent since each of $x_{4}, x_{5}$ and $x_{6}$ is involved in only one equation.

## EXAMPLE 2.2.10.

Let $k=5$. Consider the defining contrasts

$$
x_{1}+x_{2}+x_{3}=0 \text { and } x_{3}+x_{4}+x_{5}=0
$$

Can we find a third independent equation with at least three non-zero coefficients? The two equations that are linear combinations of the defining contrasts are

$$
x_{1}+x_{2}+x_{3}+x_{3}+x_{4}+x_{5}=x_{1}+x_{2}+2 x_{3}+x_{4}+x_{5}=0
$$

and

$$
x_{1}+x_{2}+x_{3}+2 x_{3}+2 x_{4}+2 x_{5}=x_{1}+x_{2}+2 x_{4}+2 x_{5}=0 .
$$

(We do not need to double the first equation and add the second equation - this is just double the sum of the first equation and twice the second equation; similarly, if we double both equations and add, we just get double the sum of the two equations.) Any equation other than the original two equations and the two equations we have found by addition will be independent of the two equations.

What can we say about the possible equations? Given we are using the equations to construct fractional factorial designs, we do not want an equation with only one $x_{q}$ in it since the corresponding factor would not vary in the experiment. Similarly, if we use $x_{q_{1}}+\alpha x_{q_{2}}$, then there is a constant relationship between the corresponding factors and the associated main effects would be aliased.

If we think about equations with three variables, then we cannot have more than one of $x_{1}, x_{2}$ and $x_{3}$ (since if we used, say, $x_{1}+x_{2}+x_{4}=0$, then

$$
x_{1}+x_{2}+x_{3}+2\left(x_{1}+x_{2}+x_{4}\right)=x_{3}+2 x_{4}=0
$$

and so $x_{3}=x_{4}$ ) and we can not use more than one of $x_{3}, x_{4}$ and $x_{5}$. So an equation involving three of the $x_{q}$ forces two of the $x_{q}$ to be equal.

A similar argument shows that you can not have equations with four or five variables either.

Since any interaction sum of squares is independent of the particular contrasts that are used to define the interaction effects, in this section we will define the interactions using contrasts between sets of the form

$$
\sum_{q} \alpha_{q} x_{q}=\theta, \quad \theta=0,1,2
$$

The only attributes whose levels determine the entries in the sets are those with non-zero coefficients. There are three sets associated with each equation:

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{k}\right) \mid \sum_{q} \alpha_{q} x_{q}=0\right\},\left\{\left(x_{1}, x_{2}, \ldots, x_{k}\right) \mid \sum_{q} \alpha_{q} x_{q}=1\right\}
$$

and

$$
\left\{\left(x_{1}, x_{2}, \ldots, x_{k}\right) \mid \sum_{q} \alpha_{q} x_{q}=2\right\} .
$$

We will let

$$
P\left(\sum_{q} \alpha_{q} x_{q}\right)=P\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)
$$

be the set of three sets associated with the equation $\sum_{q} \alpha_{q} x_{q}$, and we will talk about the pencil associated with $\sum_{q} \alpha_{q} x_{q}$.

For any interaction involving $t$ attributes, there are $2^{t-1}$ associated pencils. For example, if we want to calculate the interaction between the first three factors we would calculate contrasts between the sets in $P(1110 \ldots 0), P(1120 \ldots 0), P(1210 \ldots 0)$ and $P(1220 \ldots 0)$. Each pencil gives rise to two independent contrasts. Contrasts from different pencils are orthogonal since any two sets from different pencils intersect in $3^{k-2}$ treatment combinations.

## $\square$ EXAMPLE 2.2.11.

Let $k=2$. The sets in each pencil are indicated in Table 2.13. The corresponding contrasts are given in Table 2.14.

Table 2.13 Pencils for a $3^{2}$ Factorial Design

| Pencil | $\theta=0$ | $\theta=1$ | $\theta=2$ |
| :--- | :---: | :---: | :---: |
| $P(10)$ or $x_{1}=\theta$ | $00,01,02$ | $10,11,12$ | $20,21,22$ |
| $P(01)$ or $x_{2}=\theta$ | $00,10.20$ | $01,11,21$ | $02,12,22$ |
| $P(11)$ or $x_{1}+x_{2}=\theta$ | $00,12,21$ | $01,10,22$ | $02,11.20$ |
| $P(12)$ or $x_{1}+2 x_{2}=\theta$ | $00,11,22$ | $02,10,21$ | $01,12.20$ |

EXAMPLE 2.2.12.
Consider the design constructed in Example 2.2.8 and given in Table 2.12. The contrasts for the main effects for the design are given in Table 2.15.

Table 2.14 Contrasts for a $3^{2}$ Factorial Design

| 00 | 01 | 02 | 10 | 11 | 12 | 20 | 21 | 22 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- | :--- |
| -1 | -1 | -1 | 0 | 0 | 0 | 1 | 1 | 1 | $A_{\mathrm{L}}$ |
| 1 | 1 | 1 | -2 | -2 | -2 | 1 | 1 | 1 | $A_{\mathrm{Q}}$ |
| -1 | 0 | 1 | -1 | 0 | 1 | -1 | 0 | 1 | $B_{\mathrm{L}}$ |
| 1 | -2 | 1 | 1 | -2 | 1 | 1 | -2 | 1 | $B_{\mathrm{Q}}$ |
| -1 | 0 | 1 | 0 | 1 | -1 | 1 | -1 | 0 | $P(11)_{\mathrm{L}}$ |
| 1 | -2 | 1 | -2 | 1 | 1 | 1 | 1 | -2 | $P(11)_{\mathrm{Q}}$ |
| -1 | 1 | 0 | 0 | -1 | 1 | 1 | 0 | -1 | $P(12)_{\mathrm{L}}$ |
| 1 | 1 | -2 | -2 | 1 | 1 | 1 | -1 | 1 | $P(12)_{\mathrm{Q}}$ |

Table 2.15 Contrasts for a $3^{4-2}$ Factorial Design

| 0000 | 0121 | 0212 | 1022 | 1110 | 1201 | 2011 | 2102 | 2220 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| -1 | -1 | -1 | 0 | 0 | 0 | 1 | 1 | 1 | $A_{\mathrm{L}}$ |
| 1 | 1 | 1 | -2 | -2 | -2 | 1 | 1 | 1 | $A_{\mathrm{Q}}$ |
| -1 | 0 | 1 | -1 | 0 | 1 | -1 | 0 | 1 | $B_{\mathrm{L}}$ |
| 1 | -2 | 1 | 1 | -2 | 1 | 1 | -2 | 1 | $B_{\mathrm{Q}}$ |
| -1 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 1 | $C_{\mathrm{L}}$ |
| 1 | 1 | -2 | 1 | -2 | 1 | -2 | 1 | 1 | $C_{\mathrm{Q}}$ |
| -1 | 0 | 1 | 1 | -1 | 0 | 0 | 1 | -1 | $D_{\mathrm{L}}$ |
| 1 | -2 | 1 | 1 | 1 | -2 | -2 | 1 | 1 | $D_{\mathrm{Q}}$ |

2.2.2.1 Regular Designs with All Factors at 3 Levels For two vectors a and b, we will define $\mathbf{a}+\mathbf{b}$ using component-wise addition modulo 3. Thus
$0+0=1+2=2+1=0,0+1=1+0=2+2=1$ and $0+2=1+1=2+0=2$.
Hence, for the two vectors $\mathbf{a}=(0,0,0,1,1,1,2,2,2)$ and $\mathbf{b}=(0,1,2,0,1,2,0,1,2)$, we see that $\mathbf{a}+\mathbf{b}=(0,1,2,1,2,0,2,0,1)$.

We will write a set of generators in a standard order. If the design has $3^{k-p}$ treatments, then we need to define $k-p$ generator vectors $\mathbf{b}_{i}$. For $\mathbf{b}_{1}$, we let the first $3^{k-p-1}$ entries be 0 , the next $3^{k-p-1}$ entries be $\mathbf{I}$ and the remaining $3^{k-p-1}$ entries be 2 . For $\mathrm{b}_{2}$, we let the first $3^{k-p-2}$ entries be 0 , the next $3^{k-p-2}$ entries be 1 , the next $3^{k-p-2}$ be 2 , the next $3^{k-p-2}$ entries be 0 , and so on. For $\mathbf{b}_{3}$, we let the first $3^{k-p-3}$ entries be 0 , the next $3^{k-p-3}$ entries be 1 , the next $3^{k-p-3}$ be 2 , and so on. We continue defining generators in this way until we get to $b_{k-p}$ which has 0,1 and 2 in turn.

For instance, when $k=4$ and $p=1$, we get the three generator vectors

$$
\begin{aligned}
& \mathbf{b}_{1}=(0,0,0,0,0,0,0,0,0,1,1,1,1,1,1,1,1,1,2,2,2,2,2,2,2,2,2), \\
& \mathbf{b}_{2}=(0,0,0,1,1,1,2,2,2,0,0,0,1,1,1,2,2,2,0,0,0,1,1,1,2,2,2),
\end{aligned}
$$

and

$$
\mathbf{b}_{3}=(0,1,2,0,1,2,0,1,2,0,1,2,0,1,2,0,1,2,0,1,2,0,1,2,0,1,2) \text {. }
$$

If we write $2 \mathbf{a}$, then that means we multiply each component of a by 2 modulo 3 .
We can now define the levels of all the other factors in the design in terms of the $\mathbf{b}_{i}$. Table 2.16 contains generators for designs of resolution 3 with up to 10 factors and Table 2.17 contains generators for designs of resolution 5 with up to 10 factors. We let $N$ denote the number of combinations of factor levels so $N=3^{k-p}$.

Table 2.16 Smallest Known Regular 3-Level Designs with Resolution at Least 3

| $k$ | $\mathbf{N}$ | Other Factors |
| :---: | :---: | :---: |
| 4 | 9 | $\mathbf{b}_{3}=\mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{4}=\mathbf{b}_{1}+2 \mathbf{b}_{2}$ |
| 5 | 27 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}$ |
| 6 | 27 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{6}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{3}$ |
| 7 | 27 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}$, |
|  | $\mathbf{b}_{6}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+2 \mathbf{b}_{3}$ |  |
| 8 | 27 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{6}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{3}$, |
|  | $\mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}$ |  |
| 9 | 27 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{6}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{3}$, |
|  |  | $\mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{9}=\mathbf{b}_{1}+\mathbf{b}_{3}$ |
| 10 | 27 | $\mathbf{b}_{4}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}, \mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{6}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{3}$, |
|  |  | $\mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+2 \mathbf{b}_{3}, \mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{2}, \mathbf{b}_{9}=\mathbf{b}_{1}+\mathbf{b}_{3}, \mathbf{b}_{10}=\mathbf{b}_{2}+\mathbf{b}_{3}$ |

### 2.2.3 A Brief Introduction to Finite Fields

The ideas developed in the previous two sections make it easy to construct fractions that confound certain effects. The same ideas will not work for all possible numbers of levels

Table 2.17 Smallest Known 3-Level Designs with Resolution at Least 5

| $k$ | $\mathbf{N}$ | Other Factors |
| :---: | :---: | :---: |
| 5 | 81 | $\mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}$ |
| 6 | 243 | $\mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}$ |
| 7 | 243 | $\mathbf{b}_{6}=2 \mathbf{b}_{1}+2 \mathbf{b}_{2}+2 \mathbf{b}_{3}+2 \mathbf{b}_{4}, \mathbf{b}_{7}=2 \mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{4}+2 \mathbf{b}_{5}$ |
| 8 | 243 | $\mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}+\mathbf{b}_{5}, \mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{4}+\mathbf{b}_{5}$, |
|  | $\mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+2 \mathbf{b}_{5}$ |  |
| 9 | 243 | $\mathbf{b}_{6}=\mathbf{b}_{1}+\mathbf{b}_{2}+2 \mathbf{b}_{3}+\mathbf{b}_{5}, \mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{4}+\mathbf{b}_{5}$, |
|  | $\mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+2 \mathbf{b}_{5}, \mathbf{b}_{9}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+2 \mathbf{b}_{4}$ |  |
| 10 | 243 | $\mathbf{b}_{6}=\mathbf{b}_{\mathbf{1}}+\mathbf{b}_{2}+2 \mathbf{b}_{3}+\mathbf{b}_{5}, \mathbf{b}_{7}=\mathbf{b}_{1}+2 \mathbf{b}_{2}+\mathbf{b}_{4}+\mathbf{b}_{5}$, |
|  | $\mathbf{b}_{8}=\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+2 \mathbf{b}_{5}, \mathbf{b}_{9}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+2 \mathbf{b}_{4}$, |  |
|  | $\mathbf{b}_{10}=2 \mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}$ |  |

nor for situations in which not all factors have the same number of levels. In this section we develop the idea of a finite field. This is an algebraic structure that we need in order to be able to extend the techniques of the previous two sections.

We begin by looking at four levels. Suppose that there are $k=2$ factors. Suppose that we work modulo 4 so that $1+1=2,1+2=3,1+3=0,2+2=0,2+3=1$, and so on. Think about the pencil $P(12)$. It contains the four sets

$$
\begin{aligned}
& \left\{\left(x_{1}, x_{2}\right) \mid x_{1}+2 x_{2}=0\right\}=\{00,02,21,23\}, \\
& \left\{\left(x_{1}, x_{2}\right) \mid x_{1}+2 x_{2}=1\right\}=\{10,12,31,33\}, \\
& \left\{\left(x_{1}, x_{2}\right) \mid x_{1}+2 x_{2}=2\right\}=\{01,03,20,22\}, \\
& \left\{\left(x_{1}, x_{2}\right) \mid x_{1}+2 x_{2}=3\right\}=\{11,13,30,32\} .
\end{aligned}
$$

Note that each of these sets contains either two entries or zero entries from the sets of the pencil $P(10)$ (from which we calculate the $A$ main effect). Since these intersections are not of a constant size, the arguments that we have used in the previous sections, to establish the orthogonality of the contrasts used to estimate the effects, do not work. How can we overcome this problem?

The reason that all the sets from different pencils intersected in a constant number of points when working modulo 2 and 3 is that every non-zero element could be multiplied by some other element to get 1 ; that is, all non-zero elements have multiplicative inverses. For instance, $1 \times 1=1$ modulo both 2 and 3 and $2 \times 2=1$ modulo 3 . When we work modulo 4 we see that $2 \times 1=2,2 \times 2=0$ and $2 \times 3=2$. Thus 2 does not have a multiplicative inverse. So we want to get a set of 4 elements in which multiplicative inverses exist.

We do this by using an appropriate polynomial which we evaluate over the integers modulo $2, Z_{2}$. To get such a polynomial, consider the quadratics over $Z_{2}$, namely, $x^{2}$, $x^{2}+x=x(x+1), x^{2}+1=(x+1)^{2}$ and $x^{2}+x+1$. The first three quadratic equations factor over $Z_{2}$, but $1^{2}+1+1=1$ and $0^{2}+0+1=1$ in $Z_{2}$, and hence the quadratic polynomial $x^{2}+x+1$ does not factor over $Z_{2}$. It is said to be irreducible over $Z_{2}$. We now try to embed $Z_{2}$ in a larger field in which $x^{2}+x+1$ will factor.

Suppose we let $\alpha$ be a solution of $x^{2}+x+1=0$. So $\alpha^{2}+\alpha+1=0$ and hence $\alpha^{2}=\alpha+1$. Since we are working modulo 2 , we have

$$
(\alpha+1)^{2}+(\alpha+1)+1=\left(\alpha^{2}+1\right)+(\alpha+1)+1=\alpha^{2}+\alpha+1=0 .
$$

Consequently, $\alpha+1$ is the other solution of our equation. Thus we get the addition and multiplication tables shown in Table 2.18.

Table 2.18 The Finite Field with 4 Elements

| + | 0 | 1 | $\alpha$ | $\alpha+1$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | $\alpha$ | $\alpha+1$ |
| 1 | 1 | 0 | $\alpha+1$ | $\alpha$ |
| $\alpha$ | $\alpha$ | $\alpha+1$ | 0 | 1 |
| $\alpha+1$ | $\alpha+1$ | $\alpha$ | 1 | 0 |


| $\times$ | 0 | 1 | $\alpha$ | $\alpha+1$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | $\alpha$ | $\alpha+1$ |
| $\alpha$ | 0 | $\alpha$ | $\alpha+1$ | 1 |
| $\alpha+1$ | 0 | $\alpha+1$ | 1 | $\alpha$ |

We are, in fact, taking the ring of polynomials over $Z_{2}$ and working with them modulo $x^{2}+x+1$ to give the field of order 4 . We will write $G F[4]$ for the field of order 4 (where GF stands for "Galois field" after the French mathematician Evariste Galois (1811-1832)). The integers modulo $n$ form a field if and only if $n$ is prime. In the same way, if we start from $Z_{p}$ for some prime $p$, and consider the ring of polynomials $Z_{p}[x]$ over $Z_{p}$, modulo a polynomial $f(x)$, this forms a field if and only if $f(x)$ is irreducible over $Z_{p}$.

We will write the entries in GF[4] as ordered pairs: (11) $=\alpha+1$ and (01) $=1$, for instance. The only other thing that we need to know about finite fields is that the multiplicative group of the finite field is cyclic. Thus, if we take all the elements in the field other than 0, then each element can be expressed as a power of a primitive element of the field. In the case of $G F[4]$ the primitive element can be taken as $\alpha$ since $\alpha^{2}=\alpha+1$ and $\alpha^{3}=1$. For $G F[5]$, we can use 2 as the primitive element since $2^{2}=4,2^{3}=3$ and $2^{4}=1$. or we can use 3 as the primitive element $\left(3^{2}=4,3^{3}=2\right.$ and $\left.3^{4}=1\right)$ but we can not use 4 (since $4^{2}=1$ ).

Of course if we represent the entries in $G F[4]$ as ordered pairs then we have the same representation for the levels of a four-level factor as we would have from having two factors each with two levels. This can be a useful way of thinking about a four-level factor; we say that the two new factors are the pseudo-factors corresponding to the original four-level factor. Three orthogonal contrasts for the four-level factor can be represented by linear, quadratic, and cubic orthogonal polynomials. or they can be represented by the main effects and the two-factor interaction of the psendo-factors. We will see later that both representations are useful, depending on the circumstances.

Armed with these finite fields, we can now give constructions of regular fractions for any symmetric design with a prime or prime-power number of levels.

### 2.2.4 Fractions for Prime-Power Levels

In this section we will use $\ell$ to represent either a prime or a prime power. We will write $G F[\ell]$ as $\alpha_{0}=0, \alpha_{1}=1, \alpha_{2}=x, \ldots, \alpha_{\ell-1}=x^{\ell-2}$ where $x$ is a primitive element of $G F[\ell]$

### 2.2.4.1 Regular Resolution 3 Fractions

## CONSTRUCTION 2.2.1.

There is a resolution 3 design with $\ell+1$ factors on $\ell$ symbols.

Proof. We will let $\mathrm{b}_{1}$ be a vector with $\ell 0$ 's, then $\ell 1$ 's, then $\ell \alpha_{2}$ 's and so on. We will let $\mathbf{b}_{2}$ be a vector with the elements of $G F[\ell]$ repeated in order $\ell$ times. Thus the pairs from the corresponding positions of $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ give one copy of each of the possible ordered pairs with entries from $G F[\ell]$. We can construct a resolution 3 design with up to $\ell+1$ factors and with $\ell^{2}$ treatment combinations by using $\mathrm{b}_{1}$ for the levels of the first factor, $\mathbf{b}_{2}$ for the levels of the second factor and $\mathbf{b}_{1}+\alpha_{q} \mathbf{b}_{2}$ for the levels of the $(q+2)$ th factor, $q=1,2, \ldots, \ell-1$.

## EXAMPLE 2.2.13.

Let $\ell=4$. Let $x=\alpha$. Then $\alpha_{1}=1, \alpha_{2}=\alpha$ and $\alpha_{3}=\alpha^{2}=\alpha+1$. Thus we get

$$
\mathbf{b}_{1}=(0,0,0,0,1,1,1,1, \alpha, \alpha, \alpha, \alpha, \alpha+1, \alpha+1, \alpha+1, \alpha+1)
$$

and

$$
\mathbf{b}_{2}=(0,1, \alpha, \alpha+1,0,1, \alpha, \alpha+1,0,1, \alpha, \alpha+1,0,1, \alpha, \alpha+1) .
$$

The third factor has levels given by $\mathbf{b}_{1}+\mathbf{b}_{2}$, the fourth factor has levels given by $\mathbf{b}_{1}+\alpha \mathbf{b}_{2}$ and the fifth factor has levels given by $\mathbf{b}_{1}+(\alpha+1) \mathbf{b}_{2}$. The final design is given in Table 2.19.

Table 2.19 A Resolution $34^{5-3}$ Fractional Factorial Design

| Factors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | $\alpha$ | $\alpha+1$ |
| 0 | $\alpha$ | $\alpha$ | $\alpha+1$ | 1 |
| 0 | $\alpha+1$ | $\alpha+1$ | 1 | $\alpha$ |
| 1 | 0 | 1 | 1 | 1 |
| 1 | 1 | 0 | $\alpha+1$ | $\alpha$ |
| 1 | $\alpha$ | $\alpha+1$ | $\alpha$ | 0 |
| 1 | $\alpha+1$ | $\alpha$ | 0 | $\alpha+1$ |
| $\alpha$ | 0 | $\alpha$ | $\alpha$ | $\alpha$ |
| $\alpha$ | 1 | $\alpha+1$ | 0 | 1 |
| $\alpha$ | $\alpha$ | 0 | 1 | $\alpha+1$ |
| $\alpha$ | $\alpha+1$ | 1 | $\alpha+1$ | 0 |
| $\alpha+1$ | 0 | $\alpha+1$ | $\alpha+1$ | $\alpha+1$ |
| $\alpha+1$ | 1 | $\alpha$ | 1 | 0 |
| $\alpha+1$ | $\alpha$ | 1 | 0 | $\alpha$ |
| $\alpha+1$ | $\alpha+1$ | 0 | $\alpha$ | 1 |

This construction gives us resolution 3 designs for up to five 4-level factors, up to six 5 -level factors, up to eight 7 -level factors, up to 98 -level factors and so on. If we need more factors then we will need other constructions; see Section 2.3.
2.2.4.2 Regular Resolution 5 Fractions Here is an easy construction for regular resolution 5 designs that works only when the number of levels is a prime or a prime power. It is a special case of a more general construction given by Bush (1952); see also Hedayat et al. (1999).

## CONSTRUCTION 2.2.2.

Let $\ell$ be a prime or a prime power with $\ell \leq 4$. Then there is a resolution 5 fractional factorial design with 5 factors and $\ell^{4}$ treatment combinations.

Proof. Let the elements of the Galois field be $\alpha_{0}=0, \alpha_{1}=1, \ldots, \alpha_{\ell-1}$. Construct the generators $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$, and $\mathbf{b}_{4}$ in the usual way. Then construct one further factor, where $\mathbf{b}_{5}=\mathbf{b}_{1}+\mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}$. Verifying that this construction works is left as an exercise.

The three designs from this construction have five 2-level factors or five 3-level factors or five 4-level factors.

There are other constructions for such designs available when the restriction about regularity is removed; see Section 2.3.

### 2.2.5 Exercises

1. Construct a regular design of resolution 3 with five factors each with two levels.
2. Construct a regular design of resolution 3 with five factors each with two levels and with $N=16$. How many inequivalent designs can you get for this situation? (Two designs are said to be inequivalent if you cannot get from one to the other by permuting factors or levels within factors.)
3. Let $k=6$ and suppose that all factors have two levels. Consider the fractional factorial design given by $x_{1}+x_{2}+x_{4}=0, x_{1}+x_{3}+x_{5}=0$ and $x_{2}+x_{3}+x_{6}=0$. Find the sum of the three pairs of equations and the sum of all three equations. Hence give the resolution of the design.
4. Give the 9 treatment combinations in the regular 3 -level design with $k=4$ factors.
5. List all the quadratic polynomials over $G F[3]$. Hence construct the Galois field $G F[9]$.
6. Use Construction 2.2.1 to construct a resolution 3 design for 6 factors each with 5 levels.
7. Proof that the construction given in Construction 2.2 .2 works.

### 2.3 IRREGULAR FRACTIONS

When they exist, the defining equations of a regular fraction provide a convenient way of summarizing the treatment combinations in a fraction. For asymmetric factorials, it is not possible to define fractions in such a neat way; instead, we must list explicitly the treatment combinations in the fraction. Even for a symmetric factorial, it is sometimes more convenient to list the treatment combinations rather than just the defining contrasts.

We begin by considering the properties that the treatment combinations in regular fractions have and consider how to apply these to asymmetric factorials.

We first consider fractions of resolution 3. Because the treatment combinations in a regular fraction are the solutions to a set of independent linear equations, each with at least three non-zero coefficients, each level of each factor appears equally often. So this is one feature that we would like to be true for any irregular fraction as well.

In fact, since each of the independent linear equations has at least three non-zero coefficients in it, the levels of any two factors can be specified and there are the same number of solutions to the equations with the specified levels of these two factors. This means that, in the regular fraction for any two factors, each pair of levels appears in the same number of treatment combinations. This is the second feature that we would like for an irregular fraction.

If an irregular fraction has these two features then the main effects contrasts from any two factors will be orthogonal, and so the corresponding effects will be independently estimated. Thus irregular fractions in which each level of each factor appears equally often and any pair of levels from any two factors appears equally often are the natural generalization of regular fractions of resolution 3. In such fractions, the main effects can be estimated independently.

In a similar way, we can generalize the features of a regular fraction of resolution 5 . In addition to the two features discussed above, we know that the defining equations for a design of resolution 5 all have at least 5 non-zero coefficients. Thus we can independently specify levels for 4 of the factors, and there will be the same number of treatment combinations for any such combination of levels for each set of four factors. This becomes the third feature that we need to get a fraction that is a generalization of a regular fraction of resolution 5. Because for each pair of factors each possible level combination appears with each possible level combination for any other pair of factors, the two-factor interactions can be estimated independently of each other.

For symmetric designs we can formalize these observations in the following definition which is a natural generalization of the requirements for fractions of resolution 3 and 5 .

An orthogonal array $\mathrm{OA}[N, k, \ell, t]$ is a $N \times k$ array with elements from a set of $\ell$ symbols such that any $N \times t$ subarray has each $t$-tuple appearing as a row $N / \ell^{t}$ times. Often $N / \ell^{t}$ is called the index of the array, $t$ the strength of the array, $k$ is the number of constraints and $\ell$ is the number of levels. The fractional factorial design in Table 2.5 is an example of an OA with $k=4$ and $n=8$. We see that in each column there are 40 s and 41 s . In any pair of columns, there are 2 copies of each of the pairs $(0,0),(0,1),(1,0)$ and ( 1,1 ); thus the array has strength 2 . We know that this array has resolution 3 since the defining equation has three non-zero coefficients. This illustrates a general result: An orthogonal array of strength $t$ is a fractional factorial design of resolution $t+1$. To establish that a design is of resolution 4, it may be easier to establish that any set of three columns has each of the possible ordered triples appearing as rows equally often. Similarly, a design has resolution 5 if any set of four columns has each of the possible ordered quadruples appearing as rows equally often.

This gives us a definition that we can easily generalize to asymmetric factorials. The estimability properties of these asymmetric orthogonal arrays are the same as those of symmetric orthogonal arrays of the same strength; see Hedayat et al. (1999) for a formal proof.

An asymmetric orthogonal array $\mathrm{OA}\left[N ; \ell_{1}, \ell_{2}, \ldots, \ell_{k} ; t\right]$ is a $N \times k$ array with elements from a set of $\ell_{q}$ symbols in column $q$ such that any $N \times t$ subarray has each $t$-tuple appearing as a row an equal number of times. Such an array is said to have strength $t$.

We will usually use "orthogonal array" for either an asymmetric or a symmetric array.
Orthogonal arrays of strength two are a subset of the class of orthogonal main effect plans. We let $n_{x q}$ be the number of times that level $x$ appears in column $q$ of the array. A $k$ factor, $N$ run, $\ell_{q}$-level, $1 \leq q \leq k$, orthogonal main effects plan (OMEP) is an $N \times k$ array with symbols $0,1, \ldots, \ell_{q}-1$ in column $q$ such that, for any pair of columns $q$ and $p$, the number of times that the ordered pair ( $x, y$ ) appears in the columns is $n_{x q} n_{y p} / N$.

It can be shown that the main effects can be estimated orthogonally from the results of an OMEP; see Dey (1985).

If we represent the two levels of each binary factor in an OMEP by -1 and 1 then the inner product of any two binary columns of the OMEP is 0 .

Sometimes several factors will have the same number of levels and this is often indicated by powers. So an OA $32 ; 2,2,2,4,4 ; 4]$ is written as $\mathrm{OA}\left[32 ; 2^{3}, 4^{2} ; 4\right]$. Another common notation for an OA or an OMEP is to use $\ell_{1} \times \ell_{2} \times \ldots \times \ell_{k} / / N$ for an $\mathrm{OA}\left[N ; \ell_{1}, \ell_{2} \ldots, \ell_{k}: t\right]$, most often when $t=2$ or the fact that $t>2$ is not relevant.

### 2.3.1 Two Constructions for Symmetric OAs

Various constructions for orthogonal arrays have been found; a nice summary is given in Hedayat et al. (1999). We give two of the most useful constructions in this section.

The next construction gives a resolution 3 design with $2 \ell^{2}$ treatment combinations for up to $2 \ell+1$ factors when $\ell$ is odd.

## $\square$ CONSTRUCTION 2.3.1.

If $\ell$ is an odd prime or prime power then there is an $O A\left[2 \ell^{2}, 2 \ell+1, \ell, 2\right]$.
Proof. Let the elements in $G F[\ell]=\left\{\alpha_{0}=0, \alpha_{1}=1, \alpha_{2}, \ldots, \alpha_{\ell-1}\right\}$. The design is constructed in two parts. As in Sections 2.2.1 and 2.2.2 we let $\mathbf{b}_{1}$ be a vector of length $\ell^{2}$ with the first $\ell$ entries equal to $\alpha_{0}$, the next $\ell$ entries equal to $\alpha_{1}$ and so on until the final $\ell$ entries are equal to $\alpha_{\ell-1}$. We let $\mathbf{b}_{2}$ have first entry $\alpha_{0}$, second entry $\alpha_{1}$ and so on until entry $\ell$ is $\alpha_{\ell-1}$ and these entries are repeated in order $\ell$ times. For the first $\ell^{2}$ treatment combinations we use $b_{1}$ for the levels of the first factor, $b_{2}$ for the levels of the second factor, and $\mathbf{b}_{1}+\alpha_{q} \mathbf{b}_{2}$ for the levels of the $(q+2)$ th factor, $q=1,2, \ldots \ell-1$. To get the levels for the remaining $\ell$ factors, we use $\mathbf{b}_{1}^{2}+\alpha_{q} \mathbf{b}_{1}+\mathbf{b}_{2}, q=0, \ldots, \ell-1$. For the remaining $\ell^{2}$ treatment combinations, we use $\mathbf{b}_{1}$ for the levels of the first factor, $\mathbf{b}_{2}$ for the levels of the second factor, $\mathbf{b}_{1}+\alpha_{q} \mathbf{b}_{2}+\nu_{q}, q=1, \ldots, \ell-1$, for the levels of the next $\ell-1$ factors and $\theta \mathbf{b}_{1}^{2}+\mathbf{b}_{2}, \theta \mathbf{b}_{1}^{2}+\theta q \mathbf{b}_{1}+\mathbf{b}_{2}+\rho_{q}, q=1, \ldots, \ell-1$, for the levels of the final $\ell$ factors, where we have to determine $\nu_{1}, \nu_{2}, \ldots, \nu_{\ell-1}, \rho_{1}, \rho_{2}, \ldots, \rho_{\ell-1}, \theta, \theta_{1}, \theta_{2}, \ldots, \theta_{\ell-1}$,

We let $\theta$ be any non-square element of $G F[\ell]$. We let $\nu_{q}=(\theta-1)\left(4 \theta \alpha_{q}\right)^{-1}, \theta_{q}=\theta \alpha_{q}$ and $\rho_{q}=\alpha_{q}^{2}(\theta-1) 4^{-1}, q=1,2, \ldots, \ell-1$.

The result sometimes holds for $\ell$ even; see Hedayat et al. (1999) (p. 47) for a discussion and another way of constructing OAs with $2^{n}$ symbols. The smallest design for $\ell$ a power of 2 that would be given by this construction is an OA with 9 factors each with 4 levels with $N=32$.

## - EXAMPLE 2.3.1.

Let $\ell=3$. Since 2 is not a square in $G F[3]$, we let $\theta=2$. So we have $\nu_{1}=(4 \times 2 \times 1)^{-1}=$ $2, \nu_{2}=(4 \times 2 \times 2)^{-1}=1, \theta_{1}=2, \theta_{2}=1, \rho_{1}=4-1=1$ and $\rho_{2}=4^{-1}=1$. Thus the treatment combinations in the second half are given by $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}+2, \mathbf{b}_{1}+2 \mathbf{b}_{2}+1$, $2 \mathbf{b}_{1}^{2}+\mathbf{b}_{2}, 2 \mathbf{b}_{1}^{2}+2 \mathbf{b}_{1}+\mathbf{b}_{2}+1$ and $2 \mathbf{b}_{1}^{2}+\mathbf{b}_{1}+\mathbf{b}_{2}+1$. The final 18 treatment combinations are given in Table 2.20.

The next result is a special case of a result in Bush (1952) and gives an orthogonal array of strength 4 , equivalently a resolution 5 fractional factorial design.

## - CONSTRUCTION 2.3.2.

If $\ell$ is a prime or a prime power and $\ell \geq 3$, then there is an $O A\left(\ell^{4}, \ell+1, \ell, 4\right]$.

Table 2.20 A Resolution 3 Fractional Factorial Design for Seven 3-Level Factors

| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 2 | 1 | 1 | 1 |
| 0 | 2 | 2 | 1 | 2 | 2 | 2 |
| 1 | 0 | 1 | 1 | 1 | 2 | 0 |
| 1 | 1 | 2 | 0 | 2 | 0 | 1 |
| 1 | 2 | 0 | 2 | 0 | 1 | 2 |
| 2 | 0 | 2 | 2 | 1 | 0 | 2 |
| 2 | 1 | 0 | 1 | 2 | 1 | 0 |
| 2 | 2 | 1 | 0 | 0 | 2 | 1 |
| 0 | 0 | 2 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 1 | 2 | 2 |
| 0 | 2 | 1 | 2 | 2 | 0 | 0 |
| 1 | 0 | 0 | 2 | 2 | 2 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 | 2 |
| 1 | 2 | 2 | 0 | 1 | 1 | 0 |
| 2 | 0 | 1 | 0 | 2 | 1 | 2 |
| 2 | 1 | 2 | 2 | 0 | 2 | 0 |
| 2 | 2 | 0 | 1 | 1 | 0 | 1 |

Proof. Use the elements of $G F[\ell]$ to label the columns of the array and the polynomials of degree at most 3 to label the rows of the array. Suppose that $\psi_{i}$ is the polynomial associated with row $i$ and that field element $\alpha_{j}$ is associated with column $j$. Then the $(i, j)$ entry is $\psi_{i}\left(\alpha_{j}\right)$. The final column contains the coefficient of $x^{3}$ in $\psi_{i}$. The verification that this array has the desired properties is left as an exercise.

## ■ EXAMPLE 2.3.2.

Let $\ell=3$. Then we can use Construction 2.3 .2 to construct an $\mathrm{OA}[81,4,3,4]$. There are three polynomials of order $0: 0,1$ and 2 . There are 6 polynomials of order $1: x, x+1$, $x+2,2 x, 2 x+1$ and $2 x+2$. There are 18 polynomials of order 2 : the 9 with leading coefficient 1 are $x^{2}, x^{2}+1, x^{2}+2, x^{2}+x, x^{2}+x+1, x^{2}+x+2, x^{2}+2 x, x^{2}+2 x+1$ and $x^{2}+2 x+2$. There are a further 9 quadratics with leading coefficient equal to 2 . Finally each of these 27 polynomials can have $x^{3}$ or $2 x^{3}$ added to it to give the 81 polynomials required in the construction.

### 2.3.2 Constructing OA[ $\left.2^{k} ; 2^{k_{1}}, 4^{k_{2}} ; 4\right]$

Addelman (1972) gave some useful constructions for these designs. He described each 4-level factor by three 2 -level generators and he gave a set of generators for the 2-level factors. This set had to be such that no linear combination of two or three of the generators in the set was also in the set.

We give the six designs that he gave in Table 2.21.

## $\square$ EXAMPLE 2.3.3.

To construct an $\mathrm{OA}\left[64 ; 2^{3}, 4^{2} ; 4\right]$ we need the generators of length 64 . So $\mathrm{b}_{1}$ has 320 s and then $321 \mathrm{~s}, \mathbf{b}_{2}$ has 160 s , then 161 s then 160 s then 161 s and so on until $b_{6}$ which alternates 0 s and 1 s . Then we use $\mathbf{b}_{5}, b_{6}$ and $b_{1}+b_{3}+b_{5}+b_{6}$ to determine the 2 -level factors and

Table 2.21 Generators for $\mathrm{OA}\left[2^{k} ; 2^{k_{1}}, 4^{k_{2}} ; 4\right]$

| OA | Two-Level Factors | Four-Level Factors |
| :---: | :---: | :---: |
| $\mathrm{OA}\left[32 ; 2^{4}, 4 ; 4\right]$ | $\begin{gathered} \mathbf{b}_{3}, \mathbf{b}_{4}, \mathbf{b}_{5} \\ \mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5} \end{gathered}$ | $\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}\right)$ |
| $\mathrm{OA}\left[64: 2^{6}, 4 ; 4\right]$ | $\begin{gathered} \mathbf{b}_{3}, \mathbf{b}_{4}, \mathbf{b}_{5}, \mathbf{b}_{6} \\ \mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}, \\ \mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{6} \end{gathered}$ | $\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}\right)$ |
| $\mathrm{OA}\left[64 ; 2^{3} \cdot 4^{2} ; 4\right]$ | $\begin{gathered} \mathbf{b}_{5}, \mathbf{b}_{6} \\ \mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{5}+\mathbf{b}_{6} \end{gathered}$ | $\begin{aligned} & \left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}\right) \\ & \left(\mathbf{b}_{3}, \mathbf{b}_{4}, \mathbf{b}_{3}+\mathbf{b}_{4}\right) \end{aligned}$ |
| $\mathrm{OA}\left[128: 2^{9}, 4 ; 4\right]$ | $\begin{gathered} \mathbf{b}_{3}, \mathbf{b}_{4}, \mathbf{b}_{5}, \mathbf{b}_{6}, \mathbf{b}_{7} \\ \mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5} \\ \mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{6}+\mathbf{b}_{7} \\ \mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{6} \\ \mathbf{b}_{2}+\mathbf{b}_{4}+\mathbf{b}_{5}+\mathbf{b}_{7} \end{gathered}$ | $\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}\right)$ |
| $\mathrm{OA}\left[128: 2^{6}, 4^{2} ; 4\right]$ | $\begin{gathered} \mathbf{b}_{5}, \mathbf{b}_{6}, \mathbf{b}_{7} \\ \mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{5}+\mathbf{b}_{6} \\ \mathbf{b}_{1}+\mathbf{b}_{4}+\mathbf{b}_{5}+\mathbf{b}_{7} \\ \mathbf{b}_{2}+\mathbf{b}_{3}+\mathbf{b}_{6}+\mathbf{b}_{7} \end{gathered}$ | $\begin{aligned} & \left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}\right) \\ & \left(\mathbf{b}_{3}, \mathbf{b}_{4} \cdot \mathbf{b}_{3}+\mathbf{b}_{4}\right) \end{aligned}$ |
| $\mathrm{OA}\left[128 ; 2^{3}, 4^{3}: 4\right]$ | $b_{7}$, $\begin{aligned} & \mathbf{b}_{1}+\mathbf{b}_{3}+b_{5}+b_{7} \\ & \mathbf{b}_{2}+\mathbf{b}_{4}+b_{6}+b_{7} \end{aligned}$ | $\begin{aligned} & \left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{1}+\mathbf{b}_{2}\right) \\ & \left(\mathbf{b}_{3}, \mathbf{b}_{4}, \mathbf{b}_{3}+\mathbf{b}_{4}\right) \\ & \left(\mathbf{b}_{5}, \mathbf{b}_{6}, \mathbf{b}_{5}+\mathbf{b}_{6}\right) \end{aligned}$ |

use $b_{1}, b_{2}, b_{1}+b_{2}$ and $b_{3}, b_{4}, b_{3}+b_{4}$ for the two 4-level factors. The resulting design is given Table 2.22.

Table 2.22 The $\mathrm{OA}\left[64 ; 2^{3}, 4^{2} ; 4\right]$
$\left.\begin{array}{lllllllllllllllllllllll}\hline 0 & 0 & 0 & 0 & 0 & & 0 & 1 & 1 & 0 & 0 & & 1 & 0 & 1 & 0 & 0 & & & 1 & 1 & 0 & 0\end{array}\right)$

### 2.3.3 Obtaining New Arrays from Old

Given an orthogonal array, symmetric or asymmetric, it is possible to get other arrays from it by deleting one, or more, factors and by equating some of the levels for one, or more, of the factors. Sometimes it is possible to replace the entries in one factor by several factors, each with fewer levels, and sometimes it is possible to combine several factors to get one factor with more levels. In this section we will discuss each of these situations in turn.

## ■ CONSTRUCTION 2.3.3. Collapsing Levels

Consider an orthogonal array with a factor with $\ell_{q}$ levels. Suppose that we want to make this into a factor with $\ell_{s}<\ell_{q}$ levels. We can do this by changing level $\ell_{s}$ to $0, \ell_{s}+1$ to 1 , $\ell_{s}+2$ to 2 , and so on, until all the levels in the original factor have been changed to ones for the new factor:

This way of making the changes guarantees that each level of the new factor appears about the same number of times (exactly the same number of times if $\ell_{s} \mid \ell_{q}$ ) and the properties of the original array guarantee that the final array is an OMEP. But any collapsing that results in levels appearing about the same number of times is just as good.

This procedure is almost impossible to reverse.

## ■ EXAMPLE 2.3.4.

Consider the array in Table 2.20. Suppose that we want an array with 7 factors, 3 with two levels and 4 with three levels. Then we could collapse the levels in the first three factors to get the OMEP shown in Table 2.23. Note that the first three factors have level 0 repeated 12 times and level 1 repeated 6 times.

The next construction only applies to orthogonal arrays of strength 2 .

Table 2.23 A Resolution 3 Fractional Factorial Design for Three 2-Level Factors and Four 3-Level Factors

| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 2 | 1 | 1 | 1 |
| 0 | 0 | 0 | 1 | 2 | 2 | 2 |
| 1 | 0 | 1 | 1 | 1 | 2 | 0 |
| 1 | 1 | 0 | 0 | 2 | 0 | 1 |
| 1 | 0 | 0 | 2 | 0 | 1 | 2 |
| 0 | 0 | 0 | 2 | 1 | 0 | 2 |
| 0 | 1 | 0 | 1 | 2 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 2 | 1 |
| 0 | 0 | 0 | 1 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 | 1 | 2 | 2 |
| 0 | 0 | 1 | 2 | 2 | 0 | 0 |
| 1 | 0 | 0 | 2 | 2 | 2 | 1 |
| 1 | 1 | 1 | 1 | 0 | 0 | 2 |
| 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| 0 | 0 | 1 | 0 | 2 | 1 | 2 |
| 0 | 1 | 0 | 2 | 0 | 2 | 0 |
| 0 | 0 | 0 | 1 | 1 | 0 | 1 |

CONSTRUCTION 2.3.4. Expansive Replacement
Suppose that we have an orthogonal array of strength 2 in which there is one factor with $\ell_{1}$ levels. Suppose that there is an orthogonal array of strength 2 which has $\ell_{1}$ runs. Label these runs from 0 to $\ell_{1}-1$. Then we can replace each level of the factor with $\ell_{1}$ levels in the first array by the corresponding run of the second array.

The name arises because the new array has more factors than the original array.
EXAMPLE 2.3.5.
Consider the array in Table 2.24. Suppose that we want to replace one of the factors with the runs from the OA $4,3,2,2]$. The runs of this array are given in Table 2.25. The resulting OA $[16 ; 2,2,2,4,4,4,4 ; 2]$ is given in Table 2.26. If we make this replacement for all five of the 4 -level factors, then we get the array in Table 2.27.

The most common examples of expansive replacement are replacement of a factor with 4 levels by three factors each with 2 levels and replacement of a factor with 8 levels by seven factors each with 2 levels.

It is sometimes possible to replace several factors with one factor with more levels. Before we describe this contractive replacement we need to define the idea of a a tight or saturated orthogonal array. In a tight or saturated orthogonal array with $k$ factors, $N=1+\sum_{q=1}^{k}\left(\ell_{q}-1\right)$. Thus we see that there is no room for any more factors.

## $\square$ CONSTRUCTION 2.3.5. Contractive Replacement

Let $A$ be an $O A\left[N ; \ell_{1}, \ell_{2}, \ldots, \ell_{k} ; 2\right]$ such that the first $s$ columns of $A$ form $N / N_{1}$ copies of an $O A\left[N_{1}: \ell_{1}, \ell_{2}, \ldots, \ell_{s} ; 2\right], B$ say, that is tight. Use $0,1, \ldots, N_{1}-1$ to label the rows of $B$, and then use these labels to replace the first $s$ columns of $A$. The resulting design is an $O A\left[N ; N_{1}, \ell_{s+1}, \ldots, \ell_{k} ; 2\right]$.

Table 2.24 An OA[16,5, 4, 2]

| 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 2 | 3 |
| 0 | 2 | 2 | 3 | 1 |
| 0 | 3 | 3 | 1 | 2 |
| 1 | 0 | 1 | 1 | 1 |
| 1 | 1 | 0 | 3 | 2 |
| 1 | 2 | 3 | 2 | 0 |
| 1 | 3 | 2 | 0 | 3 |
| 2 | 0 | 2 | 2 | 2 |
| 2 | 1 | 3 | 0 | 1 |
| 2 | 2 | 0 | 1 | 3 |
| 2 | 3 | 1 | 3 | 0 |
| 3 | 0 | 3 | 3 | 3 |
| 3 | 1 | 2 | 1 | 0 |
| 3 | 2 | 1 | 0 | 2 |
| 3 | 3 | 0 | 2 | 1 |

Table 2.25 An OA [4, 3, 2, 2]

| 0 | 0 | 0 |
| :--- | :--- | :--- |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

Table 2.26 An OA [16;2,2,2,4,4,4,4;2]

| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 1 | 2 | 3 |
| 0 | 0 | 0 | 2 | 2 | 3 | 1 |
| 0 | 0 | 0 | 3 | 3 | 1 | 2 |
| 0 | 1 | 1 | 0 | 1 | 1 | 1 |
| 0 | 1 | 1 | 1 | 0 | 3 | 2 |
| 0 | 1 | 1 | 2 | 3 | 2 | 0 |
| 0 | 1 | 1 | 3 | 2 | 0 | 3 |
| 1 | 0 | 1 | 0 | 2 | 2 | 2 |
| 1 | 0 | 1 | 1 | 3 | 0 | 1 |
| 1 | 0 | 1 | 2 | 0 | 1 | 3 |
| 1 | 0 | 1 | 3 | 1 | 3 | 0 |
| 1 | 1 | 0 | 0 | 3 | 3 | 3 |
| 1 | 1 | 0 | 1 | 2 | 1 | 0 |
| 1 | 1 | 0 | 2 | 1 | 0 | 2 |
| 1 | 1 | 0 | 3 | 0 | 2 | 1 |

Table 2.27 An OA [16, 15,2,2]

| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |
| 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 |
| 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |

E EXAMPLE 2.3.6.
Consider the design in Table 2.26 . The first three columns form four copies of a tight OA[4, 3, 2, 2] and so replacing 000 with 0,011 with 1,101 with 2 and 110 with 3 gives the OA[16,5,4,2] in Table 2.24.

The same construction will work if the array $A$ could have columns adjoined so that $B$ would be tight. The construction does not work if the original array is not tight, or cannot be made tight, or if only some columns of the tight subarray are replaced, as the next example shows.

## E EXAMPLE 2.3.7.

Consider the first two columns of the orthogonal array in Table 2.26. Then these two columns form $16 / 4=4$ copies of an $O A[4,2,2,2]$, although it is not tight since

$$
1+\left(\ell_{1}-1\right)+\left(\ell_{2}-1\right)=1+1+1=3 \neq 4
$$

If we replace 00 by 0,01 by 1,10 by 2 and 11 by 3 we see that the $0 s$ in the third column of the original array only appear with 0 and 2 in the proposed new 4 -level column. This is because the third column is the binary sum of the first two columns and so its levels are not independently determined. The first three columns of the array do form a tight OA $4,3,2,2,2]$.

By juxtaposing several copies of an array it is possible to get a larger array with $k+1$ factors.

## CONSTRUCTION 2.3.6. Adding One More Factor

Take any $O A\left[N ; \ell_{1}, \ell_{2}, \ldots, \ell_{k} ; t\right]$ and write down $\ell_{k+1}$ copies of the array, one above the other, and then adjoin a $(k+1)$ st factor with $N$ copies of 0 , then $N$ copies of 1 , and so on, until there are $N$ copies of $\ell_{k+1}-1$. The result is an $\mathrm{OA}\left[N \times \ell_{k+1} ; \ell_{1}, \ell_{2}, \ldots, \ell_{k}, \ell_{k+1} ; t\right]$.

The levels of the last factor appear equally often with every pair of levels for any other two factors and so the array has strength 3 with respect to the last factor; this property is useful when constructing an OA to estimate two-factor interactions all of which involve one factor.

## ■ EXAMPLE 2.3.8.

Consider the OA[4,3,2,2] given in Table 2.25. By writing down three copies of this array and adjoining one further column for the three-level factor, we obtain the OA[12;2,2,2,3;2] in Table 2.28.

Table 2.28 An OA[12;2,2,2,3;2]

| 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 |
| 0 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 1 |
| 0 | 0 | 0 | 2 |
| 0 | 1 | 1 | 2 |
| 1 | 0 | 1 | 2 |
| 1 | 1 | 0 | 2 |

The next construction extends this idea by adding several factors simultaneously.

## ■ CONSTRUCTION 2.3.7. Juxtaposing Two OAs

Take an $O A\left[N_{1} ; \ell_{11}, \ell_{12}, \ldots, \ell_{1 k} ;\right.$ t] and an $O A\left[N_{2} ; \ell_{21}, \ell_{22}, \ldots, \ell_{2 k} ; t\right]$ and write down $N_{2}$ copies of the first array, one above the other. Adjoin the first row of the second array to the first copy of the first array, adjoin the second row of the second array to the second copy of the first array and so on. The result is an $\mathrm{OA}\left[N_{1} N_{2} ; \ell_{11}, \ell_{12}, \ldots, \ell_{1 k}, \ell_{21}, \ell_{22}, \ldots, \ell_{2 k} ; t\right]$.

In an OA obtained from Construction 2.3.7 there are several sets of three factors in which every triple of levels appears equally often. These include every set of two factors from the original OA and one factor from the adjoined OA and every set with one factor from the original OA and two factors from the adjoined OA.

## EXAMPLE 2.3.9.

Consider the $\mathrm{OA}[4 ; 3,2 ; 2]$ given in Table 2.25. Use this as both the original OA and as the adjoined OA. Then we get the OA $[16 ; 6,2 ; 2]$ in Table 2.29. Notice that the only two sets of three factors which do not contain all the triples of levels are factors 1,2 , and 3 and factors 4,5 , and 6 .

## - CONSTRUCTION 2.3.8. Obtaining One Factor with Many Levels

Take any orthogonal array $O A\left[N ; \ell_{1}, \ell_{2}, \ldots, \ell_{k} ; t\right]$ and write down $\ell$ copies of the array, one above the other, and then leave the levels of the $k$ th factor unaltered in the first copy of the array, use $\ell_{k}$ different levels in the second copy of the array, use a further $\ell_{k}$ levels in the third copy of the array and so on. The resulting array is an $\left.O A / N \ell ; \ell_{1}, \ell_{2}, \ldots, \ell_{k-1}, \ell \ell_{k} ; t\right]$.

Table 2.29 An OA [16;6.2;2]

| 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 0 | 1 | 1 |
| 1 | 0 | 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 |

EXAMPLE 2.3.10.
The OA[ $12 ; 2,2,6 ; 2]$ in Table 2.30 is obtained by writing down three copies of the OA[4,3,2,2] given in Table 2.25 and replacing the final column with three distinct sets of two symbols for the final factor.

Table 2.30 An OA[12;2,2.6;2]

| 0 | 0 | 0 |
| :--- | :--- | :--- |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |
| 0 | 0 | 2 |
| 0 | 1 | 3 |
| 1 | 0 | 3 |
| 1 | 1 | 2 |
| 0 | 0 | 4 |
| 0 | 1 | 5 |
| 1 | 0 | 5 |
| 1 | 1 | 4 |

The next construction shows how to remove an unrealistic (or unwanted) treatment combination from a fractional factorial.

## - CONSTRUCTION 2.3.9. Avoiding an Unrealistic Treatment Combination

Given an orthogonal array $O A\left[N ; \ell_{1}, \ell_{2}, \ldots, \ell_{k-1}, \ell_{k} ; t\right]$ which contains an unrealistic treatment combination, the treatment combination can be removed by adding another treatment combination to every treatment combination in the array. This addition is done component-wise mod $\ell_{q}$ in position $q$.

The treatment combination to add needs to be chosen so all the resulting treatment combinations are acceptable; often such a treatment combination can only be found by trial and error.

## EXAMPLE 2.3.11.

Suppose that we want an OA[12;2,2,6;2] without the treatment combination 000. Then we need to add a treatment combination to those in the array in Table 2.30 so that 000 is avoided. This means that we need to add some treatment combination that is not the negative of any of the treatment combinations that are already there. So we try using 113. This gives the array in Table 2.31.

Table 2.31 An OA[ $12 ; 2,2,6 ; 2]$ without 000

| 1 | 1 | 3 |
| :--- | :--- | :--- |
| 1 | 0 | 4 |
| 0 | 1 | 4 |
| 0 | 0 | 3 |
| 1 | 1 | 5 |
| 1 | 0 | 0 |
| 0 | 1 | 0 |
| 0 | 0 | 5 |
| 1 | 1 | 1 |
| 1 | 0 | 2 |
| 0 | 1 | 2 |
| 0 | 0 | 1 |

### 2.3.4 Exercises

1. Use Construction 2.3 .2 to construct an $\mathrm{OA}[81,4,3,4]$.
2. Prove that the array constructed in Construction 2.3 .2 has the desired properties.
3. Consider the design in Table 2.32.
(a) Verify that the design is of resolution 3.
(b) Is it resolution 4?
(c) Show that the final three columns can be replaced by one column with 4 levels.
(d) Are there any other sets of three columns for which you could make this replacement?
(e) In particular, can you write the design as a resolution 3 array with two factors each with 4 levels?
4. Construct an $\mathrm{OA}\left[32 ; 2^{4}, 4 ; 4\right]$.

Table 2.32 An OA [8, 6, 2, 2]

| 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 | 1 | 1 |
| 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 1 | 0 |
| 0 | 0 | 1 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 1 |
| 1 | 1 | 1 | 0 | 0 | 0 |

### 2.4 OTHER USEFUL DESIGNS

There are various other combinatorial designs that have been used in the construction of stated preference choice experiments. We collect the definitions here for convenience.

Consider a set of $v$ items. From this set of $v$ items construct $b$ subsets, or blocks, each with $u$ distinct items. Suppose that any two items appear together in exactly $\lambda$ of the $b$ blocks. Then the set of $b$ blocks form a balanced incomplete block design (BIBD). Let $r_{i}$ be the number of times that item $T_{i}$ appears in the BIBD. If we count the pairs that item $T_{i}$ appears in the BIBD we have that $T_{i}$ appears in $r_{i}$ blocks and there are $u-1$ other items in the blocks. So there are $r_{i}(u-1)$ pairs involving item $T_{i}$. On the other hand there are $v-1$ other items in the BIBD and item $T_{i}$ appears with each of these $\lambda$ times in the BIBD. So there are $\lambda(v-1)$ pairs involving item $T_{i}^{\prime}$. Equating we get that $r_{i}(u-1)=\lambda(v-1)$ and so we see that all of the items appear equally often in the BIBD. We call this replication number $r$ and talk about a ( $v, b, r, u, \lambda$ ) BIBD. If $v=b$ then $r=u$ and the design is said to be a symmetric BIBD (SBIBD), written ( $v, r, \lambda$ ). Tables of balanced incomplete block designs may be found in Mathon and Rosa (2006) and Abel and Greig (2006).

## EXAMPLE 2.4.1.

Let $v=7$ and consider the blocks in Table 2.33. These blocks form a BIBD on 7 items with 7 blocks each of size 3 and with each item appearing in 3 blocks. There is a unique block which contains every pair of items so $\lambda=1$.

Table 2.33 The Blocks a (7,3,1) BIBD

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 1 | 4 | 5 |
| 1 | 6 | 7 |
| 2 | 4 | 6 |
| 2 | 5 | 7 |
| 3 | 4 | 7 |
| 3 | 5 | 6 |

One easy way to construct BIBDs is to use difference sets. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{u}\right\}$ be a set of integers modulo $v$. Suppose that every non-zero value $\bmod v$ can be represented
as a difference $x_{i}-x_{j}, x_{i}, x_{j} \in X$, in exactly $\lambda$ ways. Then $X$ is said to be a $(v, u, \lambda)$ difference set.

## - EXAMPLE 2.4.2.

Let $v=7$ and $u=3$ and let $X=\{0,1,3\}$. Then $X$ is a (7,3,1)-difference set since each of the non-zero integers mod 7 can be represented as a difference in exactly one way using the elements from $X$. In fact we have $1=1-0,2=3-1,3=3-0,4=0-3$, $5=1-3$ and $6=0-1$.

We give some small difference sets in Table 2.34. More extensive tables of difference sets are given by Jungnickel et al. (2006).

Table 2.34 Some Small Difference Sets

| $v$ | $u$, | $\lambda$ | Set |
| :---: | :---: | :--- | :--- |
| 7 | 3 | 1 | $0,1,3$ |
| 7 | 4 | 2 | $0,1,2,4$ |
| 13 | 4 | 1 | $0,1,3,9$ |
| 21 | 5 | 1 | $3,6,7,12,14$ |
| 11 | 5 | 2 | $1,3,4,5,9$ |
| 11 | 6 | 3 | $0,2,6,7,8,10$ |
| 15 | 7 | 3 | $0,1,2,4,5,8,10$ |

Of course, if $X=\left\{x_{1}, x_{2}, \ldots, x_{u}\right\}$ is a $(v, u, \lambda)$ difference set then so is

$$
\left\{x_{1}+1, x_{2}+1, \ldots, x_{u}+1\right\} .
$$

It is also true that $\bar{X}=\{0,1, \ldots, v-1\} \backslash X$ is an $(v, v-u, v-2 u+\lambda)$ difference set. We can see that this is true by counting the number of times that each non-zero value mod $v$ appears as a difference. The total number of differences in $\bar{X}$ is $(v-u)(v-u-1)$. The total number of differences in $X$ is $u(u-1)$ and each of the $v-1$ non-zero values $\bmod v$ appear as a difference $\lambda$ times so $u(u-1)=\lambda(v-1)$. Thus we see that

$$
\begin{aligned}
(v-u)(v-u-1) & =v(v-1-u)-u(v-1-u) \\
& =v(v-1)-v u-u v-+u(u+1) \\
& =v(v-1)+\lambda(v-1)+2 u-2 u v \\
& =v(v-1)+\lambda(v-1)-2 u(v-1) \\
& =(v-1)(v+\lambda-2 u) .
\end{aligned}
$$

Since $\{0,1, \ldots, v-1\}$ is a $(v, v, v)$ difference set the result follows.
It is not essential for a difference set to be defined over the integers mod $v$. Any group can be used although the only extension that we will make here is to give one difference set defined on ordered pairs where differences on each element of the pair are evaluated mod 4. Thus there are 16 levels in total and each is represented by an ordered pair. If $u=6$ then the ordered pairs $\{(0,0),(0,1),(1,0),(1,2),(2,0),(2,3)\}$ form a $(16,6,2)$ difference set. For example we see that the element $(1,3)$ arises as a difference twice: $(2,3)-(1,0)$ and $(1,0)-(0,1)$.

A further extension is to have several sets and look at the differences across all the sets. Formally suppose that $X_{i}=\left\{x_{i 1}, x_{i 2}, \ldots, x_{i u}\right\}$ is a set of integers modulo $v$. Then
$X_{1}, X_{2}, \ldots, X_{f}$ form a $(v, u, \lambda)$ difference family if every non-zero value mod $v$ can be represented as a difference $x_{i a}-x_{i b}, x_{i a}, x_{i b} \in X_{i}, 1 \leq i \leq f$, in exactly $\lambda$ ways.

EXAMPLE 2.4.3.
The sets $(0,1,4)$ and $(0,2,7)$ form a $(13,3,1)$ difference family.
Table 2.35 contains some small difference families.
Table 2.35 Some Small Difference Families

| $v$ | $u$ | $\lambda$ |  | Sets |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 13 | 3 | 1 | $0,1,4$ | $0,2.7$ |  |  |  |  |
| 19 | 3 | 1 | $0,1,4$ | $0,2,9$ | $0,5,11$ |  |  |  |
| 16 | 3 | 2 | $0,1,2$ | $0,2,8$ | $0,3,7$ | $0,4,7$ | $0,5,10$ |  |
| 11 | 4 | 6 | $0,1,8,9$ | $0,2,5,7$ | $0,1,4,5$ | $0,2,3,5$ | $0,4,5,9$ |  |
| 15 | 4 | 6 | $0,1,2,3$ | $0,2,4,6$ | $0,4,8,12$ | $0,1,8,9$ |  |  |
|  |  |  | $0,3,6,9$ | $0,1,5,10$ | $0,2,5,10$ |  |  |  |
| 19 | 4 | 2 | $0,1,3,12$ | $0,1,5,13$ | $0,4,6,9$ |  |  |  |
| 13 | 5 | 5 | $0,1,2,4,8$ | $0,1,3,6,12$ | $0,2,5,6,10$ |  |  |  |
| 17 | 5 | 5 | $0,1,4,13,16$ | $0,3,5,12,14$ | $0,2,8,9,15$ | $0,6,7,10,11$ |  |  |

A Hadamard matrix of order $h$ is an $h \times h$ matrix with entries 1 and -1 satisfying $H H^{\prime}=I_{h}$. A table of Hadamard matrices is maintained by Sloane (2006a).

## EXAMPLE 2.4.4.

Here is a Hadamard matrix of order 4.

$$
\left[\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]
$$

### 2.5 TABLES OF FRACTIONAL FACTORIAL DESIGNS AND ORTHOGONAL ARRAYS

There are two extensive tables of orthogonal arrays available on the web. One is the table of orthogonal arrays maintained by Sloane (2006b). This website uses "oa.N.k.s.t.name" to denote an orthogonal array with $N$ runs, $k$ factors, $s$ levels (for each of the factors), and strength $t$ (equivalently resolution $t+1$ ). This site sometimes gives mathematically inequivalent designs with the same parameters and it makes no claim that it lists all possible parameters, even for small designs. It has many designs of resolution 3 and some designs for larger resolutions.

The other tables are maintained by Kuhfeld (2006) and list all parent designs of resolution 3 with up to 143 treatment combinations as well as many designs with more. A parent design is an orthogonal array in which no further contractive replacement is possible. As well as listing the parent arrays, Kuhfeld has a list of the number of parent designs for a given value of $N$ and the number of designs that exist for that value of $N$. For example, there are 4 parent designs and 4 designs with $N=12$ (OA[12,11,2,2],
$\mathrm{OA}[12 ; 2,2,2,2,3 ; 2]$, $\mathrm{OA}[12 ; 2,2,6 ; 2]$ and $\mathrm{OA}[12 ; 3,4 ; 2])$, while there are 2 parent designs with $N=16(\mathrm{OA}[16 ; 2,2,2,2,2,2,2,2,8 ; 2]$ and $\mathrm{OA}[16,5,4,2])$ but 7 designs obtainable from them by expansive replacement. This site has no designs of resolution other than 3 .

When trying to find a design that you need from these or any other tables, remember that you can omit factors without affecting the resolution of the design. Frequently, designs that are not tight are not listed and such designs are often what is required. Thus you need to think in terms of collapsing levels and omitting factors from the tabulated designs to get the ones that you want.

### 2.5.1 Exercises

1. Go to the website http://www.research.att.com/ $\sim$ njas/oadir/ and find a design with $k=5$ factors, four with 2 levels and one with 3 levels. How many treatment combinations does it have? How would you define the main effects for each of these factors?
2. Consider the column $(1,1,1,0,1,0,0)^{\prime}$. Obtain 6 further columns by rotating one position for each new column. Adjoin a row of 0 's. Verify that the resulting array has 7 binary factors and is of resolution 3 .
3. Use one of the websites mentioned above to find an OA of strength 2 for eight 4 -level factors and an 8 -level factor in 32 runs. Now make an OA with 288 runs with one more factor with nine levels. Show how to use this design to get an OA with two 2-level factors, four 4-level factors, an 8 -level factor and one factor with 36 levels still in 288 runs.

### 2.6 REFERENCES AND COMMENTS

Although used in some agricultural experiments from the mid-1800s, the first formal exposition of factorial experiments was given by Yates (1935) and they appeared in Fisher (1935).

There are various books that develop factorial designs for use in comparative experiments including Kuehl (1999), Mason et al. (2003) and Montgomery (2001). These books also discuss the derivation of orthogonal polynomials, for equally spaced levels, whose use in model fitting was first pointed out by Fisher. The links between fractional factorial designs and finite geometries were pointed out by Bose and Kishen (1940) and exploited by Bose (1947). Much of the early work in the area is summarized in Raghavarao (1971) and Raktoe et al. (1981).

There is a close relationship between fractional factorial designs and orthogonal arrays, and an extensive treatment of results pertaining to orthogonal arrays can be found in Hedayat et al. (1999). They give a number of constructions that rely on the structural properties of the original OA to allow further factors to be added. The simplest of these ideas was presented in Section 2.3.3. The initial theoretical development of regular fractional factorial designs appeared in Fisher (1945) and Finney (1945). Dey (1985) provides a number of constructions for fractional factorial designs and OMEPs.

There has been some debate about the appropriate contrasts to use in a fractional design and some of the issues are addressed in Beder (2004) and John and Dean (1975).

## CHAPTER 3

## THE MNL MODEL AND COMPARING DESIGNS

As we explained in Chapter 1, a stated preference choice experiment consists of a finite set of choice sets and each choice set consists of a finite number of options. The options within each choice set must be distinct and they must be exhaustive, either because there is an "other" option, a "none of these" option or because the subjects are asked to assume that they have narrowed down the possible options to those given in the choice set. This final assumption is often described by saying that the subjects have participated in a forced choice stated preference experiment.

We assume that each subject chooses, from each choice set, the option that is "best" for them. The researcher knows which options have been compared in each choice set and which option has been selected but has no idea how the subject has decided the relative value of each option. However, the researcher assumes that these relative values are a function of the levels of the attributes of the options under consideration, some of which have been deliberately varied by the researcher.

In this chapter we begin by defining utility and showing how a choice process that bases choices on the principle of random utility maximization can result in the multinomial logit (MNL) model for a specific assumption about the errors. We then derive the choice probabilities for the MNL model. Next we consider the Bradley-Terry model which arises when all choice sets have only two options, before looking at the MNL model for any choice set size. We assume that the MNL model is the discrete choice model that is the decision rule subjects are employing. The results on optimality that we present will depend on this assumption. Should a different model be used, then different designs may well prove to
be optimal. We also discuss how to decide objectively which of a set of proposed choice experiments is the best one to use, from a statistical perspective, for a given situation.

At times in this chapter, and indeed throughout the rest of the book, we will talk about options that are described by the levels of $k$ attributes. These attributes are precisely the same as the factors of the previous chapter.

### 3.1 UTILITY AND CHOICE PROBABILITIES

In this section we define utility and show how a choice process that bases choices on the principle of random utility maximization can result in the MNL model for a specific assumption about the errors.

### 3.1.1 Utility

Train (2003) has defined utility as "the net benefit derived from taking some action"; in a choice experiment, we assume that each subject chooses the option that has maximum utility from the ones available in each choice set. Thus each subject assigns some utility to each option in a choice set and then the subject chooses the option with the maximum utility.

If we let $U_{j \alpha}$ be the utility assigned by subject $\alpha$ to option $j, j=1, \ldots, m$, in a choice set with $m$ options, then option $i$ is chosen if and only if $U_{i \alpha}>U_{j \alpha} \forall j \neq i$. The researcher does not see the utilities but only the options offered and the choice made (from each of the choice sets). These options are usually described by levels of several attributes. The systematic component of the utility that the researcher captures will be denoted by $V_{j \alpha}$, and we assume that $U_{j \alpha}=V_{j \alpha}+\epsilon_{j \alpha}$, where $\epsilon_{j \alpha}$ includes all the things that affect the utility that have not been included in $V_{j \alpha}$. Thus the $\epsilon_{j \alpha}$ are random terms, and we get different choice models depending on the assumptions that we make about the distribution of the $\epsilon_{j \alpha}$.

We know that

$$
\begin{aligned}
\operatorname{Pr}(\text { option } i \text { is chosen by subject } \alpha) & =\operatorname{Pr}\left(U_{i \alpha}>U_{j \alpha} \forall j \neq i\right) \\
& =\operatorname{Pr}\left(V_{i \alpha}+\epsilon_{i \alpha}>V_{j \alpha}+\epsilon_{j \alpha} \forall j \neq i\right) \\
& =\operatorname{Pr}\left(V_{i \alpha}-V_{j \alpha}>\epsilon_{j \alpha}-\epsilon_{i \alpha} \forall j \neq i\right) .
\end{aligned}
$$

If the $\epsilon_{j \alpha}$ are independently identically distributed extreme value type 1 random variables then the resulting model is the multinomial logit (MNL) model. This assumption on the $\epsilon_{j \alpha}$ is equivalent to assuming that the unobserved attributes have the same variance for all options in each choice set and that these attributes are uncorrelated over all the options in each choice set (Train (2003)). Train (2003) gives an example for choosing travel options where this independence assumption is not reasonable: If a subject does not want to travel by bus because of the presence of strangers on the bus, then that subject is also unlikely to choose to travel by train; and discusses other models that have been proposed which avoid this independence assumption.

These models are the generalized extreme value (GEV) models, the probit model and the mixed logit (ML) model. In the generalized extreme value models, the unobserved portions of the utility are assumed to be jointly distributed as generalized extreme value. Consequently, correlation in the unobserved attributes is allowed, but this model collapses to an extreme value model if the correlation is 0 for all attributes. In the probit model, the
unobserved attributes are assumed to be normally distributed. This means that unobserved attributes can be assumed to be jointly normal and be modeled with any appropriate correlation structure over both options and time (for example, with panel data where the same individuals are asked to respond on several successive occasions). Of course it is rarely appropriate for a price attribute to come from a normal distribution since few people want to pay more for the same or worse features (but consider those who like to emphasize their wealth through conspicuous consumption). This imposes some limitations on the application of the probit model. In the mixed logit model, the unobserved attributes can be decomposed into two parts: one with the correlation, which may have any distribution, and one which is extreme value. Variations on these models, such as nested logit, are also possible. While there are many different choice models, we will only discuss designing choice experiments for the multinomial logit model in this book.

### 3.1.2 Choice Probabilities

We assume that each unobserved component of the utility $\epsilon_{i \alpha}$ is independently identically distributed Type 1 extreme value, sometimes called the Gumbel distribution. It has density

$$
f(\epsilon)=e^{-\epsilon} e^{-e^{-\epsilon}},-\infty<\epsilon<\infty
$$

and cumulative distribution function

$$
F(\epsilon)=e^{-e^{-\epsilon}}
$$

We now derive the choice probabilities using the argument given in Train (2003, pp. 40-44, 78-79). From the results above, we have that

$$
P_{i \alpha}=\operatorname{Pr}(\text { option } i \text { is chosen by subject } \alpha)=\operatorname{Pr}\left(V_{i \alpha}-V_{j \alpha}+\epsilon_{i \alpha}>\epsilon_{j \alpha} \forall j \neq i\right) .
$$

If we regard $\epsilon_{i \alpha}$ as given, then $P_{i \alpha}$ is just $F\left(\epsilon_{i \alpha}+V_{i \alpha}-V_{j \alpha}\right)=e^{-e^{-\left(\epsilon_{i \infty}-V_{i \alpha}-V_{j \omega}\right)}}$, again for all $j \neq i$. Now the $\epsilon$ 's are independent and hence the cumulative distribution over all $j \neq i$ is just the product of the cumulative distributions over all $j \neq i$. This gives

$$
\operatorname{Pr}\left(\text { option } i \text { is chosen by subject } \alpha \mid \epsilon_{i \alpha}\right)=\prod_{j \neq i} e^{-e^{-\left(r_{i n}+v_{i, ~}-v_{j, n}\right)}}
$$

In practice, we do not actually know $\epsilon_{i \alpha}$ and so we need to integrate out $\epsilon_{i \alpha}$, weighting the values by their density, to give

$$
P_{i \alpha}=\int_{\epsilon_{i, \gamma}=-\infty}^{\epsilon_{i, \gamma}=\infty}\left(\prod_{j \neq i} e^{-e^{-\left(\epsilon_{i, N}+v_{i \gamma}-v_{i N}\right)}}\right) e^{-\epsilon_{i n}} e^{-e^{-t_{i, \prime}}} d \epsilon_{i \alpha} .
$$

To evaluate this integral, observe that $V_{i \alpha}-V_{i \alpha}=0$; so $\epsilon_{i \alpha}+V_{i \alpha}-V_{i \alpha}=\epsilon_{i \alpha}$. Hence we can remove the restriction on the product by using the last term. This gives

$$
\begin{aligned}
P_{i \alpha} & =\int_{\epsilon_{i \alpha}=-\infty}^{\epsilon_{i \alpha}=\infty}\left(\prod_{j} e^{-e^{-\left(\sigma_{i \alpha}+V_{i \alpha}-V_{j \alpha}\right)}}\right) e^{-\epsilon_{i \alpha}} d \epsilon_{i \alpha} \\
& =\int_{\epsilon_{i \alpha}=-\infty}^{\epsilon_{i \alpha}=\infty} \exp \left(-\sum_{j} e^{-\left(\epsilon_{i \alpha}+V_{i \alpha}-V_{j \alpha}\right)}\right) e^{-\epsilon_{i \alpha}} d \epsilon_{i \alpha} \\
& =\int_{\epsilon_{i \alpha}=-\infty}^{\epsilon_{i \alpha}=\infty} \exp \left(-e^{-\epsilon_{i \alpha}} \sum_{j} e^{-\left(V_{i \alpha}-V_{j \alpha}\right)}\right) e^{-\epsilon_{i \alpha}} d \epsilon_{i \alpha} .
\end{aligned}
$$

Now we let $z=e^{-\epsilon_{i \alpha}}$. Then $d z=-e^{-\epsilon_{i \gamma}} d \epsilon_{i \alpha}$. As $\epsilon_{i \alpha}$ tends to $\infty, z$ tends to 0 , and as $\epsilon_{i \alpha}$ tends to $-\infty, z$ approaches $\infty$. So we get

$$
\begin{aligned}
& P_{i \alpha}=\int_{z=\infty}^{z=0} \exp \left(-z \sum_{j} e^{-\left(V_{i \alpha}-V_{j \alpha}\right)}\right)(-d z) \\
& =\int_{z=0}^{z=\infty} \exp \left(-z \sum_{j} e^{-\left(V_{i n}-V_{j \nu}\right)}\right) d z \\
& =\left.\frac{\exp \left(-z \sum_{j} e^{-\left(V_{i \sim}-V_{j \propto}\right)}\right)}{-\sum_{j} e^{-\left(V_{i, \gamma}-V_{j \omega}\right)}}\right|_{0} ^{\infty} \\
& =\frac{\exp (0)}{\sum_{j} e^{-\left(V_{i, \infty}-V_{j, r}\right)}} \\
& =\frac{1}{\sum_{j} e^{\left(V_{j \sim}-V_{i s}\right)}} \\
& =\frac{e^{V_{i \alpha}}}{\sum_{j} e^{V_{j \alpha}}} .
\end{aligned}
$$

For the time being we let $\pi_{i}=e^{V_{i}}$, constant for all subjects, and we write $\ln \left(\pi_{i}\right)=\gamma_{i}$.

### 3.2 THE BRADLEY-TERRY MODEL

A paired comparison experiment is a choice experiment in which subjects are shown two options at a time and are asked to say which one they prefer. Thus it is simply a choice experiment in which all choice sets are of size 2 .

Such experiments were being used by psychophysicists in the mid-nineteenth century. They were interested in looking at how much two objects had to differ to be perceived as different. For example, Thurstone (1927) describes an experiment in which 19 offences, ranging (alphabetically) from abortion to vagrancy, were shown, in pairs, to subjects who were asked to decide which offence was more serious. He developed various models to analyze data of this type. Zermelo (1929) independently used one of these models to rank chess players. More details may be found in MacKay (1988).

Unaware of the earlier work by Thurstone (1927) and Zermelo (1929), Bradley and Terry (1952) proposed using the Zermelo model in a psychological setting and developed likelihood estimates and appropriate test procedures for the unknown parameters. The model that they proposed is now known as the Bradley-Terry model. We will consider this model, and develop appropriate estimates and distribution results, in the remainder of this section.

In the Bradley-Terry model, we assume that altogether there are $t$ items, $T_{1}, T_{2}, \ldots, T_{t}$, to be compared, although any choice set will only compare two of the items. We assume that each of the items has a constant

$$
\pi_{i}=e^{V_{i}}
$$

associated with it so the MNL model becomes a special case of the Bradley-Terry model. As we saw in the previous section, the logarithms of these constants are the utilities of the items and these constants may be called the merits of the items. Each choice set consists of a pair of items which are called the options in the choice set.

Using the argument of the previous section, we get

$$
\operatorname{Pr}\left(T_{i}^{\prime} \text { is preferred to } T_{j}^{\prime}\right)=\frac{\pi_{i}}{\left(\pi_{i}+\pi_{j}\right)}, i \neq j, i, j=1, \ldots, t
$$

We assume that all subjects see the same pairs and that there are no repeated pairs in the experiment. We let

$$
n_{i j}= \begin{cases}1 & \text { when the pair }\left(T_{i}, T_{j}\right) \text { is in the choice experiment, } \\ 0 & \text { when the pair }\left(T_{i}^{\prime}, T_{j}^{\prime}\right) \text { is not in the choice experiment. }\end{cases}
$$

We will assume that the order of presentation of options within a pair and of pairs within the experiment is unimportant although for some situations there is evidence that order effects exist (Timmermans et al. (2006)). In practice we would randomly permute the order of the choice sets within the experiment before presenting them to respondents.

EXAMPLE 3.2.1.
Suppose that $t=4$. Then the 6 possible pairs are $\left(T_{1}, T_{2}\right),\left(T_{1}, T_{3}\right),\left(T_{1}, T_{4}\right),\left(T_{2}, T_{3}\right)$, $\left(T_{2}, T_{4}\right)$, and $\left(T_{3}, T_{4}\right)$. If all pairs are shown to all subjects, then $n_{i j}=1$ for each of the 6 pairs. If we only use the pairs $\left(T_{1}, T_{2}\right),\left(T_{1}, T_{3}\right)$, and $\left(T_{1}, T_{4}\right)$ then $n_{1 j}=1$ for $j=2,3,4$ and $n_{i j}=0$ if $i, j \neq 1$.

We want to be able to find estimates of the $\pi_{i}$ since these can be used to assess the relative attractiveness of the items under consideration. Since the properties of the maximum likelihood estimates (MLEs) of the $\pi_{i}$ values have been well-established (see, for instance, David (1988)), we find such estimates for the Bradley-Terry model in what follows.

### 3.2.1 The Likelihood Function

We begin by evaluating the likelihood function. For subject $\alpha$, we let

$$
w_{i j \alpha}= \begin{cases}1 & \text { when } T_{i} \text { is preferred to } T_{j}^{\prime}, \\ 0 & \text { when } T_{j}^{\prime} \text { is preferred to } T_{i},\end{cases}
$$

Note that $1-w_{i j \alpha}=w_{j i \alpha}$. We let $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{t}\right)$ and we let $f_{i j \alpha}\left(w_{i j \alpha}, \pi\right)$ be the probability density function for subject $\alpha$ and choice set ( $T_{i}, T_{j}^{\prime}$ ), where, for ease of
presentation, we assume that $w_{i j \alpha}=w_{j i \alpha}=0$ if $n_{i j}=0$. Thus

$$
f_{i j \alpha}\left(w_{i j \alpha}, \boldsymbol{\pi}\right)=\frac{\pi_{i}^{w_{i j \alpha}} \pi_{j}^{w_{j i \alpha}}}{\left(\pi_{i}+\pi_{j}\right)^{n_{i j}}} .
$$

We assume there are $s$ subjects in total and we let $\sum_{\alpha} w_{i j \alpha}=w_{i j}$. Then the likelihood function is given by

$$
L(\boldsymbol{\pi})=\prod_{i<j} \prod_{\alpha=1}^{s} f_{i j \alpha}\left(w_{i j \alpha}, \boldsymbol{\pi}\right)=\prod_{i<j}\left(\frac{\pi_{i}^{w_{i j}} \pi_{j}^{s n_{i j}-w_{i j}}}{\left(\pi_{i}+\pi_{j}\right)^{s n_{i j}}}\right) .
$$

We can simplify this further if we let $w_{i}=\sum_{j} w_{i j}$ be the total number of times that $T_{i}$ is chosen from all choice sets containing $T_{i}$. Then

$$
L(\boldsymbol{\pi})=\frac{\pi_{1}^{w_{1}} \pi_{2}^{w_{2}} \cdots \pi_{t}^{w_{t}}}{\prod_{i<j}\left(\pi_{i}+\pi_{j}\right)^{s n_{i j}}} .
$$

### 3.2.2 Maximum Likelihood Estimation

The usual way to estimate $\pi$ is to find the maximum likelihood estimators. This requires setting the first derivative of the likelihood function, or, equivalently, the first derivative of the $\log$-likelihood function, to zero and solving iteratively.

We have that the log-likelihood is

$$
\ln (L(\boldsymbol{\pi}))=\sum_{i=1}^{t} w_{i} \ln \left(\pi_{i}\right)-\sum_{i<j} s n_{i j} \ln \left(\pi_{i}+\pi_{j}\right) .
$$

To get the maximum likelihood estimates, we solve

$$
\frac{\partial \ln (L(\pi))}{\partial \pi_{i}}=\frac{w_{i}}{\hat{\pi}_{i}}-\sum_{j \neq i} \frac{s n_{i j}}{\hat{\pi}_{i}+\hat{\pi}_{j}}=0, i=1,2, \ldots, t,
$$

together with the normalizing constraint $\prod_{i} \hat{\pi}_{i}=1$. Rearranging, we need to solve

$$
\begin{equation*}
\hat{\pi}_{i}=\frac{w_{i}}{\sum_{j \neq i} \frac{s n_{i j}}{\hat{\pi}_{i}+\hat{\pi}_{j}}}=\frac{w_{i}}{\sum_{j \neq i} s n_{i j}\left(\hat{\pi}_{i}+\hat{\pi}_{j}\right)^{-1}} \tag{3.1}
\end{equation*}
$$

iteratively. We let $\hat{\pi}_{i}^{(r)}$ be the estimate of $\pi_{i}$ at the $r$ th iteration. We continue iterations until agreement between $\hat{\pi}_{i}^{(r-1)}$ and $\hat{\pi}_{i}^{(r)}$ is close enough.

Bradley (1985) says that convergence is fast and initial estimates of 1 suffice. In practice most statistical software does not even require that initial estimates be provided.

## ■ EXAMPLE 3.2.2.

Suppose that $t=4$ and that we show all 6 possible pairs ( $\left.T_{1}, T_{2}\right),\left(T_{1}, T_{3}\right),\left(T_{1}, T_{4}\right)$, $\left(T_{2}, T_{3}\right),\left(T_{2}, T_{4}\right)$, and $\left(T_{3}, T_{4}\right)$ to each of $s=5$ subjects. The results of this experiment are given in Table 3.1. We see that

$$
u_{121}=1=w_{131}=w_{141}=w_{231}=w_{241}=w_{341}
$$

and hence

$$
w_{211}=0=w_{311}=w_{411}=w_{321}=w_{421}=w_{431}
$$

Similarly

$$
w_{122}=0=w_{132}=w_{142}=w_{232}=w_{242}=w_{342}
$$

and hence

$$
w_{212}=1=w_{312}=w_{412}=w_{322}=w_{422}=w_{432} .
$$

Using all the results, we get that $w_{1}=8, w_{2}=6, w_{3}=7$ and $w_{4}=9$.
Table 3.1 Choice Sets and Choices for Example 3.2.2, with $t=4, s=5$

| Choice | Subject |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Set |  | 2 | 2 | 3 | 4 | 5 |
| $\left(T_{1}, T_{2}\right)$ | $T_{1}$ | $T_{2}$ | $T_{1}$ | $T_{1}$ | $T_{2}$ |  |
| $\left(T_{1}, T_{3}\right)$ | $T_{1}$ | $T_{3}$ | $T_{1}$ | $T_{3}$ | $T_{1}$ |  |
| $\left(T_{1}, T_{4}\right)$ | $T_{1}$ | $T_{4}$ | $T_{4}$ | $T_{1}$ | $T_{4}$ |  |
| $\left(T_{2}, T_{3}\right)$ | $T_{2}$ | $T_{3}$ | $T_{2}$ | $T_{3}$ | $T_{3}$ |  |
| $\left(T_{2}, T_{4}\right)$ | $T_{2}$ | $T_{4}$ | $T_{2}$ | $T_{4}$ | $T_{4}$ |  |
| $\left(T_{3}, T_{4}\right)$ | $T_{3}$ | $T_{4}$ | $T_{3}$ | $T_{4}$ | $T_{4}$ |  |

Thus we have that

$$
L(\boldsymbol{\pi})=\frac{\pi_{1}^{8} \pi_{2}^{6} \pi_{3}^{7} \pi_{4}^{9}}{\left(\pi_{1}+\pi_{2}\right)^{5}\left(\pi_{1}+\pi_{3}\right)^{5}\left(\pi_{1}+\pi_{4}\right)^{5}\left(\pi_{2}+\pi_{3}\right)^{5}\left(\pi_{2}+\pi_{4}\right)^{5}\left(\pi_{3}+\pi_{4}\right)^{5}}
$$

and the corresponding log-likelihood is given by

$$
\ln (L(\boldsymbol{\pi}))=\sum_{i=1}^{4} w_{i} \ln \left(\pi_{i}\right)-5 \sum_{i<j} \ln \left(\pi_{i}+\pi_{j}\right) .
$$

The maximum likelihood estimates are the solutions to the partial derivatives of the loglikelihood and we get the following equations:

$$
\begin{aligned}
& \frac{8}{\hat{\pi}_{1}}-5 \sum_{j \neq 1} \frac{1}{\hat{\pi}_{1}+\hat{\pi}_{j}}=0 \\
& \frac{6}{\hat{\pi}_{2}}-5 \sum_{j \neq 2} \frac{1}{\hat{\pi}_{2}+\hat{\pi}_{j}}=0 \\
& \frac{7}{\hat{\pi}_{3}}-5 \sum_{j \neq 3} \frac{1}{\hat{\pi}_{3}+\hat{\pi}_{j}}=0 \\
& \frac{9}{\hat{\pi}_{4}}-5 \sum_{j \neq 4} \frac{1}{\hat{\pi}_{4}+\hat{\pi}_{j}}=0 .
\end{aligned}
$$

We start the recursion by assuming that all the items are equally attractive: thus we are assuming that $\hat{\pi}_{i}^{(0)}=1, i=1,2,3,4$.

Using Equation (3.1), we get

$$
\begin{aligned}
\hat{\pi}_{1}^{(1)} & =\frac{w_{1}}{5}\left[\frac{1}{\hat{\pi}_{1}^{(0)}+\hat{\pi}_{2}^{(0)}}+\frac{1}{\hat{\pi}_{1}^{(0)}+\hat{\pi}_{3}^{(0)}}+\frac{1}{\hat{\pi}_{1}^{(0)}+\hat{\pi}_{4}^{(0)}}\right]^{-1} \\
& =\frac{8}{5}\left[\frac{1}{1+1}+\frac{1}{1+1}+\frac{1}{1+1}\right]^{-1} \\
& =\frac{16}{15} .
\end{aligned}
$$

We now use this estimate of $\pi_{1}$ to help estimate $\pi_{2}$. We get

$$
\begin{aligned}
\hat{\pi}_{2}^{(1)} & =\frac{w_{2}}{5}\left[\frac{1}{\hat{\pi}_{1}^{(1)}+\hat{\pi}_{2}^{(0)}}+\frac{1}{\hat{\pi}_{2}^{(0)}+\hat{\pi}_{3}^{(0)}}+\frac{1}{\hat{\pi}_{2}^{(0)}+\hat{\pi}_{4}^{(0)}}\right]^{-1} \\
& =\frac{6}{5}\left[\frac{1}{\frac{16}{15}+1}+\frac{1}{1+1}+\frac{1}{1+1}\right]^{-1} \\
& =\frac{93}{115}
\end{aligned}
$$

To get $\hat{\pi}_{3}^{(1)}$, we use $\hat{\pi}_{1}^{(1)}, \hat{\pi}_{2}^{(1)}, \hat{\pi}_{3}^{(0)}$ and $\hat{\pi}_{4}^{(0)}$. The results of the first 8 iterations, before normalization, are given in Table 3.2.

Table 3.2 Estimates of $\pi_{i}$ from All Six Choice Sets

| Iteration | $\hat{\pi}_{1}$ | $\hat{\pi}_{2}$ | $\hat{\pi}_{3}$ | $\hat{\pi}_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1.000 | 1.000 | 1.000 | 1.000 |
| 1 | 1.067 | 0.8087 | 0.9110 | 1.154 |
| 2 | 1.074 | 0.7398 | 0.8784 | 1.225 |
| 3 | 1.068 | 0.7143 | 0.8658 | 1.259 |
| 4 | 1.061 | 0.7047 | 0.8608 | 1.275 |
| 5 | 1.056 | 0.7010 | 0.8588 | 1.282 |
| 6 | 1.053 | 0.6996 | 0.8580 | 1.286 |
| 7 | 1.052 | 0.6990 | 0.8577 | 1.287 |
| 8 | 1.051 | 0.6988 | 0.8575 | 1.288 |
| 8 (normalized) | 1.107 | 0.7363 | 0.9036 | 1.357 |

To normalize these estimates we divide each estimate by

$$
\sqrt[4]{\prod_{i=1}^{4} \pi_{i}}=0.94905
$$

We get $\hat{\pi}_{1}=1.107, \hat{\pi}_{2}=0.7363, \hat{\pi}_{3}=0.9036$, and $\hat{\pi}_{4}=1.357$. So, based on these results, we would rank the items (from best to worst) as $4,1,3$, and 2 . (In general we would divide by the $t$ th root of the product.)

If we suppose that only the pairs involving $T_{1}$ were shown to the subjects, we would then have

$$
L(\boldsymbol{\pi})=\frac{\pi_{1}^{8} \pi_{2}^{2} \pi_{3}^{2} \pi_{4}^{3}}{\left(\pi_{1}+\pi_{2}\right)^{5}\left(\pi_{1}+\pi_{3}\right)^{5}\left(\pi_{1}+\pi_{4}\right)^{5}},
$$

and the corresponding log-likelihood would be given by

$$
\ln (L(\boldsymbol{\pi}))=\sum_{i=1}^{4} w_{i} \ln \left(\pi_{i}\right)-5 \sum_{1<j} \ln \left(\pi_{1}+\pi_{j}\right) .
$$

The maximum likelihood estimates are the solutions to the partial derivatives of the loglikelihood, and we get the following equations:

$$
\begin{aligned}
\frac{8}{\hat{\pi}_{1}}-5 \sum_{j \neq 1} \frac{1}{\hat{\pi}_{1}+\hat{\pi}_{j}} & =0 ; \\
\frac{2}{\hat{\pi}_{2}}-5 \frac{1}{\hat{\pi}_{2}+\hat{\pi}_{1}} & =0 ; \\
\frac{2}{\hat{\pi}_{3}}-5 \frac{1}{\hat{\pi}_{3}+\hat{\pi}_{1}} & =0 ; \\
\frac{3}{\hat{\pi}_{4}}-5 \frac{1}{\hat{\pi}_{4}+\hat{\pi}_{1}} & =0 .
\end{aligned}
$$

Again we start the recursion by assuming that all the items are equally attractive; so again we have $\hat{\pi}_{i}^{(0)}=1, i=1,2,3,4$. We get

$$
\begin{aligned}
\hat{\pi}_{1}^{(1)} & =\frac{w_{1}}{5}\left[\frac{1}{\hat{\pi}_{1}^{(0)}+\hat{\pi}_{2}^{(0)}}+\frac{1}{\hat{\pi}_{1}^{(0)}+\hat{\pi}_{3}^{(0)}}+\frac{1}{\hat{\pi}_{1}^{(0)}+\hat{\pi}_{4}^{(0)}}\right]^{-1} \\
& =\frac{8}{5}\left[\frac{1}{1+1}+\frac{1}{1+1}+\frac{1}{1+1}\right]^{-1} \\
& =\frac{16}{15}
\end{aligned}
$$

We now use this estimate of $\pi_{1}$ to help estimate $\pi_{2}$. We get

$$
\begin{aligned}
\hat{\pi}_{2}^{(1)} & =\frac{w_{2}}{5}\left[\frac{1}{\hat{\pi}_{1}^{(1)}+\hat{\pi}_{2}^{(0)}}\right]^{-1} \\
& =\frac{2}{5}\left[\frac{1}{\frac{16}{15}+1}\right]^{-1} \\
& =\frac{62}{75} .
\end{aligned}
$$

To get $\hat{\pi}_{3}^{(1)}$, we use $\hat{\pi}_{1}^{(1)}$ and $\hat{\pi}_{3}^{(0)}$; to get $\hat{\pi}_{4}^{(1)}$, we use $\hat{\pi}_{1}^{(1)}$ and $\hat{\pi}_{4}^{(0)}$. The results of three of the first 10 iterations, before normalization, are given in Table 3.3.

Normalizing, we get $\grave{\pi}_{1}=1.107, \hat{\pi}_{2}=0.738=\hat{\pi}_{3}$, and $\hat{\pi}_{4}=1.658$. Based on these results we would rank the items (from best to worst) as 4,1 and then 2 and 3 equal.

Two questions still need to be addressed. How do we know that the iterations will converge? What do we know about the properties of the maximum likelihood estimates?

### 3.2.3 Convergence

Convergence is assured if the $n_{i j}$ are all equal to 1 , although it may be slow ( p 62 , David (1988) quoting Dykstra (1956)). If the $n_{i j}$ are not equal then Zermelo (1929) and Ford Jr.

Table 3.3 Estimates of $\pi_{i}$ from the First Three Choice Sets Only

| Iteration | $\hat{\pi}_{1}$ | $\hat{\pi}_{2}$ | $\hat{\pi}_{3}$ | $\hat{\pi}_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1.000 | 1.000 | 1.000 | 1.000 |
| 5 | 1.061 | 0.7115 | 0.7115 | 1.550 |
| 9 | 1.056 | 0.7045 | 0.7045 | 1.581 |
| 10 | 1.056 | 0.7042 | 0.7042 | 1.582 |
| 10 (normalized) | 1.107 | 0.738 | 0.738 | 1.658 |

(1957), quoted in David (1988), have established that the iterative process will converge provided that: "In every possible partition of the objects into two non-empty subsets, some object in the first set has been preferred at least once to some object in the second set." If this condition is not satisfied, then either there are two sets of items which have never been compared (so how could they be ranked relative to each other), or every comparison favours one set, $P_{1}$ say, and so the $\pi_{i}$ values of all the items in the other set, $P_{2}$ say, must be 0 . This follows by noting that, if the $\pi_{i}$ associated with the items in $P_{2}$ were not 0 , then the likelihood function could be increased by multiplying all these $\pi_{i}$ by a constant less than 1 and dividing the $\pi_{i}$ values of the items in $P_{1}$ by a constant greater than 1 so that the constraint $\prod_{i} \pi_{i}=1$ is preserved (from David (1988), pp. 63-64)).

We choose the pairs that we present to ensure that there are no sets of items that are not compared. This does not require that all pairs of items be compared directly, as we saw in Example 3.2.2, but it does require that for any two items, $T_{i}$ and $T_{j}$, it is possible to form a list of items $T_{i}, T_{i_{1}}, T_{i_{2}}^{\prime}, \ldots, T_{j}^{\prime}$, such that adjacent items in the list correspond to pairs in the design. Such a design is said to be connected.

## EXAMPLE 3.2.3.

If we have four items of interest and we use the pairs $\left(T_{1}, T_{2}\right),\left(T_{1}, T_{3}\right)$ and $\left(T_{1}, T_{4}\right)$, then any item is directly compared to item $T_{1}$. Consider the pairs of items not involving $T_{1}$. Then the list for the pair $T_{2}, T_{3}$ is $T_{2}, T_{1}, T_{3}$, and for the pair $T_{2}, T_{4}$ is $T_{2}, T_{1}, T_{4}$, and for the pair $T_{3}, T_{4}$ is $T_{3}, T_{1}, T_{4}$. Thus the original set of three pairs forms a connected design.

Even with a connected design, it can still be possible for every comparison to favour one set.

## ■ EXAMPLE 3.2.4.

In Example 3.2.2, for instance, there is at least one subject who has chosen each of the items. So, if we divide the items into two sets, say $P_{1}=\left\{T_{1}, T_{2}\right\}$ and $P_{2}=\left\{T_{3}, T_{4}\right\}$, then there is at least one time when an object in $P_{1}$ has been preferred, and at least one time that an object in $P_{2}$ has been preferred. On the other hand, if we let $P_{1}=\left\{T_{1}, T_{2}, T_{3}\right\}$ and $P_{2}=\left\{T_{4}\right\}$ and consider only subject 1 , then the option from $P_{2}$ is never chosen. The likelihood for the first subject is given by

$$
L(\boldsymbol{\pi})=\frac{\pi_{1}^{3} \pi_{2}^{2} \pi_{3}^{1} \pi_{4}^{0}}{\left(\pi_{1}+\pi_{2}\right)\left(\pi_{1}+\pi_{3}\right)\left(\pi_{1}+\pi_{4}\right)\left(\pi_{2}+\pi_{3}\right)\left(\pi_{2}+\pi_{4}\right)\left(\pi_{3}+\pi_{4}\right)}
$$

Observe that the value of the likelihood function is largest when $\pi_{4}=0$ and that the likelihood function gets smaller for larger values of $\pi_{4}$. So, if we start by assuming the null hypothesis that all the $\pi_{i}=1$, then we get $L(1,1,1,1)=0.015625$. If we let $\pi_{4}=0$,
then we have $L(1,1,1,0)=0.125$. If we try to have a small positive value for $\pi_{4}$, say $\pi_{4}=1 / 1000$, then $L(10,10,10,1 / 1000)=0.124963$ which is somewhat smaller than the likelihood when $\pi_{4}=0$. If instead we give $\pi_{4}$ a value which suggests that item $T_{4}$ was very popular, say $\pi_{4}=8$, then $L(1 / 2,1 / 2,1 / 2,8)=0.0000254427$ which is very much smaller than the value with all the $\pi_{i} s$ equal to 1 and certainly smaller than the largest value of the likelihood possible. This illustrates the discussion about maximizing the likelihood when the items chosen have resulted in a disconnected design.

### 3.2.4 Properties of the MLEs

Assuming that we have used a connected design and that each item has been chosen at least once, we know that the maximum likelihood estimates will exist. In this section, we outline the results that lead to the asymptotic distribution of the maximum likelihood estimates, $\hat{\pi}_{i}$. We briefly recall the results on the distribution of the MLEs for a random sample from one population and then we outline how the results need to be modified to apply to the Bradley-Terry model.

Let $x_{i}$ be a random vector of length $t$. Let $\boldsymbol{x}_{\mathbf{1}}, \boldsymbol{x}_{\mathbf{2}}, \ldots, \boldsymbol{x}_{\boldsymbol{s}}$ be a random sample of size $s$ from a common distribution $f(\boldsymbol{x}, \boldsymbol{\theta})$ with unknown parameter vector $\boldsymbol{\theta}$. Suppose that the distribution satisfies some mild smoothness assumptions that are stated explicitly in Cramer (1946) or Scholz (1985). Then, for large values of $s$, the distribution of $\sqrt{s} \hat{\theta}_{s}$ is approximately $t$-variate normal with mean vector $\theta$ and variance-covariance matrix $[I(\boldsymbol{\theta})]^{-1}$, where $I(\boldsymbol{\theta})$ is the Fisher information matrix. The Fisher information matrix has entries given by

$$
(I(\theta))_{i j}=\mathcal{E}\left(\left(\frac{\partial \ln f(\boldsymbol{x}, \boldsymbol{\theta})}{\partial \theta_{i}}\right)\left(\frac{\partial \ln f(\boldsymbol{x}, \boldsymbol{\theta})}{\partial \theta_{j}}\right)\right)=-\mathcal{E}\left(\frac{\partial^{2} \ln f(\boldsymbol{x}, \boldsymbol{\theta})}{\partial \theta_{i} \partial \theta_{j}}\right) .
$$

When we consider finding parameter estimates from a choice experiment, choice sets that contain treatment $T_{i}$ also share the parameter $\pi_{i}$ in the corresponding distribution function. Thus these distributions are not independent but are said to be associated. In this situation, the result quoted above needs to be modified; see Bradley and Gart (1962) for details. We now outline the relevant result for the Bradley-Terry model when all subjects see the same choice sets.

As in El-Helbawy and Bradley (1978), we view each choice set as one of the associated populations. We have $s n_{i j}$ observations from the pair ( $T_{i}, T_{j}$ ) and $s N=s \sum_{i<j} n_{i j}$ observations in total. Thus the proportion of observations that come from any choice set is $\lambda_{i j}=n_{i j} / N$. Then the elements of the information matrix for $\sqrt{s N} \hat{\pi}$ are given by

$$
(I(\boldsymbol{\pi}))_{i j}=\sum_{a<b} \lambda_{a b} \mathcal{E}_{\pi}\left(\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \boldsymbol{\pi}\right)}{\partial \pi_{i}}\right)\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \boldsymbol{\pi}\right)}{\partial \pi_{j}}\right)\right) .
$$

If $i \neq j$ the only pair which has both of these partial derivatives non-zero is the pair in which $T_{i}^{\prime}$ and $T_{j}^{\prime}$ are compared. In that case we have

$$
\ln \left(f_{i j \alpha}\left(w_{i j \alpha}, \boldsymbol{\pi}\right)\right)=\left(w_{i j \alpha} \ln \left(\pi_{i}\right)+w_{j i \alpha} \ln \left(\pi_{j}\right)-n_{i j} \ln \left(\pi_{i}+\pi_{j}\right)\right)
$$

from which we get

$$
\frac{\partial \ln \left[f\left(w_{i j \alpha}, \pi\right)\right]}{\partial \pi_{i}}=\frac{w_{i j \alpha}}{\pi_{i}}-\frac{1}{\pi_{i}+\pi_{j}} .
$$

Substituting, we have

$$
(I(\boldsymbol{\pi}))_{i j}=\lambda_{i j} \dot{\mathcal{E}}_{\pi}\left[\left(\frac{w_{i j \alpha}}{\pi_{i}}-\frac{1}{\pi_{i}+\pi_{j}}\right)\left(\frac{w_{j i \alpha}}{\pi_{j}}-\frac{1}{\pi_{i}+\pi_{j}}\right)\right] .
$$

Now $w_{i j \alpha}$ is a Bernoulli random variable which takes the value 1 with probability

$$
\pi_{i} /\left(\pi_{i}+\pi_{j}\right) .
$$

So

$$
\mathcal{E}\left(w_{i j \alpha}\right)=\pi_{i} /\left(\pi_{i}+\pi_{j}\right)
$$

and

$$
\operatorname{Var}\left(\mathrm{w}_{\mathrm{ij} \alpha}\right)=\pi_{\mathrm{i}} /\left(\pi_{\mathrm{i}}+\pi_{\mathrm{j}}\right)\left(1-\pi_{\mathrm{i}} /\left(\pi_{\mathrm{i}}+\pi_{\mathrm{j}}\right)\right)=\pi_{\mathrm{i}} \pi_{\mathrm{j}} /\left(\pi_{\mathrm{i}}+\pi_{\mathrm{j}}\right)^{2} .
$$

If $n_{i j}=0$, then $w_{i j \alpha}=0$ and is not a random variable. For fixed but arbitrary $i$, any two $w_{i h \alpha}$ random variables are independent by assumption (that is, choices made in one choice set are independent of choices made in any other choice set). Hence we have

$$
\begin{aligned}
(I(\boldsymbol{\pi}))_{i j} & =\lambda_{i j} \mathcal{E}_{\pi}\left[\left(\frac{w_{i j \alpha}}{\pi_{i}}-\frac{1}{\pi_{i}+\pi_{j}}\right)\left(\frac{w_{j i \alpha}}{\pi_{j}}-\frac{1}{\pi_{i}+\pi_{j}}\right)\right] \\
& =\lambda_{i j}\left[\mathcal{E}_{\pi}\left(\frac{w_{i j \alpha} w_{j i \alpha}}{\pi_{i} \pi_{j}}\right)-\frac{\mathcal{E}_{\pi}\left(w_{i j \alpha}\right)}{\left(\pi_{i}+\pi_{j}\right) \pi_{i}}-\frac{\mathcal{E}_{\pi}\left(w_{j i \alpha}\right)}{\left(\pi_{i}+\pi_{j}\right) \pi_{j}}+\frac{1}{\left(\pi_{i}+\pi_{j}\right)^{2}}\right] \\
& =\lambda_{i j}\left[0-\frac{\pi_{i}}{\left(\pi_{i}+\pi_{j}\right)^{2} \pi_{i}}-\frac{\pi_{j}}{\left(\pi_{i}+\pi_{j}\right)^{2} \pi_{j}}+\frac{1}{\left(\pi_{i}+\pi_{j}\right)^{2}}\right] \\
& =-\lambda_{i j} \frac{1}{\left(\pi_{i}+\pi_{j}\right)^{2}},
\end{aligned}
$$

when $i \neq j$.
If $i=j$, then

$$
\begin{aligned}
(I(\pi))_{i i} & =\sum_{a<b} \lambda_{a b} \mathcal{E}_{\pi}\left(\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \boldsymbol{\pi}\right)}{\partial \pi_{i}}\right)\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \boldsymbol{\pi}\right)}{\partial \pi_{i}}\right)\right) \\
& =\sum_{a \neq i} \lambda_{i a} \mathcal{E}_{\pi}\left(\left(\frac{\partial \ln f_{i a \alpha}\left(w_{i a \alpha}, \boldsymbol{\pi}\right)}{\partial \pi_{i}}\right)^{2}\right) \\
& =\sum_{a \neq i} \lambda_{i a}\left[\mathcal{E}_{\pi}\left(\left(\frac{w_{i a \alpha}}{\pi_{i}}\right)^{2}\right)-\frac{2}{\left(\pi_{i}+\pi_{a}\right)} \frac{1}{\pi_{i}} \frac{\pi_{i}}{\left(\pi_{a}+\pi_{i}\right)}+\frac{1}{\left(\pi_{i}+\pi_{a}\right)^{2}}\right] \\
& =\sum_{a \neq i} \lambda_{i a}\left[\frac{1}{\pi_{i}\left(\pi_{i}+\pi_{a}\right)}-\frac{1}{\left(\pi_{i}+\pi_{a}\right)^{2}}\right] \\
& =\sum_{a \neq i} \lambda_{i a} \frac{\pi_{a}}{\left(\pi_{a}+\pi_{i}\right)^{2} \pi_{i}}
\end{aligned}
$$

since

$$
\begin{aligned}
\mathcal{E}\left(w_{i a \alpha}^{2}\right) & =\operatorname{Var}\left(w_{i a \alpha}\right)+\left(\mathcal{E}\left(w_{i a \alpha}\right)\right)^{2} \\
& =\frac{\pi_{a} \pi_{i}}{\left(\pi_{i}+\pi_{a}\right)^{2}}+\frac{\pi_{i}^{2}}{\left(\pi_{i}+\pi_{a}\right)^{2}} \\
& =\frac{\pi_{i}\left(\pi_{i}+\pi_{a}\right)}{\left(\pi_{i}+\pi_{a}\right)^{2}} .
\end{aligned}
$$

We also want to calculate the information matrix for the $\gamma_{i}$ values. Since $\gamma_{i}=\ln \left(\pi_{i}\right)$, $\partial \gamma_{i} / \partial \pi_{i}=1 / \pi_{i}$; so $\partial \pi_{i} / \partial \gamma_{i}=\pi_{i}$. Hence $I(\gamma)=P I(\pi) P$, where $P$ is a diagonal matrix with $i$ th entry equal to $\pi_{i}$. Following El-Helbawy et al. (1994), we let $\Lambda(\pi)=I(\gamma)$ be the information matrix for $\sqrt{s N} \hat{\gamma}$.

Putting this altogether we have that

$$
\Lambda_{i i}(\pi)=\pi_{i} \sum_{j, j \neq i} \lambda_{i j} \frac{\pi_{j}}{\left(\pi_{i}+\pi_{j}\right)^{2}}, \quad i=1, \ldots, t
$$

and

$$
\Lambda_{i j}(\pi)=-\lambda_{i j} \frac{\pi_{i} \pi_{j}}{\left(\pi_{i}+\pi_{j}\right)^{2}}, \quad i \neq j, \quad i, j=1, \ldots, t
$$

The $\Lambda(\pi)$ matrix for the 6 pairs in Example 3.2.2 is

$$
\frac{1}{6}\left[\begin{array}{cccc}
\pi_{1} \sum_{j \neq 1} \frac{\pi_{j}}{\left(\pi_{1}+\pi_{i}\right)^{2}} & \frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}\right)^{2}} & \frac{-\pi_{1} \pi_{3}}{\left(\pi_{1}+\pi_{3}\right)^{2}} & \frac{-\pi_{1} \pi_{4}}{\left(\pi_{1}+\pi_{4}\right)^{2}} \\
\frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}\right)^{2}} & \pi_{2} \sum_{j \neq 2} \frac{\pi_{j}}{\left(\pi_{2}+\pi_{j}\right)^{2}} & \frac{-\pi_{2} \pi_{3}}{\left(\pi_{2}+\pi_{3}\right)^{2}} & \frac{-\pi_{2} \pi_{4}}{\left(\pi_{2}+\pi_{4}\right)^{2}} \\
\frac{-\pi_{1} \pi_{3}}{\left(\pi_{1}+\pi_{3}\right)^{2}} & \frac{-\pi_{2} \pi_{3}}{\left(\pi_{2}+\pi_{3}\right)^{2}} & \pi_{3} \sum_{j \neq 3} \frac{\pi_{j}}{\left(\pi_{3}+\pi_{i}\right)^{2}} & \frac{-\pi_{3} \pi_{4}}{\left(\pi_{3}+\pi_{4}\right)^{2}} \\
\frac{-\pi_{1} \pi_{4}}{\left(\pi_{1}+\pi_{4}\right)^{2}} & \frac{-\pi_{2} \pi_{4}}{\left(\pi_{2}+\pi_{4}\right)^{2}} & \frac{-\pi_{3} \pi_{4}}{\left(\pi_{3}+\pi_{4}\right)^{2}} & \pi_{4} \sum_{j \neq 4} \frac{\pi_{3}}{\left(\pi_{4}+\pi_{i}\right)^{2}}
\end{array}\right] .
$$

(Recall that $\lambda_{i j}=1 / 6$ for every pair.)
The $\Lambda(\pi)$ matrix for the three pairs in Example 3.2.2 is

$$
\frac{1}{3}\left[\begin{array}{cccc}
\pi_{1} \sum_{j \neq 1} \frac{\pi_{i}}{\left(\pi_{1}+\pi_{i}\right)^{2}} & \frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}\right)^{2}} & \frac{-\pi_{1} \pi_{3}}{\left(\pi_{1}+\pi_{3}\right)^{2}} & \frac{-\pi_{1} \pi_{4}}{\left(\pi_{1}+\pi_{4}\right)^{2}} \\
\frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}\right)^{2}} & \frac{\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}\right)^{2}} & 0 & 0 \\
\frac{-\pi_{1} \pi_{3}}{\left(\pi_{1}+\pi_{3}\right)^{2}} & 0 & \frac{\pi_{1} \pi_{3}}{\left(\pi_{1}+\pi_{3}\right)^{2}} & 0 \\
\frac{-\pi_{1} \pi_{4}}{\left(\pi_{1}+\pi_{4}\right)^{2}} & 0 & 0 & \frac{\pi_{1} \pi_{4}}{\left(\pi_{1}+\pi_{4}\right)^{2}}
\end{array}\right] .
$$

(Recall that $\lambda_{i j}=1 / 3$ or 0 for every pair.)
The estimated $\Lambda$ matrix would be obtained by substituting the estimates for the $\pi_{i}$ values. (This illustrates one of the main differences between the Bradley-Terry model (indeed any non-linear model) and the familiar least squares models; here the estimate of the covariance matrix depends on the unknown parameters, not just on the design that has been chosen.) For example, the $\Lambda(\pi)$ matrix under the null hypothesis of equally attractive options, that is, assuming $H_{0}: \pi_{1}=\pi_{2}=\ldots=\pi_{t}=1$, is given by

$$
\Lambda_{i j}\left(\mathbf{j}_{t}\right)=\frac{1}{4} \sum_{j, j \neq i} \lambda_{i j}, \quad i=1, \ldots, t,
$$

and

$$
\Lambda_{i j}\left(\mathbf{j}_{t}\right)=-\frac{1}{4} \lambda_{i j}, \quad i \neq j, \quad i, j=1, \ldots, t
$$

where $\mathbf{j}_{t}$ is a $t \times 1$ vector of 1 s .
The $\Lambda\left(\mathbf{j}_{4}\right)$ matrix for the 6 pairs in Example 3.2.2, when we assume that all the options are equally attractive ( $\pi_{1}=\pi_{2}=\pi_{3}=\pi_{4}=1$ ), is given by

$$
\Lambda=\frac{1}{6 \times 4}\left[\begin{array}{rrrr}
3 & -1 & -1 & -1 \\
-1 & 3 & -1 & -1 \\
-1 & -1 & 3 & -1 \\
-1 & -1 & -1 & 3
\end{array}\right]
$$

The $\Lambda\left(\mathrm{j}_{4}\right)$ matrix for the three pairs in Example 3.2.2, when we assume that all the options are equally attractive, is given by

$$
\Lambda=\frac{1}{6 \times 4}\left[\begin{array}{rrrr}
3 & -1 & -1 & -1 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right]
$$

Further discussion about the use of prior information when designing choice experiments may be found in Section 7.4.

### 3.2.5 Representing Options Using $k$ Attributes

Usually choice experiments are conducted using items that are described by the levels of each of $k$ attributes. With such a representation it then becomes natural to ask whether the main effects of the attributes are significant, whether the two-factor interaction effects of pairs of attributes are significant and so on. In this section, we derive the parameter estimates for the factorial effects of interest and establish the asymptotic distributional properties of these estimates.

Consider the $k$ attributes. We assume that attribute $q$ has $\ell_{q}$ levels. Thus there are $L=\prod_{q} \ell_{q}$ items all together. We will assume that the level combinations are ordered lexicographically, just as we did in Chapter 2 , so $T_{1}$ corresponds to $(0,0, \ldots, 0), T_{2}$ corresponds to $(0,0, \ldots, 0,1)$, and so on until $T_{L}$ corresponds to ( $\ell_{1}-1, \ell_{2}-1, \ldots, \ell_{k}-1$ ). Sometimes we will replace the subscript " $i$ " on $T_{i}^{\prime}$ by the corresponding vector of attribute levels.

We want this representation to be reflected in the way we represent the $\gamma_{i}$; so we write

$$
\gamma_{\left(f_{1}, f_{2}, \ldots, f_{k}\right)}=\sum_{q} \beta_{q, f_{q}}+\sum_{q_{1}<q_{2}} \beta_{q_{1} q_{2}, f_{q_{1}} f_{q_{2}}}+\cdots+\beta_{12 \ldots k, f_{1} f_{2} \ldots f_{k}},
$$

where $\beta_{q, f_{q}}$ is the effect of attribute $q$ when at level $f_{q}, \beta_{q_{1} q_{2}, f_{q_{1}} f_{q_{2}}}$ is the joint effect of attributes $q_{1}$ and $q_{2}$ at levels $f_{q_{1}}$ and $f_{q_{2}}$ and so on. This representation has more parameters than it requires. Specifically it has

$$
\sum_{q} \ell_{q}+\sum_{q_{1}<q_{2}} \ell_{q_{1}} \ell_{q_{2}}+\cdots+L=\prod_{q}\left(\ell_{q}+1\right)-1
$$

parameters; so we must impose $\prod_{q}\left(\ell_{q}+1\right)-\prod_{q} \ell_{q}$ independent constraints. We see that this is exactly analogous to the situation for the usual representation of a full factorial model in an ordinary least squares setting and we impose the familiar constraints

$$
\sum_{f_{q}} \beta_{q, f_{q}}=0, \quad \sum_{f_{q_{1}}} \beta_{q_{1} q_{2}, f_{q_{1}} f_{q_{2}}}=\sum_{f_{q_{2}}} \beta_{q_{1} q_{2}, f_{q_{1}} f_{q_{2}}}=0
$$

and so on.
Many authors represent $\gamma_{\left(f_{1}, f_{2}, \ldots, f_{k}\right)}$ by $V_{i}=\boldsymbol{\beta}^{\prime} \mathbf{x}_{i}$, where $\left(f_{1}, f_{2}, \ldots, f_{k}\right)$ represents the $i$ th treatment combination in lexicographic order, $\boldsymbol{\beta}$ contains all the possible $\beta$ values and $\mathbf{x}_{i}$ is a $(0,1)$ indicator vector.

Another common representation incorporates the constraints into the vector $\beta$. Thus instead of having $\ell_{q}$ elements in $\beta$ for attribute $q$, there are only $\ell_{q}-1$ entries and there are $\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)$ parameters for the joint effect of attributes $q_{1}$ and $q_{2}$ and so on. This
means that $\mathbf{x}_{i}$ uses $\ell_{q}-1$ entries for each attribute, with all entries 0 except for the position corresponding to $f_{q}$, which is 1 , for the first $\ell_{q}-1$ levels and level $f_{\ell_{q}-1}$ corresponding to $\ell_{q}-1$ entries of -1 . In either case, the null hypothesis $\pi=\mathbf{j}_{L}$ is equivalent to having all entries in $\beta$ equal to 0 .

We illustrate these ideas in the next example.
E EXAMPLE 3.2.5.
Let $k=2$ and let $\ell_{1}=2$ and $\ell_{2}=3$. Then, for the first representation, we have

$$
\boldsymbol{\beta}^{\prime}=\left(\beta_{1,0}, \beta_{1.1}, \beta_{2.0}, \beta_{2,1}, \beta_{2,2}, \beta_{12,00}, \beta_{12,01}, \beta_{12.02}, \beta_{12.10}, \beta_{12,11}, \beta_{12.12}\right) .
$$

The treatment combinations and the corresponding $\mathbf{x}_{i}$ and $\gamma_{i}$ are given in Table 3.4. In this representation the constraints are

$$
\begin{gathered}
\beta_{1,0}+\beta_{1,1}=0, \beta_{2,0}+\beta_{2,1}+\beta_{2,2}=0 \\
\beta_{12,00}+\beta_{12,10}=0, \beta_{12,01}+\beta_{12,11}=0, \beta_{12,02}+\beta_{12,12}=0,
\end{gathered}
$$

and

$$
\beta_{12,00}+\beta_{12,01}+\beta_{12,02}=0, \beta_{12,10}+\beta_{12,11}+\beta_{12,12}=0
$$

To get the second representation we need to incorporate these constraints into $\boldsymbol{\beta}$. We see that

$$
\begin{gathered}
\beta_{1,1}=-\beta_{1,0}, \\
\beta_{2,2}=-\beta_{2,0}-\beta_{2,1}, \\
\beta_{12,10}=-\beta_{12,00}, \\
\beta_{12,11}=-\beta_{12,01}, \\
\beta_{12,02}=-\beta_{12,00}-\beta_{12,01},
\end{gathered}
$$

and

$$
\beta_{12,12}=-\beta_{12,02}=\beta_{12,00}+\beta_{12,01} .
$$

Thus we have

$$
\beta^{\prime}=\left(\beta_{1,0}, \beta_{2,0}, \beta_{2,1}, \beta_{12,00}, \beta_{12,01}\right) .
$$

The treatment combinations, and the corresponding $\mathbf{x}_{i}$ and $\gamma_{i}$, are given in Table 3.5.

Table 3.4 Unconstrained Representation of Treatment Combinations

| Treatment <br> Combination | $\mathbf{x}_{i}$ | $\gamma_{i}$ |
| :---: | :---: | :---: |
| 0.0 | $1,0,1,0,0,1,0,0,0,0,0$ | $\beta_{1.0}+\beta_{2.0}+\beta_{12.00}$ |
| 0,1 | $1,0,0,1,0,0,1,0,0,0,0$ | $\beta_{1.0}+\beta_{2.1}+\beta_{12.01}$ |
| 0,2 | $1,0,0,0,1,0,0,1,0,0,0$ | $\beta_{1.0}+\beta_{2.2}+\beta_{12.02}$ |
| 1,0 | $0,1,1,0,0,0,0,0,1,0,0$ | $\beta_{1.1}+\beta_{22 .}+\beta_{12.10}$ |
| 1,1 | $0,1,0,1,0,0,0,0,0,1,0$ | $\beta_{1.1}+\beta_{22 .}+\beta_{12.11}$ |
| 1,2 | $0,1,0,0,1,0,0,0,0,0,1$ | $\beta_{1.1}+\beta_{2.2}+\beta_{12.12}$ |

We will be using the first representation in this book.

Table 3.5 Constrained Representation of Treatment Combinations

| Treatment <br> Combination | $\mathbf{x}_{i}$ | $\gamma_{i}$ |
| :---: | :---: | :---: |
| 0.0 | $1,1,0,1,0$ | $\beta_{1.0}+\beta_{2,0}+\beta_{12.00}$ |
| 0,1 | $1,0,1,0,1$ | $\beta_{1.0}+\beta_{2,1}+\beta_{12,01}$ |
| 0.2 | $1,-1,-1,-1,-1$ | $\beta_{1.0}-\beta_{2.0}-\beta_{2.1}-\beta_{12,00}-\beta_{12.01}$ |
| 1,0 | $-1,1,0,-1,0$ | $-\beta_{1.0}+\beta_{2.0}-\beta_{12,00}$ |
| 1,1 | $-1,0,1,0,-1$ | $-\beta_{1.0}+\beta_{2.1}-\beta_{12.01}$ |
| 1,2 | $-1,-1,-1,1,1$ | $-\beta_{1.0}-\beta_{2.0}-\beta_{2,1}+\beta_{12.00}+\beta_{12.01}$ |

Questions about the main effects of attribute $q$ are answered by considering contrasts of the $\beta_{q, f_{q}}$, questions about the two-factor interaction of attributes $q_{1}$ and $q_{2}$ are answered by considering contrasts of the $\beta_{q_{1} q_{2}, f_{q_{1}}} f_{q_{2}}$ and so on. If we want to develop the best design to test if some particular effects are zero, we do this by specifying which effects we want to test are zero, and which effects (if any) we are going to assume are zero, and then we find the parameter estimates and determine the asymptotic properties of these estimates.

We write the $p$ contrasts that we want to test as the rows of the matrix $B_{h}$. We choose the coefficients in the contrast matrix $B_{h}$ so that $B_{h} B_{h}^{\prime}=I_{p}$ where $I_{p}$ is the identity matrix of order $p$. That is, we say that the matrix $B_{h}$ is orthonormal. If any row of $B_{h}$ is not already of unit length then we divide the entries in that row by the square root of the sum of the squares of the entries in that row. All contrasts that we assume are 0 appear as rows of the orthonormal matrix $B_{a}$ which we will assume has $a$ rows. Finally, $B_{r}$ contains any remaining contrasts from the complete set of $L-1$ independent contrasts. The next example illustrates these ideas for three binary attributes.

## EXAMPLE 3.2.6.

Let $k=3$ and let $\ell_{1}=\ell_{2}=\ell_{3}=2$. So the eight items are represented by $000,001,010$, $011,100,101,110$ and 111, in lexicographic order. Then

$$
\gamma_{011}=\beta_{1,0}+\beta_{2,1}+\beta_{3,1}+\beta_{12,01}+\beta_{13,01}+\beta_{23,11}+\beta_{123,011}
$$

The constraints that we impose are

$$
\begin{gathered}
\beta_{q, 0}+\beta_{q, 1}=0, \quad q=1,2,3, \\
\beta_{q_{1} q_{2}, 00}+\beta_{q_{1} q_{2}, 01}=\beta_{q_{1} q_{2}, 10}+\beta_{q_{1} q_{2}, 11}=0, q_{1}, q_{2}=1,2 ; 1,3 ; 2,1 ; 2,3 ; 3,1: 3,2, \\
\beta_{123,000}+\beta_{123,001}=\beta_{123,010}+\beta_{123,011}=\beta_{123,100}+\beta_{123,101}=\beta_{123,110}+\beta_{123,111}=0,
\end{gathered}
$$

and similarly for each of the other two attributes for the components of the three-factor interaction.

Suppose that we want to test if the main effects are 0 . Then

$$
B_{h}=\frac{1}{2 \sqrt{2}}\left[\begin{array}{rrrrrrrr}
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1
\end{array}\right]
$$

Observe that $B_{h} B_{h}^{\prime}=I_{3}$.

Suppose that we do this assuming that the three-factor interaction is 0 . Then

$$
B_{0}=\frac{1}{2 \sqrt{2}}\left[\begin{array}{llllllll}
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1
\end{array}\right] .
$$

That means that we have made no assumptions about the two-factor interaction contrasts; so

$$
B_{r}=\frac{1}{2 \sqrt{2}}\left[\begin{array}{rrrrrrrr}
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1
\end{array}\right]
$$

The likelihood function itself is independent of any constraints that we impose on the parameters but the solution will have to reflect the constraints. We summarize the results in Bradley and El-Helbawy (1976) below.

We want to maximize the likelihood equation

$$
L(\boldsymbol{\pi})=\frac{\pi_{1}^{w_{1}} \pi_{2}^{w_{2}} \cdots \pi_{t}^{w_{t}}}{\prod_{i<j}\left(\pi_{i}+\pi_{j}\right)^{s n_{i j}}}
$$

subject to the normalizing constraint $\sum_{i} \ln \left(\pi_{i}\right)=\sum_{i} \gamma_{i}=0$ and the assumed constraints $B_{a} \gamma=0_{a}$ where $\mathbf{0}_{a}$ is a column of 0 s of length $a$. Working with the log-likelihood and using Lagrange multipliers we maximize

$$
\sum_{i=1}^{L} w_{i} \gamma_{i}-\sum_{i<j} s n_{i j} \ln \left(\pi_{i}+\pi_{j}\right)+\kappa_{1} \sum_{i=1}^{L} \gamma_{i}+\left[\kappa_{2}, \ldots, \kappa_{a+1}\right] B_{a} \gamma
$$

subject to $\sum_{i=1}^{L} \gamma_{i}=0$ and $B_{a} \gamma=\mathbf{0}_{a}$. As before we assume that every item has been chosen at least once.

To maximize the function we differentiate with respect to each $\pi_{i}$ in turn. For $\pi_{i}$ this gives

$$
\frac{w_{i}}{\pi_{i}}-\sum_{j \neq i} \frac{s n_{i j}}{\pi_{i}+\pi_{j}}+\frac{\kappa_{1}}{\pi_{i}}+\sum_{j=1}^{a} \kappa_{j+1}\left(B_{a}\right)_{j i} \frac{1}{\pi_{i}}=0 .
$$

Let $w_{i}-\sum_{j \neq i} \frac{s n_{i, j} \pi_{i}}{\pi,+\pi_{j}}=z_{i}, \mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{L}\right)^{\prime}$ and $\kappa=\left(\kappa_{2}, \ldots, \kappa_{a+1}\right)^{\prime}$. Then, writing the derivative in matrix notation, we have

$$
\mathbf{z}+\kappa_{1} \mathbf{j}_{L}+B_{a}^{\prime} \boldsymbol{\kappa}=\mathbf{0}_{L}
$$

Pre-multiplying by $\mathbf{j}_{L}^{\prime}$ we get

$$
\mathbf{j}_{L}^{\prime} \mathbf{z}+\kappa_{1} \mathbf{j}_{L}^{\prime} \mathbf{j}_{L}+\mathbf{j}_{L}^{\prime} B_{a}^{\prime} \boldsymbol{\kappa}=\mathbf{0}_{L}
$$

Since $\mathbf{j}_{L}^{\prime} \mathbf{z}=s N-s N$ and $\mathbf{j}_{L}^{\prime} B_{a}=0$, we have that $L \kappa_{1}=0$ and since $B_{a} B_{a}^{\prime}=I_{a}$ we have

$$
B_{a} \mathbf{z}+\boldsymbol{\kappa}=\mathbf{0}_{L} .
$$

Hence $\boldsymbol{\kappa}=-B_{a} \mathbf{z}$ and

$$
\mathbf{z}-B_{a}^{\prime} B_{a} \mathbf{z}=\left(I-B_{a}^{\prime} B_{a}\right) \mathbf{z}=\mathbf{0}_{L}
$$

As before these equations are solved iteratively. Their convergence is guaranteed, provided that there are no items that are never chosen; see El-Helbawy and Bradley (1977) for details.

What about the distribution of these constrained maximum likelihood parameter estimates? To find this we use the ideas of El-Helbawy and Bradley (1978) who apply the results of Bradley and Gart (1962) to the parameters in $\left[\begin{array}{c}B_{h} \\ B_{r}\end{array}\right] \gamma=B_{h r} \gamma=\theta$. Then the information matrix $C$ of $\sqrt{s N} \hat{\theta}$ has entries $C_{u q}$ given by

$$
\begin{gathered}
\sum_{a<b} \lambda_{a b} \mathcal{E}_{\theta}\left(\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \boldsymbol{\pi}\right)}{\partial \theta_{u}}\right)\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \pi\right)}{\partial \theta_{q}}\right)\right) \\
=\sum_{i} \sum_{j}\left[\sum_{a<b} \lambda_{a b} \mathcal{E}_{\pi}\left(\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \pi\right)}{\partial \gamma_{i}}\right)\left(\frac{\partial \ln f_{a b \alpha}\left(w_{a b \alpha}, \pi\right)}{\partial \gamma_{j}}\right)\right)\right]\left(B_{h r}\right)_{u i}\left(B_{h r}\right)_{q j} .
\end{gathered}
$$

Thus we have

$$
C=B_{h r} \Lambda(\pi) B_{h r}^{\prime} .
$$

Unless we need to emphasize the value of $\pi$ we are considering, we will write $\Lambda$ for $\Lambda(\pi)$ from now on.

We are really interested in $B_{h} \hat{\gamma}$ of course, and these are the first $p$ entries of $\hat{\theta}$. The variance-covariance matrix of $\sqrt{s N} \hat{\theta}=\sqrt{s N}\left[\begin{array}{c}B_{h} \hat{\gamma} \\ B_{r} \hat{\gamma}\end{array}\right]$ is $C^{-1}$. If we write

$$
C=\left[\begin{array}{ll}
C_{h h} & C_{h r} \\
C_{r h} & C_{r r}
\end{array}\right]
$$

then the variance-covariance matrix of $\sqrt{s N} B_{h} \hat{\gamma}$ is given by $C_{h h}^{-1}$ provided, of course, $C_{h r}=0_{p, L-1-p-a}$. If $C_{h r} \neq 0_{p, L-1-p-a}$ then the variance-covariance matrix of $\sqrt{s N} B_{h} \hat{\gamma}$ is obtained from the principal minor of order $p$ of $C^{-1}$; that is, the submatrix of order $p$ starting in position (1,1).

## EXAMPLE 3.2.7.

Consider the situation of Example 3.2.6. Suppose that we use the pairs $(000,111),(001$, $110),(010,101),(011,100),(000,011),(000,101),(000,110),(111,001),(111,010)$, and ( 111,100 ) and calculate $\Lambda$ assuming that $\pi=\mathrm{j}_{8}$. We get

$$
\Lambda=\frac{1}{40}\left[\begin{array}{rrrrrrrr}
4 & 0 & 0 & -1 & 0 & -1 & -1 & -1 \\
0 & 2 & 0 & 0 & 0 & 0 & -1 & -1 \\
0 & 0 & 2 & 0 & 0 & -1 & 0 & -1 \\
-1 & 0 & 0 & 2 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 2 & 0 & 0 & -1 \\
-1 & 0 & -1 & 0 & 0 & 2 & 0 & 0 \\
-1 & -1 & 0 & 0 & 0 & 0 & 2 & 0 \\
-1 & -1 & -1 & 0 & -1 & 0 & 0 & 4
\end{array}\right]
$$

and

$$
C=B_{h r} \Lambda B_{h r}^{\prime}=\frac{1}{40}\left[\begin{array}{ccccccc}
4 & 1 & 1 & : & 0 & 0 & 0 \\
1 & 4 & 1 & : & 0 & 0 & 0 \\
1 & 1 & 4 & : & 0 & 0 & 0 \\
. & . & . & : & . & . & . \\
0 & 0 & 0 & : & 2 & 1 & 1 \\
0 & 0 & 0 & : & 1 & 2 & 1 \\
0 & 0 & 0 & : & 1 & 1 & 2
\end{array}\right]
$$

The variance-covariance matrix for $\sqrt{s N} B_{h r} \hat{\gamma}$ is $\frac{1}{s N} C^{-1}$, where

$$
C^{-1}=\frac{1}{9}\left[\begin{array}{rrrrrrr}
100 & -20 & -20 & : & 0 & 0 & 0 \\
-20 & 100 & -20 & : & 0 & 0 & 0 \\
-20 & -20 & 100 & : & 0 & 0 & 0 \\
. . & . & . & . & . & . & .
\end{array}\right] .
$$

Thus we see that the elements of $B_{h} \hat{\gamma}$ and $B_{r} \hat{\gamma}$ are independently estimated (since the covariance of any element of $B_{h} \hat{\gamma}$ and $B_{r} \hat{\gamma}$ is 0 ) and so the variance-covariance matrix of $\sqrt{S N} B_{h} \hat{\gamma}$ is the principal minor of order 3 of $C^{-1}$.

However it is not always the case that the elements of $B_{h} \hat{\gamma}$ and $B_{r} \hat{\gamma}$ are independently estimated, as the next example shows.

## - EXAMPLE 3.2.8.

Let $k=\ell_{1}=\ell_{2}=2$. Suppose that we want to test hypotheses about the main effects so

$$
B_{h}=\frac{1}{2}\left[\begin{array}{rrrr}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1
\end{array}\right]
$$

and we do not want to make any assumptions about the two-factor interaction effect. Then

$$
B_{r}=\frac{1}{2}\left[\begin{array}{llll}
1 & -1 & -1 & 1
\end{array}\right] .
$$

Suppose that we use the pairs $(00,11),(01,10)$, and $(00,01)$. Then

$$
\begin{gathered}
\Lambda=\frac{1}{12}\left[\begin{array}{rrrr}
2 & -1 & 0 & -1 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right], \\
C=\frac{1}{12}\left[\begin{array}{rrrr}
2 & 0 & : & 0 \\
0 & 3 & : & -1 \\
. & . & . & . \\
0 & -1 & : & 1
\end{array}\right] \text { and } C^{-1}=\left[\begin{array}{cccc}
6 & 0 & : & 0 \\
0 & 6 & : & 6 \\
. & . & . & . \\
0 & 6 & : & 18
\end{array}\right] .
\end{gathered}
$$

If we assume instead that

$$
B_{r} \hat{\gamma}=0,
$$

then

$$
C=B_{h} \Lambda B_{h}^{\prime}=\frac{1}{12}\left[\begin{array}{ll}
2 & 0 \\
0 & 3
\end{array}\right] \text { with } C^{-1}=\left[\begin{array}{ll}
6 & 0 \\
0 & 4
\end{array}\right]
$$

Hence we see that with these choice sets the variance estimate of the estimate of the main effect of the second factor, $\left(\gamma_{11}+\gamma_{01}-\left(\gamma_{10}+\gamma_{00}\right)\right) / 2$, depends on the assumption, if any, made about the two-factor interaction.

The off-diagonal elements of the variance-covariance matrix $C^{-1}$ give the covariance of pairs of contrasts in $\sqrt{s N} B_{h} \hat{\gamma}$. If one of these entries is 0 then the corresponding contrasts are independently estimated. So if the variance-covariance matrix is diagonal, then all
pairs of contrasts are independently estimated. Of course the inverse of a diagonal matrix is diagonal; so we prefer designs in which the $C$ matrix is diagonal.

If the attributes that are used to describe the options in a choice experiment have more than two levels then there are often several different ways in which the contrasts in $B_{h}$ can be represented. We can move between these different representations of the contrasts by multiplying appropriate matrices together. Thus we are not concerned if the $C$ matrix has non-zero off-diagonal entries that correspond to contrasts for the same effect, main or interaction.

If we think of $C$ as being made up of block matrices of order $\left(\ell_{q_{1}}-1\right) \times\left(\ell_{q_{2}}-1\right)$, for the main effects, block matrices of order $\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) \times\left(\ell_{q_{3}}-1\right)\left(\ell_{q_{4}}-1\right)$ for the twofactor interaction effects, $q_{1}, q_{2}, q_{3}, q_{4}=1,2, \ldots, k$, and so on for higher-order interaction effects, then we want the off-diagonal blocks to be a zero matrix of the appropriate size, but the diagonal blocks are not restricted in their form. In the case when all the off-diagonal block matrices are zero, we say that $C$ is block diagonal and we note that since the inverse of a block diagonal matrix is block diagonal, the covariance of any two contrasts from different attributes is 0 .

If we want the components of the contrasts for a particular effect to be independent, then we would have to choose a suitable set of contrasts to achieve that. While this may be possible, it depends on the choice sets used in the experiment and it is sometimes true that the contrasts that result do not have an easily interpretable meaning.

Can we say under what circumstances the estimates of the variance-covariance matrix of $B_{h} \hat{\gamma}$ is independent of the form of $B_{r}$ ? The short answer is yes, when $C_{h r}=0$, and we discuss this further in Chapters 4,5 , and 6.

It is not essential that the elements in $B_{h}$ be independent contrasts, or even that they be contrasts. For example, if we want to work with the second representation of $\boldsymbol{\beta}$ in a main effects only setting, then we merely need to use as $B_{h}$ a matrix which calculates $\beta_{q, f_{q}}-\beta_{q, \ell_{q}-1}$ for the first $\ell_{q}-1$ levels of attribute $q$. The corresponding information matrix is still $B_{h} \Lambda B_{h}^{\prime}$, given that all other interaction effects are assumed to be 0 . We illustrate this in the next example.

## ■ EXAMPLE 3.2.9.

Consider the situation of Example 3.2.5. Suppose that we assume that the two-factor interaction is 0 . Then for the first representation

$$
\boldsymbol{\beta}^{\prime}=\left(\beta_{1,0}, \beta_{1,1}, \beta_{2,0}, \beta_{2,1}, \beta_{2,2}\right)
$$

and hence

$$
\gamma^{\prime}=\left(\beta_{1,0}+\beta_{2,0}, \beta_{1,0}+\beta_{2,1}, \beta_{1,0}+\beta_{2,2}, \beta_{1,1}+\beta_{2,0}, \beta_{1,1}+\beta_{2,1}, \beta_{1,1}+\beta_{2,2}\right)
$$

If we let

$$
B_{h}=\left[\begin{array}{cccccc}
\frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
\frac{-1}{2} & 0 & \frac{1}{2} & \frac{-1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2 \sqrt{3}} & \frac{-2}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-2}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}}
\end{array}\right],
$$

we can test hypotheses about the main effects using $B_{h} \gamma$.
For the second representation the parameters of interest are

$$
\beta_{1,0}-\beta_{1,1}, \beta_{2,0}-\beta_{2,2}, \beta_{2,1}-\beta_{2,2} .
$$

If

$$
B_{\Omega}=\left[\begin{array}{rrrrrr}
1 & 1 & 1 & -1 & -1 & -1 \\
1 & 0 & -1 & 1 & 0 & -1 \\
0 & 1 & -1 & 0 & 1 & -1
\end{array}\right]
$$

then

$$
B_{\Omega} \gamma=\left[\begin{array}{l}
3\left(\beta_{1,0}-\beta_{1,1}\right) \\
2\left(\beta_{2,0}-\beta_{2,2}\right) \\
2\left(\beta_{2,1}-\beta_{2,2}\right)
\end{array}\right]
$$

Suppose that we use the pairs $(00,11), 01,12),(02,10),(10,01),(11,02)$, and $(12,00)$. Then, under the null hypothesis, we have

$$
\Lambda=\frac{1}{4 \times 6}\left[\begin{array}{rrrrrr}
2 & 0 & 0 & 0 & -1 & -1 \\
0 & 2 & 0 & -1 & 0 & -1 \\
0 & 0 & 2 & -1 & -1 & 0 \\
0 & -1 & -1 & 2 & 0 & 0 \\
-1 & 0 & -1 & 0 & 2 & 0 \\
-1 & -1 & 0 & 0 & 0 & 2
\end{array}\right]
$$

and the information matrix for $B_{\Omega} \gamma$ is $B_{\Omega} \Lambda B_{\Omega}^{\prime}=C_{\Omega}$.
The information matrix for $B_{\Omega} \gamma$ is often expressed in terms of the treatment combinations in each choice set (see Huber and Zwerina (1996), for example). We show the relationship between these two approaches here. For the second representation the $\mathbf{x}_{i}$ are represented by triples; see Example 3.2.5. These triples are the columns of $B_{\Omega}$ and so we will write

$$
B_{\Omega}=\left[\begin{array}{llll}
\mathbf{x}_{1}, & \mathbf{x}_{2}, & \ldots, & \mathbf{x}_{6}
\end{array}\right] .
$$

Then

$$
\begin{aligned}
B_{\Omega} \Lambda B_{\Omega}^{\prime} & =\frac{1}{4 \times 6}\left[\sum_{j} n_{1 j}\left(\mathbf{x}_{1}-\mathbf{x}_{j}\right), \sum_{j} n_{2 j}\left(\mathbf{x}_{2}-\mathbf{x}_{j}\right), \ldots, \sum_{j} n_{6 j}\left(\mathbf{x}_{6}-\mathbf{x}_{j}\right)\right] B_{\Omega}^{\prime} \\
& =\frac{1}{4 \times 6} \sum_{i} \sum_{j} n_{i j}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right) \mathbf{x}_{i}^{\prime} \\
& =\frac{1}{4 \times 6} \sum_{i<j} n_{i j}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\prime}
\end{aligned}
$$

Huber and Zwerina (1996) write the information matrix for $B_{\Omega} \gamma$, under the null hypothesis, as

$$
\Omega_{0}=\frac{1}{m} \sum_{n=1}^{N} \sum_{j=1}^{m} \mathbf{z}_{j n} \mathbf{z}_{j n}^{\prime},
$$

where there are $m$ options in each of $N$ choice sets and

$$
\mathbf{z}_{j n}=\mathbf{x}_{j n}-\overline{\mathbf{x}}_{n} \text { and } \overline{\mathbf{x}}_{n}=\frac{1}{m} \sum_{a=1}^{m} \mathbf{x}_{a n} .
$$

In this case $m=2$, and hence we have

$$
\mathbf{z}_{1 n}=\mathbf{x}_{1 n}-\left(\mathbf{x}_{1 n}+\mathbf{x}_{2 n}\right) / 2=\frac{1}{2}\left(\mathbf{x}_{1 n}-\mathbf{x}_{2 n}\right)
$$

and

$$
\mathbf{z}_{2 n}=\mathbf{x}_{2 n}-\left(\mathbf{x}_{1 n}+\mathbf{x}_{2 n}\right) / 2=\frac{1}{2}\left(\mathbf{x}_{2 n}-\mathbf{x}_{1 n}\right) .
$$

From this we see that

$$
\begin{aligned}
\Omega_{0} & =\frac{1}{2} \sum_{n=1}^{6}\left(\frac{1}{4}\left(\mathbf{x}_{1 n}-\mathbf{x}_{2 n}\right)\left(\mathbf{x}_{1 n}-\mathbf{x}_{2 n}\right)^{\prime}+\frac{1}{4}\left(\mathbf{x}_{2 n}-\mathbf{x}_{1 n}\right)\left(\mathbf{x}_{2 n}-\mathbf{x}_{1 n}\right)^{\prime}\right) \\
& =\frac{1}{4} \sum_{n=1}^{6}\left(\mathbf{x}_{1 n}-\mathbf{x}_{2 n}\right)\left(\mathbf{x}_{1 n}-\mathbf{x}_{2 n}\right)^{\prime} .
\end{aligned}
$$

Since $n_{i j}=1$ when $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ are in the same choice set and is 0 otherwise we find

$$
\Omega_{0}=\frac{1}{4} \sum_{i<j} n_{i j}\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)^{\prime}=6 B_{\Omega} \Lambda B_{\Omega}^{\prime}=N C_{\Omega} .
$$

The other question is that of connectedness. Since we are no longer interested in the $t$ treatment combinations specifically but in the main effects (and perhaps the two-factor interactions), it is no longer necessary to use the definition of connectedness that we gave previously. Now it is only necessary for the effects that we want to estimate to be "connected". This is harder to define combinatorially, but one practical way to see if a set of choice sets is connected for the effects of interest is simply to calculate $C=B_{h r} \Lambda B_{h r}^{\prime}$ and check that $C$ is invertible. Certainly quite small designs can be useful, particularly if only the main effects are of interest, as the next example shows.

EXAMPLE 3.2.10.
If there are $k=3$ binary attributes, then the pairs in Table 3.6 might be used as a choice experiment. (We say that an option has been folded over if all the 0 s in an option have been replaced by 1 s and vice versa to get the other option in the choice set.) The corresponding $\Lambda$ matrix, under the null hypothesis that all items are equally attractive, is given by

$$
\Lambda=\frac{1}{(1+1)^{2}} \times \frac{1}{4}\left[\begin{array}{rrrrrrrr}
1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

Suppose that we are only interested in estimating main effects and that we can assume that the remaining contrasts of the $\gamma_{i}$ are equal to 0 . Then we have the three main effects contrasts in $B_{h}$ and $B_{r}$ is empty. We find that $C=\frac{1}{8} I_{3}$, showing that we only need these four choice sets to estimate the main effects for three binary attributes if we can assume that the interaction effects are 0 .

In this section, we have parameterized the $\gamma_{i}$ in terms of the factorial effects, and have found the corresponding maximum likelihood estimates and variance-covariance matrices. We have seen that if $C_{h r}=\mathbf{0}$, then $B_{h} \hat{\gamma}$ is independent of the form of $B_{r}$ and that the definition of connectedness changes to reflect the effects that we want to estimate.

Table 3.6 The Fold-over Pairs with $k=3$

| Option A | Option B |
| :---: | :---: |
| 000 | 111 |
| 110 | 001 |
| 101 | 010 |
| 011 | 100 |

In the next section, we derive the $\Lambda$ matrix for larger choice sets and briefly discuss using $k$ attributes to describe the options in this situation. In Chapter 4 we discuss the structure of the optimal designs for binary attributes for the estimation of main effects, main effects plus two-factor interactions and main plus some two-factor interactions when all choice sets are of size 2. In Chapter 5 we allow the choice sets to have more than 2 options and in Chapter 6 we allow the attributes to have more than 2 levels each and the choice sets to be of any size.

### 3.2.6 Exercises

1. In Example 3.2.2 use the initial estimates $\hat{\pi}_{i}^{(0)}=w_{i} / 30$ and perform 5 iterations. How do these estimates compare with the ones given in the text?
2. Suppose that $k=4$ and that the four attributes are binary. Suppose that the four pairs $(0000,1111),(0011,1100),(0101,1010)$, and $(0011,1100)$ are to be used to estimate the main effects of the attributes.
(a) Determine the matrix $B_{h}$ for estimating main effects.
(b) Determine the matrix $\Lambda$ associated with these pairs.
(c) Hence determine the information matrix $C$ when $B_{a}$ contains all of the effects except the main effects and when $B_{a}$ is empty. Comment.
(d) Find the $\Omega_{0}$ matrix for these choice sets.

### 3.3 THE MNL MODEL FOR CHOICE SETS OF ANY SIZE

In this section we discuss the MNL model for choice sets of any size. Train (2003) gives an extensive discussion of other models and of associated estimation questions.

### 3.3.1 Choice Sets of Any Size

We begin by deriving the information matrix for the $\pi_{i}$ when the choice sets may have any number of options in them. Since all subjects see the same choice sets, we only need to consider results from one subject in the derivation; so the subscript $\alpha$ has been suppressed in what follows.

Consider an experiment in which there are $N$ choice sets of $m$ options, of which $n_{i_{1}, i_{2} \ldots, i_{n},}$ compare the specific options $T_{i_{1}}, T_{i_{2}}, \ldots, T_{i_{m},}$, where

$$
n_{i_{1}, i_{2}, \ldots, i_{m}}= \begin{cases}1 & \text { if }\left(T_{i_{1}}, T_{i_{2}}, \ldots, T_{i_{m,}}\right) \text { is a choice set }, \\ 0 & \text { otherwise. }\end{cases}
$$

Then

$$
N=\sum_{i_{1}<i_{2}<\cdots<i_{m}} n_{i_{1}, i_{2}, \ldots, i_{m}} .
$$

We define parameters $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{t}\right)$ associated with $t$ items $T_{1}, T_{2}, \ldots, T_{t}$. Given a choice set which contains $m$ options $T_{i_{1}}, T_{i_{2}}, \ldots, T_{i_{m}}$ the probability that option $T_{i_{1}}$ is preferred to the other $m-1$ options in the choice set is

$$
P\left(T_{i_{1}}>T_{i_{2}}, \ldots, T_{i_{m}}\right)=\frac{\pi_{i_{1}}}{\sum_{j=1}^{m} \pi_{i_{j}}}
$$

for $i_{j}=1,2, \ldots, t$ (assuming that all options in each choice set are distinct). We also assume that choices made in one choice set do not affect choices made in any other choice set. If $m=2$, this is just the model of the previous section.

We use the method in Bradley (1955) and Pendergrass and Bradley (1960) to derive the form of the entries in $\Lambda$ for any value of $m$.

Let $w_{i_{1}, i_{2}, \ldots, i_{m}}$ be an indicator variable where

$$
w_{i_{1}, i_{2}, \ldots, i_{m 1}}= \begin{cases}1 & \text { if } T_{i_{1}}>T_{i_{2}}, T_{i_{3}} \ldots, T_{i_{1,}}, \\ 0 & \text { otherwise } .\end{cases}
$$

Then

$$
\mathcal{E}\left(w_{i_{1}, i_{2}, \ldots, i_{m}}\right)=\frac{\pi_{i_{1}}}{\sum_{j=1}^{m} \pi_{i_{j}}} \quad \text { and } \quad \operatorname{Var}\left(w_{i_{1}, i_{2}, \ldots, i_{m}}\right)=\frac{\pi_{i_{1}} \sum_{j=2}^{m} \pi_{i_{j}}}{\left(\sum_{j=1}^{m} \pi_{i_{j}}\right)^{2}}
$$

We let $w_{i_{1}}$ be the number of times option $T_{i_{1}}$ is preferred to the other options available in any choice set in which $T_{i_{1}}^{\prime}$ appears. Then

$$
w_{i_{1}}=\sum_{i_{2}<i_{3}<\cdots<i_{m}} w_{i_{1}, i_{2}, \ldots, i_{n 1}},
$$

where the summation is over $i_{2}<i_{3}<\cdots<i_{m}$ and $i_{j} \neq i_{1}$ for $j=2, \ldots, m$.
It follows that

$$
\begin{gathered}
\mathcal{E}\left(w_{i_{1}}\right)=\pi_{i_{1}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \frac{1}{\sum_{j=1}^{m} \pi_{i_{j}}}, \\
\operatorname{Var}\left(w_{i_{1}}\right)=\pi_{i_{1}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \frac{\sum_{j=2}^{m} \pi_{i_{j}}}{\left(\sum_{j=1}^{m} \pi_{i_{j}}\right)^{2}}, \\
\text { and } \operatorname{Cov}\left(w_{i_{1}}, w_{i_{2}}\right)=\sum_{i_{3}<\cdots<i_{m}} \frac{-\pi_{i_{1}} \pi_{i_{2}}}{\left(\sum_{j=1}^{m} \pi_{i_{j}}\right)^{2}} .
\end{gathered}
$$

## ■ EXAMPLE 3.3.1.

Suppose that the four choice sets ( $\left.T_{1}, T_{2}, T_{3}\right),\left(T_{1}, T_{2}, T_{4}\right),\left(T_{1}, T_{3}, T_{4}\right)$, and $\left(T_{2}, T_{3}, T_{4}\right)$ are to be used to compare $t=4$ items. Then we know that $w_{1}=w_{123}+w_{124}+w_{134}$ and $w_{2}=w_{213}+w_{214}+w_{234}$. Thus we have that

$$
\begin{aligned}
\mathcal{E}\left(w_{1}\right) & =\mathcal{E}\left(w_{123}+w_{124}+w_{134}\right) \\
& =\mathcal{E}\left(w_{123}\right)+\mathcal{E}\left(w_{124}\right)+\mathcal{E}\left(w_{134}\right) \\
& =\frac{\pi_{1}}{\left(\pi_{1}+\pi_{2}+\pi_{3}\right)}+\frac{\pi_{1}}{\left(\pi_{1}+\pi_{2}+\pi_{4}\right)}+\frac{\pi_{1}}{\left(\pi_{1}+\pi_{3}+\pi_{4}\right)} .
\end{aligned}
$$

We can get a similar expression for $\mathcal{E}\left(w_{2}\right)$. Next we derive the covariance of $u_{1}$ and $w_{2}$.

$$
\begin{aligned}
\operatorname{Cov}\left(w_{1}, w_{2}\right)= & \operatorname{Cov}\left(w_{123}+w_{124}+w_{134}, w_{213}+w_{214}+w_{234}\right) \\
= & \operatorname{Cov}\left(w_{123}, w_{213}\right)+\operatorname{Cov}\left(w_{123}, w_{214}\right)+\operatorname{Cov}\left(w_{123}, w_{234}\right) \\
& +\operatorname{Cov}\left(w_{124}, w_{213}\right)+\operatorname{Cov}\left(w_{124}, w_{214}\right)+\operatorname{Cov}\left(w_{124}, w_{234}\right) \\
& +\operatorname{Cov}\left(w_{134}, w_{213}\right)+\operatorname{Cov}\left(w_{134}, w_{214}\right)+\operatorname{Cov}\left(w_{134}, w_{234}\right) .
\end{aligned}
$$

The only two non-zero covariances are those of $w_{123}$ and $w_{213}$ and of $w_{124}$ and $u_{214}$, as each of these pairs of random variables come from the same choice set. We have

$$
\begin{aligned}
\operatorname{Cov}\left(w_{123}, w_{213}\right) & =\mathcal{E}\left[\left(w_{123}-\frac{\pi_{1}}{\left(\pi_{1}+\pi_{2}+\pi_{3}\right)}\right) \times\left(w_{213}-\frac{\pi_{2}}{\left(\pi_{1}+\pi_{2}+\pi_{3}\right)}\right)\right] \\
& =\mathcal{E}\left(w_{123} w_{213}\right)-\frac{\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}+\pi_{3}\right)^{2}} \\
& =\frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}+\pi_{3}\right)^{2}}
\end{aligned}
$$

since the product $u_{123} w_{213}$ is always 0 (because only one option can be chosen from the choice set). So either 1 is chosen, and thus $w_{213}$ is 0 ; or 2 is chosen, and $w_{123}$ is 0 ; or 3 is chosen, in which case $w_{123}$ and $w_{213}$ are both 0 .

The same argument shows that

$$
\operatorname{Cov}\left(w_{124}, w_{214}\right)=\frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}+\pi_{4}\right)^{2}},
$$

giving the result that

$$
\operatorname{Cov}\left(w_{1}, w_{2}\right)=\frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}+\pi_{3}\right)^{2}}+\frac{-\pi_{1} \pi_{2}}{\left(\pi_{1}+\pi_{2}+\pi_{4}\right)^{2}}
$$

as expected.
We define $\lambda_{i_{1}, i_{2}, \ldots, i_{m}}=n_{i_{1}, i_{2}, \ldots, i_{n}} / N$. Then the entries of $\Lambda$ are given by

$$
\begin{equation*}
\Lambda_{i_{1}, i_{1}}=\pi_{i_{1}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \frac{\lambda_{i_{1}, i_{2}, \ldots, i_{m}} \sum_{j=2}^{m} \pi_{i_{j}}}{\left(\sum_{j=1}^{m} \pi_{i_{j}}\right)^{2}} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{i_{1}, i_{2}}=-\pi_{i_{1}} \pi_{i_{2}} \sum_{i_{3}<i_{4}<\cdots<i_{m 2}} \frac{\lambda_{i_{1}, i_{2}, \ldots, i_{m}}}{\left(\sum_{j=1}^{m} \pi_{i_{j}}\right)^{2}} . \tag{3.3}
\end{equation*}
$$

If we assume that $\pi_{1}=\pi_{2}=\cdots=\pi_{t}=1$ (that is, all items are equally attractive, the usual null hypothesis), then

$$
\begin{equation*}
\Lambda_{i_{1}, i_{1}}=\frac{m-1}{m^{2}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{i_{1}, i_{2}}=-\frac{1}{m^{2}} \sum_{i_{3}<i_{4}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}} . \tag{3.5}
\end{equation*}
$$

## EXAMPLE 3.3.2.

Suppose that we have $t=4$ items and that we compare them using the sets $\left(T_{1}, T_{2}, T_{3}\right)$, $\left(T_{1}, T_{2}, T_{4}\right)$, and $\left(T_{2}, T_{3}, T_{4}\right)$. Then $n_{1,2,3}=1, n_{1,2,4}=1, n_{1,3,4}=0$, and $n_{2,3,4}=1$. Also observe that $N=3$. Under the null hypothesis of equally attractive items, we get the $\Lambda$ matrix

$$
\Lambda=\frac{1}{9 \times 3}\left[\begin{array}{rrrr}
4 & -2 & -1 & -1 \\
-2 & 6 & -2 & -2 \\
-1 & -2 & 4 & -1 \\
-1 & -2 & -1 & 4
\end{array}\right]
$$

### 3.3.2 Representing Options Using $k$ Attributes

These ideas can be extended naturally to items that are described by $k$ attributes. We can calculate the matrices $B_{a}, B_{h}$, and $B_{r}$ in the same way as we have before.

## © EXAMPLE 3.3.3.

Suppose that we have three binary attributes and that we conduct a choice experiment using the following four choice sets each of size 3: ( $000,111,010$ ), ( $001,110,011$ ), ( 010,101 , $000),(011,100,001)$. We use the same $B_{h}$ matrix for main effects as in Example 3.2.6, but the new $\Lambda$ matrix is

$$
\frac{1}{9 \times 4}\left[\begin{array}{rrrrrrrr}
4 & 0 & -2 & 0 & 0 & 1 & 0 & -1 \\
0 & 4 & 0 & -2 & -1 & 0 & -1 & 0 \\
-2 & 0 & 4 & 0 & 0 & -1 & 0 & -1 \\
0 & -2 & 0 & 4 & -1 & 0 & -1 & 0 \\
0 & -1 & 0 & -1 & 2 & 0 & 0 & 0 \\
-1 & 0 & -1 & 0 & 0 & 2 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 0 & 2 & 0 \\
-1 & 0 & -1 & 0 & 0 & 0 & 0 & 2
\end{array}\right] .
$$

The corresponding $C$ matrix for estimating main effects is $\frac{1}{9} I_{3}$. (This matrix is calculated assuming $B_{a}$ contains all the contrasts other than those for main effects, but as we shall show in Chapter 5 the information matrix for any set of effects to be tested is independent of the way that the remaining contrasts are divided between $B_{a}$ and $B_{r}$.)

If we use these choice sets to estimate main effects plus two-factor interactions, then we get the following $C$ matrix.

$$
C=\frac{1}{18}\left[\begin{array}{rrrrrrr}
2 & 0 & 0 & : & 0 & 0 & 0 \\
0 & 2 & 0 & : & -1 & 0 & 0 \\
0 & 0 & 2 & : & 0 & 0 & 0 \\
. & . & . & . . & . & . & . \\
0 & -1 & 0 & : & 2 & 0 & 0 \\
0 & 0 & 0 & : & 0 & 0 & 0 \\
0 & 0 & 0 & : & 0 & 0 & 2
\end{array}\right]
$$

We see that this matrix is not of full rank and hence the choice sets are not connected for the estimation of these effects.

### 3.3.3 The Assumption of Independence from Irrelevant Alternatives

One of the most controversial properties of the MNL model is that of Independence from Irrelevant Alternatives (IIA). We define this phrase and look at its consequences briefly.

Recall that the log odds function or logit function for a binomial random variable with probability $\pi$ of success is defined by $\operatorname{logit}(\pi)=\ln (\pi /(1-\pi))$. Now consider the odds of subject $\alpha$ choosing $T_{i_{1}}$ over $T_{i_{2}}^{\prime}$ if the MNL model is used for modelling the choices. This is

$$
\ln \left(P_{\alpha i_{1}} / P_{\alpha i_{2}}\right)=\ln \left[\frac{e^{V_{i_{1} N}}}{\sum_{j} e^{V_{i \alpha}}} \frac{\sum_{j} e^{V_{j \rho}}}{e^{V_{i_{2} \rho}}}\right]=\ln \left[\frac{e^{V_{1_{1 \rho}}}}{e^{V_{i_{2} N}}}\right] .
$$

We see that these odds depend only on the two options being compared and not on any of the other options in the choice set. Thus this model is said to have independence from irrelevant alternatives (IIA), a phrase originally used by Luce (1959).

This assumption does not always makes sense. The classic counter-example is the red bus-blue bus example. Suppose that there are two ways of getting to work: driving a car or travelling by (blue) bus. Now suppose that a third option becomes available - a red bus that in all other ways is exactly the same as the blue bus. Then logic suggests that users of the red bus will all have been users of the blue bus and none of the drivers will be tempted by the new service. So the IIA assumption does not make sense here.

The IIA assumption can be viewed as a restriction or as the natural outcome of a wellspecified model (that is, one in which all sources of correlation are captured). For example, the generalized extreme value (GEV) model allows for different substitution patterns and so does not have the IIA property because it allows for the correlation structure to be modelled; see Train (2003) for more details.

### 3.3.4 Exercises

1. Consider the following four choice sets of size 3 for four binary attributes: ( $0000,1111,0011$ ), ( $0011,1100,0000$ ), ( $0101,1010,0110$ ), ( $0110,1001,0101$ ).
(a) Give the $\Lambda$ and $C$ matrices corresponding to these choice sets, assuming that you want to estimate the main effects only. Does it matter how you split the remaining effects between $B_{a}$ and $B_{r}$ ? Comment.
(b) Give the $\Omega_{0}$ matrix for these choice sets assuming that all interaction terms are 0 .
2. Suppose that $t=4$ and that the 4 items to be compared are $T_{1}, T_{2}, T_{3}$, and $T_{4}$. Suppose that we use the four choice sets ( $T_{1}, T_{2}$ ), $\left(T_{1}, T_{3}\right)$, $\left(T_{1}, T_{4}\right)$, and $\left(T_{2}, T_{3}, T_{4}\right)$.
(a) Find the likelihood function $L(\boldsymbol{\pi})$ for this choice experiment.
(b) Hence find $\Lambda$. Comment.
(c) Would you be able to estimate all of the $\pi_{i}$ ?
3. Show that the $\Omega_{0}$ matrix is always $N C$ for the estimation of main effects only assuming that all interaction effects are 0 .

### 3.4 COMPARING DESIGNS

In the univariate, ordinary least squares, normal errors situation the performance of estimates is often judged by the width of the resulting confidence interval. Estimates that are minimum variance unbiased are often deemed to be the best. In the multivariate, ordinary least squares, normal errors situation the performance of estimates is often judged by some
property of the asymptotic variance-covariance matrix. In the case of a discrete choice experiment we have a non-linear multivariate situation where the variance-covariance matrix of the unknown parameter estimates depends on the values of those estimates. We find the variance-covariance matrix as a function of the parameter estimates and define the optimal design to be the design with the "best" variance-covariance matrix given $H_{0}$. Possible ways of defining "best" are given below.

This means that we have a method to compare different choice experiments objectively using the variance-covariance matrix, $C^{-1}$. However, we could use structural properties of the either the variance-covariance matrix or of the designs.

For the variance-covariance matrix the property that is most of interest is whether or not the parameters have been independently estimated. This is so if the matrix is diagonal. When we estimate main effects, for an attribute with $\ell_{q}$ levels, there are $\ell_{q}-1$ contrasts and these are not uniquely defined. So, in fact, we really only require that $C^{-1}$ be block diagonal for the effects from different attributes to be independently estimated.

Readers can find software to calculate the information matrix and variance-covariance matrix of any set of choice sets at http://maths.science.uts.edu.au/maths/wiki/SPExpts.

For the designs, desirable structural properties typically arise from a link between the structure of the design and the properties of the resulting estimates. Structural properties of interest could include the frequency with which each level of each attribute appears in the design or the relationship between the options in each choice set.

We discuss all of these approaches below.

### 3.4.1 Using Variance Properties to Compare Designs

In the univariate setting, where there is only one parameter to estimate, the variance of the parameter estimate is often used as a measure of a good estimation procedure. One talks about a "minimum variance unbiased estimator" for instance, when describing an unbiased estimator that achieves the Cramer-Rao lower bound.

In the choice experiment setting, we are interested in estimating several effects, typically the main effects or the main effects plus two-factor interaction effects. So we end up with a variance-covariance matrix, $C^{-1}$, to describe the variability of the estimates. Thus we would like to summarize $C^{-1}$ in a single number and several such summaries have been proposed.

The $D-, A$-, and $E$-optimality measures are appropriate to our situation and we now define these; see Atkinson and Donev (1992) for more details.

A design is $D$-optimal if it minimizes the generalized variance of the parameter estimates, that is, $\operatorname{det}\left(C^{-1}\right)$ is as small as possible for the $D$-optimal designs.

A design is $A$-optimal if it minimizes the average variance of the parameter estimates, that is, $\operatorname{tr}\left(C^{-1}\right)$ is as small as possible for the $A$-optimal designs.

A design is $E$-optimal if it minimizes the variance of the least well-estimated parameter, that is, the largest eigenvalue of $C^{-1}$ is as small as possible for the $E$-optimal designs.

It has become usual to look for designs that are $D$-optimal. The idea of minimizing the generalized variance seems intuitively reasonable and the $D$-optimal design does not depend on the scale used for any quantitative attributes. This is of course less of a consideration given that we are viewing all the attributes as qualitative, although some authors, for example Kanninen (2002), do design for quantitative attributes in the discrete choice setting. The calculations involved in evaluating the determinant are usually more easily performed than those required to determine an $A$ - or $E$-optimal design.

Following El-Helbawy and Bradley (1978), we apply the optimality criteria to the information matrix $C=B_{h} \Lambda B_{h}$ and the corresponding variance-covariance matrix $C^{-1}$. We can make it easier to find the $D$-optimal designs by noting that $\operatorname{det}\left(C^{-1}\right)=1 / \operatorname{det}(C)$. Thus the design which minimizes $\operatorname{det}\left(C^{-1}\right)$ is the same as the design which maximizes $\operatorname{det}(C)$. Thus we try to find designs for which $\operatorname{det}(C)$ is as large as possible.

From these definitions, we see that for any optimality measure it is necessary to define a class of competing designs. As we go through the book we describe the class of competing designs for each new situation that we consider.

## ■ EXAMPLE 3.4.1.

Suppose that we have $k=2$ binary attributes and that we want to estimate the main effects of these attributes using 3 choice sets each with two options. We let $B_{h}=B_{M}$ be the contrast matrix for main effects. We believe that the interaction effect is 0 and hence we let $B_{a}$ be the contrast for the two-factor interaction. There are $2^{2}=4$ possible items. There are $\binom{4}{2}=6$ pairs of options and there are $\binom{6}{3}=20$ choice experiments involving 3 sets of these pairs. These 20 sets of three pairs constitute the class of competing designs and we want to know which of these designs is (are) best. To do this, we must calculate $\Lambda$, $C=B_{M I} \Lambda B_{M}^{\prime}$, and hence $C^{-1}$, for each design and calculate the $D-, A$-, and $E$-optimality values.

For all of the competing designs

$$
B_{h}=B_{M}=\frac{1}{2}\left[\begin{array}{rrrr}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1
\end{array}\right] .
$$

We let $\nu_{i}, i=1,2$, be the two eigenvalues of $C^{-1}$. Then the $D$-optimum value is $\nu_{1} \nu_{2}$, the $A$-optimum value is $\nu_{1}+\nu_{2}$ and the $E$-optimum value is $\max \left(\nu_{1}, \nu_{2}\right)$.

For the first design in Table 3.7, for example,

$$
\begin{gathered}
\Lambda=\frac{1}{12}\left[\begin{array}{rrrr}
3 & -1 & -1 & -1 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right], \\
C=\frac{1}{12}\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right],
\end{gathered}
$$

and

$$
C^{-1}=\left[\begin{array}{rr}
8 & -4 \\
-4 & 8
\end{array}\right] .
$$

Thus $\nu_{1}=12, \nu_{2}=4$ and we get a $D$-optimal value of 48 , an $A$-optimal value of 16 and an $E$-optimal value of 12 . This is summarized in the first line of Table 3.7.

All 20 designs and the corresponding $D$-, $A$-, and $E$-optimum values are given in Table 3.7.

We can see that in this case the same four designs, designs 5, 11, 17, and 18, are $A-D-$, and $E$-optimal.

When we know the minimum value that an optimality measure can take in the class of competing designs, then we can compare every design to this bound and we talk of the efficiency of a design.

For the generalized variance, we need to allow for the number of effects that are being estimated. Let $p$ be the number of independent parameters that are being estimated in an

Table 3.7 Triples of Pairs for $k=2$ and the Corresponding $D$-, $A$ - and $E$-Optimum Values

| Design | Triples |  |  | $\nu_{1}, \nu_{2}$ | $D_{\text {opt }}$ | $A_{\text {opt }}$ | $E_{\text {opt }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 00,01 | 00,10 | 00,11 | 4,12 | 48 | 16 | 12 |
| 2 | 00,01 | 00,10 | 01,10 | 4,12 | 48 | 16 | 12 |
| 3 | 00,01 | 00,10 | 01,11 | 6,12 | 72 | 18 | 12 |
| 4 | 00,01 | 00,10 | 10,11 | 6,12 | 72 | 18 | 12 |
| 5 | 00,01 | 00,11 | 01,10 | 4,6 | 24 | 10 | 6 |
| 6 | 00,01 | 00.11 | 01,11 | 4,12 | 48 | 16 | 12 |
| 7 | 00,01 | 00,11 | 10.11 | $6(2-\sqrt{2}), 6(2+\sqrt{2})$ | 72 | 24 | $6(2+\sqrt{2})$ |
| 8 | 00,01 | 01,10 | 01,11 | 4,12 | 48 | 16 | 12 |
| 9 | 00,01 | 01,10 | 10,11 | $6(2-\sqrt{2}), 6(2+\sqrt{2})$ | 72 | 24 | $6(2+\sqrt{2})$ |
| 10 | 00,01 | 01,11 | 10,11 | 6,12 | 72 | 18 | 12 |
| 11 | 00,10 | 00,11 | 01,10 | 4,6 | 24 | 10 |  |
| 12 | 00,10 | 00,11 | 01,11 | $6(2-\sqrt{2}), 6(2+\sqrt{2})$ | 72 | 24 | $6(2+\sqrt{2})$ |
| 13 | 00,10 | 00,11 | 10,11 | 4,12 | 48 | 16 | 12 |
| 14 | 00,10 | 01,10 | 01,11 | $6(2-\sqrt{2}), 6(2+\sqrt{2})$ | 72 | 24 | $6(2+\sqrt{2})$ |
| 15 | 00,10 | 01,10 | 10,11 | 4,12 | 48 | 16 | 12 |
| 16 | 00,10 | 01,11 | 10,11 | 6,12 | 72 | 18 | 12 |
| 17 | 00,11 | 01,10 | 01,11 | 4.6 | 24 | 10 | 6 |
| 18 | 00,11 | 01,10 | 10,11 | 4.6 | 24 | 10 | 6 |
| 19 | 00,11 | 01,11 | 10,11 | 4.12 | 48 | 16 | 12 |
| 20 | 01,10 | 01,11 | 10,11 | 4,12 | 48 | 16 | 12 |

experiment. For example, for $k$ attributes and a design that is estimating main effects only,

$$
p=\sum_{q}\left(\ell_{q}-1\right) ;
$$

for a design that is estimating main effects plus two-factor interactions,

$$
p=\sum_{q}\left(\ell_{q}-1\right)+\sum_{q_{1}} \sum_{q_{2}}\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) .
$$

Thus the D-efficiency of a design is defined to be the $p$ th root of the ratio of the determinant of the information matrix of the proposed design to that for the optimal design. So

$$
\operatorname{Eff}_{D}=\left(\frac{\operatorname{det}(C)}{\operatorname{det}\left(C_{\mathrm{opt}}\right)}\right)^{1 / p},
$$

where we have again chosen to work with $C$ rather than with $C^{-1}$ since this means that we do not need to invert the $C$ matrix.

The $A$-efficiency of a design is defined to be the ratio of the trace of the covariance matrix of the proposed design to that for the optimal design. So

$$
\operatorname{Eff}_{A}=\frac{\operatorname{tr}\left(C_{\mathrm{opt}}^{-1}\right)}{\operatorname{tr}\left(C^{-1}\right)} .
$$

(We can see the computational appeal of $D$-efficiency since there is no simple way of evaluating the trace of the inverse of a matrix from the trace of the original matrix.)

The next example illustrates the importance of considering the structure of the $C$ matrix and not just the efficiency value.

■ EXAMPLE 3.4.2.
Suppose that there are $k=3$ attributes each with 4 levels. and that the choice sets are those given in Design 1 in Table 3.8. Then the corresponding C matrix is

$$
C_{1}=\left[\begin{array}{ccccccccccc}
\frac{5}{512} & 0 & 0 & : & \frac{-1}{512} & 0 & 0 & : & \frac{-3}{2560} & 0 & \frac{1}{640} \\
0 & \frac{3}{256} & 0 & : & 0 & \frac{1}{256} & 0 & : & 0 & 0 & 0 \\
0 & 0 & \frac{5}{512} & : & 0 & 0 & \frac{-1}{512} & : & \frac{1}{640} & 0 & \frac{3}{2560} \\
- & \cdots & 0 & : & . & . & . & \cdots & . & . & . \\
\frac{-1}{512} & 0 & 0 & : & \frac{5}{512} & 0 & 0 & : & \frac{3}{2560} & 0 & \frac{-1}{640} \\
0 & \frac{1}{256} & 0 & : & 0 & \frac{3}{256} & 0 & : & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{512} & : & 0 & 0 & \frac{5}{512} & : & \frac{-1}{640} & 0 & \frac{-3}{2560} \\
- & \cdots & 1 & \cdots & \cdots & \cdots & . & \cdots & \cdots & . & \cdots \\
\frac{-3}{2560} & 0 & \frac{1}{640} & : & \frac{3}{2560} & 0 & \frac{-1}{640} & : & \frac{5}{512} & 0 & 0 \\
0 & 0 & 0 & : & 0 & 0 & 0 & : & 0 & \frac{3}{256} & 0 \\
\frac{1}{640} & 0 & \frac{3}{2560} & : & \frac{-1}{640} & 0 & \frac{-3}{2560} & : & 0 & 0 & \frac{5}{512}
\end{array}\right]
$$

and the corresponding variance-covariance matrix is

This design is $95.9 \%$ efficient but the only effect that is independently estimated is the quadratic component of the third attribute.

Consider instead the choice sets in Design 2 in Table 3.8. Then the corresponding C matrix is

$$
C_{2}=\left[\begin{array}{ccccccccccc}
\frac{3}{320} & 0 & \frac{1}{320} & : & 0 & 0 & 0 & : & 0 & 0 & 0 \\
0 & \frac{1}{128} & 0 & : & 0 & 0 & 0 & : & 0 & 0 & 0 \\
\frac{1}{320} & 0 & \frac{9}{640} & : & 0 & 0 & 0 & : & 0 & 0 & 0 \\
. & . & . & . & . & . & . & . & . & . & . \\
0 & 0 & 0 & : & \frac{3}{320} & 0 & \frac{1}{320} & : & 0 & 0 & 0 \\
0 & 0 & 0 & : & 0 & \frac{1}{128} & 0 & : & 0 & 0 & 0 \\
0 & 0 & 0 & : & \frac{1}{320} & 0 & \frac{9}{640} & : & 0 & 0 & 0 \\
\cdots & \cdot & . & . & . & . & \cdots & . & . & . & . \\
0 & 0 & 0 & : & 0 & 0 & 0 & : & \frac{3}{320} & 0 & \frac{1}{320} \\
0 & 0 & 0 & : & 0 & 0 & 0 & : & 0 & \frac{1}{128} & 0 \\
0 & 0 & 0 & : & 0 & 0 & 0 & : & \frac{1}{320} & 0 & \frac{9}{640}
\end{array}\right]
$$

and the corresponding variance-covariance matrix is

$$
C_{2}^{-1}=\left[\begin{array}{ccccccccccc}
\frac{576}{5} & 0 & -\frac{128}{5} & : & 0 & 0 & 0 & : & 0 & 0 & 0 \\
0 & 128 & 0 & : & 0 & 0 & 0 & : & 0 & 0 & 0 \\
-\frac{128}{5} & 0 & \frac{384}{5} & : & 0 & 0 & 0 & : & 0 & 0 & 0 \\
. & . & . & . & . \dot{5} . & . & . & . & . & . & . \\
0 & 0 & 0 & : & \frac{576}{5} & 0 & -\frac{128}{5} & : & 0 & 0 & 0 \\
0 & 0 & 0 & : & 0 & 128 & 0 & : & 0 & 0 & 0 \\
0 & 0 & 0 & : & -\frac{128}{5} & 0 & \frac{384}{5} & : & 0 & 0 & 0 \\
. & . & . & . & . & . & . & . & \cdots & . & .
\end{array}\right] .
$$

This design is $94.5 \%$ efficient and we see that the only correlation that exists is between the linear and cubic components of the main effect of each attribute.

Thus although the first design is slightly better in terms of the Eff $D_{D}$ it has a number of correlations between main effects for different attributes while the other design has all main effects independently estimated. So $\mathrm{Eff}_{D}$ is a guide to the best design but the structure of the $C$ and the $C^{-1}$ matrices is also important.

Table 3.8 Two Choice Experiments

| Option 1 | Option 2 | Option 1 | Option 2 |
| :---: | :---: | :---: | :---: |
| 310 | 132 | 000 | 111 |
| 201 | 132 | 011 | 122 |
| 302 | 120 | 022 | 133 |
| 222 | 333 | 033 | 100 |
| 103 | 230 | 101 | 212 |
| 120 | 031 | 110 | 221 |
| 012 | 321 | 123 | 230 |
| 111 | 000 | 132 | 203 |
| 230 | 321 | 202 | 313 |
| 023 | 201 | 213 | 320 |
| 031 | 213 | 220 | 331 |
| 012 | 103 | 231 | 302 |
| 333 | 111 | 303 | 010 |
| 000 | 222 | 312 | 023 |
| 213 | 302 | 321 | 032 |
| 310 | 023 | 330 | 001 |
| Design 1 |  | Design 2 |  |

### 3.4.2 Structural Properties

There has been a tradition in the design of experiments to try and identify structural properties of designs that are linked with desirable statistical properties. Then useful
designs can be found merely by considering these structural properties. Although some structural properties have been shown to be linked with desirable properties in choice experiments, to date the results have not been as clear cut as in the construction of balanced incomplete block designs for comparing treatments in a linear models setting, for example.

Huber and Zwerina (1996) describe a set of features that they believe are characteristic of optimal choice designs. These features are:

1. level balance. All the levels of each attribute occur with equal frequency over all options in all choice sets (often called equi-replicate in the statistical literature).
2. Orthogonality. - This "is satisfied when the joint occurrence of any two levels of different attributes appear in options with frequencies equal to the product of their marginal frequencies" (Huber and Zwerina (1996)). This is often described by saying that the levels of the various attributes appear "with proportional frequencies".
3. Minimal overlap. "The probability that an attribute level repeats itself in each choice set should be as small as possible" (Huber and Zwerina (1996)). So, if the number of items in each choice set is fewer than the number of levels for an attribute, then no attribute level is repeated within a choice set. Thus the difference between the number of times that any two levels of an attribute are replicated should be as small as possible, ideally 0 , and at most 1 .
4. Utility balance. Options within a choice set should be equally attractive to subjects.

Bunch et al. (1996) introduced the idea of shifted designs in which a set of initial options is chosen for each of the $N$ choice sets in an experiment and the subsequent option(s) in each choice set are obtained by using modular arithmetic to "shift each combination of initial attribute levels by adding a constant that depends on the number of levels." In Zwerina et al. (1996) we find the following sentence and footnote: "For certain families of plans and assuming all the coefficients are zero, these shifted designs satisfy all four principles, and thus are optimal. We are not able to analytically prove this, but after examining scores of designs, we have never found more efficient designs than those that satisfy all four principles."

But satisfying these principles does not guarantee that the design is optimal, nor even that it can estimate main effects, as the following example shows.

## ■ EXAMPLE 3.4.3.

The choice sets in Table 3.9 satisfy the four Huber and Zwerina conditions when the null hypothesis is true but the main effects for the third attribute can not be estimated, and the determinant of the information matrix for main effects is 0 . Studying the design, we observe that in each choice set the levels of the third attribute appear in pairs: 0 with $1 ; 2$ with 3 ; and 4 with 5 . So the additional requirement, observed in shifted designs, is that the levels of each attribute must be connected.

While the previous example is in some sense pathological, the following example shows that level balance is not essential for a choice experiment to be optimal.

## ■ EXAMPLE 3.4.4.

The choice sets in Table 3.10 are an optimal set of choice sets of size 5 for the estimation of main effects. The second attribute has all three levels appearing 30 times each across the 18 choice sets, and the third attribute has all six levels appearing 15 times each across the

Table 3.9 A Choice Experiment for the Estimation of Main Effects when There Are 3 Attributes with 2,3, and 6 Levels which Satisfies the Huber-Zwerina Conditions but for which Main Effects Cannot Be Estimated.

| Option $A$ | Option $B$ |
| :---: | :---: |
| 000 | 111 |
| 001 | 110 |
| 002 | 113 |
| 003 | 112 |
| 004 | 115 |
| 005 | 114 |
| 010 | 121 |
| 011 | 120 |
| 012 | 123 |
| 013 | 122 |
| 014 | 125 |
| 015 | 124 |
| 020 | 101 |
| 021 | 100 |
| 022 | 103 |
| 023 | 102 |
| 024 | 105 |
| 025 | 104 |
| 100 | 011 |
| 101 | 010 |
| 102 | 013 |
| 103 | 012 |
| 104 | 015 |
| 105 | 014 |
| 110 | 021 |
| 111 | 020 |
| 112 | 023 |
| 113 | 022 |
| 114 | 025 |
| 115 | 024 |
| 120 | 001 |
| 121 | 000 |
| 122 | 003 |
| 123 | 002 |
| 124 | 005 |
| 125 | 004 |

Table 3.10 An Optimal Choice Experiment for the Estimation of Main Effects when There Are 3 Attributes with 2. 3, and 6 Levels

| Option $A$ | Option $B$ | Option $C$ | Option $D$ | Option $E$ |
| :---: | :---: | :---: | :---: | :---: |
| 000 | 111 | 123 | 012 | 024 |
| 121 | 002 | 014 | 103 | 115 |
| 112 | 023 | 005 | 124 | 100 |
| 023 | 104 | 110 | 005 | 011 |
| 004 | 115 | 121 | 010 | 022 |
| 015 | 120 | 102 | 021 | 003 |
| 025 | 100 | 112 | 001 | 013 |
| 114 | 025 | 001 | 120 | 102 |
| 010 | 121 | 103 | 022 | 004 |
| 001 | 112 | 214 | 013 | 025 |
| 103 | 014 | 020 | 115 | 121 |
| 022 | 103 | 115 | 004 | 010 |
| 013 | 124 | 100 | 025 | 001 |
| 002 | 113 | 125 | 014 | 020 |
| 024 | 105 | 111 | 000 | 012 |
| 105 | 010 | 022 | 111 | 123 |
| 011 | 122 | 104 | 023 | 005 |
| 120 | 001 | 013 | 102 | 114 |

18 choice sets. However, the first attribute has one level replicated 48 times and the other level replicated 42 times.

Chapters 4, 5, and 6 give a theoretical description of the optimal designs under the null hypothesis of no option differences. These results determine the optimal designs for the estimation of main effects, and of main effects plus two-factor interactions, for any number of levels and for any choice set size. Minimal overlap is an essential feature of optimal designs for the estimation of main effects, but precludes the estimation of interaction effects, a point made in Huber and Zwerina (1996).

### 3.4.3 Exercises

1. Consider two binary attributes. Assume that all four treatment combinations are equally attractive; that is, assume that the $\pi_{i}$ values are all equal.
(a) Give the 6 possible pairs that can be used as choice sets of size 2 .
(b) Give the 15 sets of two pairs.
(c) For each of these pairs of pairs, evaluate the corresponding $C$ matrix for estimating main effects and give its determinant and its trace.
(d) Which of these 15 designs is best?
2. Consider two binary attributes and suppose that $\pi_{00}=\pi_{01}=1, \pi_{10}=1 / 10$ and $\pi_{11}=10$. Repeat Question 1. Compare the best design for these two situations and comment.
3. Consider four binary attributes.
(a) Calculate the 8 pairs that come about by pairing each treatment combination with its foldover (that is, the treatment combination in which 0 s and 1 s are interchanged; 0101 is the foldover of 1010 , for example).
(b) Calculate the $C$ matrix for main effects for this design. What is $\operatorname{det}(C)$ ?
(c) Repeat using the half-replicate given by $x_{1}+x_{2}+x_{3}+x_{4}=0$.
(d) Comment.
4. Let $k=4$. Find the 8 treatment combinations in the two half-replicates given by $x_{1}+x_{2}+x_{3}+x_{4}=0$ and by $x_{1}+x_{2}+x_{3}=0$. Thus there are $\binom{8}{2}=28$ pairs that can be made from the treatment combinations in each of these designs.
(a) For each of these sets of pairs, what is the smallest design that can be used to estimate main effects?
(b) Which is (are) the best designs for each situation, using both $A$ - and $D$ optimality to compare designs.
5. Consider the designs in Question 1.
(a) Which ones have level balance?
(b) Which ones are orthogonal?
(c) Which ones have minimal overlap in all choice sets?
(d) Do all the designs have utility balance in all choice sets?

Which design(s) would be considered best using these criteria?
6. Repeat Question 5 for the designs in Question 2. Compare with the results above and comment.
7. Comment on the designs in Question 3 with respect to level balance, orthogonality, minimum overlap and utility balance.

### 3.5 REFERENCES AND COMMENTS

Train (2003) discusses discrete choice methods with a focus on the use of estimation by simulation. The first part of his book gives an introduction to the various behavioral models that have been proposed of which the MNL model is only one.

There is an extensive discussion of the history of paired comparison designs in David (1988).

Atkinson and Donev (1992) provide an extensive collection of results on optimal designs for the linear model for a variety of optimality criteria. They briefly discuss some of the issues in the construction of optimal designs for models in which the covariance matrix depends on the unknown parameters (as it does for the MNL model).

Many software packages can be used to analyze discrete choice experiments, often by utilizing the link between the DCEs and Cox's proportional hazards model. Kuhfeld (2006) gives a very complete description, including many worked examples, together with appropriate macros, on how to use SAS to do the analysis. There is a description of using S-PLUS to fit a Cox's proportional hazards model in Venables and Ripley (2003).

Multinomial models, and advice about how to fit them, may be found in Agresti (2002) and Thompson (2005). Thompson (2005) gives worked examples in both S-PLUS and R. A detailed description of using GLIM to analyze paired and triple comparisons may be found in Critchlow and Fligner (1991). Long and Freese (2006) have an extensive discussion on how to use STATA to analyze MNL models and related models such as the conditional logit and multinomial probit.
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## CHAPTER 4

## PAIRED COMPARISON DESIGNS FOR BINARY ATTRIBUTES

In this chapter we will look at various design possibilities when all attributes have two levels and all choice sets have two items in them. We start by working with sets of choice sets of size 2 obtained from the complete factorial and then show that we can get equally good designs by constructing pairs from suitably chosen fractional factorial designs.

To help set the scene, consider the following example. Severin (2000) investigated which attributes made take-out pizza outlets more attractive. In her first experiment, she used the six attributes in Table 4.1 with the levels indicated. A sample choice set for an experiment looking at these six attributes describing take-out pizza outlets is given in Table 4.2. Observe that the question has been phrased so that the respondents are asked to imagine that the two choices presented to them are the last two options that they are considering in their search for a take-out pizza outlet. This assumption means that the respondents are naturally in a setting where it does not make sense not to choose an option and so they are forced to make a selection even though the options presented are not exhaustive. In Chapter 7, we will consider the design of choice experiments when we want to allow an option not to choose.

### 4.1 OPTIMAL PAIRS FROM THE COMPLETE FACTORIAL

In this section we investigate the form of the optimal paired comparison design when there are $k$ attributes, each with two levels, and the set of possible choice pairs is restricted so that each pair of treatment combinations in which there are $v$ attributes with different levels appears equally often. This then defines the class of competing designs. Using this

Table 4.1 Six Attributes to Be Used in an Experiment to Compare Pizza Outlets

| Attributes | Levels |
| :--- | :--- |
| Pizza type | Traditional <br> Gourmet |
| Type of Crust | Thick <br> Thin |
| Ingredients | All fresh <br> Some tinned |
| Size | Small only <br> Three sizes |
| Price | $\$ 17$ |
| Delivery time | 313 |

Table 4.2 One Choice Set in an Experiment to Compare Pizza Outlets

|  | Outlet A | Outlet B |
| :--- | :--- | :--- |
| Pizza type | Traditional | Gourmet |
| Type of Crust | Thick | Thin |
| Ingredients | All fresh | Some tinned |
| Size | Small only | Small only |
| Price | $\$ 17$ | $\$ 13$ |
| Delivery time | 30 minutes | 30 minutes |
| Suppose that you have already narrowed down <br> your choice of take-out pizza outlet to <br> the two alternatives above. |  |  |
| Which of these two would you choose? |  |  |
| (tick one only) |  |  |
| Option $\mathrm{A} \bigcirc$ |  |  |

class of competing designs means that the matrices $C^{-1}$ and $C$ are diagonal and hence the relevant information matrices can be determined by evaluating $B \Lambda B^{\prime}$ for the relevant set of contrasts. Using this class of competing designs ensures that the estimate of the variance-covariance matrix of $B_{h} \hat{\gamma}$ is independent of which contrasts are in $B_{a}$ and which are in $B_{r}$.

## ■EXAMPLE 4.1.1.

Let $k=2$. Then the pairs with $v=2$ attributes different, specifically $(00,11)$ and $(01,10)$, would each appear the same number of times in the design (although that number might be 0 ), and the pairs with $v=1$ attribute different, specifically ( 00,01 ), ( 00,10 ), ( 01,11 ), and ( 10,11 ), would each appear the same number of times, again possibly 0 times each, in the design. Thus the class of competing designs consists of three designs: the two pairs ( 00,11 ) and $(01,10)$; the four pairs $(00,01),(00,10),(01,11)$, and $(10,11)$; and all six of these pairs.

### 4.1. 1 The Derivation of the $\Lambda$ Matrix

We derive the $\Lambda$ matrix using the method of Section 3.2.4. As we have just said, the competing designs are those in which the set of possible choice pairs is restricted so that each pair of treatment combinations in which there are $v$ attributes with different levels appears equally often. We will let $i_{v}$ be an indicator variable defined as follows.

$$
i_{v}= \begin{cases}1 & \begin{array}{l}
\text { if all the pairs with } v \text { attributes different are to be included in the } \\
\text { choice experiment, }
\end{array} \\
0 & \text { if none of the pairs with } v \text { attributes different is to be included in } \\
\text { the choice experiment. }\end{cases}
$$

We then define $N$ to be the total number of choice sets in the choice experiment and let

$$
a_{v}=i_{v} / N .
$$

As we have done before, to make the extension to more attributes easy, we will always place the treatment combinations in standard order, sometimes called Yates standard order, or simply lexicographic order.

We will let $D_{k, v}$ be a ( 0,1 ) matrix of order $2^{k}$ with rows and columns labeled by the treatment combinations in a $2^{k}$ factorial design. There is a 1 in position ( $\mathbf{x}, \mathbf{y}$ ) of $D_{k, v}$ if treatment combinations $\mathbf{x}$ and $\mathbf{y}$ have $v$ attributes with different levels.

## - EXAMPLE 4.1.2.

Let $k=2$. Then the four treatment combinations, in standard order, are $00,01,10$, and 11. These treatment combinations, in this order, are used to label the rows and columns of all matrices associated with a design. For example, 00 and 01 have one attribute with different levels and so $D_{2,1}(00,01)=D_{2,1}(1,2)=1$. Continuing in this way, we see that

$$
D_{2,1}=\left[\begin{array}{cccc}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right] \text { and } D_{2,2}=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] .
$$

Let $k=3$. Then the eight treatment combinations in standard order are $000,001,010$, $011,100,101,110$, and 111 . Thus we see that

$$
D_{3,1}=\left[\begin{array}{llllllll}
0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 0
\end{array}\right] \text { and } D_{3,2}=\left[\begin{array}{llllllll}
0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

For each treatment combination, there is only one other treatment combination in which all the attributes have different levels; this is the foldover treatment. Thus $D_{3,3}$ is a matrix with 1 s on the back-diagonal and all other entries equal to 0 . Each treatment combination has the same levels as itself; so $D_{3,0}=I_{8}$.

Consider the $2^{k}$ treatment combinations in a $2^{k}$ complete factorial. Because we have ordered the treatment combinations lexicographically, the first level in the first $2^{k-1}$ treatment combinations is 0 , and the remaining entries form the $2^{k-1}$ treatment combinations in a complete $2^{k-1}$ factorial. The same is true of the second $2^{k-1}$ treatment combinations if we remove the first level, which is of course a 1 . So we can define the entries in $D_{k, v}$ in terms of those in $D_{k-1, v}$ and $D_{k-1, v-1}$. Thus we get the following recursive relationship.

LEMMA 4.1.1.

$$
D_{k, v}=\left[\begin{array}{cc}
D_{k-1, v} & D_{k-1, v-1} \\
D_{k-1, v-1} & D_{k-1, v}
\end{array}\right], k-1 \geq v \geq 1, D_{k, 0}=I_{2^{k}}, D_{k-1, k}=0 .
$$

With this notation, the $a_{v}$ defined above, the $\Lambda$ notation of Section 3.2.4, and the assumption that the usual null hypothesis, $\pi_{1}=\pi_{2}=\ldots=\pi_{2^{k}}=1$ is true, we get the following expression for $\Lambda$.

## LEMMA 4.1.2.

$$
\begin{aligned}
\Lambda & =\frac{1}{4}\left[\left(k a_{1}+\binom{k}{2} a_{2}+\cdots+\binom{k}{v} a_{v}+\cdots+a_{k}\right) I_{2^{k}}-\sum_{v=1}^{k} a_{v} D_{k, v}\right] \\
& =\frac{1}{4}\left[\left(\sum_{v=1}^{k}\binom{k}{v} a_{v}\right) I_{2^{k}}-\sum_{v=1}^{k} a_{v} D_{k, v}\right] .
\end{aligned}
$$

## EXAMPLE 4.1.3.

When $k=2$ we have

$$
\Lambda=\frac{1}{4}\left[\left(2 a_{1}+a_{2}\right) I_{4}-a_{1} D_{2,1}-a_{2} D_{2,2}\right],
$$

and when $k=3$ we have

$$
\Lambda=\frac{1}{4}\left[\left(3 a_{1}+3 a_{2}+a_{3}\right) I_{8}-a_{1} D_{3,1}-a_{2} D_{3,2}-a_{3} D_{3,3}\right]
$$

## EXAMPLE 4.1.4.

Let $k=2$. Then the pairs with 1 attribute different (that is, the pairs $(00,01),(00,10)$, $(01,11)$, and $(10,11))$ would each appear either $i_{1}=0$ or $i_{1}=1$ times in the design. If there are $N$ pairs in the design in total, then $a_{1}=0 / N$ or $a_{1}=1 / N$. In either case, the corresponding entries in $\Lambda$ would be $a_{1} D_{2,1}$. The same is true for the entries corresponding to the pairs $(00,11)$ and $(01,10)$. So the possible values of $N$ are 2, using the pairs $(00$, $11)$ and $(01,10) ; 4$, using the pairs $(00,01),(00,10),(01,11)$, and $(10,11)$; or 6 , using all the pairs. The corresponding values of $\Lambda$ are given in Table 4.3.

Table 4.3 The Possible Designs and Corresponding $\Lambda$ Matrices for $k=2$

| Pairs | $N$ | $\Lambda$ |
| :---: | :---: | :---: |
| $(00,11),(01,10)$ | 2 | $\frac{1}{8} I_{4}-\frac{1}{8} D_{2.2}$ |
| $(00,01),(00,10),(01,11),(10,11)$ | 4 | $\frac{2}{16} I_{4}-\frac{1}{16} D_{2.1}$ |
| $(00,11),(01,10),(00,01),(00,10),(01,11),(10,11)$ | 6 | $\frac{3}{24} I_{4}-\frac{1}{24} D_{2.1}-\frac{1}{24} D_{2.2}$ |

## E EXAMPLE 4.1.5.

Let $k=3$. The 28 pairs are listed in Table 4.4. We can see that there are 7 possible designs: the 12 pairs with 1 attribute different, the 12 pairs with 2 attributes different, the 4 pairs with 3 attributes different, the 24 pairs with 1 or 2 attributes different, the 16 pairs with 1 or 3 attributes different, the 16 pairs with 2 or 3 attributes different, and all 28 pairs.

Table 4.4 All Possible Pairs when $k=3$

| One Attribute Different |  |  |  |
| :---: | :---: | :---: | :---: |
| $(000,001)$ | $(000,010)$ | $(000,100)$ | $(001,011)$ |
| $(001,101)$ | $(010,011)$ | $(010,110)$ | $(011,111)$ |
| $(101,111)$ | $(110,111)$ | $(100,101)$ | $(100,110)$ |
| Two Attributes Different |  |  |  |
| $(000,011)$ | $(000,101)$ | $(000,110)$ | $(001,010)$ |
| $(001,100)$ | $(001,111)$ | $(010,111)$ | $(010,100)$ |
| $(011,110)$ | $(011,101)$ | $(100,111)$ | $(101,110)$ |
| Three Attributes Different |  |  |  |
| $(000,111)$ | $(001,110)$ | $(010,101)$ | $(011,100)$ |

### 4.1.2 Calculation of the Relevant Contrast Matrices

Let $B_{2^{k}}$ be the $\left(2^{k}-1\right) \times 2^{k}$ matrix of the usual contrasts associated with a $2^{k}$ factorial design, where the column labels are the treatment combinations in standard order, and $B_{2^{k}} B_{2^{k}}^{\prime}=I_{2^{k}-1}$.

## EXAMPLE 4.1.6.

Let $k=2$. Then the columns of $B_{2^{2}}$ are labeled by $00,01,10$, and 11 . Write the contrasts in the following order: the main effect of the first attribute, then the main effect of the second attribute, and finally the interaction effect. The result is

$$
B_{2^{2}}=\frac{1}{2}\left[\begin{array}{rrrr}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right] .
$$

## - EXAMPLE 4.1.7.

Let $k=3$. Write the contrasts in the following order: the main effects of the first, second and third attributes; then the interaction effect of the second and third attributes; then the interaction effect of the first and second attributes; the interaction effect of the first and third attributes; and finally the three-factor interaction effect. We get

$$
B_{2^{3}}=\frac{1}{\sqrt{8}}\left[\begin{array}{rrrrrrrr}
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1
\end{array}\right] .
$$

Observe that we can write

$$
B_{2^{3}}=\frac{1}{\sqrt{8}}\left[\begin{array}{cc}
-\mathbf{j}^{\prime}{ }^{\prime}{ }^{2} & \mathbf{j}^{\prime}{ }^{2} \\
2 B_{2^{2}} & 2 B_{2^{2}} \\
-2 B_{2^{2}} & 2 B_{2^{2}}
\end{array}\right] .
$$

This happens because of the lexicographic ordering imposed on the treatment combinations; the second and third attributes are repeated in the same order while the first attribute is 0 , and then again while it is 1 .

The previous example illustrates the following general recursive result:

$$
B_{2^{k}}=\frac{1}{\sqrt{2^{k}}}\left[\begin{array}{cc}
\frac{-\mathbf{j}^{\prime}{ }_{2}^{k-1}}{} & \mathbf{j}^{\prime}{ }^{k}-1 \\
\sqrt{2^{k-1}} B_{2^{k-1}} & \sqrt{2^{k-1}} B_{2^{k-1}} \\
-\sqrt{2^{k-1}} B_{2^{k-1}} & \sqrt{2^{k-1}} B_{2^{k-1}}
\end{array}\right]
$$

The factor of $1 / \sqrt{2^{k}}$ is to normalize $B_{2^{k}}$. Note that, when written like this, the main effects contrasts are not the first $k$ rows of $B_{2^{k}}$ but are in rows $1,2,4,8$, and so on.

Sometimes we only want a contrast matrix for main effects or for main effects plus two-factor interactions. We let $B_{2^{k}, M}$ be a contrast matrix that contains only the contrasts for main effects and we let $B_{2^{k}, M T}$ be a contrast matrix that contains only the contrasts for main effects plus two-factor interactions.

### 4.1.3 The Model for Main Effects Only

Suppose that we want to estimate the main effects only. We know the general form of the $\Lambda$ matrix and we now explicitly evaluate the $k \times k$ principal minor of $C=B_{2^{k}} \Lambda B_{2^{k}}$ associated with the main effects so that we can determine the $A$ - and $D$-optimal designs. Thus we are evaluating the information matrix when $B_{h}=B_{2^{k}, M}$.

We want to get a neat expression for $B_{2^{k}, M} D_{k, i}$, and the following example indicates the form that such a result might take.

## EXAMPLE 4.1.8.

Let $k=2$. Then

$$
B_{2^{2}, M}=\frac{1}{2}\left[\begin{array}{rrrr}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1
\end{array}\right] \text { and } D_{2,1}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

It is clear that $B_{2^{2}, M} D_{2,1}=0 B_{2^{2}, M}$. Obviously $B_{2^{2}, M} D_{2,0}=B_{2^{2}, M} I_{4}=B_{2^{2}, M}$. By straight-forward multiplication, we can show that $B_{2^{2}, M} D_{2,2}=-B_{2^{2}, M}$.

The following result can be proved in various ways; an alternative method of proof appears in Section 6.3.

## ■ LEMMA 4.1.3.

$$
B_{2^{k}, M} D_{k, v}=\left[\binom{k-1}{v}-\binom{k-1}{v-1}\right] B_{2^{k}, M}
$$

for all $k \geq 2$, for all allowable $v$.
Proof. This is the sort of result that lends itself to proof by induction. So we must establish the result for a small value of $k$ and then show that assuming the result for $k$ we can prove the result for $k+1$. From Example 4.1.8, we know that the result holds for $k=2$ for all allowable $v$.

Assume that the result is true for $k$ and consider $k+1$. Thus we can assume that $B_{2^{k}, M} D_{k, v}=\left[\binom{k-1}{v}-\binom{k-1}{v-1}\right] B_{2^{k}, M}$ and we must see what happens when we consider $B_{2^{k+1}, M} D_{k+1, v}$. We get

$$
\begin{aligned}
\sqrt{2^{k+1}} B_{2^{k+1}, M} D_{k+1, v} & =\left[\begin{array}{cc}
-\mathbf{j}^{\prime}{ }_{2^{k}} & \mathbf{j}^{\prime}{ }^{2} \\
\sqrt{2^{k}} B_{2^{k}, M} & \sqrt{2^{k}} B_{2^{k}, M}
\end{array}\right]\left[\begin{array}{cc}
D_{k, v} & D_{k, v-1} \\
D_{k, v-1} & D_{k, v}
\end{array}\right] \\
& =\left[\begin{array}{cc}
-\mathbf{j}^{\prime} D_{k, v}+\mathbf{j}^{\prime} D_{k, v-1} & \mathbf{j}^{\prime} D_{k, v}-\mathbf{j}^{\prime} D_{k, v-1} \\
\sqrt{2^{k}} B_{2^{k}, M}\left(D_{k, v}+D_{k, v-1}\right) & \sqrt{2^{k}} B_{2^{k}, M}\left(D_{k, v}+D_{k, v-1}\right)
\end{array}\right] .
\end{aligned}
$$

Now

$$
-\mathbf{j}^{\prime} D_{k, v}+\mathbf{j}^{\prime} D_{k, v-1}=-\mathbf{j}^{\prime}\left[\binom{k}{v}-\binom{k}{v-1}\right]
$$

and

$$
B_{2^{k}, M}\left(D_{k, v}+D_{k, v-1}\right)=\left[\binom{k-1}{v}-\binom{k-1}{v-1}+\binom{k-1}{v-1}-\binom{k-1}{v-2}\right] B_{2^{k}, M}
$$

It can be easily shown that

$$
\binom{k}{v}=\binom{k-1}{v}+\binom{k-1}{v-1}
$$

and

$$
\binom{k}{v-1}=\binom{k-1}{v-1}+\binom{k-1}{v-2} ;
$$

so

$$
\binom{k}{v}-\binom{k}{v-1}=\binom{k-1}{v}-\binom{k-1}{v-2}
$$

and hence the result is proved for $k+1$ for all $v$.
We now show that at this stage we do not need to make any assumptions about the contrasts in $B_{r}$ since the class of competing designs that we have chosen ensures that $C_{h r}=0$ for any choice of $B_{r}$ (also see Exercise 4.1.5.5). By definition,

$$
C_{h r}=\left[\begin{array}{c}
B_{h} \\
B_{r}
\end{array}\right] \Lambda\left[B_{h}^{\prime} B_{r}^{\prime}\right]=\left[\begin{array}{cc}
B_{h} \Lambda B_{h}^{\prime} & B_{h} \Lambda B_{r}^{\prime} \\
B_{r} \Lambda B_{h}^{\prime} & B_{r} \Lambda B_{r}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
C_{h h} & C_{h r} \\
C_{r h} & C_{r r}
\end{array}\right]
$$

Since $B_{h}=B_{2^{k}, M}$, we can see that

$$
\begin{aligned}
C_{h r} & =\left[\sum_{v=1}^{k}\binom{k}{v} a_{v}\right] B_{h} I_{2^{k}} B_{r}^{\prime}-\sum_{v=1}^{k} a_{v} B_{h} D_{k, v} B_{r}^{\prime} \\
& =\left[\sum_{v=1}^{k}\binom{k}{v} a_{v}\right] B_{2^{k}, M} B_{r}^{\prime}-\sum_{v=1}^{k} a_{v}\left[\binom{k-1}{v}-\binom{k-1}{v-1}\right] B_{2^{k}, M} B_{r}^{\prime} \\
& =\mathbf{0}_{k, 2^{k}}
\end{aligned}
$$

This is true for any choice of $B_{r}$ as long as the set of competing designs remains the same so that the form of $\Lambda$ stays as a linear combination of the $D_{k, v}$.

Using the result in Lemma 4.1.3, we can get an explicit expression for the information matrix, $C_{M}$, for the $k$ main effects.

## LEMMA 4.1.4.

The information matrix for main effects under the null hypothesis is given by

$$
C_{M}=\left[\frac{1}{2} \sum_{v=1}^{k} a_{v}\binom{k-1}{v-1}\right] I_{k}
$$

and the determinant of $C_{M}$ is

$$
2^{-k}\left[\sum_{v=1}^{k} a_{v}\binom{k-1}{v-1}\right]^{k}
$$

Proof. The information matrix for main effects under the null hypothesis is

$$
\begin{aligned}
C_{M} & =B_{2^{k}, M} \Lambda B_{2^{k}, M}^{\prime} \\
& =\frac{1}{4} B_{2^{k}, M}\left[\sum_{v=1}^{k}\binom{k}{v} a_{v} I_{2^{k}}-\sum_{v=1}^{k} a_{v} D_{k, v}\right] B_{2^{k}, M}^{\prime} \\
& =\frac{1}{4}\left\{\sum_{v=1}^{k}\left(\binom{k}{v} a_{v}\right) I_{k}-\sum_{v=1}^{k}\left(a_{v}\left[\binom{k-1}{v}-\binom{k-1}{v-1}\right]\right) B_{2^{k}, M} B_{2^{k}, M}^{\prime}\right\} \\
& =\left\{\frac{1}{4} \sum_{v=1}^{k} a_{v}\left[\binom{k}{v}-\binom{k-1}{v}+\binom{k-1}{v-1}\right]\right\} I_{k} \\
& =\left\{\frac{1}{2} \sum_{v=1}^{k} a_{v}\binom{k-1}{v-1}\right\} I_{k},
\end{aligned}
$$

and the determinant of $C_{M}$ is

$$
2^{-k}\left[\sum_{v=1}^{k} a_{v}\binom{k-1}{v-1}\right]^{k},
$$

as required.
Recall that the $a_{v}$ are the proportions of the pairs that have $v$ attributes different. Thus we know that $2^{k-1} \sum_{v=1}^{k}\binom{k}{v} a_{v}=1$.

## EXAMPLE 4.1.9.

Let $k=3$. Then

$$
\operatorname{det}\left(C_{M}\right)=\frac{1}{8}\left[a_{1}\binom{2}{0}+a_{2}\binom{2}{1}+a_{3}\binom{2}{2}\right]^{3}
$$

subject to the constraint

$$
4\left[\binom{3}{1} a_{1}+\binom{3}{2} a_{2}+\binom{3}{3} a_{3}\right]=1
$$

So we want to maximize

$$
\frac{1}{8}\left(a_{1}+2 a_{2}+a_{3}\right)^{3}
$$

subject to $12 a_{1}+12 a_{2}+4 a_{3}=1$. We can write $a_{3}=\left(1-12 a_{1}-12 a_{2}\right) / 4$ and so we want to maximize

$$
\frac{1}{8}\left[a_{1}+2 a_{2}+\left(1-12 a_{1}-12 a_{2}\right) / 4\right]^{3}=\frac{1}{8}\left[\frac{1}{4}-2 a_{1}-a_{2}\right]^{3} .
$$

This is largest when $a_{1}=a_{2}=0$. Thus the optimal paired comparison design for estimating main effects consists of the four pairs (000, 111), (001, 110), (010, 101), and ( 011,100 ), each appearing once; so $a_{3}=1 / 4$. In Table 4.5 , we give all the possible designs and the corresponding values of $\operatorname{det}\left(C_{M}\right)$. We know there are $\binom{8}{2}=28$ pairs of distinct treatment combinations; 4 have three attributes different, 12 have two attributes different and 12 have one attribute different. Since we are including all pairs with a given number of attributes different, or none of them, there are 7 possible sets of pairs to consider. We see that the first design in Table 4.5 consists of all the pairs with only one attribute different, the second design consists of all the pairs with 2 attributes different, and so on; the final design consists of all 28 pairs.

We now extend this idea to get the $D$-optimal paired comparison design for binary attributes for any value of $k$.

■ THEOREM 4.1.1.
The D-optimal paired comparison design for estimating main effects consists of the foldover pairs only; that is, all $k$ attributes appear at different levels in the two options in each choice set. For the optimal designs

$$
\operatorname{det}\left(C_{\mathrm{opt}, M}\right)=\left[\frac{1}{2^{k}}\right]^{k} .
$$

Table 4.5 The 7 Competing Designs for Main Effects Only for Pairs with $k=3$

| $a_{1}$ | $a_{2}$ | $a_{3}$ | $N$ | $12 a_{1}+12 a_{2}+4 a_{3}$ | $\operatorname{det}\left(C_{M}\right)$ |
| :---: | :---: | :---: | :---: | :--- | :---: |
| $\frac{1}{12}$ | 0 | 0 | 12 | $12 \frac{1}{12}+0+0=1$ | $\frac{1}{8}\left(\frac{1}{12}\right)^{3}=7.234 \times 10^{-5}$ |
| 0 | $\frac{1}{12}$ | 0 | 12 | $0+12 \frac{1}{12}+0=1$ | $\frac{1}{8}\left(\frac{1}{6}\right)^{3}=5.787 \times 10^{-4}$ |
| 0 | 0 | $\frac{1}{4}$ | 4 | $0+0+4 \frac{1}{4}=1$ | $\frac{1}{8}\left(\frac{1}{4}\right)^{3}=1.953 \times 10^{-3}$ |
| 0 | $\frac{1}{16}$ | $\frac{1}{16}$ | 16 | $0+12 \frac{1}{16}+4 \frac{1}{16}=1$ | $\frac{1}{8}\left(\frac{3}{16}\right)^{3}=8.240 \times 10^{-4}$ |
| $\frac{1}{16}$ | 0 | $\frac{1}{16}$ | 16 | $12 \frac{1}{16}+0+4 \frac{1}{16}=1$ | $\frac{1}{8}\left(\frac{1}{8}\right)^{3}=2.441 \times 10^{-4}$ |
| $\frac{1}{24}$ | $\frac{1}{24}$ | 0 | 24 | $12 \frac{1}{24}+12 \frac{1}{24}+0=1$ | $\frac{1}{8}\left(\frac{1}{8}\right)^{3}=2.441 \times 10^{-4}$ |
| $\frac{1}{28}$ | $\frac{1}{28}$ | $\frac{1}{28}$ | 28 | $12 \frac{1}{28}+12 \frac{1}{28}+4 \frac{1}{28}=1$ | $\frac{1}{8}\left(\frac{1}{7}\right)^{3}=3.644 \times 10^{-4}$ |

Proof. To find the $D$-optimal design, we must maximize

$$
\operatorname{det}\left(C_{M}\right)=2^{-k}\left[\sum_{v=1}^{k} a_{v}\binom{k-1}{v-1}\right]^{k}
$$

subject to the constraint $2^{k-1} \sum_{v=1}^{k}\binom{k}{v} a_{v}=1$. Rearranging this constraint, we get $2^{k-1} a_{k}=1-2^{k-1} \sum_{v=1}^{k-1}\binom{k}{v} a_{v}$. Substituting for $a_{k}$ into the expression for $\operatorname{det}\left(C_{o p t, M}\right)$, we get

$$
2^{-k}\left[\sum_{v=1}^{k-1}\left[\binom{k-1}{v-1} a_{v}\right]+\frac{1}{2^{k-1}}-\sum_{v=1}^{k-1}\left[\binom{k}{v} a_{v}\right]\right]^{k}
$$

which can be rearranged to give

$$
2^{-k}\left[\frac{1}{2^{k-1}}-\sum_{v=1}^{k-1}\left[\binom{k-1}{v} a_{v}\right]\right]^{k}
$$

Consider this expression; it is clear that the maximum value of $\operatorname{det}\left(C_{M}\right)$ is attained when $a_{v}=0, v \neq k$ and $a_{k}=1 / 2^{k-1}$.

For any design that we construct we can calculate the $D$-efficiency of that design, relative to the optimal design, using the expression

$$
\operatorname{Eff}_{D}=\left(\frac{\operatorname{det}\left(C_{M}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M}\right)}\right)^{1 / p}
$$

where $p=k$.

## ■ EXAMPLE 4.1.10.

When $k=3$, we see from Table 4.5, that $\operatorname{det}\left(C_{o p t, M}\right)=1.953 \times 10^{-3}$ and so the design with $i_{1}=i_{3}=0$ and $i_{2}=1$ has

$$
\mathrm{Eff}_{D}=100\left(\frac{5.787 \times 10^{-4}}{1.953 \times 10^{-3}}\right)^{1 / 3}=66.6679 \%
$$

## THEOREM 4.1.2

The A-optimal paired comparison design for estimating main effects consists of the foldover pairs only. For the optimal designs

$$
\operatorname{tr}\left(C_{\mathrm{opt}, M}^{-1}\right)=k 2^{k}
$$

Proof. To find the $A$-optimal design, we must minimize $\operatorname{tr}\left(C_{M}^{-1}\right)$ subject to the constraint $2^{k-1} \sum_{v=1}^{k}\binom{k}{v} a_{v}=1$. Because $C_{M}$ is diagonal and all entries are equal, this is equivalent to maximizing $\operatorname{tr}\left(C_{M}\right)$. Since $\operatorname{tr}\left(C_{M}\right)=\frac{k}{2} \sum_{v=1}^{k}\binom{k-1}{v-1} a_{v}$, this must be maximized, again subject to the constraint. As above, this maximum is obtained when $a_{v}=1 / 2^{k-1}$ and all other $a_{v}$ are 0 .

We can also calculate the $A$-efficiency of any design, relative to the optimal design, using the expression

$$
\mathrm{Eff}_{A}=\left(\frac{\operatorname{tr}\left(C_{\mathrm{opt}, M}^{-1}\right)}{\operatorname{tr}\left(C_{M}^{-1}\right)}\right)
$$

Thus we find that the $A$ - and $D$-optimal designs coincide for the estimation of main effects only.

### 4.1.4 The Model for Main Effects and Two-factor Interactions

We evaluate the information matrix associated with the estimation of main effects and two-factor interactions so that we can determine the $A$ - and $D$-optimal designs.

As before, we let $B_{2^{k}, M 1}$ be the rows of $B_{2^{k}}$ that correspond to main effects and we now let $B_{2^{k}, T}$ be the rows of $B_{2^{k}}$ that correspond to two-factor interactions. Thus the matrix associated with main effects and two-factor interactions is the concatenation of these matrices and we denote it by $B_{2^{k}, M T}$. We want to get a neat expression for $B_{2^{k}, T} D_{k, v}$.

## ■ EXAMPLE 4.1.11.

Let $k=3$. Then

$$
B_{2^{3}, T}=\frac{1}{\sqrt{8}}\left[\begin{array}{rrrrrrrr}
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1
\end{array}\right]
$$

and, using the results from Example 4.1.8, we see that

$$
B_{2^{3}, T} D_{3,1}=-B_{2^{3}, T}, B_{2^{3}, T} D_{3,2}=-B_{3, T}, \text { and } B_{2^{3}, T} D_{3,3}=B_{2^{3}, T} .
$$

These results are extended in the next lemma.
■ LEMMA 4.1.5.

$$
B_{2^{k}, T} D_{k, v}=\left[\binom{k-2}{v}-2\binom{k-2}{v-1}+\binom{k-2}{v-2}\right] B_{2^{k}, T}
$$

for all $k \geq 3$ for all allowable $v$.
Proof. By straight-forward multiplication, we know that the result holds for $k=3$ for all allowable $v$.

Assume that the result is true for $k$ and consider $k+1$. Then

$$
\begin{aligned}
B_{2^{k+1}, T} D_{k+1, v} & =\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
B_{2^{k}, T} & B_{2^{k}, T} \\
-B_{2^{k}, M} & B_{2^{k}, M}
\end{array}\right]\left[\begin{array}{cc}
D_{k, v} & D_{k, v-1} \\
D_{k, v-1} & D_{k, v}
\end{array}\right] \\
& =\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
B_{2^{k}, T}\left(D_{k, v}+D_{k, v-1}\right) & B_{2^{k}, T}\left(D_{k, v}+D_{k, v-1}\right) \\
B_{2^{k}, M}\left(D_{k, v-1}-D_{k, v}\right) & B_{2^{k}, M}\left(D_{k, v}-D_{k, v-1}\right)
\end{array}\right] .
\end{aligned}
$$

Using the results of Lemma 4.1.3, we have that the ( 2,1 ) position is

$$
\begin{aligned}
& {\left[\binom{k-1}{v-1}-\binom{k-1}{v-2}-\binom{k-1}{v}+\binom{k-1}{v-1}\right] B_{2^{k}, M}} \\
& \quad=-\left[\binom{k-2}{v}-2\binom{k-2}{v-1}+\binom{k-2}{v-2}\right] B_{2^{k}, M},
\end{aligned}
$$

as required. The $(2,2)$ position is the negative of the $(2,1)$ position.
The ( 1,1 ) (and the ( 1,2 ) positions are given by

$$
\begin{aligned}
B_{2^{k}, T}\left(D_{k, v}+D_{k, v-1}\right)= & \left\{\left[\binom{k-2}{v}-2\binom{k-2}{v-1}+\binom{k-2}{v-2}\right]\right. \\
& \left.+\left[\binom{k-2}{v-1}-2\binom{k-2}{v-2}+\binom{k-2}{v-3}\right]\right\} B_{2^{k}, T}
\end{aligned}
$$

by the induction hypothesis. Observing that

$$
\begin{aligned}
& \binom{k-1}{v}=\binom{k-2}{v}+\binom{k-2}{v-1}, \\
& \binom{k-1}{v-1}=\binom{k-2}{v-1}+\binom{k-2}{v-2},
\end{aligned}
$$

and

$$
\binom{k-1}{v-2}=\binom{k-2}{v-2}+\binom{k-2}{v-3},
$$

we see that we have established the result.
Using this result, we can evaluate the information matrix for main effects plus two-factor interactions. Note that we now have $B_{h}=B_{2^{k}, M T}$.

## LEMMA 4.1.6.

Under the null hypothesis, the information matrix for main effects plus two-factor interactions is given by

$$
C_{M T}=\left[\begin{array}{cc}
\frac{1}{2} \sum_{v=1}^{k}\binom{k-1}{v-1} a_{v} I_{k} & 0 \\
0 & \sum_{v=1}^{k}\binom{k-2}{v-1} a_{v} I_{k(k-1) / 2}
\end{array}\right] .
$$

Proof. Using the definition for the information matrix and Lemmas 4.1.3 and 4.1.4, we have that

$$
\begin{aligned}
C_{M T} & =B_{2^{k}, M T} \Lambda B_{2^{k}, M T}^{\prime} \\
& =\left[\begin{array}{cc}
B_{2^{k}, M} \Lambda B_{2^{k}, M}^{\prime} & B_{2^{k}, M} \Lambda B_{2^{k}, T}^{\prime} \\
B_{2^{k}, T} \Lambda B_{2^{k}, M}^{\prime} & B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{1}{2} \sum_{v=1}^{k}\binom{k-1}{v-1} a_{v} I_{k} & \mathbf{0} \\
0 & B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime}
\end{array}\right] .
\end{aligned}
$$

Now

$$
\begin{aligned}
B_{2^{k}, T} \Lambda & =\frac{1}{4} B_{2^{k}, T}\left[\sum_{v=1}^{k}\binom{k}{v} a_{v} I_{2^{k}}-\sum_{v=1}^{k} a_{v} D_{k, v}\right] \\
& =\sum_{v=1}^{k}\binom{k-2}{v-1} a_{v} B_{2^{k}, T} .
\end{aligned}
$$

Thus $B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime}=\sum_{v=1}^{k}\binom{k-2}{v-1} a_{v} I_{k(k-1) / 2}$.
To find the $D$-optimal design, we need to maximize

$$
\operatorname{det}\left(C_{M T}\right)=\left[\frac{1}{2} \sum_{v=1}^{k}\binom{k-1}{v-1} a_{v}\right]^{k} \times\left[\sum_{v=1}^{k}\binom{k-2}{v-1} a_{v}\right]^{k(k-1) / 2}
$$

subject to the constraint that $2^{k-1} \sum_{v}\binom{k}{v} a_{v}=1$. We look at a small example before proving a general result.

## - EXAMPLE 4.1.12.

Let $k=3$. Then

$$
\operatorname{det}\left(C_{M T}\right)=\left[\frac{1}{2}\left[\binom{2}{0} a_{1}+\binom{2}{1} a_{2}+\binom{2}{2} a_{3}\right]\right]^{3} \times\left[\binom{1}{0} a_{1}+\binom{1}{1} a_{2}+\binom{1}{2} a_{3}\right]^{3},
$$

and we want to maximize this, subject to the constraint $4\left(3 a_{1}+3 a_{2}+a_{3}\right)=1$, the same constraint that we had when considering the estimation of main effects only. Simplifying, we see that we want to maximize

$$
\frac{1}{8}\left[a_{1}+2 a_{2}+a_{3}\right]^{3} \times\left[a_{1}+a_{2}\right]^{3}
$$

subject to the constraint. We can calculate the possible values of $N$ and the corresponding values of $\operatorname{det}\left(C_{M T}\right)$. We know there are $\binom{8}{2}=28$ pairs of distinct treatment combinations; 4 have three attributes different, 12 have two attributes different and 12 have one attribute different. Since we are including all pairs with a given number of attributes different, or none of them, there are 7 possible sets of pairs to consider. These are given in Table 4.6 together with the corresponding values of $N$ and $\operatorname{det}\left(C_{M T}\right)$. We see that the first design consists of all the pairs with only one attribute different, the second design consists of all the pairs with 2 attributes different, and so on until the final design consists of all 28 pairs. From the table, we see that the optimal design for estimating main effects and two-factor interactions has the 12 pairs with two attributes different.

## - THEOREM 4.1.3.

The D-optimal design for testing main effects and two-factor interactions when all other effects are assumed to be zero is given by

$$
a_{v}= \begin{cases}\left\{2^{k-1}\binom{k}{(k+1) / 2}\right\}^{-1} & v=(k+1) / 2, \quad \text { if } k \text { is odd } \\ 0 & \text { otherwise },\end{cases}
$$

and

$$
a_{v}= \begin{cases}\left\{2^{k-1}\binom{k+1}{k / 2}\right\}^{-1} & \begin{array}{l}
v=k / 2, k / 2+1, \\
\text { otherwise } .
\end{array} \\
0 & \text { if } k \text { is even }\end{cases}
$$

Table 4.6 The 7 Competing Designs for Main Effects and Two-Factor Interactions for Pairs with $k=3$

| $a_{1}$ | $a_{2}$ | $a_{3}$ | $N$ | $\operatorname{det}\left(C_{M T}\right)$ | $\operatorname{tr}\left(C_{M T}^{-1}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\frac{1}{12}$ | 0 | 0 | 12 | $\left(\frac{1}{24}\right)^{3}\left(\frac{1}{12}\right)^{3}=4.1862 \times 10^{-8}$ | 108 |
| 0 | $\frac{1}{12}$ | 0 | 12 | $\left(\frac{1}{12}\right)^{3}\left(\frac{1}{12}\right)^{3}=3.3490 \times 10^{-7}$ | 72 |
| 0 | 0 | $\frac{1}{4}$ | 4 | $\left(\frac{1}{8}\right)^{3} 0^{3}=0$ | not defined |
| 0 | $\frac{1}{16}$ | $\frac{1}{16}$ | 16 | $\left(\frac{3}{32}\right)^{3}\left(\frac{1}{16}\right)^{3}=2.0117 \times 10^{-7}$ | 80 |
| $\frac{1}{16}$ | 0 | $\frac{1}{16}$ | 16 | $\left(\frac{1}{16}\right)^{3}\left(\frac{1}{16}\right)^{3}=5.9605 \times 10^{-8}$ | 96 |
| $\frac{1}{24}$ | $\frac{1}{24}$ | 0 | 24 | $\left(\frac{1}{16}\right)^{3}\left(\frac{1}{12}\right)^{3}=1.4129 \times 10^{-7}$ | 84 |
| $\frac{1}{28}$ | $\frac{1}{28}$ | $\frac{1}{28}$ | 28 | $\left(\frac{1}{14}\right)^{3}\left(\frac{1}{14}\right)^{3}=1.3281 \times 10^{-7}$ | 84 |

The determinant of the optimal design is given by

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)= \begin{cases}\left\{\frac{k+1}{2^{k+1} k}\right\}^{k+k(k-1) / 2} & \text { if } k \text { is odd }, \\ \left\{\frac{k+2}{2^{k+1}(k+1)}\right\}^{k+k(k-1) / 2} & \text { if } k \text { is even } .\end{cases}
$$

Proof. Let

$$
x_{v}=2^{k-1} a_{v}, \quad W=\sum_{v=1}^{k}\binom{k-1}{v-1} x_{v} \text { and } Z=\sum_{v=1}^{k}\binom{k-2}{v-1} x_{v} .
$$

Thus we want to maximize $f=W Z^{(k-1) / 2}$, subject to the constraint that $\sum_{v=1}^{k}\binom{k}{v} x_{v}=1$. Substituting for $x_{k}=1-\sum_{v=1}^{k-1}\binom{k}{v} x_{v}$ in $W$ gives

$$
W=1-\sum_{v=1}^{k-1}\binom{k-1}{v} x_{v} .
$$

Thus $f$ is a function of $(k-1)$ variables and needs to be maximized over the region described by the inequalities $\sum_{v=1}^{k-1}\binom{k}{v} x_{v} \leq 1$ with $x_{v} \geq 0$ for $v=1, \ldots, k-1$. In this region, we note that $f \geq 0$.

Any local extreme values of $f$ will be found by solving the system of equations

$$
\frac{\partial f}{\partial x_{v}}=0, \quad v=1, \ldots,(k-1) .
$$

For $k \geq 3$ this gives

$$
\left\{\frac{k-1}{2}\binom{k-2}{v-1} W-\binom{k-1}{v} Z\right\}=0 .
$$

Hence

$$
\binom{k-1}{v} Z=\frac{k-1}{2}\binom{k-2}{v-1} W=\frac{v}{2}\binom{k-1}{v} W, \quad v=1, \ldots,(k-1)
$$

and so we have that

$$
2 Z=v W, \quad v=1, \ldots,(k-1) .
$$

Either these equations are inconsistent or $W=0=Z$, and hence $f=0$ at all local extrema; thus the maximum value of $f$ will occur on the boundary of the region of allowed values of $x_{v}$ in $\Re^{k-1}$. (We use $\Re$ to denote the set of real numbers and $\Re^{(k-1)}$ to denote the set of ( $k-1$ )-dimensional vectors over the real numbers. So $\Re^{2}$ is the set of pairs over the real numbers, familiar from the two-dimensional graphs of high school.)

There are $k$ subspaces of dimension $k-2$; they are given by the equations

$$
x_{v}=0, v=1, \ldots,(k-1) \text { and } \sum_{v=1}^{k-1}\binom{k}{v} x_{v}=1 .
$$

For the first $k-1$ of these subspaces, the above analysis still holds; we simply delete the $m^{t h}$ equation from the system and put $x_{m}=0$ in the remaining equations. We either obtain inconsistent equations or $W=0=Z$; thus $f=0$ at all local extrema of $f$ in these subspaces, and so the maximum allowed value of $f$ will occur on the boundaries of the region of allowed values of $x_{v}$ in these subspaces of $\Re^{(k-1)}$.

In the subspace given by

$$
\sum_{v=1}^{k-1}\binom{k}{v} x_{v}=1
$$

we use Lagrange multipliers to locate the extreme values of $f$; this gives

$$
\binom{k-1}{v}\left\{-Z+\frac{v}{2} W\right\}=\lambda\binom{k}{v} .
$$

Eliminating $\lambda$ between two of these equations gives

$$
\{(g+v-k) W-2 Z\} \frac{g-v}{k}\binom{k}{v}\binom{k}{g}=0
$$

This gives

$$
2 Z=(g+v-k) W, \quad v=1, \ldots,(k-1), \quad v \neq g, \quad v \neq k-g .
$$

Either these equations are inconsistent or $W=Z=0$, and so $f=0$ provided $k \geq 4$.
Thus we find that $f:=0$ at all local extrema of $f$ in this subspace; so the maximum allowed value of $f$ will occur on the boundaries of the region of allowed values of $x_{v}$ in this subspace of $\Re^{k-1}$. We continue in this way, projecting the region of allowed values of $x_{v}$ onto subspaces of lower and lower dimension. It is only when we reach the onedimensional subspaces (the edges of the region of the allowed values of $x_{v}$ ) that we obtain just one equation to be solved to locate extreme values of $f$ in this subspace; in general, $f \neq 0$ at these points.

There are two types of edges that need to be considered:

1. those along the coordinate axis with

$$
x_{v}=0, v \neq g, \text { and } 0 \leq\binom{ k}{g} x_{g} \leq 1 ;
$$

2. those bounding the constraint surface with

$$
\begin{gathered}
\binom{k}{g} x_{g}+\binom{k}{h} x_{h}=1, g \neq h, x_{v}=0, v \neq g, h, \\
0 \leq\binom{ k}{g} x_{g} \leq 1, \text { and } 0 \leq\binom{ k}{h} x_{h} \leq 1 .
\end{gathered}
$$

Along the coordinate axes,

$$
W=1-\binom{k-1}{g} x_{g}, \quad Z=\binom{k-2}{g-1} x_{g} \text { and } \frac{\partial f}{\partial x_{g}}=0
$$

requires

$$
2 Z=g W
$$

which gives

$$
x_{g}=\frac{g}{k+1}\binom{k-2}{g-1}^{-1}=\frac{k(k-1)}{(k+1)(k-g)}\binom{k}{g}^{-1}
$$

It is only when $g=1$ that this value of $x_{g}$ lies in the interval of allowed values of $x_{g}$; in this case

$$
W=\frac{2}{k+1} \text { and } Z=\frac{1}{k+1} .
$$

For all other values of $g$, the maximum value of $f$ on $0 \leq\binom{ k}{g} x_{g} \leq 1$ occurs at $x_{g}=\binom{k}{g}^{-1}$, where

$$
W=\frac{g}{k} \text { and } Z=\frac{g(k-g)}{k(k-1)} .
$$

For $2 \leq g \leq k-1$ with $k \geq 3$ these values of $W$ and $Z$ are larger than those found above for $g=1$. To determine which value of $g$ maximizes $f$ amongst these alternatives, we use these expressions for $W$ and $Z$ in $f$ and set $\frac{d f}{d g}=0$. This gives a maximum when $g=\frac{k+1}{2}$, provided this is an integer. If $(k+1) / 2$ is not an integer, we shall show that the maximum allowed value of $f$ occurs along the edge joining $g=k / 2$ and $g=k / 2+1$.

It remains to consider the behavior of $f$ along the edges of the constraint surface; in particular, we consider what happens along the edge given by

$$
\begin{gathered}
\binom{k}{g} x_{g}+\binom{k}{h} x_{h}=1, \quad g \neq h, \quad x_{v}=0, \quad v \neq g, h \\
0 \leq\binom{ k}{g} x_{g} \leq 1, \text { and } 0 \leq\binom{ k}{h} x_{h} \leq 1
\end{gathered}
$$

Along this edge

$$
W=\frac{h}{k}+\frac{g-h}{k}\binom{k}{g} x_{g}
$$

and

$$
Z=\frac{h(k-h)}{k(k-1)}+\frac{(h-g)(h+g-k)}{k(k-1)}\binom{k}{g} x_{g} .
$$

Setting

$$
\frac{\partial f}{\partial x_{g}}=0
$$

gives

$$
(g+h-k) W=2 Z
$$

If $g+h-k=0, Z$ is constant and the equation is inconsistent; thus the maximum allowed value of $f$ will occur at the endpoint of the interval (that is, at one of the vertices studied above). If $g+h-k \neq 0$, we solve for $x_{g}$ and get

$$
\binom{k}{g} x_{g}=\frac{n[(k+1)(k-h)-g(k-1)]}{(g-h)(g+h-k)(k+1)} .
$$

This gives the location of a local maximum along the edge. At this local maximum,

$$
W=\frac{2 g h}{(g+h-k) k(k+1)} \text { and } Z=\frac{g h}{k(k+1)} .
$$

The value of $h$ which maximizes $f$ for a particular value of $g$ is obtained from $\frac{\partial f}{\partial h}=0$; this gives

$$
h=\frac{k+1}{k-1}(k-g), \quad W=\frac{g}{k} \text { and } Z=\frac{g(k-g)}{k(k-1)} .
$$

The value of $g$ which gives the overall maximum allowed value of $f$ is obtained from $\frac{\partial f}{\partial g}=0$; this gives $g=\frac{k+1}{2}$. In this case, $h=g$ which is not allowed along an edge. If $g \neq h$, the situation closest to equality holds when $g=h+1=\frac{k+1}{k-1}(k-g)+1$; this gives $g=\frac{k}{2}+1-\frac{1}{2 k}$ and $h=\frac{k}{2}-\frac{1}{2 k}$. When $k$ is an even integer, this result gives values for $g$ and $h$ which are close to $k / 2+1$ and $k / 2$ respectively. Along the edge where $g=\frac{k}{2}+1$ and $h=\frac{k}{2}$ (for $k$ even), the maximum value of $f$ occurs where $x_{k / 2}=x_{k / 2+1}=\left[\binom{k+1}{k / 2}\right]^{-1}$.

We now determine the maximum value of the determinant at these $a_{v}$ values. For $k$ even, only two values of $v$ will give the maximum determinant. These are $v=k / 2$ and $v=k / 2+1$, where

$$
a_{k / 2}=a_{k / 2+1}=\left[2^{k-1}\binom{k+1}{k / 2}\right]^{-1}
$$

and all other $a_{v}=0$. Then

$$
\begin{aligned}
& \operatorname{det}\left(C_{A I T}\right)= {\left[\frac{1}{2} \sum_{v=k / 2, k / 2+1}\binom{k-1}{v-1} a_{v}\right]^{k} \times\left[\sum_{v=k / 2, k / 2+1}^{k}\binom{k-2}{i-1} a_{v}\right]^{k(k-1) / 2} } \\
&= {\left[\frac{1}{2^{k}}\binom{k+1}{k / 2}^{-1}\left[\binom{k-1}{k / 2-1}+\binom{k-1}{k / 2}\right]\right]^{k} } \\
& \times {\left[\frac{1}{2^{k-1}}\binom{k+1}{k / 2}^{-1}\left[\binom{k-2}{k / 2-1}+\binom{k-2}{k / 2}\right]\right]^{k(k-1) / 2} } \\
& \text { Now }\binom{k-1}{k / 2-1}+\binom{k-1}{k / 2}=\binom{k}{k / 2}, \quad\binom{k-2}{k / 2-1}+\binom{k-2}{k / 2}=\binom{k-1}{k / 2} \\
& \quad \frac{\binom{k}{k / 2}}{\binom{k+1}{k / 2}}=\frac{k+2}{2(k+1)} \text { and } \frac{\binom{k-1}{k / 2}}{\binom{k+1}{k / 2}}=\frac{k+2}{4(k+1)} .
\end{aligned}
$$

Therefore, for $k$ even,

$$
\operatorname{det}\left(C_{M T}\right)=\left(\frac{(k+2)}{\left(2^{k+1}(k+1)\right)}\right)^{k+k(k-1) / 2}
$$

For $k$ odd, the only value of $v$ that will give the maximum determinant is $v=(k+1) / 2$, where

$$
a_{(k+1) / 2}=\left[2^{k-1}\binom{k}{(k+1) / 2}\right]^{-1}
$$

and all other $a_{v}=0$. Then

$$
\begin{aligned}
\operatorname{det}\left(C_{M T}\right)= & {\left[\frac{1}{2^{k}}\binom{k}{(k+1) / 2}^{-1}\binom{k-1}{(k+1) / 2-1}\right]^{k} } \\
& \times\left[\frac{1}{2^{k-1}}\binom{k}{(k+1) / 2}^{-1}\binom{k-2}{(k+1) / 2-1}\right]^{k(k-1) / 2}
\end{aligned}
$$

Now

$$
\frac{\binom{k-1}{(k+1) / 2-1}}{\binom{k}{(k+1) / 2}}=\frac{\binom{k-1}{(k-1) / 2}}{\binom{k}{(k+1) / 2}}=\frac{k+1}{2 k}
$$

and

$$
\frac{\binom{k-2}{(k+1) / 2-1}}{k}=\frac{\binom{k-2}{(k-1) / 2}}{\binom{k}{(k+1) / 2}}=\frac{k+1}{4 k} .
$$

Therefore, for $k$ odd,

$$
\operatorname{det}\left(C_{M T}\right)=\left(\frac{(k+1)}{2^{k+1} k}\right)^{k+k(k-1) / 2}
$$

When $k=3$, this result says that the pairs to use are those with $(k+1) / 2=4 / 2=2$ attributes different, just as we found in Example 4.1.12.

For any design that we construct we can calculate the $D$-efficiency of that design, relative to the optimal design, using the expression

$$
\operatorname{Eff}_{D}=\left(\frac{\operatorname{det}\left(C_{M T}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)}\right)^{1 / p},
$$

where $p=k+k(k-1) / 2$.
We now want to establish a similar result for $A$-optimal designs. We begin by looking at an example.

■ EXAMPLE 4.1.13.
Let $k=3$. We know that

$$
C_{M T}=\left[\begin{array}{cc}
\frac{1}{2}\left(a_{1}+2 a_{2}+a_{3}\right) I_{3} & \mathbf{0} \\
\mathbf{0} & \left(a_{1}+a_{2}\right) I_{3}
\end{array}\right]
$$

So $\operatorname{tr}\left(C_{M T}^{-1}\right)=6\left(a_{1}+2 a_{2}+a_{3}\right)^{-1}+3\left(a_{1}+a_{2}\right)^{-1}$. These values are given in Table 4.6, and we see that the $A$-optimal design has the 12 pairs with two attributes different.

The $A$-optimal design in the previous example is the same as the $D$-optimal design when $k=3$. In the next result, we determine the $A$-optimal design by minimizing $\operatorname{tr}\left(C_{M T}^{-1}\right)$ and find that the $A$-optimal design is always the same as the $D$-optimal design for the same value of $k$.

## THEOREM 4.1.4.

The A-optimal design for testing main effects and two-factor interactions, when all other interaction effects are assumed to be zero, is given by

$$
a_{v}= \begin{cases}\left\{2^{k-1}\binom{k}{(k+1) / 2}\right\}^{-1}, & v=(k+1) / 2, \\ \text { if } k \text { is odd } \\ 0, & \text { otherwise, },\end{cases}
$$

and

$$
a_{v}= \begin{cases}\left\{2^{k-1}\binom{k+1}{k / 2}\right\}^{-1}, & i=k / 2, k / 2+1, \text { if } k \text { is even } \\ 0, & \text { otherwise } .\end{cases}
$$

The trace of the optimal design is given by

$$
\operatorname{tr}\left(C_{\text {opt }, M T}^{-1}\right)= \begin{cases}\left\{\frac{2^{k+1} k}{k+1}\right\} \times(k+k(k-1) / 2), & \text { if } k \text { is odd }, \\ \left.\frac{2^{k+1}(k+1)}{k+2}\right\} \times(k+k(k-1) / 2), & \text { if } k \text { is even. }\end{cases}
$$

Proof. Let

$$
x_{v}=2^{k-1} a_{v} . W=\sum_{v=1}^{k}\binom{k-1}{v-1} x_{v}, \text { and } Z=\sum_{v=1}^{k-1}\binom{k-2}{v-1} x_{v} .
$$

Thus we want to minimize

$$
f=W^{-1}+\frac{(k-1)}{4} Z^{-1}
$$

subject to the constraint

$$
\sum_{v=1}^{k}\binom{k}{v} x_{v}=1
$$

We use the constraint to obtain

$$
W=1-\sum_{v=1}^{k-1}\binom{k-1}{v} x_{v} .
$$

In this way, $f$ is now a function of $(k-1)$ variables which needs to be minimized over the region described by the inequalities $\sum_{v=1}^{k-1}\binom{k}{n} x_{v} \leq 1$ with $x_{v} \geq 0$ for $v=1,2, \ldots(k-1)$. In this region $f \geq 0$ because $x_{v} \geq 0 \forall v$.

Any local extreme value of $f$ will be found by solving the system of equations

$$
\frac{\partial f}{\partial x_{v}}=0, \quad v=1,2, \ldots,(k-1) .
$$

Thus

$$
\binom{k-1}{v} W^{-2}=\frac{(k-1)}{4}\binom{k-2}{v-1} Z^{-2}
$$

which we can re-write as

$$
Z^{2}=\frac{v}{4} W^{2} .
$$

As both $W>0$ and $Z>0$, we require that

$$
Z=\frac{\sqrt{v}}{2} W \quad \forall v=1,2, \ldots,(k-1) .
$$

Thus we have obtained a system of inconsistent equations which has no solution; so the minimum allowed value of $f$ will occur on the boundary of the region of allowed values of $x_{v}$ in $\Re^{k-1}$.

Along the coordinate axis with $x_{v}=0, v \neq 0$, and $0 \leq\binom{ k}{g} x_{g} \leq 1$, we have that

$$
\begin{aligned}
f & =\frac{1}{1-\binom{k-1}{g} x_{g}}+\frac{k-1}{4\binom{k-2}{g-1} x_{g}}, \\
\frac{\partial f}{\partial x_{g}} & =\frac{\binom{k-1}{g}}{\left[1-\binom{k-1}{g} x_{g}\right]^{2}}-\frac{(k-1)\binom{k-2}{g-1}}{4\left[\binom{k-2}{g-1} x_{g}\right]^{2}} \\
& =0
\end{aligned}
$$

when

$$
\binom{k-2}{g-1} x_{g}=\frac{\sqrt{g}}{2}\left[1-\binom{k-1}{g} x_{g}\right] .
$$

Thus we see that

$$
\binom{k-1}{g} x_{g}=\left[1+\frac{\sqrt{g}}{2(k-1)}\right]^{-1} .
$$

However this value of $x_{g}$ lies outside the interval of allowed values as

$$
\frac{k}{k-g}\left[1+\frac{\sqrt{g}}{2(k-1)}\right]^{-1} \geq 1 \text { for all allowed } g
$$

Thus the extreme values of $f$ will occur at $\binom{k}{g} x_{g}=0$ and $\binom{k}{g} x_{g}=1$; the minimum value occurs at

$$
\binom{k}{g} x_{g}=1 \text { where } f=\frac{k}{g}\left[1+\frac{(k-1)^{2}}{4(k-g)}\right] .
$$

To find the value of $g$ which minimizes $f$ amongst these alternatives, we require

$$
\frac{d f}{d g}=0
$$

which gives

$$
\frac{k}{g}\left\{\frac{(k-1)^{2}}{4(k-g)^{2}}-\frac{1}{g}\left[1+\frac{(k-1)^{2}}{4(k-g)}\right]\right\}=0 .
$$

So we have

$$
g=\frac{k+1}{2}, k \frac{k+1}{2} .
$$

However, the second root lies outside the interval of allowed values $[1, k-1]$.
Thus, provided that $k$ is odd, the minimum value of $f$ along the coordinate axes

$$
x_{v}=0, v \neq g, 0 \leq\binom{ k}{g} x_{g} \leq 1 .
$$

occurs at

$$
g=\frac{k+1}{2}
$$

where

$$
f=k .
$$

When $k$ is even, we find that

$$
g=\frac{k}{2}
$$

gives

$$
f=k+\frac{1}{k}
$$

while

$$
g=\frac{k}{2}+1
$$

gives

$$
f=k+\frac{1}{k-4 / k}>k+\frac{1}{k} .
$$

Along the edge

$$
\binom{k}{g} x_{g}+\binom{k}{h} x_{h}=1, \quad g \neq h
$$

with

$$
0 \leq\binom{ k}{g} x_{g} \leq 1, \quad 0 \leq\binom{ k}{h} x_{h} \leq 1, \quad x_{v}=0, v \neq g, h
$$

we have that

$$
W=\frac{h}{k}+\frac{g-h}{k}\binom{k}{g} x_{g}
$$

and

$$
Z=\frac{h(k-h)}{k(k-1)}+\frac{(h-g)(h+g-k)}{k(k-1)}\binom{k}{g} x_{g} .
$$

We find that

$$
\frac{d f}{d x_{g}}=0
$$

when

$$
Z=\frac{\sqrt{h+g-k}}{2} W
$$

provided that

$$
h+g-k \neq 0
$$

When

$$
\begin{gathered}
h+g-k=0, \\
\frac{d f}{d x_{g}} \neq 0 ;
\end{gathered}
$$

thus $f$ will be minimized at a vertex studied previously. When

$$
\begin{gathered}
h+g-k \neq 0, \\
\binom{k}{g} x_{g}=\frac{h}{h-g}\left[\frac{2(k-h)-(k-1) \sqrt{h+g-k}}{2(h+g-k)+(k-1) \sqrt{h+g-k}}\right],
\end{gathered}
$$

which gives

$$
\begin{aligned}
W & =\frac{2 g h}{k}[2(g+h-k)+(k-1) \sqrt{h+g-k}]^{-1}, \\
Z & =\frac{\sqrt{h+g-k}}{2} W
\end{aligned}
$$

and

$$
f=\frac{k}{4 g h}\left[4(g+h-k)+4(k-1) \sqrt{g+h-k}+(k-1)^{2}\right] .
$$

To find the value of $h$ which minimizes $f$ for a particular value of $g$, we require $\frac{\partial f}{\partial h}=0$. Thus

$$
0=-\frac{f}{h}+\frac{k}{4 g h}\left[4+\frac{2(k-1)}{\sqrt{g+h-k}}\right],
$$

which gives

$$
\sqrt{g+h-k}=\frac{2(k-g)}{k-1} \text { or } h=\left[\frac{2(k-g)}{k-1}\right]^{2}+(k-g) .
$$

To find the pair of numbers $(g, h)$ which minimizes $f$ for a particular value of $k$, we attempt to solve

$$
\frac{\partial f}{\partial h}=0=\frac{\partial f}{\partial g}
$$

this gives

$$
g=h=\frac{k+1}{2},
$$

which is not allowed as $g \neq h$, but agrees with the earlier result for the location of the minimum value of $f$ along a coordinate axis.

When $k$ is even, $\left(\frac{k}{2}, \frac{k}{2}+1\right)$ is the pair of integers closest to $\left(\frac{k+1}{2}, \frac{k+1}{2}\right)$; indeed substituting $g=\frac{k}{2}$ in the expression for $h$ gives $h=\frac{k}{2}+1+\frac{1}{(k-1)^{2}} \simeq \frac{k}{2}+1$ and the corresponding value for $f$ is

$$
f=\frac{(k+1)^{2}}{k+2}=k+\frac{1}{k+2}<k+\frac{1}{k} .
$$

Thus, when $k$ is even, $\operatorname{tr}\left(C^{-1}\right)$ is minimized when $g=\frac{k}{2}$ and $h=\frac{k}{2}+1$, giving the result in the statement of the theorem.

To determine the maximum value of the trace of $C_{\text {opt }, A T T}^{-1}$, we substitute the $a_{v}$ values into the expression for $C_{M T}$ in Lemma 4.1.6 and invert. $C_{M T}^{-1}$ is a diagonal matrix and the $(k+k(k-1) / 2)$ diagonal entries are given by

$$
\begin{array}{ll}
\frac{2^{k+1} k}{k+1}, & \text { if } k \text { is odd }, \\
\frac{2^{k+1}(k+1)}{k+2}, & \text { if } k \text { is even. } .
\end{array}
$$

Then, if $k$ is odd,

$$
\operatorname{tr}\left(C_{\mathrm{opt}, M / T}^{-1}\right)=\left\{\frac{2^{k+1} k}{k+1}\right\} \times(k+k(k-1) / 2)
$$

and, if $k$ is even,

$$
\operatorname{tr}\left(C_{\mathrm{opt}, A T T}^{-1}\right)=\left\{\frac{2^{k+1}(k+1)}{k+2}\right\} \times(k+k(k-1) / 2) .
$$

We can calculate the $A$-efficiency of any design, relative to the optimal design, using the expression

$$
\operatorname{Eff}_{A}=\left(\frac{\operatorname{tr}\left(C_{\mathrm{opt}, M T}^{-1}\right)}{\operatorname{tr}\left(C_{M T}^{-1}\right)}\right)
$$

Hence we see that the $D$ - and $A$-optimal designs for estimating main effects and twofactor interactions coincide.

## I EXAMPLE 4.1.14.

If $k=4$, then the $D$ - and $A$-optimal design consists of the 80 pairs with two and three attributes different. So $a_{1}=a_{4}=0$ and $a_{2}=a_{3}=\frac{1}{80}$.

### 4.1.5 Exercises

1. If $k=4$, give the set of pairs with $v=1, v=2, v=3$, and $v=4$ attributes different.
2. Give $D_{3,3}$. Verify the recursive formula given for the $D_{k, v}$ for $k=4$ for $v=1,2,3$, and 4.
3. For $k=3$ give $B_{2^{3}}$ and verify that $B_{2^{3}}=\frac{1}{\sqrt{8}}\left[\begin{array}{cc}-\mathbf{j}^{\prime}{ }_{2^{2}} & \mathbf{j}^{\prime}{ }^{\prime}{ }^{2} \\ 2 B_{2^{2}} & 2 B_{2^{2}} \\ -2 B_{2^{2}} & 2 B_{2^{2}}\end{array}\right]$.
4. Show that $B_{2^{3}, M} D_{3, i}=\left[\binom{2}{i}-\binom{2}{i-1}\right] B_{2^{3, M}}$ for $i=0,1,2$, and 3 .
5. (a) Let $k=3$. Show that $C_{h r}=0$ for the estimation of main effects when $B_{a}$ contains the two-factor interaction contrasts.
(b) Let $k=3$. Show that $C_{h r}=0$ for the estimation of main effects when $B_{a}$ contains the three-factor interaction contrast only.
6. Suppose that $k=5$.
(a) Using Theorem 4.1.1, give the $D$-optimal set of pairs from the complete factorial for estimating main effects.
(b) Calculate the corresponding $C$ matrix.
7. Suppose that $k=5$.
(a) Using Theorem 4.1.3, give the $D$-optimal pairs for estimating main effects plus two-factor interactions.
(b) Calculate the corresponding $C$ matrix.
(c) Compare this to the $C$ matrix of the previous exercise. Comment.
8. Suppose that $k=2$.
(a) Give the optimal pairs for estimating main effects.
(b) Give the optimal pairs for estimating main effects and the two-factor interaction.
(c) Use the ideas developed in this section to find the optimal pairs for estimating the two-factor interaction only. Comment.
9. Let $k=4$. There are 15 possible sets of pairs to consider. Draw up a table like Table 4.6 for $k=4$, and hence confirm the results in Theorems 4.1.3 and 4.1.4.

### 4.2 SMALL OPTIMAL AND NEAR-OPTIMAL DESIGNS FOR PAIRS

In this section we show how a fractional factorial design can be used to provide the treatment combinations for an optimal paired comparison design. We begin by deriving the information matrix when the treatment combinations come from a fractional factorial design.

### 4.2.1 The Derivation of the $\Lambda$ Matrix

The $\Lambda$ matrix is defined in the same way as in Section 4.1.1 but because we are working with a fractional factorial design it is possible that some of the rows and columns of $\Lambda$ will be 0 . Similarly the contrast matrix, $B_{h}$, will be the same as before, being a contrast matrix for main effects or for main effects plus two-factor interactions, depending on what effects are of interest. As before the information matrix $C$ for the effects of interest is given by $C=B_{h} \Lambda B_{h}^{\prime}$ but now we need to assume that all contrasts other than the ones we want to estimate must be 0 because fractional factorial designs are constructed assuming that higher order interaction effects are 0 . So $B_{a}$ includes all the contrasts that are not in $B_{h}$ and $B_{r}$ is empty.

We illustrate these comments with a small example.

## EXAMPLE 4.2.1.

Let $k=4$, and consider the 4 pairs in Design 1 in Table 4.7. Then there are 8 treatment combinations that do not appear in the choice experiment and so 8 rows and columns of $\Lambda$
are equal to 0 , as we can see below.

Using $B_{h}=B_{2^{4}, M}$ and the $\Lambda$ matrix above we see that

$$
C_{M I}=B_{2^{4}, M} \Lambda B_{2^{4}, M}^{\prime}=\frac{1}{16} I_{4} .
$$

This is the same $C$ matrix obtained by using the foldover pairs from the complete factorial. Thus the 4 pairs in Design 1 in Table 4.7 give an optimal choice experiment for estimating main effects. The 4 pairs in Design 2 in Table 4.7 are also optimal for estimating main effects. Within both of these designs, for the first attribute, the level is the same for all of the treatment combinations within an option. If this is a problem in a practical sense, then combining the two designs to get 8 pairs will ensure that both of the levels of the first attribute appear in both options. The combined design consists of all the foldover pairs and hence is optimal too.

Table 4.7 Two Designs with Four Pairs for $k=4$ Binary Attributes

| Option A | Option B | Option A | Option B |
| :---: | :---: | :---: | :---: |
| 0000 | 11111 | 1110 | 0001 |
| 0011 | 1100 | 1101 | 0010 |
| 0101 | 1010 | 1011 | 0100 |
| 0110 | 1001 | 1000 | 0111 |
|  |  | Design 2 |  |
| Design 1 |  |  |  |

### 4.2.2 The Model for Main Effects Only

In Section 4.1.3 we showed that the optimal pairs for the estimation of main effects in a forced choice stated preference experiment were all the foldover pairs. This suggests that an optimal choice experiment might be obtainable from a fractional factorial by taking the foldover pairs. From Section 2.2.1, we know that that all contrasts for main effects can be independently estimated in a resolution 3 fraction provided that we assume that all the other contrasts are 0 . That is, we assume that $B_{a}$ will contain all the contrasts except those in $B_{2^{k}, M 1}$. This suggests that a resolution 3 fraction could be the starting design for the foldover pairs in a construction for an optimal design with fewer pairs. The only additional constraint that we need to impose is that the resolution 3 fraction must be regular. The
following construction, without the regularity constraint, is found as Option 3 in Appendix A5 of Louviere et al. (2000), although no formal proof of the properties of these designs is given there.

## ■ CONSTRUCTION 4.2.1.

To construct a set of pairs to compare products described by $k$ binary attributes, first construct a regular orthogonal main effect plan with $k$ binary attributes. From each row of this OMEP obtain a choice pair by pairing the row with its foldover. If any pair appears twice then the duplicate choice set is omitted. Thus each treatment combination, and each pair, appears only once in the final set of choice pairs. The design has a diagonal information matrix $C$ and a D-efficiency of $100 \%$ for estimating main effects.

Proof. Assume that all the equations that define the OMEP have an even number of nonzero coefficients. Let

$$
\sum_{i} \eta_{i} x_{i}=0
$$

be one of these equations. Then

$$
\sum_{i} \eta_{i}=0 .
$$

If $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ is a solution of this equation then

$$
\sum_{i} \eta_{i} a_{i}=0
$$

Hence

$$
\sum_{i} \eta_{i}\left(1-a_{i}\right)=\sum_{i} \eta_{i}-\sum_{i} \eta_{i} a_{i}=0 .
$$

Thus for each treatment combination in the OMEP its foldover also appears.
Let the levels for the attributes be -1 and 1 and let $A$ denote the $N \times k$ array for the OMEP. Since for each treatment combination that is in $A$, its foldover is also in $A$, we can represent $A$ as $\left[\begin{array}{c}A_{1} \\ -A_{1}\end{array}\right]$. Thus

$$
A^{\prime} A=N I_{k}=2 A_{1}^{\prime} A_{1}
$$

We can write the pairs as ( $A_{1},-A_{1}$ ). We will order the treatment combinations by writing all the treatment combinations in $A_{1}$ first, then all the treatment combinations in - $A_{1}$ and then the remaining treatment combinations in any order. Then the $B$ matrix for main effects is

$$
B_{2^{k}, M}=\frac{1}{\sqrt{2^{k}}}\left(A_{1}^{\prime},-A_{1}^{\prime}, B_{\bar{A}}\right)
$$

where $B_{\bar{A}}$ contains the coefficients of the main effect contrasts for the treatment combinations that are not in $A$. Using the same ordering for the treatment combinations, we have that

$$
\Lambda=\frac{1}{2 N}\left[\begin{array}{rrr}
I & -I & \mathbf{0} \\
-I & I & \mathbf{0} \\
0 & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Then we get

$$
B_{2^{k}, M} \Lambda B_{2^{k}, M}^{\prime}=\frac{1}{2^{k}} \frac{1}{4 N} A_{1}^{\prime} A_{1}=\frac{1}{2^{k}} I_{k} .
$$

Thus

$$
\operatorname{det}\left(C_{M}\right)=\left[\frac{1}{2^{k}}\right]^{k}
$$

which is equal to $\operatorname{det}\left(C_{\text {opt.MA }}\right)$ in Theorem 4.1.I, and so this design has a $I$-efficiency of $100 \%$.

Next, suppose that the set of binary equations that define the OMEP, $A$, has at least one equation with an odd number of non-zero coefficients. Thus there are no foldover pairs in the experiment and the pairs in the choice experiment are given by $(A,-A)$; the argument then proceeds as above.

■ EXAMPLE 4.2.2.
Let $k=4$, and consider the OMEP in Table 2.7. The pairs derived from Construction 4.2.1 and this OMEP are given as Design 1 in Table 4.7. As we have remarked previously, there are only 8 of the 16 possible treatment combinations involved in these pairs, but this design is as efficient as the design based on all 8 foldover pairs. If the same construction is used on the OMEP given in Table 2.5, we get the same design as we get when we take the foldover pairs in the complete factorial.

As initially described, Construction 4.2.1 did not include the restriction that the OMEP used in the construction be regular. However, Example 4.2.3 shows that, without that restriction, the pairs that result may not have a diagonal information matrix or be $100 \%$ efficient; see Exercise 4.2.5.2.

## ■ EXAMPLE 4.2.3.

Let $k=6$, and consider the OMEP in Table 4.8(a). Observe that it has one foldover pair of treatment combinations and that it is not regular; see Exercise 4.2.5.2. Applying Construction 4.2.1 to this OMEP gives 11 distinct pairs with information matrix

$$
C_{M I}=\frac{1}{2^{6} \times 44}(48 I-4 J)
$$

and a D-efficiency of $97.2 \%$.
Construction 4.2.1 can be extended to the union of regular designs. For example the design in Table 4.8(b) is the union of a $2^{4-1}$ and two copies of a $2^{4-2}$. Thus it has 8 treatment combinations in which the foldover occurs in the design and four which do not (and which are repeated). However, Construction 4.2.1 applied to this design gives a set of pairs that is $100 \%$ efficient.

### 4.2.3 The Model for Main Effects and Two-Factor Interactions

We begin by recalling that a resolution 5 fractional factorial design allows for the independent estimation of all main effects and all two-factor interactions in the ordinary least squares setting. Also recall that when deriving pairs from the complete factorial the optimal pairs for estimation of all main effects plus two-factor interactions are all those pairs in which either $(k+1) / 2$ attributes are different ( $k$ odd) or $k / 2$ and $k / 2+1$ attributes are different ( $k$ even). These ideas are exploited in the remainder of this section to give sets of generators to use to define the choice sets. Although the resulting designs are near-optimal, it is not yet possible to give a definitive construction method for optimal pairs for the estimation of main effects plus two-factor interactions except when starting with the complete factorial.

Table 4.8 Non-regular OMEPs of Resolution 3

|  |  | 0 | 0 |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 1 |  |
| 000000 |  | 0 | 0 |  |
|  |  | 1 | 1 | 0 |
| $\begin{array}{lllllll}0 & 1 & 1 & 1 & 0\end{array}$ |  | 1 | 0 | 0 |
| 101010 |  | 0 | 1 | 1 |
| 011100 |  | 1 | 0 | 1 |
| 000111 |  | 0 | 1 | 0 |
| 0010011 |  | 0 | 0 | 0 |
| 100101 |  | 0 | 0 | 0 |
| 110010 |  | 0 | 1 | 1 |
| 110001 |  | 0 | 1 | 1 |
|  |  | 1 | 0 | 1 |
| 101100 |  | 1 | 0 | 1 |
|  |  | 1 | 1 | 0 |
| (a) $k=6$ |  | 1 | 1 | 0 |

(b) $k=4$

Consider a regular fractional factorial design $F$ of resolution 5 . Choose any treatment combination not in the fraction, e say, and form pairs by pairing $\mathbf{f} \in F$ with $\mathbf{f}+\mathbf{e}$, where the addition is done component-wise modulo 2 . We will write the complete set of pairs as $(F, F+\mathbf{e})$. We refer to $\mathbf{e}$ as the generator of the pairs.

To evaluate the information matrix of these pairs easily, we need to define two incidence matrices, $D_{M, \mathrm{e}}$ and $D_{T, \mathrm{e}}$. We let $X$ and $Z$ be any two attributes in the experiment. We define a diagonal matrix $D_{M, \mathrm{e}}$ by $\left(D_{M, \mathbf{e}}\right)_{X X}=1$ if $\mathbf{e}_{X}=0$ and $\left(D_{M, \mathbf{e}}\right)_{X X}=-1$ if $\mathbf{e}_{X}=1$, where the attributes label the rows and columns of $D_{M, \mathrm{e}}$. We define a diagonal matrix $D_{T, \mathrm{e}}$ of size $k(k-1) / 2$ by $\left(D_{T, \mathrm{e}}\right)_{X Z, X Z}=1$ if $\mathrm{e}_{X}=\mathrm{e}_{Z}$ and $\left(D_{T, \mathrm{e}}\right)_{X Z, X Z}=-1$ if $\mathbf{e}_{X} \neq \mathbf{e}_{Z}$ (where we label the rows and columns of $D_{T, \mathbf{e}}$ by the unordered pairs of distinct attributes).

## - EXAMPLE 4.2.4.

Let $k=5$, and let $F$ be the solutions to $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=0$. So $F$ contains the treatment combinations

| 00000 | 00011 | 00101 | 00110 | 01001 | 01010 | 01100 | 01111 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 10001 | 10010 | 10100 | 10111 | 11000 | 11011 | 11101 | 11110. |

Let $\mathrm{e}=(00111)$. Then the treatment combinations in $F+\mathbf{e}$ are given by
0011100100000100000101110011010101101000
10110101011001110001111111110011010 11001,

$$
D_{M, \mathbf{e}}=\left[\begin{array}{rrrrr}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1
\end{array}\right],
$$

and

$$
D_{T, \mathrm{e}}=\left[\begin{array}{rrrrrrrrrr}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

The treatment combinations in the pairs ( $F, F+\mathbf{e}$ ) include all the treatment combinations in the complete factorial. If we write the treatment combinations in $F$ in the order we gave them above, then the contrast, within $F$, for the main effect of the first attribute is

$$
(-1,-1,-1,-1,-1,-1,-1,-1,1,1,1,1,1,1,1,1)
$$

If we then add e to each treatment combination in $F$ we see that the contrast, within $F+\mathbf{e}$, for the main effect of the first attribute is exactly the same as that in $F$ since the first entry of $\mathbf{e}$ is 0 ; so the first levels of the treatment combinations in $F$ and $F+\mathbf{e}$ are the same. However, the contrast for the main effect of the third attribute is

$$
(-1,-1,1,1,-1,-1,1,1,-1,-1,1,1,-1,-1,1,1)
$$

in $F$ and is

$$
(1,1,--1,-1,1,1,-1,-1,1,1,-1,-1,1,1,-1,-1)
$$

in $F+\mathbf{e}$. This is the negative of the contrast in $F$ and happens because the third entry in $\mathbf{e}$ is 1 .

Similarly, the coefficients for the interaction of the first two attributes are the same in $F$ as they are in $F+\mathbf{e}$ since the addition of the generatore does not change the levels of these two attributes. The coefficients for the interaction of the last two attributes are the same in $F$ as they are in $F+\mathbf{e}$ since the addition of the generator e changes the levels of both of these two attributes.

Thus we have that

$$
B_{M T}=\left[\begin{array}{cc}
B_{M, F} & D_{M, \mathbf{e}} B_{M, F} \\
B_{T, F} & D_{T, \mathbf{e}} B_{T, F}
\end{array}\right],
$$

where $B_{M, F}$ and $B_{T . F}$ are the matrices of the coefficients for main effects and two-factor interactions, respectively, in the fraction $F$ only. Specifically, we have $\sqrt{32} B_{M, F}$ is

$$
\left[\begin{array}{rrrrrrrrrrrrrrrr}
-1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
-1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1
\end{array}\right]
$$

and $\sqrt{32} B_{T, F}$ is

$$
\left[\begin{array}{rrrrrrrrrrrrrrrr}
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & 1 & 1 & -1 & -1
\end{array}\right] .
$$

Calculating $C_{M T}$, we get

$$
C_{M T}=\frac{1}{32}\left[\begin{array}{lllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Notice that the 0 entries on the diagonal in $C_{M T}$ correspond to 1 s on the diagonal in $D_{M}$ (for the first 5 values) and $D_{T}$ (for the remaining 10 values).

The following result lets us say something about the $C$ matrix in terms of the generator $e$ in general.

- LEMMA 4.2.1.

Consider the pairs ( $F, F+\mathbf{e}$ ), where $F$ is a fractional factorial design for $k$ attributes and $\mathbf{e}$ is any treatment combination not in $F$. Then the information matrix $C_{\mathrm{e}}$ is given by

$$
C_{\mathbf{e}}=\frac{1}{4 \times 2^{k}}\left[\begin{array}{cc}
2 I_{k}-2 D_{M, \mathbf{e}} & \mathbf{0} \\
\mathbf{0} & 2 I_{k(k-1) / 2}-2 D_{T, \mathbf{e}}
\end{array}\right] .
$$

Proof. Let $B_{M, F}$ be the submatrix of the contrast matrix for main effects associated with the treatment combinations in $F$, and let $B_{T, F}$ be the submatrix of the contrast matrix for two-factor interactions associated with the treatment combinations in $F$. Then, assuming that there are $k$ attributes and that there are $N$ treatment combinations in $F$, we know that $B_{M, F} B_{M, F}^{\prime}=\frac{N}{2^{k}} I_{k}, B_{T, F} B_{T, F}^{\prime}=\frac{N}{2^{k}} I_{k(k-1) / 2}$ and $B_{M, F} B_{T, F}^{\prime}=0$.

For convenience, we order the treatment combinations in the paired comparison experiment as $\mathbf{f}_{1}, \mathbf{f}_{2}, \ldots, \mathbf{f}_{N}$ (for some fixed but arbitrary order), the treatment combinations in
$F$, followed by $\mathrm{f}_{1}+\mathbf{e}, \mathbf{f}_{2}+\mathbf{e}, \ldots, \mathbf{f}_{N}+\mathbf{e}$ and then the remaining treatment combinations. Using this order to label the rows and columns of $\Lambda$ we get

$$
\Lambda_{\mathrm{e}}=\frac{1}{4 N}\left[\begin{array}{rrr}
I & -I & 0 \\
-I & I & 0 \\
0 & 0 & 0
\end{array}\right]
$$

To calculate the information matrix $C_{\mathbf{e}}$, we need to calculate the $B$ matrix for the treatment combinations in this order. If a particular attribute $X$ has a 0 in $\mathbf{e}$, then the $X$ contrast in $F+\mathbf{e}$ is the same as it is in $F$; if attribute $X$ has a 1 in $\mathbf{e}$, then the $X$ contrast in $F+\mathrm{e}$ is the negative of the one in $F$. So the matrix for main effect contrasts is given by

$$
B_{M}=\left[\begin{array}{lll}
B_{M, F} & D_{M, \mathbf{e}} B_{M, F} & B_{M, \bar{A}}
\end{array}\right],
$$

where $A=F \cup(F+\mathbf{e})$.
Similarly, consider two attributes $X$ and $Z$. If $\mathbf{e}_{X}=\mathbf{e}_{Z}$, then the two-factor interaction contrast for the attributes $X$ and $Z$ is the same in $F+\mathbf{e}$ as it is in $F$. If $\mathbf{e}_{X} \neq \mathbf{e}_{Z}$ then the two-factor interaction contrast for attributes $X$ and $Z$ is the negative in $F+\mathbf{e}$ of the corresponding contrast in $F$. So the matrix for two-factor interaction contrasts is given by

$$
B_{T}=\left[\begin{array}{lll}
B_{T, F} & D_{T, \mathbf{e}} B_{T, F} & B_{T, \bar{A}}
\end{array}\right] .
$$

Then we get

$$
\begin{aligned}
C_{\mathbf{e}} & =\frac{1}{4 N}\left[\begin{array}{ccc}
B_{M, F} & D_{M, \mathrm{e}} B_{M, F} & B_{M, \bar{A}} \\
B_{T, F} & D_{T, \mathrm{e}} B_{T, F} & B_{T, \bar{A}}
\end{array}\right]\left[\begin{array}{rrr}
I & -I & 0 \\
-I & I & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{cc}
B_{M, F}^{\prime} & B_{T, F}^{\prime} \\
B_{M, F}^{\prime} D_{M, \mathrm{e}}^{\prime} & B_{T, F}^{\prime} D_{T, \mathrm{e}}^{\prime} \\
B_{M, \bar{A}}^{\prime} & B_{T, \bar{A}}^{\prime}
\end{array}\right] \\
& =\frac{1}{4 N}\left[\begin{array}{ccc}
B_{M, F} & D_{M, \mathrm{e}} B_{M, F} & B_{M, \bar{A}} \\
B_{T, F} & D_{T, \mathrm{e}} B_{T, F} & B_{T, \bar{A}}
\end{array}\right]\left[\begin{array}{cc}
B_{M, F}^{\prime}-B_{M, F}^{\prime} D_{M M, \mathrm{e}}^{\prime} & B_{T, F}^{\prime}-B_{T, F}^{\prime} D_{T, \mathbf{e}}^{\prime} \\
B_{M, F}^{\prime} D_{M, \mathrm{e}}^{\prime}-B_{M, F}^{\prime} & B_{T, F}^{\prime} D_{T, \mathbf{e}}^{\prime}-B_{T, F}^{\prime} \\
0 & 0
\end{array}\right] .
\end{aligned}
$$

Now the ( 1,1 ) position of this matrix is given by

$$
\begin{gathered}
B_{M, F} B_{M, F}^{\prime}-B_{M, F} B_{M, F}^{\prime} D_{M, \mathrm{e}}^{\prime}-D_{M, \mathrm{e}} B_{M, F} B_{M, F}^{\prime}+D_{M, \mathrm{e}} B_{M, F} B_{M, F}^{\prime} D_{M, \mathrm{e}}^{\prime} \\
=\frac{N}{2^{k}}\left(I_{k}-D_{M, \mathrm{e}}-D_{M, \mathrm{e}}+I_{k}\right)
\end{gathered}
$$

Proceeding similarly with the other entries in $C_{\mathrm{e}}$ we get

$$
C_{\mathrm{e}}=\frac{1}{4 \times 2^{k}}\left[\begin{array}{cc}
2 I_{k}-2 D_{M, \mathrm{e}} & \mathbf{0} \\
0 & 2 I_{k(k-1) / 2}-2 D_{T, \mathrm{e}}
\end{array}\right]
$$

as required.
Thus $C_{\mathrm{e}}$ is diagonal, and the non-zero entries in $C_{\mathrm{e}}$ correspond to those positions in $\mathbf{e}$ where there is a 1 for the main effects part of $C_{\mathrm{e}}$, and to those positions in the two-factor interaction part where one attribute corresponds to a 1 and one to a 0 in e. One can see this by considering the matrices calculated in Example 4.2.4.

The next result extends the previous result to two generators.

## LEMMA 4.2.2.

Consider the pairs generated by $\mathbf{e}$ and $\mathbf{g}$ where $\mathbf{e}, \mathbf{g} \notin F$ but where $\mathbf{e}+\mathbf{g} \in F$. Then the information matrix $C_{\mathrm{e}, \mathrm{g}}$ is given by

$$
C_{\mathrm{e}, \mathbf{g}}=\frac{1}{8 \times 2^{k}}\left[\begin{array}{cc}
4 I_{k}-2 D_{M, \mathrm{e}}-2 D_{M, \mathbf{g}} & \mathbf{0} \\
\mathbf{0} & 4 I_{k(k-1) / 2}-2 D_{T, \mathrm{e}}-2 D_{T, \mathbf{g}}
\end{array}\right] .
$$

Proof. As $\mathbf{e}+\mathbf{g} \in F$, only treatment combinations in $F$ and $F+\mathbf{e}$ have been used in the construction of the additional pairs. Hence we can write

$$
\Lambda_{\mathrm{e}, \mathrm{~g}}=\frac{1}{8 N}\left[\begin{array}{ccc}
2 I & -I-P & \mathbf{0} \\
-I-P & 2 I & \mathbf{0} \\
\mathbf{0} & 0 & \mathbf{0}
\end{array}\right]
$$

where $P$ is a permutation matrix that ensures that $\Lambda_{\mathrm{e}, \mathrm{g}}$ contains the correct pairs. Consider $C_{\mathbf{e}, \mathrm{g}}=B_{M T} \Lambda_{\mathrm{e}, \mathrm{g}} B_{M T}^{\prime}$ as a $2 \times 2$ block matrix. Then similar calculations to those in Lemma 4.2.1 give

$$
\left(B_{M T} \Lambda_{\mathbf{e}, \mathbf{g}} B_{M T}^{\prime}\right)_{12}=-D_{M, \mathrm{e}} B_{M, F} P B_{T, F}^{\prime}-B_{M, F} P B_{T, F}^{\prime} D_{T, \mathbf{e}}^{\prime} .
$$

If we define $D_{M, \mathbf{g}}$ and $D_{T, \mathbf{g}}$ for the generator $\mathbf{g}$ in the same way we defined $D_{M, \mathrm{e}}$ and $D_{T, \mathbf{e}}$ for the generator e, then we have that

$$
B_{M, F} P=D_{M, \mathrm{e}} D_{M, \mathrm{~g}} B_{M, F}
$$

since $B_{M, F} P$ is a permutation of the columns of $B_{M, F}$ and can be thought of as a permutation of the treatment combinations in $F . P$ is a permutation of the treatment combinations in $F+\mathbf{e}$ so that the order of the treatment combinations corresponds to that of $F+\mathbf{g}$. Since we know $F=F+\mathbf{e}+\mathbf{g}$, we see that the contrast matrix for the treatment combinations in this order is

$$
D_{M, \mathrm{e}+\mathrm{g}} B_{M, F}=D_{M, \mathrm{e}} D_{M, \mathrm{~g}} B_{M, F} ;
$$

this gives the result. Thus

$$
\left(B_{M T} \Lambda_{\mathrm{e}, \mathrm{~g}} B_{M T}^{\prime}\right)_{12}=0
$$

Again we find that

$$
\left(B_{M T} \Lambda_{\mathrm{e}, \mathrm{~g}} B_{M T}^{\prime}\right)_{11}=\frac{1}{8 \times 2^{k}}\left(4 I_{k}-2 D_{M, \mathrm{e}}-2 D_{M, \mathrm{~g}}\right) .
$$

Finally, noting that

$$
B_{T, F} P=D_{T, \mathbf{e}} D_{T, \mathbf{g}} B_{T, F},
$$

we see that

$$
\left(B_{M T} \Lambda_{\mathrm{e}, \mathbf{g}} B_{M T}^{\prime}\right)_{22}=\frac{1}{8 \times 2^{k}}\left(4 I_{k(k-1) / 2}-2 D_{T, \mathrm{e}}-2 D_{T, \mathbf{g}}\right) .
$$

Hence we see that $C_{\mathrm{e}, \mathrm{g}}$ is diagonal, and the effects that can be estimated are those that correspond to a non-zero entry in one of the generators (for main effects) and those that correspond to positions with unequal entries (for two-factor interactions).

## EXAMPLE 4.2.5.

Let $k=5$ and use the $F$ of Example 4.2.4. Let $\mathrm{e}=(00111)$ and let $\mathbf{g}=(11100)$. Then
$\mathbf{e}, \mathbf{g} \notin F$ but $\mathbf{e}+\mathbf{g} \in F$. We use the order of the treatment combinations in $F+\mathbf{e}$ to give the order to use when labelling the final 16 rows and columns of the $\Lambda$ matrix. Since the entries in $F+\mathbf{g}$ are

| 11100 | 11111 | 11001 | 11010 | 10101 | 10110 | 10000 | 10011 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 01101 | 01110 | 01000 | 01011 | 00100 | 00111 | 00001 | 00010 |

we see that the $P$ matrix for these pairs is given by

$$
P=\left[\begin{array}{llllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

I lemma 4.2.3.
Consider the pairs generated by $\mathbf{e}$ and $\mathbf{g}$, where $\mathbf{e}, \mathrm{g} \notin F$ and where $\mathbf{e}+\mathbf{g} \notin F$. The information matrix, $C_{\mathrm{e}, \mathrm{g}}$ is given by

$$
C_{\mathrm{e}, \mathbf{g}}=\frac{1}{8 \times 2^{k}}\left[\begin{array}{cc}
4 I_{k}-2 D_{M, \mathrm{e}}-2 D_{M, \mathbf{g}} & 0 \\
0 & 4 I_{k(k-1) / 2}-2 D_{T, \mathrm{e}}-2 D_{T, \mathbf{g}}
\end{array}\right] .
$$

Proof. We have pairs ( $F, F+\mathbf{e}$ ) and ( $F, F+\mathbf{g}$ ). Thus there are $2 N$ pairs; $N$ treatment combinations are in 2 pairs each and $2 N$ treatment combinations are in one pair each. From the discussion above, we know that

$$
B_{M}=\left[\begin{array}{cccc}
B_{M, F} & D_{M, \mathbf{e}} B_{M, F} & D_{M, \mathbf{g}} B_{M, F} & B_{M, \bar{A}} \\
B_{T, F} & D_{T, \mathbf{e}} B_{T, F} & D_{T, \mathbf{g}} B_{T, F} & B_{T, \bar{A}}
\end{array}\right],
$$

where $A=F \cup(F+\mathbf{e}) \cup(F+\mathbf{g})$, and

$$
\Lambda=\frac{1}{8 N}\left[\begin{array}{rrrr}
2 I & -I & -I & \mathbf{0} \\
-I & I & 0 & \mathbf{0} \\
-I & \mathbf{0} & I & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Evaluating the information matrix, we get

$$
C_{\mathbf{e}, \mathrm{g}}=\frac{1}{2^{k}}\left[\begin{array}{cc}
4 I_{k}-2 D_{M, \mathbf{e}}-2 D_{M, \mathbf{g}} & \mathbf{0} \\
\mathbf{0} & 4 I_{k(k-1) / 2}-2 D_{T, \mathbf{e}}-2 D_{T, \mathbf{g}}
\end{array}\right] .
$$

Finally, we need to consider generators that come from $F$. In this case, we can use such a generator to define a fraction of $F$ and use one of the results that we have given above
on that smaller fraction. The next examples show that the smaller fraction need not be uniquely determined and that it does not need to be of resolution 5 provided that all the treatment combinations that eventually appear correspond to a design of resolution 5.

## EXAMPLE 4.2.6.

Let $k=3$. Then $F$ must be the complete factorial since anything smaller will not be of resolution 5. Let $\mathbf{e}=(0,1,1)$. Then we get the 4 distinct pairs given in Table 4.9. If we use the entries in the first column to define the fraction $F$ then we can use the results above to determine the $C_{\mathrm{e}}$ matrix.

Table 4.9 The Pairs from the Complete Factorial when $k=3$ and $\mathbf{e}=(0,1,1)$

| Option $A$ | Option $B$ |
| :---: | :---: |
| 000 | 011 |
| 001 | 010 |
| 100 | 111 |
| 101 | 110 |

## © EXAMPLE 4.2.7.

Suppose that we use the $F$ from Example 4.2.4. Let $\mathbf{e}=(01111)$; then we can see that we get the 8 pairs given in Table 4.10. The problem is how to decide which treatment combinations should be in the new fraction. Since the new fraction need not be of resolution 5 , we use $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=0$ and $x_{3}+x_{4}+x_{5}=0$ to define the fraction. These equations give rise to the treatment combinations $00000,00011,00101,00110,11110$, $11101,10100,10111$, and have resolution 2. The same pairs would arise from using the equations $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=0$ and $x_{1}=0$ to define the fraction. Again, we can use the results above to derive the $C_{\mathrm{e}}$ matrix.

Table 4.10 The Pairs from the Fraction in Example 4.2 .4 when $\mathbf{e}=(0,1,1)$

| Option $A$ | Option $B$ |
| :---: | :---: |
| 00000 | 01111 |
| 00011 | 01100 |
| 00101 | 01010 |
| 00110 | 01001 |
| 10001 | 11110 |
| 10010 | 11101 |
| 10100 | 11011 |
| 10111 | 11000 |

Thus whether or not the generators are in $F$, or whether their sum is in $F$, does not have any bearing on the estimability properties of main effects and two-factor interactions. We can generalize the results in Lemmas 4.2.1, 4.2.2, and 4.2.3 to get the following result about the properties of a set of generators required to be able to estimate all main effects and two-factor interactions.

## THEOREM 4.2.1.

Consider a set of generators such that

- for each attribute there is at least one generator with al in the corresponding position, and
- for any two attributes there is at least one generator in which the corresponding positions have a 0 and a 1 .

Then all main effects and two-factor interactions will be estimable from the pairs generated by this set of generators.

Proof. From Lemmas 4.2.2 and 4.2.3, we see that diagonal entries in $C$ will be 0 only if all the $D$ matrices have entries of 1 in some position. For main effects, this happens only if none of the generators has a 1 for that attribute. For two-factor interactions, this happens only if all of the generators have the same entry for two particular attributes. But the properties of the generators given in the statement of the theorem preclude these situations from arising.

We will define an estimable set of generators to be a set of generators that satisfies the conditions of Theorem 4.2.1.

In Construction 4.2.1, we have shown that using a regular OMEP and the single generator $(1,1, \ldots, 1)$ gives designs that are $100 \%$ efficient for estimating main effects. Thus we only consider sets of pairs for estimating main effects and two-factor interactions in the remainder of this section.

We would like to find a minimum set of generators from which all main effects and two-factor interactions can be estimated. For the estimation of main effects and two-factor interactions in the complete factorial, generators of weight $(k+1) / 2$ have been shown to be optimal for odd $k$. For even $k$, generators of weights $k / 2$ and $k / 2+1$ have been shown to be optimal. We choose generators with these weights below, although we stress that we do not know that these weights are optimal in this setting.

In the next result, we give a recursive construction for sets of generators with $(k+1) / 2$ non-zero entries if $k$ is odd and $k / 2$ non-zero entries if $k$ is even. A similar result appears in Roberts (2000).

## LEMMA 4.2.4.

If $2^{m} \leq k<2^{m+1}$, then there is an estimable set with $m+1$ generators.
Proof. The proof proceeds recursively once we have the first two cases. When $k=2$, use the generators $(1,0)$ and $(0,1)$. When $k=3$, use the generators $(1,1,0)$ and $(0,1,1)$.

For the recursive construction, it is advantageous to write each generator as two sets, those positions in which the generator contains a 1 and those positions in which the generator contains a 0 . Hence we get the partitions $[\{(1),(2)\},\{(2),(1)\}]$ for $k=2$ and $[\{(1,2),(3)\}$, $\{(2,3),(1)\}]$ for $k=3$.

Consider $k=2 k_{1}+1$. We write the first partition as

$$
\left\{\left(1,2, \ldots, k_{1}+1\right),\left(k_{1}+2, k_{1}+3, \ldots, 2 k_{1}+1\right)\right\} .
$$

We then partition the sets of size $k_{1}$ and $k_{1}+1$ and take the union of the first set in the first partition of each and the union of the second set in the first partition of each to get the second partition for $k=2 k_{1}+1$. We continue in this way to get all the partitions for $k=2 k_{1}+1$. The only time that this might not work is when $k_{1}+1$ is a power of 2 since in
that case $k_{1}+1$ has one more partition than $k_{1}$. However, using the initial generators given above, we see that the final generator for a power of 2 is just the foldover of the second last generator. This generator is required only so that main effects for the first $t+1$ attributes can be estimated, not for the estimation of two-factor interactions, and all the main effects for the first $t+1$ attributes can be estimated from the first generator. Hence we can ignore this generator when doing the recursive construction. This completes the construction for odd $k$.

Consider $k=2 k_{1}$. Do exactly the same construction as for odd $k$, using an initial partition of

$$
\left\{\left(1,2, \ldots, k_{1}\right),\left(k_{1}+1, k_{1}+2, \ldots, 2 k_{1}\right)\right\}
$$

This proof is completed by noting that the set of generators satisfies the conditions of Theorem 4.2.1.

## EXAMPLE 4.2.8.

Let $k=8$. Then the first partition is $\{(1,2,3,4),(5,6,7,8)\}$. For the first set, $\{1,2,3,4\}$, the partitions are $\{(1,2),(3,4)\},\{(1,3),(2,4)\}$, and $\{(2,4),(1,3)\}$. For the second set, the partitions are $\{(5,6),(7,8)\},\{(5,7),(6,8)\}$ and $\{(6,8),(5,7)\}$. We combine these to get

$$
[\{(1,2,5,6),(3,4,7,8)\},\{(1,3,5,7),(2,4,6,8)\},\{(2,4,6,8),(1,3,5,7)\}]
$$

The final partition is only required to ensure that the main effect of attribute 8 can be estimated. Now construct the partitions for $k=15$. We get

$$
\begin{gathered}
{[\{(1,2,3,4,5,6,7,8),(9, \mathrm{~A}, \mathrm{~B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{~F})\},\{(1,2,3,4,9, \mathrm{~A}, \mathrm{~B}, \mathrm{C}),(5,6,7,8, \mathrm{D}, \mathrm{E}, \mathrm{~F})\},} \\
\{(1,2,5,6,9, \mathrm{~A}, \mathrm{D}, \mathrm{E}),(3,4,7,8, \mathrm{~B}, \mathrm{C}, \mathrm{~F})\},\{1,3,5,7,9, \mathrm{~B}, \mathrm{E}, \mathrm{~F}),(2,4,6,8, \mathrm{~A}, \mathrm{C}, \mathrm{D})\}],
\end{gathered}
$$

and the final partition from $k=8$ is not required since the main effect of attribute 8 can be estimated because there is a 1 in position 8 in the first generator.

The efficiency of the designs that result from Lemma 4.2.4 depends on the particular resolution 5 design that is used as the starting design. For example when $k=8$ using the fraction given by $I \equiv A B C D E \equiv D E F G H$, where we use this notation to represent the solutions to both the equations $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=0$ and $x_{4}+x_{5}+x_{6}+x_{7}+x_{8}=0$, and the generators from Lemma 4.2 .4 , gives 256 pairs that are $92.96 \%$ efficient. If we use the fraction given by $I \equiv A B C D E F \equiv D E F G H$ we get 224 pairs that are $86.51 \%$ efficient; see Table 4.12.

While Lemma 4.2 .4 gives one set of generators for each value of $k$, it is often possible to get sets of generators that are better than these. For odd $k$, for example, it is possible to use a balanced incomplete block design (BIBD) (defined in Section 2.4) to give a set of generators in which each main effect and each two-factor interaction effect is estimated using the same number of generators. This idea is illustrated in the following example.

## ■ EXAMPLE 4.2.9.

The blocks in Table 4.11 form a BIBD on 7 items with 7 blocks each of size 3 and with each item appearing in 3 blocks. There is a unique block which contains every pair of items hence $\lambda=1$.

Now suppose that we use the attributes as the items and let each block define a generator by placing a 1 for those attributes that appear in the block and a 0 for those attributes that do not appear in the block. Thus we would get the generator 1110000 from the first block, 1001100 from the second block and so on. The properties of the BIBD guarantee that the construction gives an estimable set of generators.

Table 4.11 The Blocks a $(7,3,1)$ BIBD

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 1 | 4 | 5 |
| 1 | 6 | 7 |
| 2 | 4 | 6 |
| 2 | 5 | 7 |
| 3 | 4 | 7 |
| 3 | 5 | 6 |

We can now use these BIBDs to give sets of generators. The pairs that result from Lemma 4.2.5 are often very efficient and relatively small. However there does not appear to be a general expression for the efficiency of these designs.

## LEMMA 4.2.5.

1. The blocks of a $(4 t+3,2 t+2, t+1)$ SBIBD can be used to give $4 t+3$ generators, each with weight $2 t+2$, such that each main effect and each two-factor interaction can be estimated from $2 t+2$ of the generators.
2. The blocks of a $(4 t+1,2(4 t+1), 2(2 t+1), 2 t+1, t+1)$ BIBD can be used to give $2(4 t+1)$ generators, each with weight $2 t+1$, such that each main effect can be estimated from $4 t+2$ of the generators and each two-factor interaction can be estimated from $6 t+2$ of the generators.
3. For even $k$, estimable sets with high efficiency can be found by deleting one treatment from the designs above.

Proof. The results follow by counting the number of blocks with one specific treatment, for main effects, and the number of blocks with only one of two specific treatment combinations, for interaction effects.

In the following table, we give some fractions and generators, the number of pairs in the choice set and the $D$-efficiency of the set of pairs. For each value of $k$, the generators that come from Lemma 4.2.4 are indicated by an * and those that come from Lemma 4.2.5 are indicated by $\dagger$. In Table 4.12, MR refers to Mathon and Rosa (2006), the largest published table of BIBDs.

Table 4.12: $D$-Efficiency and Number of Pairs for Some Constant Difference Choice Pairs

| $k$ | F | Generators | Number <br> of pairs | Efficiency <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| $3^{\dagger} \dagger$ | Complete | $011,101,110$ | 12 | 100 |
| $3^{*}$ | Complete | 011,101 | 8 | 94.5 |
| 4 | Complete | All vectors of weights 2 and 3 | 80 | 100 |
| 4 | Complete | Omit any one weight 2 <br> or weight 3 vector | 72 | 99.6 |
| 4 | Complete | Omit any two weight 2 vectors <br> or any two weight 3 vectors | 64 | 99.21 |


| 4 | Complete | Six weight 2 vectors and <br> any weight 3 vector | 56 | 98.95 |
| :---: | :---: | :---: | :---: | :---: |
| $4 \dagger$ | Complete | $1100,1010,1001$ <br> $0110,0101,0011$ | 48 | 99.03 |
| 4 | Complete | $1110,1101,1011,0111$ | 32 | 98.01 |
| $4^{*}$ | Complete | $1100,1010,0101$ | 24 | 93.98 |
| $5 \dagger$ | $I \equiv A B C D E$ | All weight 3 vectors | 160 | 100 |
| 5 | $I \equiv A B C D E$ | Any nine weight 3 <br> vectors | 144 | 99.60 |
| 5 | $I \equiv A B C D E$ | Any eight weight 3 <br> vectors | 128 | 99.08 |
| 5 | $I \equiv A B C D E$ | $11100,10011,10101$, <br> $11010,01110,00111$, <br> 11001 |  | 112 | 998.46


| $7 \dagger$ | $\bar{I} \equiv \overline{A B C D E} \bar{F} G$ | $\begin{gathered} 1110100,0111010,0011101 \\ 1001110,0100111,1010011 \\ 1101001 \end{gathered}$ | 224 | 100 |
| :---: | :---: | :---: | :---: | :---: |
| 7 | $I \equiv A \overline{B C D E F G}$ | Any 6 of these 7 vectors | 192 | 98.98 |
| 7 | $I \equiv A B C D E F G$ | Any 5 of these 7 vectors | 160 | 97.44 |
| 7* | $\bar{I} \equiv A B C D E F G$ | 1111000, 1100110, 1010011 | 96 | 91.85 |
| 8* | $\begin{gathered} I \equiv A B C D E \\ \equiv D E F G H \end{gathered}$ | $\begin{gathered} 11110000,11001100,10101010 \\ 01010101 \end{gathered}$ | 256 | 92.96 |
| $8 \dagger$ | $\begin{gathered} I \equiv A B C D E \\ \equiv D E F G H \end{gathered}$ | Generators from first (9,18,10,5,5) in MR | 1120 | 99.97 |
| $8 \dagger$ | $\begin{gathered} I \equiv A B C D \bar{E} \\ \equiv D E F G H \end{gathered}$ | Generators from sixth $(9,18,10,5,5)$ in $M R$ | 1120 | 99.88 |
| 87 | $\begin{aligned} & I \equiv A B C D E \\ & \\ & \equiv D E F G H \end{aligned}$ | Generators from 11th (9,18,10,5,5) in $M R$ | 1056 | 99.90 |
| 8* | $\begin{aligned} \bar{I} & \equiv A B C D E F \\ & \equiv D E F G H \end{aligned}$ | $\begin{gathered} 11110000,11001100,10101010 \\ 01010101 \end{gathered}$ | 224 | 86.51 |
| $8 \dagger$ | $\begin{aligned} \bar{I} & \equiv \overline{A B C D E F} \\ & \equiv D E F G H \end{aligned}$ | Generators from first $(9,18,10,5,5)$ in $M R$ | 992 | 99.81 |
| $8 \dagger$ | $\begin{aligned} \bar{I} & \equiv A B C D E F \\ & \equiv D E F G H \end{aligned}$ | Generators from sixth (9,18, $10,5,5$ ) in $M R$ | 960 | 99.68 |
| $8 \dagger$ | $\begin{aligned} I & \equiv A B C D E F \\ & \equiv D E F G H \end{aligned}$ | Generators from 11th $(9,18,10,5,5)$ in $M R$ | 1056 | 99.9 |

### 4.2.4 Dominating Options

A binary attribute can have ordered levels in the sense that all respondents will prefer one level to the other level. For instance, everyone prefers to have wider rather than narrower seats on a plane, all other things being equal. So if all the attributes in an experiment have ordered levels, then, since foldover pairs are optimal for the estimation of main effects, it is clear that $111 \ldots 1$ will be preferred to $000 \ldots 0$ by all respondents. So we say that $111 \ldots 1$ dominates $000 \ldots 0$. When estimating main effects the only way that we can avoid having a pair with a dominating option is to start with a fractional factorial that does not contain either $111 \ldots 1$ or $000 \ldots 0$. We saw how to do this in Section 2.3.9.

If we want to estimate main effects and two-factor interactions optimally then we want to have all pairs in which about half the attributes are different. So again we would need to avoid having either $000 \ldots 0$ or $111 \ldots 1$ in any choice set. But there are other choice sets that can have an option which dominates. For example, if $k=7$, then pairs with $(k+1) / 2=4$ attributes different form the optimal design. So the pair ( 1000000,1111100 ) would be in the choice experiment and the second option dominates the first. For $k>5$ we can choose fractions that do not contain either $000 \ldots 0$ or $111 \ldots 1$, but it is not usually possible to choose a fraction so that all pairs with about half the attributes different do not contain a dominating option.

### 4.2.5 Exercises

1. Let $k=5$.
(a) Using the results in Table 2.9, or otherwise, construct a regular fractional factorial design of resolution 3.
(b) Use Construction 4.2.1 to construct a set of pairs.
(c) Verify that the resulting pairs are optimal for the estimation of main effects.
2. We have said that Construction 4.2.1 can be extended to the union of regular designs.
(a) Show that the first 8 rows of the design in Table 4.8(b) is a regular $2^{4-1}$. Show that the final 8 rows consist of two copies of 4 rows that form a regular $2^{4-2}$.
(b) Apply Construction 4.2.1 to this design and confirm that the resulting pairs are $100 \%$ efficient.
(c) Show that the design in Table 4.8(a) is not regular.
3. Let $k=5$ and let $F$ be the solutions to $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=1$. Let $\mathbf{e}=(10011)$.
(a) Find the $B$ matrix for the pairs $(F, F+\mathbf{e})$.
(b) Find the information matrix $C_{e}$ for these pairs.
(c) Comment on which effects can be estimated and which effects can not be estimated.
(d) Can you find some other generators so that the resulting set of pairs allows all main effects plus two-factor interactions to be estimated?
4. Confirm the results in Table 4.12 when $k=4$ and there are 48 pairs and 24 pairs.

### 4.3 REFERENCES AND COMMENTS

Most of the results in this chapter originally appeared in Street et al. (2001) and Street and Burgess (2004a). Readers can find software to construct choice sets from an initial factorial design and sets of generators, as well as calculate the corresponding information matrix and variance-covariance matrix, at http://maths.science.uts.edu.au/maths/wiki/SPExpts.

Comparisons of pairs of items have been used to study choices for nearly 150 years. There is a detailed account of a paired comparison experiment, allowing for order effects, in Fechner (1860), while MacKay (1988) notes that Thorndike (1910) "used paired comparisons to test hypotheses in discrimination". The idea of paired comparisons arose from consideration of problems where there are $t$ items (products, individuals, options) that are to be ranked, but no natural measurement scale, such as height, is available to accomplish this objective. Such situations arise naturally when trying to rate players in tournaments or when trying to rank preferences for products in particular product categories or when trying to rank the quality of objects like wines or beers.

An extensive discussion of the literature on paired comparisons up until 1988 appears in David (1988). He discusses estimation, including Bayesian approaches, dealing with ties, models in which the order of presentation is taken into account and the early work on dealing with a factorial treatment structure.

This was considered in the $2 \times 2$ case by Abelson and Bradley (1954) and was extended to items with more than two binary attributes by Bradley and El-Helbawy (1976). These
authors also provided a method to test for contrasts of the parameters, thus making it easy to extend the results to finding optimal paired comparison designs for particular effects of interest and for particular classes of competing designs; see El-Helbawy and Bradley (1978), El-Helbawy and Ahmed (1984), van Berkum (1987b), El-Helbawy et al. (1994) and Street et al. (2001).

Designs which use only some of the pairs are clearly essential if the number of items, $t$, is large and such designs appear to have been investigated first by McCormick and Bachus (1952) and McCormick and Roberts (1952); see David (1988) for a more extensive discussion.

The designs in Table 4.12 for $k=4$ with 48 pairs and with 32 pairs are equivalent to designs given in Chapter 5 of van Berkum (1987a). The method of construction is quite different, however, as he focuses on finding sets of pairs within one or more fractions and we specify the fraction and one or more generators for the pairs, where the generators need not come from the fraction. For $k=5$ for example, van Berkum's design with 80 pairs has an efficiency of $84 \%$ compared to our design with 80 pairs with an efficiency of $96.5 \%$.
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## CHAPTER 5

## LARGER CHOICE SET SIZES FOR BINARY ATTRIBUTES

So far we have only considered stated preference designs in which all choice sets have two options each. These designs are certainly frequently used in practice but, as we have seen, they can require a very large number of choice sets. In many cases, however, choice sets with three or more options in them would be just as acceptable. If it is possible to use larger choice sets, then often fewer choice sets are needed in total to give the same accuracy as a paired comparison design. The optimal number of options in a choice set, as well as choice experiments in which choice experiments may have choice sets of different sizes, are considered in Section 7.2. In this chapter, we investigate the form of optimal forced choice stated preference designs for $k$ binary attributes when all choice sets have the same number of options, which is at least two (that is, $m \geq 2$ ), thus generalizing the results of the previous chapter.

We begin by considering an example based on a choice experiment used in Severin (2000).

EXAMPLE 5.0.1.
Suppose that we are interested in the effects of 16 attributes on the choice of holiday packages. The 16 attributes, together with the corresponding levels, are given in Table 5.1. Using these attributes we can describe $2^{16}=65,536$ possible holiday packages or treatment combinations. One such holiday package is ( $\$ 1200$, Overseas, Qantas, 12 nights, No meals, No local tours, Peak, 4 star hotel, 3 hours, Museum, 100 yards, Pool, Friendly staff, Individual, No beach, Creative Holidays) which is equivalent to 1101110101100011 using the coded levels. A possible choice set from an experiment with choice sets of size 4 is given in Table 5.2.

Table 5.1 Attributes and Levels for Holiday Packages

| Attributes | Level 0 | Level 1 |
| :--- | :--- | :--- |
| Price | $\$ 999$ | $\$ 1200$ |
| Type of destination | Domestic | Overseas |
| Airline | Qantas | Ansett |
| Length of stay | 7 nights | 12 nights |
| Meal inclusion | Yes | No |
| Local tours availability | Yes | No |
| Season in destination | Peak | Off peak |
| Type of accommodation | 2 star hotel | 4 star hotel |
| Length of trip | 3 hours | 5 hours |
| Cultural activities | Historical sites | Museum |
| Distance from hotel to attractions | 3 miles | 100 yards |
| Swimming pool availability | Yes | No |
| Helpfulness of booking staff | Friendly | Unfriendly |
| Type of holiday | Individual | Organized tour |
| Beach availability | Yes | No |
| Brand | Jetset | Creative Holidays |

We have seen that when the choice sets are only of size 2 the number of attributes in which the levels in the two options are different is important in determining the optimal design. Thus we know that the optimal design for estimating main effects is one in which all the levels are different between the two options in each choice set. For optimal designs for estimating main effects plus two-factor interactions, about half the attributes need to have different levels. This leads us to generalize the idea of the number of attributes that differ between two options by defining a difference vector for a choice set of size $m$.

We then define the class of competing designs, derive a general expression for the information matrix $\Lambda$, and use that to determine the optimal designs for estimating main effects and main effects plus two-factor interactions. Initially we work with choice sets determined from the complete factorial, but in the final section of the chapter we give a construction to get smaller optimal and near-optimal choice experiments.

### 5.1 OPTIMAL DESIGNS FROM THE COMPLETE FACTORIAL

We know from our study of optimal pairs that results from the complete factorial make it possible to decide how good any other proposed design is, and also give us some ideas about how to find constructions based on fractional factorial designs. So the goal of this section is to establish the optimal designs for the estimation of main effects and main effects plus two-factor interactions from the complete factorial.

### 5.1.1 Difference Vectors

In a choice set of size $m$, there are $\binom{m}{2}$ pairs of options in the choice set. We record the number of attributes different for each pair in the choice set in a difference vector $\mathbf{v}=\left(d_{1}, d_{2}, \ldots, d_{m(m-1) / 2}\right)$, where $1 \leq d_{i} \leq k$. Note that $d_{i} \neq 0$, so no repeated options are allowed in a choice set. We define $d_{1}$ to be the number of attributes different (the

Table 5.2 One Choice Set for the Possible Holiday Packages

| Attributes | Option A | Option B | Option C | Option D |
| :---: | :---: | :---: | :---: | :---: |
| Price | \$999 | \$999 | \$1200 | \$1200 |
| Type of destination | Domestic | Domestic | Overseas | Overseas |
| Airline | Qantas | Qantas | Ansett | Ansett |
| Length of stay | 7 nights | 7 nights | 12 nights | 12 nights |
| Meal inclusion | Yes | Yes | No | No |
| Local tours availability | Yes | Yes | No | No |
| Season in destination | Peak | Peak | Off peak | Off peak |
| Type of accommodation | 2 star hotel | 2 star hotel | 4 star hotel | 4 star hotel |
| Length of trip | 3 hours | 5 hours | 3 hours | 5 hours |
| Cultural activities | Historical sites | Museum | Historical sites | Museum |
| Distance to attractions | 3 miles | 100 yards | 3 miles | 100 yards |
| Swimming pool availability | Yes | No | Yes | No |
| Helpfulness of booking staff | Friendly | Unfriendly | Friendly | Unfriendly |
| Type of holiday | Individual | Organized tour | Individual | Organized tour |
| Beach availability | Yes | No | Yes | No |
| Brand | Jetset | Creative Holidays | Jetset | Creative Holidays |

Suppose that you have already narrowed down your choice of holiday packages to the four alternatives above.
Which of these four would you choose? (tick one only)
$\qquad$
difference) between the first and second treatment combinations in the choice set; $d_{2}$ is the difference between the first and third treatment combinations, and so on.

This order is fixed but arbitrary. Since we can write the treatment combinations in the choice set in any order, the order of the $d_{i}$ in $\mathbf{v}$ is not important; so we assume that any difference vector has $d_{1} \leq d_{2} \leq \cdots \leq d_{m(m-1) / 2}$. Thus the $d_{i}$ are written in increasing order.

## ■EXAMPLE 5.1.1.

Let $k=3$ and $m=3$. There are 8 treatment combinations in a $2^{3}$ factorial. For the choice set $(000,001,110)$, there is one attribute different when comparing 000 and $001\left(d_{1}=1\right)$, there are two attributes different when comparing 000 and $110\left(d_{2}=2\right)$ and there are three attributes different when comparing 001 and $110\left(d_{3}=3\right)$. So the difference vector is $\mathbf{v}=\left(d_{1}, d_{2}, d_{3}\right)=(1,2,3)$.

$$
0 \underbrace{\overbrace{0,0}^{d_{1}=1} 0 \overbrace{1,1}^{d_{3}=3} 10}_{d_{2}=2}
$$

The choice set $(011,100,101)$ has difference vector $\mathbf{v}=\left(d_{1}, d_{2}, d_{3}\right)=(3,2,1)$, but this difference vector is considered to be the same as $\mathbf{v}=(1,2,3)$ since we can reorder the options in the choice set. The $\binom{8}{3}=56$ possible choice sets of size 4 (triples), and their corresponding difference vectors (in lexicographic order) are given in Table 5.3. We see that there are three distinct values of $\mathbf{v}$ that can arise: $(1,1,2),(1,2,3)$ and $(2,2,2)$.

When we had choice sets of size $m=2$, the optimal designs for estimating main effects had each attribute level different between the two options. In the next result, we establish how "different" the options in a choice set with $m$ options can be by finding an upper bound for the sum of the entries in the difference vector.

## LEMMA 5.1.1.

For a particular difference vector $\mathbf{v}$, for a given $m$ and $k \geq a$, where $2^{a-1}<m \leq 2^{a}$, the least upper bound for the sum of the differences is

$$
S= \begin{cases}\left(m^{2}-1\right) k / 4 & \text { for } m \text { odd } \\ m^{2} k / 4 & \text { for } m \text { even }\end{cases}
$$

Proof. Write the treatment combinations in the choice set as the rows of an $m \times k$ array. Then, for each column of length $m$, the maximum contribution to $\sum_{i=1}^{m(m-1) / 2} d_{i}$ comes by having half the entries 1 and half 0 if $m$ is even, or $(m-1) / 2$ entries 1 and $(m+1) / 2$ entries 0 (or the other way round) if $m$ is odd. To get $m$ distinct rows, we must have at least $a$ columns where $2^{a-1}<m \leq 2^{a}$. Thus we get $m$ distinct rows of $a$ columns with the maximum difference by writing down the rows in foldover pairs. So we write

| 0 | 0 | $\ldots$ | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | $\ldots$ | 1 | 1 |
| 0 | 0 | $\ldots$ | 0 | 1 |
| 1 | 1 | $\ldots$ | 1 | 0 |

and so on. If $m$ is odd, we have $(m-1) / 2$ foldover pairs and one extra row, which can be any treatment not already used. It does not matter which particular treatment combinations are used to construct the rows. Because the rows appear in foldover pairs, half the entries

Table 5.3 All Possible Triples when $k=3$

| Triple | $\mathbf{v}$ | Triple | $\mathbf{v}$ |
| :---: | :---: | :---: | :---: |
| $(000,001,010)$ | $(1,1,2)$ | $(001,011,110)$ | $(1,2,3)$ |
| $(000,001,011)$ | $(1,1,2)$ | $(001,011,111)$ | $(1,1,2)$ |
| $(000,001,100)$ | $(1,1,2)$ | $(001,100,101)$ | $(1,1,2)$ |
| $(000,001,101)$ | $(1,1,2)$ | $(001,100,110)$ | $(1,2,3)$ |
| $(000,001,110)$ | $(1,2,3)$ | $(001,100,111)$ | $(2,2,2)$ |
| $(000,001,111)$ | $(1,2,3)$ | $(001,101,110)$ | $(1,2,3)$ |
| $(000,010,011)$ | $(1,1,2)$ | $(001,101,111)$ | $(1,1,2)$ |
| $(000,010,100)$ | $(1,1,2)$ | $(001,110,111)$ | $(1,2,3)$ |
| $(000,010,101)$ | $(1,2,3)$ | $(010,011,100)$ | $(1,2,3)$ |
| $(000,010,110)$ | $(1,1,2)$ | $(010,011,101)$ | $(1,2,3)$ |
| $(000,010,111)$ | $(1,2,3)$ | $(010,011,110)$ | $(1,1,2)$ |
| $(000,011,100)$ | $(1,2,3)$ | $(010,011,111)$ | $(1,1,2)$ |
| $(000,011,101)$ | $(2,2,2)$ | $(010,100,101)$ | $(1,2,3)$ |
| $(000,011,110)$ | $(2,2,2)$ | $(010,100,110)$ | $(1,1,2)$ |
| $(000,011,111)$ | $(1,2,3)$ | $(010,100,111)$ | $(2,2,2)$ |
| $(000,100,101)$ | $(1,1,2)$ | $(010,101,110)$ | $(1,2,3)$ |
| $(000,100,110)$ | $(1,1,2)$ | $(010,101,111)$ | $(1,2,3)$ |
| $(000,100,111)$ | $(1,2,3)$ | $(010,110,111)$ | $(1,1,2)$ |
| $(000,101,110)$ | $(2,2,2)$ | $(011,100,101)$ | $(1,2,3)$ |
| $(000,101,111)$ | $(1,2,3)$ | $(011,100,110)$ | $(1,2,3)$ |
| $(000,110,111)$ | $(1,2,3)$ | $(011,100,111)$ | $(1,2,3)$ |
| $(001,010,011)$ | $(1,1,2)$ | $(011,101,110)$ | $(2,2,2)$ |
| $(001,010,100)$ | $(2,2,2)$ | $(011,101,111)$ | $(1,1,2)$ |
| $(001,010,101)$ | $(1,2,3)$ | $(011,110,111)$ | $(1,1,2)$ |
| $(001,010,110)$ | $(1,2,3)$ | $(100,101,110)$ | $(1,1,2)$ |
| $(001,010,111)$ | $(2.2,2)$ | $(100,101,111)$ | $(1,1,2)$ |
| $(001,011,100)$ | $(1,2,3)$ | $(100,110,111)$ | $(1,1,2)$ |
| $(001,011,101)$ | $(1,1,2)$ | $(101,110,111)$ | $(1,1,2)$ |
|  |  |  |  |
|  |  |  |  |

are 1 and half are 0 ( $m$ even) and so $\sum_{i=1}^{m(m-1) / 2} d_{i}$ is a maximum. Since these $a$ columns guarantee that the rows are distinct, larger values of $k$ can be obtained by writing down any columns of maximum difference for the remaining $k-a$ columns. The result follows.

The treatment combinations given in Lemma 5.1.1 are not the only treatment combinations which achieve the bound; it is sufficient to have any foldover pairs in any order.

## - EXAMPLE 5.1.2.

Let $k=m=3$. Then we have seen that there are three different difference vectors: $(1,1,2)$ with sum $4,(1,2,3)$ with sum 6 , and $(2,2,2)$ with sum 6 . The upper bound is $\left(3^{2}-1\right) 3 / 4=6$. The value of $a$ is 2 (since $2^{2-1}<3 \leq 2^{2}$ ), and a set of rows constructed as in the lemma is

| 0 | 0 |
| :--- | :--- |
| 1 | 1 |
| 0 | 1. |

These rows give the levels for the first two attributes for the three options in the choice set. To get a choice set which meets the bound, we can now adjoin any column with a 1 and two 0 s, or a 0 and two 1 s , for the levels of the third attribute. So we might adjoin 0,0 and 1 and get $(000,110,011)$ which has difference vector $(2,2,2)$. Or we could adjoin 0,1 , and 0 and get $(000,111,010)$, which has difference vector $(1,2,3)$.

For particular values of $m$ and $k$, there can be several distinct difference vectors; these are denoted by $\mathbf{v}_{j}$. In Example 5.1.1, we saw that there were three distinct difference vectors when $m=3$ and $k=3$. We now define four scalars which are needed subsequently.

1. We define $c_{\mathrm{v}_{j}}$ to be the number of choice sets containing the treatment $00 \ldots 0$ with the difference vector $\mathbf{v}_{j}$.
2. We define $x_{\mathbf{v}_{j} ; i}$ to be the number of times the difference $i$ appears in the difference vector $\mathbf{v}_{j}$. Then $\sum_{i} x_{\mathbf{v}_{j} ; i}=\binom{m}{2}$, since this is the total number of entries in $\mathbf{v}_{j}$.
3. We define $i_{\mathbf{v}_{j}}$ to be an indicator variable, where

$$
i_{\mathbf{v}_{j}}= \begin{cases}0 & \text { if no choice sets have the difference vector } \mathbf{v}_{j} \\ 1 & \text { if all the choice sets with the difference vector } \mathbf{v}_{j} \text { appear } \\ \text { in the choice experiment. }\end{cases}
$$

At least one of the $i_{\mathbf{v}_{j}}$ values must be non-zero; otherwise the experiment contains no choice sets.
4. We define $a_{\mathbf{v}_{j}}=i_{\mathbf{v}_{j}} / N$. These are similar to the $a_{v}$ defined in Section 4.1.1.

Using these definitions, we see that the total number of choice sets, $N$, is given by

$$
N=\frac{2^{k}}{m} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}
$$

## © EXAMPLE 5.1.3.

Let $m=3, k=3$. We have seen that there are three different difference vectors and we let $\mathbf{v}_{\mathbf{1}}=(1,1,2), \mathbf{v}_{\mathbf{2}}=(1,2,3)$ and $\mathbf{v}_{3}=(2,2,2)$. Table 5.4 is Table 5.3 reordered to show all the triples associated with each of the difference vectors. Consider just the
triples containing the treatment 000 . Then we see that $c_{\mathbf{v}_{1}}=c_{\mathbf{v}_{2}}=9$ and $c_{\mathbf{v}_{3}}=3$, since $(000,011,101),(000,011,110)$, and $(000,101,110)$ are the three choice sets with $m=3$ which contain 000 and which have difference vector $(2,2,2)$. We also see that

$$
\begin{array}{ccc}
x_{v_{1} ; 1}=2 & x_{v_{2} ; 1}=1 & x_{v_{3} ; 1}=0 \\
x_{v_{1} ; 2}=1 & x_{v_{2} ; 2}=1 & x_{v_{3} ; 2}=3 \\
x_{v_{1} ; 3}=0 & x_{v_{2} ; 3}=1 & x_{v_{3} ; 3}=0 \\
\sum_{i} x_{v_{1} ; i}=3 & \sum_{i} x_{\mathbf{v}_{2} ; i}=3 & \sum_{i} x_{\mathbf{v}_{3} ; i}=3 .
\end{array}
$$

Table 5.4 All Possible Triples when $k=3$ Sorted by Difference Vector

| $\mathbf{v}_{1}=(1,1,2)$ | $\mathbf{v}_{2}=(1,2,3)$ | $\mathbf{v}_{3}=(2,2,2)$ |
| :--- | :--- | :--- |
| $(000,001,010)$ | $(000,001,110)$ | $(000,011,101)$ |
| $(000,001,011)$ | $(000,001,111)$ | $(000,011,110)$ |
| $(000,001,100)$ | $(000,010,101)$ | $(000,101,110)$ |
| $(000,001,101)$ | $(000,010,111)$ | $(001,010,100)$ |
| $(000,010,011)$ | $(000,011,100)$ | $(001,010,111)$ |
| $(000,010,100)$ | $(000,011,111)$ | $(001,100,111)$ |
| $(000,010,110)$ | $(000,100,111)$ | $(010,100,111)$ |
| $(000,100,101)$ | $(000,101,111)$ | $(011,101,110)$ |
| $(000,100,110)$ | $(000,110,111)$ |  |
| $(001,010,011)$ | $(001,010,101)$ |  |
| $(001,011,101)$ | $(001,010,110)$ |  |
| $(001,011,111)$ | $(001,011,100)$ |  |
| $(001,100,101)$ | $(001,011,110)$ |  |
| $(001,101,111)$ | $(001,100,110)$ |  |
| $(010,011,110)$ | $(001,101,110)$ |  |
| $(010,011,111)$ | $(001,110,111)$ |  |
| $(010,100,110)$ | $(010,011,100)$ |  |
| $(010,110,111)$ | $(010,011,101)$ |  |
| $(011,101,111)$ | $(010,100,101)$ |  |
| $(011,110,111)$ | $(011,100,101)$ |  |
| $(100,101,110)$ | $(010,101,110)$ |  |
| $(100,101,111)$ | $(010,101,111)$ |  |
| $(100,110,111)$ | $(011,100,110)$ |  |
| $(101,110,111)$ | $(011,100,111)$ |  |

### 5.1.2 The Derivation of the $\Lambda$ Matrix

In this section, we derive the $\Lambda$ matrix when we assume that the class of competing designs consists of all designs in which all choice sets with a given difference vector are either all included in the choice experiment or none of them are. So, in Example 5.1.3, the competing designs are the choice sets from one or more of the columns of Table 5.4. Thus there are 7 competing designs to be considered in that case.

The matrix of contrasts is unaffected by the choice set size. However, we do need to derive the appropriate $\Lambda$ matrix.

From the results in Section 3.3.1, we know that, if we assume that

$$
\pi_{1}=\pi_{2}=\cdots=\pi_{2^{k}}=1
$$

(that is, all treatment combinations are equally attractive, the usual null hypothesis), then

$$
\begin{align*}
& \Lambda_{i_{1}, i_{1}}=\frac{m-1}{m^{2}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}}  \tag{5.1}\\
& \Lambda_{i_{1}, i_{2}}=-\frac{1}{m^{2}} \sum_{i_{3}<i_{4}<\cdots<i_{m 2}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}} \tag{5.2}
\end{align*}
$$

where

$$
\lambda_{i_{1}, i_{2}, \ldots, i_{m}}=\frac{n_{i_{1}, i_{2}, \ldots, i_{m}}}{N}
$$

and $n_{i_{1}, i_{2}, \ldots, i_{m}}$ indicates whether or not the choice experiment contains ( $T_{i_{1}}, T_{i_{2}}, \ldots, T_{i_{m}}$ ) as a choice set. Thus the diagonal entries of $\Lambda$ are $\frac{m-1}{m^{2}}$ times the proportion of choice sets containing the treatment combination $T_{i_{1}}$, and the off-diagonal entries are $\frac{1}{m^{2}}$ times the negative of the proportion of choice sets containing both $T_{i_{1}}$ and $T_{i_{2}}$.

In Section 4.1.1, the general form of the $\Lambda$ matrix for $m=2$ was given as a linear combination of the identity matrix of order $2^{k}$ and the $D_{k, i}$ matrices. We now derive a similar result for any value of $m$.

## LEMMA 5.1.2.

Under the usual null hypothesis,

$$
\Lambda=\frac{m-1}{m^{2}} z I_{2^{k}}-\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i} D_{k, i},
$$

where

$$
z=\sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}}=\frac{1}{m-1} \sum_{i=1}^{k}\binom{k}{i} y_{i}
$$

and

$$
y_{i}=\frac{2}{m}\binom{k}{i}^{-1} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i} .
$$

The row and column sums of $\Lambda$ are equal to 0 .
Proof. We begin by counting the number of times each treatment combination appears in the design.

The number of times that the treatment combination $00 \ldots 0$ appears in the choice experiment is $\sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}$, and this is the number of times that any treatment combination appears in the choice experiment because of the assumption that all choice sets with a given difference vector appear (or do not appear) in the choice experiment. (Throughout this section the summations over $j$ are over all possible difference vectors $\mathbf{v}_{j}$ for the appropriate values of $k$ and $m$.) So the proportion of choice sets in which any treatment combination appears is

$$
z=\frac{\sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}}{N}=\sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}}
$$

as required.
Now we count the number of pairs in the choice experiment that have $i$ attributes different. If choice sets with difference vector $\mathbf{v}_{j}$ are in the design, then each treatment combination appears in $c_{\mathbf{v}}$, choice sets with difference vector $\mathbf{v}_{j}$, and $x_{\mathbf{v}_{j} ; i}$ of the differences are equal to $i$. Altogether, there are $2^{k}$ treatment combinations and each treatment combination can appear in any of the $m$ positions in the choice set. Thus the total number of pairs in the choice experiment with $i$ attributes different is

$$
\begin{equation*}
\frac{2^{k}}{m} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}} x_{\mathbf{v}_{i} ; i} \tag{5.3}
\end{equation*}
$$

Considering the $2^{k}$ treatment combinations, the number of pairs with $i$ attributes different is

$$
\binom{k}{i} 2^{k} \frac{1}{2} .
$$

Each of these pairs appears in the choice experiment the same number of times, say $r_{i}$. Then the total number of pairs in the choice experiment with $i$ attributes different can also be expressed as

$$
\begin{equation*}
\binom{k}{i} 2^{k} \frac{1}{2} r_{i} . \tag{5.4}
\end{equation*}
$$

Equating (5.3) and (5.4), we get

$$
\binom{k}{i} 2^{k} \frac{1}{2} r_{i}=\frac{2^{k}}{m} \sum_{j} c_{\mathbf{v}_{i}} i_{\mathbf{v}_{i}} x_{\mathbf{v}_{i} ; i} .
$$

So, if the proportion of choice sets in which each pair with $i$ attributes different appears is $y_{i}=r_{i} / N$, then

$$
\binom{k}{i} 2^{k} \frac{1}{2} y_{i}=\frac{2^{k}}{m N} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i} .
$$

Thus

$$
\binom{k}{i} y_{i}=\frac{2}{m} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i},
$$

from which we see that

$$
y_{i}=\frac{2}{m}\binom{k}{i}^{-1} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i} .
$$

Hence we have established that

$$
\Lambda=\frac{m-1}{m^{2}} z I_{2^{k}}-\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i} D_{k, i} .
$$

Finally, we establish that the row and column sums of $\Lambda$ are equal to 0 . Summing over $i$, we get

$$
\begin{aligned}
\frac{1}{m^{2}} \sum_{i=1}^{k}\binom{k}{i} y_{i} & =\frac{1}{m^{2}} \sum_{i=1}^{k} \frac{2}{m} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i} \\
& =\frac{1}{m^{2}} \frac{2}{m} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \sum_{i=1}^{k} x_{\mathbf{v}_{j} ; i} \\
& =\frac{1}{m^{2}} \frac{2}{m} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}}\binom{m}{2} \\
& =\frac{m-1}{m^{2}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \\
& =\frac{m-1}{m^{2}} z
\end{aligned}
$$

as required.

## ■ EXAMPLE 5.1.4.

Let $m=3, k=3$, with $\mathbf{v}_{j}, c_{\mathbf{v}_{j}}$ and $x_{\mathbf{v}_{j} ; i}$ as in Example 5.1.3. Assume that choice sets with difference vectors $\mathbf{v}_{2}$ and $\mathbf{v}_{3}$ only are in the choice experiment. Then $i_{\mathbf{v}_{1}}=0$, $i_{\mathbf{v}_{2}}=i_{\mathbf{v}_{3}}=1, N=24+8=32, a_{\mathbf{v}_{1}}=0$, and $a_{\mathbf{v}_{2}}=a_{\mathbf{v}_{3}}=1 / 32$. Thus we have

$$
\begin{aligned}
z & =\sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \\
& =(9 \times 0)+\left(9 \times \frac{1}{32}\right)+\left(3 \times \frac{1}{32}\right) \\
& =\frac{12}{32}
\end{aligned}
$$

and

$$
\begin{aligned}
y_{1} & =\frac{2}{3}\binom{3}{1}^{-1}\left(c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}} x_{\mathbf{v}_{1} ; 1}+c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}} x_{\mathbf{v}_{2} ; 1}+c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}} x_{\mathbf{v}_{3} ; 1}\right) \\
& =\frac{2}{3} \times \frac{1}{3}\left(0+9 \times \frac{1}{32} \times 1+3 \times \frac{1}{32} \times 0\right) \\
& =\frac{2}{32}, \\
y_{2} & =\frac{2}{3}\binom{3}{2}^{-1}\left(c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}} x_{\mathbf{v}_{1} ; 2}+c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}} x_{\mathbf{v}_{2} ; 2}+c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}} x_{\mathbf{v}_{3} ; 2}\right) \\
& =\frac{2}{3} \times \frac{1}{3}\left(0+9 \times \frac{1}{32} \times 1+3 \times \frac{1}{32} \times 3\right) \\
& =\frac{4}{32},
\end{aligned}
$$

$$
\begin{aligned}
y_{3} & =\frac{2}{3}\binom{3}{3}^{-1}\left(c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}} x_{\mathbf{v}_{1} ; 3}+c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}} x_{\mathbf{v}_{2} ; 3}+c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}} x_{\mathbf{v}_{3} ; 3}\right) \\
& =\frac{2}{3}\left(0+9 \times \frac{1}{32} \times 1+3 \times \frac{1}{32} \times 0\right) \\
& =\frac{6}{32} .
\end{aligned}
$$

Note that $y_{i}$ is the proportion of choice sets in which each pair with $i$ attributes different appears in the choice experiment. For example, each pair with one attribute different appears in 2 of the 32 choice sets in the choice experiment: the pair 000 and 001 has one attribute different and appears in two choice sets, $(000,001,110)$ and $(000,001,111)$, out of the 32 in the experiment.

Now that we have calculated the $z$ and $y_{i}$ values, we can calculate the $\Lambda$ matrix. For the $\Lambda$ matrix we need the $D_{k, i}$ matrices. $D_{3,1}$ and $D_{3,2}$ are given in Example 4.1.2 and the $D_{3,3}$ matrix consists of 1 s down the back diagonal and 0 s in all the other positions. We get

$$
\begin{aligned}
\Lambda & =\frac{2}{9} z I_{8}-\frac{1}{9}\left(y_{1} D_{3,1}+y_{2} D_{3,2}+y_{3} D_{3,3}\right) \\
& =\frac{1}{9 \times 32}\left[24 I_{8}-2 D_{3,1}-4 D_{3,2}-6 D_{3,3}\right] \\
& =\frac{1}{288}\left[\begin{array}{cccccccc}
24 & -2 & -2 & -4 & -2 & -4 & -4 & -6 \\
-2 & 24 & -4 & -2 & -4 & -2 & -6 & -4 \\
-2 & -4 & 24 & -2 & -4 & -6 & -2 & -4 \\
-4 & -2 & -2 & 24 & -6 & -4 & -4 & -2 \\
-2 & -4 & -4 & -6 & 24 & -2 & -2 & -4 \\
-4 & -2 & -6 & -4 & -2 & 24 & -4 & -2 \\
-4 & -6 & -2 & -4 & -2 & -4 & 24 & -2 \\
-6 & -4 & -4 & -2 & -4 & -2 & -2 & 24
\end{array}\right] .
\end{aligned}
$$

### 5.1.3 The Model for Main Effects Only

In this section, we evaluate the information matrix for estimating main effects only and use this to determine the optimal choice experiment for $k$ binary attributes using choice sets of size $m$.

As in Section 4.1.3 we let $B_{2^{k}, M}$ be the contrast matrix for main effects and we let $C_{M}$ be the $k \times k$ principal minor of $C=B_{2^{k}} \Lambda B_{2^{k}}^{\prime}$ associated with the main effects. Thus we are evaluating the information matrix when $B_{h}=B_{2^{k}, M}$.

In Lemma 4.1.3 we have shown that

$$
B_{2^{k}, M} D_{k, i}=\left[\binom{k-1}{i}-\binom{k-1}{i-1}\right] B_{2^{k}, M}
$$

for all allowable $i$.
We now show that at this stage we do not need to make any assumptions about the contrasts in $B_{r}$ since the class of competing designs that we have chosen ensures that $C_{h r}=\mathbf{0}$ for any choice of $B_{r}$. By definition,

$$
\begin{aligned}
C_{h r} & =\left[\begin{array}{l}
B_{h} \\
B_{r}
\end{array}\right] \Lambda\left[B_{h}^{\prime} B_{r}^{\prime}\right] \\
& =\left[\begin{array}{ll}
B_{h} \Lambda B_{h}^{\prime} & B_{h} \Lambda B_{r}^{\prime} \\
B_{r} \Lambda B_{h}^{\prime} & B_{r} \Lambda B_{r}^{\prime}
\end{array}\right] \\
& =\left[\begin{array}{ll}
C_{h h} & C_{h r} \\
C_{r h} & C_{r r}
\end{array}\right]
\end{aligned}
$$

Since $B_{h}=B_{2^{k}, M}$ we can see that

$$
\begin{aligned}
C_{h r} & =\left[\frac{1}{m^{2}} \sum_{i=1}^{k}\binom{k}{i} y_{i}\right] B_{h} I_{2^{k}} B_{r}^{\prime}-\left[\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i}\right] B_{h} D_{k, i} B_{r}^{\prime} \\
& =\frac{1}{m^{2}}\left[\sum_{i=1}^{k}\binom{k}{i} y_{i}\right] B_{2^{k}, M} B_{r}^{\prime}-\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i}\left[\binom{k-1}{i}-\binom{k-1}{i-1}\right] B_{2^{k}, M} B_{r}^{\prime} \\
& =\mathbf{0}_{k, 2^{k}-k-a} .
\end{aligned}
$$

This is true for any choice of $B_{r}$ as long as the set of competing designs remains the same so that the form of $\Lambda$ stays as a linear combination of the $D_{k, i}$.

Using the result in Lemma 4.1.3, we now can get an explicit expression for the information matrix, $C_{M}$, for the $k$ main effects.

## LEMMA 5.1.3.

The information matrix for main effects under the null hypothesis is given by

$$
C_{M}=\frac{2}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right] I_{k} .
$$

Proof. The information matrix for main effects under the null hypothesis is

$$
\begin{aligned}
C_{M} & =B_{2^{k}, M} \Lambda B_{2^{k}, M}^{\prime} \\
& =B_{2^{k}, M}\left[\frac{m-1}{m^{2}} z I_{2^{k}}-\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i} D_{k, i}\right] B_{2^{k}, M}^{\prime} \\
& =\frac{1}{m^{2}} \sum_{i=1}^{k}\binom{k}{i} y_{i} I_{k}-\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i} B_{2^{k}, M} D_{k, i} B_{2^{k}, M}^{\prime} \\
& =\frac{1}{m^{2}}\left[\sum_{i=1}^{k}\binom{k}{i} y_{i} I_{k}-\sum_{i=1}^{k} y_{i}\left[\binom{k-1}{i}-\binom{k-1}{i-1}\right] I_{k}\right] \\
& =\frac{1}{m^{2}}\left[\sum_{i=1}^{k}\left[\binom{k}{i}-\binom{k-1}{i}+\binom{k-1}{i-1}\right] y_{i}\right] I_{k} .
\end{aligned}
$$

Since

$$
\begin{aligned}
\binom{k}{i} & =\binom{k-1}{i}+\binom{k-1}{i-1}, \\
C_{M} & =\frac{2}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right] I_{k},
\end{aligned}
$$

as required.
Thus the determinant of $C_{M}$ is

$$
\operatorname{det}\left(C_{M}\right)=\left[\frac{2}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right]^{k}
$$

## EXAMPLE 5.1.5.

Let $m=3$ and $k=3$. There are two ways that we can calculate $C_{M}$ : by evaluating $C_{A I}=B_{2^{3}, M} \Lambda B_{2^{3}, M}^{\prime}$ or by using the expression for $C_{M I}$ given in Lemma 5.1.3. In this example we will do both.

The matrix $B_{2^{3, M I}}$ is the contrast matrix for main effects and is given by

$$
B_{2^{3}, M}=\frac{1}{2 \sqrt{2}}\left[\begin{array}{rrrrrrrr}
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1
\end{array}\right] .
$$

In this example, we assume that all choice sets with difference vectors $\mathbf{v}_{2}$ or $\mathbf{v}_{3}$ are in the choice experiment. Then we can use the $\Lambda$ matrix from Example 5.1.4 to calculate

$$
C_{M}=B_{2^{3}, M} \Lambda B_{2^{3}, M}^{\prime}=\frac{1}{9} I_{3} ; \text { thus } \operatorname{det}\left(C_{M}\right)=\left(\frac{1}{9}\right)^{3}
$$

Alternatively, we can use Lemma 5.1.3 to calculate $C_{M}$. Then, using the $y_{i}$ values given in Example 5.1.4,

$$
\begin{aligned}
C_{M I} & =\frac{2}{3^{2}}\left[\sum_{i=1}^{3} y_{i}\binom{3-1}{i-1}\right] I_{3} \\
& =\frac{2}{9}\left[\frac{2}{32}\binom{2}{0}+\frac{4}{32}\binom{2}{1}+\frac{6}{32}\binom{2}{2}\right] I_{3} \\
& =\frac{2}{9}\left[\frac{2}{32}+\frac{8}{32}+\frac{6}{32}\right] I_{3} \\
& =\frac{1}{9} I_{3} .
\end{aligned}
$$

To find the $D$-optimal design, we must maximize $\operatorname{det}\left(C_{M}\right)$ subject to the constraint $2^{k} z / m=1$ (since the total number of choice sets must equal $N$ ).

Substituting $y_{i}=\frac{2}{m}\binom{k}{i}^{-1} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i}$ and using the fact that $\binom{k-1}{i-1} /\binom{k}{i}=i / k$ gives

$$
\begin{aligned}
\operatorname{det}\left(C_{M}\right) & =\left[\frac{2}{m^{2}} \sum_{i=1}^{k}\binom{k-1}{i-1} \frac{2}{m}\binom{k}{i}^{-1}\left(\sum_{j} c_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i} a_{\mathbf{v}_{j}}\right)\right]^{k} \\
& =\left[\frac{4}{m^{3} k} \sum_{i=1}^{k} i\left(\sum_{j} c_{\mathbf{v}_{j}} x_{\mathbf{v}_{j}: i} a_{\mathbf{v}_{j}}\right)\right]^{k}
\end{aligned}
$$

The following theorem establishes that the $D$-optimal design, for estimating main effects only, is one which consists of choice sets in which the sum of the differences attains the maximum value given in Lemma 5.1.1.

## $\square$ THEOREM 5.1.1.

The D-optimal design for testing main effects only, when all other effects are assumed to be zero, is given by choice sets in which, for each $\mathbf{v}_{j}$ present,

$$
\sum_{i=1}^{m(m-1) / 2} d_{i j}= \begin{cases}\left(m^{2}-1\right) k / 4, & \text { modd }, \\ m^{2} k / 4, & \text { meven },\end{cases}
$$

and there is at least one $\mathbf{v}_{j}$ with a non-zero $a_{\mathbf{v}_{j}}$; that is, the choice experiment is non-empty. For the optimal designs

$$
\operatorname{det}\left(C_{\mathrm{opt}, M}\right)= \begin{cases}\left(\frac{m^{2}-1}{m^{2} 2^{k}}\right)^{k}, & \text { modd } \\ \left(\frac{1}{2^{k}}\right)^{k}, & \text { meven }\end{cases}
$$

Proof. Recall that

$$
a_{\mathbf{v}_{j}}=\frac{i_{\mathbf{v}_{j}}}{N}=\frac{i_{\mathbf{v}_{j}} m}{2^{k} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}
$$

and that $i_{\mathbf{v}_{j}}$ is an indicator variable indicating the difference vectors corresponding to the choice sets that are included in the choice experiment. Thus at least one of these $i_{\mathbf{v}_{j}}$, and therefore $a_{\mathbf{v}_{j}}$, values must be non-zero.

Substituting for $a_{\mathbf{v}_{j}}$ in $\operatorname{det}\left(C_{M}\right)$, we have

$$
\begin{aligned}
\operatorname{det}\left(C_{M}\right) & =\left[\sum_{i=1}^{k} i\left(\frac{\sum_{j} c_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; i} i_{\mathbf{v}_{j}}}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right)\right]^{k} \\
& =\left[\frac{\sum_{i} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}\left(\sum_{i=1}^{k} i x_{\mathbf{v}_{j} ; i}\right)}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right]^{k}
\end{aligned}
$$

Since $x_{\mathbf{v}_{j} ; i}$ denotes the number of times the difference $i$ appears in the difference vector $\mathbf{v}_{j}$, multiplying by $i$ and summing these is equivalent to summing the $\binom{m}{2}$ entries in $\mathbf{v}_{j}$; thus,

$$
\sum_{i=1}^{k} i x_{\mathbf{v}_{j} ; i}=\sum_{i=1}^{m(m-1) / 2} d_{i j} .
$$

Therefore

$$
\operatorname{det}\left(C_{M}\right)=\left[\frac{\sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}\left(\sum_{i=1}^{m(m-1) / 2} d_{i j}\right)}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right]^{k}
$$

When $m$ is even, Lemma 5.1.1 states that the maximum value that $\sum_{i=1}^{m(m-1) / 2} d_{i j}$ can attain is $m^{2} k / 4$. Then it follows that $\sum_{i=1}^{m(m-1) / 2} d_{i j}=m^{2} k / 4-p_{j}$ for some $p_{j} \geq 0$. Thus

$$
\begin{aligned}
\operatorname{det}\left(C_{M}\right) & =\left[\frac{\sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}\left(m^{2} k / 4-p_{j}\right)}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right]^{k} \\
& =\left[\frac{1}{2^{k}}-\frac{\sum_{j} p_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right]^{k} .
\end{aligned}
$$

The $c_{\mathbf{v}_{j}}$ values are all positive and the $i_{\mathbf{v}_{j}}$ are either 0 or 1 ; so, for $m$ even, $\operatorname{det}\left(C_{M}\right)$ has a maximum of $\left(1 / 2^{k}\right)^{k}$ when $p_{j}=0$ for all $j$. Thus we obtain the maximum $\operatorname{det}\left(C_{M}\right)$ when

$$
\sum_{i=1}^{m(m-1) / 2} d_{i j}=m^{2} k / 4
$$

Similarly when $m$ is odd, Lemma 5.1 .1 states that the maximum value of $\sum_{i=1}^{m(m-1) / 2} d_{i j}$ is $\left(m^{2}-1\right) k / 4$. Then $\sum_{i=1}^{m(m-1) / 2} d_{i j}=\left(m^{2}-1\right) k / 4-p_{j}$ for some $p_{j} \geq 0$. Substituting, we have

$$
\begin{aligned}
\operatorname{det}\left(C_{M}\right) & =\left[\frac{\sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}\left(\left(m^{2}-1\right) k / 4-p_{j}\right)}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right]^{k} \\
& =\left[\frac{m^{2}-1}{m^{2} 2^{k}}-\frac{\sum_{j} p_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}}{m^{2} k 2^{k-2} \sum_{h} c_{\mathbf{v}_{h}} i_{\mathbf{v}_{h}}}\right]^{k} .
\end{aligned}
$$

Since the $c_{\mathbf{v}_{i}}$ values are all positive and the $i_{\mathbf{v}_{j}}$ are either 0 or $\mathbf{1}$, $\operatorname{det}\left(C_{M}\right)$ has a maximum of $\left(\left(m^{2}-1\right) /\left(m^{2} 2^{k}\right)\right)^{k}$ when $p_{j}=0$ for all $j$. For $m$ odd, we obtain the maximum $\operatorname{det}\left(C_{M}\right)$ when

$$
\sum_{i=1}^{m(m-1) / 2} d_{i j}=\left(m^{2}-1\right) k / 4
$$

Therefore, the maximum value of $\operatorname{det}\left(C_{M}\right)$ is

$$
\operatorname{det}\left(C_{\text {opt }, M I}\right)= \begin{cases}\left(\frac{m^{2}-1}{m^{2} 2^{k}}\right)^{k}, & m \text { odd } \\ \left(\frac{1}{2^{k}}\right)^{k}, & m \text { even } .\end{cases}
$$

This occurs when

$$
\sum_{i=1}^{m(m-1) / 2} d_{i j}= \begin{cases}\left(m^{2}-1\right) k / 4, & m \text { odd } \\ m^{2} k / 4, & m \text { even } .\end{cases}
$$

The $D$-efficiency relative to the optimal design is calculated using the expression

$$
\operatorname{Eff}_{D}=\left(\frac{\operatorname{det}\left(C_{M}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M}\right)}\right)^{1 / p},
$$

where $p=k$, the number of main effects we estimate.
We now look at all possible designs for a small example.

## - EXAMPLE 5.1.6.

Recall that, for $m=3$ and $k=3$, there are three difference vectors: $\mathbf{v}_{1}=(1,1,2)$, $\mathbf{v}_{2}=(1,2,3)$ and $\mathbf{v}_{3}=(2,2,2)$. All the possible designs for choice experiments in this situation are given in Table 5.5. Since $m$ is odd, Theorem 5.1.1 states that the $D$ optimal designs have choice sets in which the entries in the difference vectors sum to $\left(m^{2}-1\right) k / 4=2 k=6$ and a maximum $\operatorname{det}\left(C_{\text {opt }, M}\right)=(1 / 9)^{3}$. The difference vectors $\mathbf{v}_{2}$ and $\mathbf{v}_{3}$ have entries which sum to 6 ; so there are three $D$-optimal designs:

1. All 24 triples with difference vector $\mathbf{v}_{2}$. So $a_{\mathbf{v}_{2}}=1 / 24$ and $a_{\mathbf{v}_{1}}=a_{\mathbf{v}_{3}}=0$.
2. All 8 triples with difference vector $\mathbf{v}_{3}$. So $a_{\mathbf{v}_{3}}=1 / 8$ and $a_{\mathbf{v}_{1}}=a_{\mathbf{v}_{2}}=0$.
3. All 32 triples with difference vectors $\mathbf{v}_{2}$ and $\mathbf{v}_{3}$. So $a_{\mathbf{v}_{2}}=a_{\mathbf{v}_{3}}=1 / 32$ and $a_{\mathbf{v}_{1}}=0$.

The smallest of these $D$-optimal designs is the second one, consisting of the following eight triples, each with difference vector $\mathrm{v}_{3}$ :

$$
\begin{array}{ll}
(000,011,101), & (000,011,110), \\
(001,010,111), & (0000,101,1100,111), \\
(010,100,111), & (001,010,100), \\
(01101,110) .
\end{array}
$$

Table 5.5 All Possible Choice Experiment Designs for Binary Attributes when $k=3$ and $m=3$

| $\mathbf{v}_{j}$ in Design | $\sum_{i} d_{i j}$ | $i_{\mathbf{v}_{1}}$ | $i_{\mathbf{v}_{2}}$ | $i_{\mathbf{v}_{3}}$ | N | $a_{\mathbf{v}_{1}}$ | $a_{\mathbf{v}_{2}}$ | $a_{\mathbf{v}_{3}}$ | Efficiency (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{v}_{1}$ | 4 | 1 | 0 | 0 | 24 | $\frac{1}{24}$ | 0 | 0 | 66.67 |
| $\mathbf{v}_{2}$ | 6 | 0 | 1 | 0 | 24 | 0 | $\frac{1}{24}$ | 0 | 100 |
| $\mathbf{v}_{3}$ | 6 | 0 | 0 | 1 | 8 | 0 | 0 | $\frac{1}{8}$ | 100 |
| $\mathbf{v}_{1} \& \mathbf{v}_{2}$ | 4,6 | 1 | 1 | 0 | 48 | $\frac{1}{48}$ | $\frac{1}{48}$ | 0 | 83.33 |
| $\mathbf{v}_{1} \& \mathbf{v}_{3}$ | 4,6 | 1 | 0 | 1 | 32 | $\frac{1}{32}$ | 0 | $\frac{1}{32}$ | 75 |
| $\mathbf{v}_{2} \& \mathbf{v}_{3}$ | 6 | 0 | 1 | 1 | 32 | 0 | $\frac{1}{32}$ | $\frac{1}{32}$ | 100 |
| $\mathbf{v}_{1}, \mathbf{v}_{2} \& \mathbf{v}_{3}$ | 4,6 | 1 | 1 | 1 | 56 | $\frac{1}{56}$ | $\frac{1}{56}$ | $\frac{1}{56}$ | 85.71 |

### 5.1.4 The Model for Main Effects and Two-Factor Interactions

To find the $D$-optimal designs for estimating main effects and two-factor interactions for any choice set size $m$, we generalize the results of Section 4.1.4.

As in Section 4.1.4, we let $B_{2^{k}, M}$ be the rows of $B_{2^{k}}$ that correspond to main effects and we let $B_{2^{k}, T}$ be the rows of $B_{2^{k}}$ that correspond to the two-factor interactions. The matrix associated with main effects and two-factor interactions is denoted by $B_{2^{k}, M T}$ and is the concatenation of $B_{2^{k}, M}$ and $B_{2^{k}, T}$. For the $D$-optimal design we evaluate the $\left[k+\binom{k}{2}\right] \times\left[k+\binom{k}{2}\right]$ principal minor of $C=B_{2^{k}} \Lambda B_{2^{k}}$. As we are working with the complete factorial, it is not important how the contrasts for interactions of more than two factors are divided between $B_{a}$ and $B_{h}$.

In Lemma 4.1.5, we established that

$$
B_{2^{k}, T} D_{k, i}=\left[\binom{k-2}{i}-2\binom{k-2}{i-1}+\binom{k-2}{i-2}\right] B_{2^{k}, T}
$$

for all allowable $i$.

## LEMMA 5.1.4.

Under the null hypothesis, the information matrix for main effects plus two-factor interactions is given by

$$
C_{M T}=\left[\begin{array}{cc}
\frac{2}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right] I_{k} & \mathbf{0} \\
\mathbf{0} & \frac{4}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-2}{i-1}\right] I_{k(k-1) / 2}
\end{array}\right]
$$

Proof. We let $B_{h}=B_{2^{k}, M T}$ and then

$$
\begin{aligned}
C_{M T} & =B_{2^{k}, M T} \Lambda B_{2^{k}, M T}^{\prime} \\
& =\left[\begin{array}{cc}
B_{2^{k}, M} \Lambda B_{2^{k}, M}^{\prime} & \mathbf{0} \\
\mathbf{0} & B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{2}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-1}{\left.{ }_{i-1}\right)} I_{k} & \mathbf{0} \\
\mathbf{0} & B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime}
\end{array}\right] .
\end{aligned}
$$

Now

$$
\begin{aligned}
B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime} & =B_{2^{k}, T}\left[\frac{m-1}{m^{2}} z I_{2^{k}}-\frac{1}{m^{2}} \sum_{i=1}^{k} y_{i} D_{k, i}\right] B_{2^{k}, T}^{\prime} \\
& =\frac{1}{m^{2}} B_{2^{k}, T}\left[\sum_{i=1}^{k}\binom{k}{i} y_{i} I_{2^{k}}-\sum_{i=1}^{k} y_{i} D_{k, i}\right] B_{2^{k}, T}^{\prime} \\
& =\frac{1}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\left[\binom{k}{i} B_{2^{k}, T}-B_{2^{k}, T} D_{k, i}\right]\right] B_{2^{k}, T}^{\prime} \\
& =\frac{1}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\left[\binom{k}{i}-\binom{k-2}{i}+2\binom{k-2}{i-1}-\binom{k-2}{i-2}\right]\right] I_{k(k-1) / 2} .
\end{aligned}
$$

As we noted previously,

$$
\begin{gathered}
\binom{k}{i}=\binom{k-1}{i}+\binom{k-1}{i-1} \\
\text { so }\binom{k-1}{i-1}=\binom{k-2}{i-1}+\binom{k-2}{i-2} \text { and }\binom{k-1}{i}=\binom{k-2}{i}+\binom{k-2}{i-1} .
\end{gathered}
$$

It follows that

$$
\binom{k}{i}=\binom{k-2}{i}+2\binom{k-2}{i-1}+\binom{k-2}{i-2},
$$

and hence

$$
\binom{k}{i}-\binom{k-2}{i}+2\binom{k-2}{i-1}-\binom{k-2}{i-2}=4\binom{k-2}{i-1}
$$

$$
\text { Therefore } B_{2^{k}, T} \Lambda B_{2^{k}, T}^{\prime}=\frac{4}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-2}{i-1}\right] I_{k(k-1) / 2}
$$

and we have

$$
C_{M T}=\left[\begin{array}{cc}
\frac{2}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right] I_{k} & \mathbf{0} \\
\mathbf{0} & \frac{4}{m^{2}}\left[\sum_{i=1}^{k} y_{i}\binom{k-2}{i-1}\right] I_{k(k-1) / 2}
\end{array}\right]
$$

as required.
Hence the determinant of $C_{M T}$ is

$$
\operatorname{det}\left(C_{M T}\right)=\left[\frac{2}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right]^{k} \times\left[\frac{4}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-2}{i-1}\right]^{k(k-1) / 2}
$$

■ EXAMPLE 5.1.7.
Let $m=3$ and $k=3$. We can calculate $C_{M T}$ either by evaluating

$$
C_{M T}=B_{2^{3}, M T} \Lambda B_{2^{3}, M T}^{\prime}
$$

or by using Lemma 5.1.4. In this example, we will do both.
The matrix $B_{2^{3}, M T}$ is the contrast matrix for main effects plus all two-factor interactions and is given by

$$
B_{2^{3}, M T}=\frac{1}{2 \sqrt{2}}\left[\begin{array}{rrrrrrrr}
-1 & -1 & -1 & -1 & 1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1
\end{array}\right]
$$

In this example, we assume that all choice sets with difference vectors $\mathbf{v}_{2}$ or $\mathbf{v}_{3}$ are in the choice experiment. Then we can use the $\Lambda$ matrix from Example 5.1.4 to calculate

$$
C_{M T}=B_{2^{3}, M T} \Lambda B_{2^{3}, M T}^{\prime}=\left[\begin{array}{cc}
\frac{1}{9} I_{3} & \mathbf{0} \\
0 & \frac{1}{12} I_{3}
\end{array}\right] \quad \text { and } \operatorname{det}\left(C_{M T}\right)=\left(\frac{1}{9}\right)^{3}\left(\frac{1}{12}\right)^{3}
$$

We can also use Lemma 5.1.4 to calculate $C_{M T}$. From Example 5.1.5,

$$
\left[\frac{2}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right]^{k}=\frac{1}{9} I_{3} .
$$

Then, using the $y_{i}$ values given in Example 5.1.4,

$$
\begin{aligned}
\frac{4}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-2}{i-1} I_{k(k-1) / 2} & =\frac{4}{3^{2}}\left[y_{1}\binom{1}{0}+y_{2}\binom{1}{1}+y_{3}\binom{1}{2}\right] I_{3} \\
& =\frac{4}{9}\left[\frac{2}{32}+\frac{4}{32}\right] I_{3} \\
& =\frac{1}{12} I_{3}
\end{aligned}
$$

Hence

$$
C_{M T}=\left[\begin{array}{cc}
\frac{1}{9} I_{3} & \mathbf{0} \\
\mathbf{0} & \frac{1}{12} I_{3}
\end{array}\right]
$$

To find the $D$-optimal design, we need to maximize $\operatorname{det}\left(C_{M T}\right)$, subject to the constraint that $2^{k} z / m=1$.

## THEOREM 5.1.2.

The D-optimal design for testing main effects and two-factor interactions, when all other effects are assumed to be zero, is given by designs where

$$
y_{i}= \begin{cases}\frac{m(m-1)}{2^{k}}\binom{k+1}{k / 2}^{-1}, & k \text { even and } i=k / 2, k / 2+1, \\ \frac{m(m-1)}{2^{k}}\binom{k}{(k+1) / 2}^{-1}, & k \text { odd and } i=(k+1) / 2, \\ 0, & \text { otherwise },\end{cases}
$$

when this results in non-zero $y_{i}$ values that correspond to difference vectors that actually exist. The maximum value of the determinant is then

$$
\operatorname{det}\left(C_{M T}\right)= \begin{cases}\left(\frac{(m-1)(k+2)}{m(k+1) 2^{k}}\right)^{k+k(k-1) / 2} & \text { keven } \\ \left(\frac{(m-1)(k+1)}{m k 2^{k}}\right)^{k+k(k-1) / 2} & k \text { odd }\end{cases}
$$

Proof. In Theorem 4.1.3, we proved that for $m=2$ the $D$-optimal design for testing main effects and two-factor interactions is given by

$$
a_{v}= \begin{cases}\left\{2^{k-1}\binom{k+1}{k / 2}\right\}^{-1} & k \text { even and } v=k / 2, k / 2+1 \\ \left\{2^{k-1}{\underset{(k+1) / 2}{k})\}^{-1}} \quad k \text { odd and } v=(k+1) / 2\right. \\ 0 & \text { otherwise }\end{cases}
$$

In the proof of this theorem, the function $f=W Z^{(k-1) / 2}$, and therefore $\operatorname{det}\left(C_{M T}\right)$, is maximized subject to the constraint $\sum_{v=1}^{k}\binom{k}{v} x_{v}=1$, where

$$
W=\sum_{v=1}^{k}\binom{k-1}{v-1} x_{v}
$$

and

$$
Z=\sum_{v=1}^{k}\binom{k-2}{v-1} x_{v}
$$

For choice sets of size $m$ the constraint is

$$
\frac{2^{k}}{m} z=\frac{2^{k}}{m(m-1)}\binom{k}{i} y_{i}=1 .
$$

In order to use the results in the proof of Theorem 4.1.3, we let

$$
x_{i}=2^{k} y_{i} /(m(m-1))
$$

(suggested by Moore (2001) when $m=3$ ). Then we have the same form of the constraint as we had for $m=2$.

Now we let

$$
W=\frac{2^{k}}{m(m-1)} \sum_{i=1}^{k}\binom{k-1}{i-1} y_{i}=\sum_{i=1}^{k}\binom{k-1}{i-1} x_{i}
$$

and

$$
Z=\frac{2^{k}}{m(m-1)} \sum_{i=1}^{k}\binom{k-2}{i-1} y_{i}=\sum_{i=1}^{k}\binom{k-2}{i-1} x_{i} .
$$

Using the results in Theorem 4.1.3, the function $f=W Z^{(k-1) / 2}$, and therefore

$$
\operatorname{det}\left(C_{M T}\right)=\left[\frac{2}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-1}{i-1}\right]^{k} \times\left[\frac{4}{m^{2}} \sum_{i=1}^{k} y_{i}\binom{k-2}{i-1}\right]^{k(k-1) / 2}
$$

is maximized subject to the constraint $\sum_{i=1}^{k}\binom{k}{i} x_{i}=1$ for the same $x_{i}$ values given above for the $m=2$ case. Using $x_{i}=2^{k} y_{i} /(m(m-1))$, we obtain the optimal designs in terms of the $y_{i}$ values, as required.

We now determine the maximum value of the determinant at these $y_{i}$ values. For $k$ even, only two values of $i$ will give the maximum determinant. These are $i=k / 2$ and $i=k / 2+1$, where

$$
y_{k / 2}=y_{k / 2+1}=\frac{m(m-1)}{2^{k}}\binom{k+1}{k / 2}^{-1}
$$

and all other $y_{i}=0$. Then

$$
\begin{aligned}
& \operatorname{det}\left(C_{M T}\right)= {\left[\frac{2}{m^{2}} \sum_{i=k / 2, k / 2+1} y_{i}\binom{k-1}{i-1}\right]^{k} \times\left[\frac{4}{m^{2}} \sum_{i=k / 2, k / 2+1}^{k} y_{i}\binom{k-2}{i-1}\right]^{k(k-1) / 2} } \\
&= {\left[\frac{2}{m^{2}} \frac{m(m-1)}{2^{k}}\binom{k+1}{k / 2}^{-1}\left[\binom{k-1}{k / 2-1}+\binom{k-1}{k / 2}\right]\right]^{k} } \\
& \times\left[\frac{4}{m^{2}} \frac{m(m-1)}{2^{k}}\binom{k+1}{k / 2}^{-1}\left[\binom{k-2}{k / 2-1}+\binom{k-2}{k / 2}\right]\right]^{k(k-1) / 2} \\
& \text { Now }\binom{k-1}{k / 2-1}+\binom{k-1}{k / 2}=\binom{k}{k / 2}, \quad\binom{k-2}{k / 2-1}+\binom{k-2}{k / 2}=\binom{k-1}{k / 2} \\
& \frac{\binom{k}{k / 2}}{\binom{k+1}{k / 2}}=\frac{k+2}{2(k+1)} \text { and } \frac{\binom{k-1}{k / 2}}{\binom{k+1}{k / 2}}=\frac{k+2}{4(k+1)}
\end{aligned}
$$

Therefore, for $k$ even,

$$
\operatorname{det}\left(C_{M T}\right)=\left(\frac{(m-1)(k+2)}{m(k+1) 2^{k}}\right)^{k+k(k-1) / 2}
$$

For $k$ odd, the only value of $i$ that will give the maximum determinant is $i=(k+1) / 2$, where

$$
y_{(k+1) / 2}=\frac{m(m-1)}{2^{k}}\binom{k}{(k+1) / 2}^{-1}
$$

and all other $y_{i}=0$. Then

$$
\begin{aligned}
& \operatorname{det}\left(C_{M T}\right)= {\left[\frac{2}{m^{2}} \frac{m(m-1)}{2^{k}}\binom{k}{(k+1) / 2}^{-1}\binom{k-1}{(k+1) / 2-1}\right]^{k} } \\
& \times\left[\frac{4}{m^{2}} \frac{m(m-1)}{2^{k}}\binom{k}{(k+1) / 2}^{-1}\binom{k-2}{(k+1) / 2-1}\right]^{k(k-1) / 2} \\
& \text { Now } \frac{\binom{k-1}{(k+1) / 2-1}}{\binom{k}{(k+1) / 2}}=\frac{\binom{k-1}{(k-1) / 2}}{\binom{k}{(k+1) / 2}}=\frac{k+1}{2 k} \text { and } \frac{\binom{k-2}{(k+1) / 2-1}}{\binom{k}{(k+1) / 2}}=\frac{\binom{k-2}{(k-1) / 2}}{\binom{k}{(k+1) / 2}}=\frac{k+1}{4 k} .
\end{aligned}
$$

Therefore, for $k$ odd,

$$
\operatorname{det}\left(C_{M I T}\right)=\left(\frac{(m-1)(k+1)}{m k 2^{k}}\right)^{k+k(k-1) / 2}
$$

Hence the maximum value of the determinant is

$$
\operatorname{det}\left(C_{M T}\right)= \begin{cases}\left(\frac{(m-1)(k+2)}{m(k+1) 2^{k}}\right)^{k+k(k-1) / 2}, & k \text { even } \\ \left(\frac{(m-1)(k+1)}{m k 2^{k}}\right)^{k+k(k-1) / 2}, & k \text { odd }\end{cases}
$$

Note that for any design we can calculate the $D$-efficiency relative to the optimal design using the expression

$$
\mathrm{Ef}_{D}=\left(\frac{\operatorname{det}\left(C_{M T}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)}\right)^{1 / p}
$$

where $p=k+k(k-1) / 2$, the total number of main effects and two-factor interactions that we are estimating.

The following two examples illustrate the use of Theorem 5.1.2 to obtain choice sets with the maximum value of the determinant of $C_{M T}$.

## EXAMPLE 5.1.8.

For $m=3$ and $k=3$, Theorem 5.1.2 states that the $D$-optimal design is given by

$$
y_{i}= \begin{cases}\frac{3 \times 2}{2^{3}}\binom{3}{2}^{-1}=\frac{1}{4}, & i=2 \\ 0, & \text { otherwise }\end{cases}
$$

The maximum value of $\operatorname{det}\left(C_{M T}\right)$ is

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)=\left(\frac{2 \times 4}{3 \times 3 \times 2^{3}}\right)^{3+3}=\left(\frac{1}{9}\right)^{6}
$$

Since

$$
\begin{aligned}
& y_{1}=4 a_{\mathbf{v}_{1}}+2 a_{\mathbf{v}_{2}}=0 \\
& y_{2}=2 a_{\mathbf{v}_{1}}+2 a_{\mathbf{v}_{2}}+2 a_{\mathbf{v}_{3}}=\frac{1}{4}, \\
& y_{3}=6 a_{\mathbf{v}_{2}}=0,
\end{aligned}
$$

we see that $a_{\mathbf{v}_{1}}=a_{\mathbf{v}_{2}}=0$ and $a_{\mathbf{v}_{3}}=\frac{1}{8}$. Thus the $D$-optimal design consists of the 8 triples with difference vector $\mathbf{v}_{3}=(2,2,2)$. Information about the 7 competing designs is shown in Table 5.6.

## © EXAMPLE 5.1.9.

For $m=3$ and $k=4$ the possible difference vectors are $\mathbf{v}_{\mathbf{1}}=(1,1,2), \mathbf{v}_{2}=(1,2,3)$, $\mathbf{v}_{3}=(1,3,4), \mathbf{v}_{4}=(2,2,2), \mathbf{v}_{5}=(2,2,4)$, and $\mathbf{v}_{6}=(2,3,3)$. Using Theorem 5.1.2, the $D$-optimal design is given by

$$
y_{i}= \begin{cases}\frac{3 \times 2}{2^{4}}\binom{5}{2}^{-1}=\frac{6}{160}, & i=2,3 \\ 0, & \text { otherwise }\end{cases}
$$

Table 5.6 The Efficiency, for the Estimation of Main Effects plus Two-Factor Interactions, of the 7 Competing Designs when $k=3$ and $m=3$

| $\mathbf{v}_{j}$ in Design | $\operatorname{det}\left(C_{M T}\right)$ | Efficiency $(\%)$ |
| :---: | :---: | :---: |
| $\mathbf{v}_{1}$ | $\left(\frac{2}{27}\right)^{3}\left(\frac{1}{9}\right)^{3}$ | 81.65 |
| $\mathbf{v}_{2}$ | $\left(\frac{1}{9}\right)^{3}\left(\frac{2}{27}\right)^{3}$ | 81.65 |
| $\mathbf{v}_{3}$ | $\left(\frac{1}{9}\right)^{6}$ | 100 |
| $\mathbf{v}_{1} \& \mathbf{v}_{2}$ | $\left(\frac{5}{54}\right)^{6}$ | 83.33 |
| $\mathbf{v}_{1} \& \mathbf{v}_{3}$ | $\left(\frac{1}{12}\right)^{3}\left(\frac{1}{9}\right)^{3}$ | 86.60 |
| $\mathbf{v}_{2} \& \mathbf{v}_{3}$ | $\left(\frac{1}{9}\right)^{( }\left(\frac{1}{12}\right)^{3}$ | 86.60 |
| $\mathbf{v}_{1}, \mathbf{v}_{2} \& \mathbf{v}_{3}$ | $\left(\frac{2}{21}\right)^{6}$ | 85.71 |

The maximum value of $\operatorname{det}\left(C_{M T}\right)$ is

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)=\left(\frac{2 \times 6}{3 \times 5 \times 2^{4}}\right)^{4+6}=\left(\frac{1}{20}\right)^{10}
$$

Since $y_{2}$ and $y_{3}$ are the only $y_{i}$ values that are non-zero and $\mathbf{v}_{4}$ and $\mathbf{v}_{6}$ are the only difference vectors containing all 2 s , all 3 s , or a combination of 2 s and 3 s , we see that $a_{\mathbf{v}_{j}}=0$ unless $j=4,6$. Thus we have

$$
\begin{aligned}
& y_{1}=6 a_{\mathbf{v}_{1}}+6 a_{\mathbf{v}_{2}}+2 a_{\mathbf{v}_{3}}=0, \\
& y_{2}=2 a_{\mathbf{v}_{1}}+4 a_{\mathbf{v}_{2}}+4 a_{\mathbf{v}_{4}}+2 a_{\mathbf{v}_{5}}+2 a_{\mathbf{v}_{6}}=6 / 160, \\
& y_{3}=6 a_{\mathbf{v}_{2}}+2 a_{\mathbf{v}_{3}}+6 a_{\mathbf{v}_{6}}=6 / 160, \\
& y_{4}=8 a_{\mathbf{v}_{3}}+6 a_{\mathbf{v}_{5}}=0 .
\end{aligned}
$$

The solution is $a_{\mathbf{v}_{1}}=a_{\mathbf{v}_{2}}=a_{\mathbf{v}_{3}}=a_{\mathbf{v}_{5}}=0$ and $a_{\mathbf{v}_{4}}=a_{\mathbf{v}_{6}}=1 / 160$. Thus the $D$-optimal design consists of the 64 triples with difference vector $\mathbf{v}_{4}=(2,2,2)$ and the 96 triples with difference vector $\mathbf{v}_{6}=(2,3,3)$. If we use just the 64 triples with difference vector $\mathbf{v}_{4}$, then this design is $\mathbf{9 9 . 0 3 \%}$ efficient, and for the 96 triples with difference vector $\mathbf{v}_{6}$ only, the design is $99.60 \%$ efficient.

However, for some values of $m$ and $k$, solutions to the $y_{i}$ equations do not exist. For example, when $m=3$ and $k \equiv 1(\bmod 4)$, no solution exists; the following example illustrates this case.

## EXAMPLE 5.1.10.

If we let $m=3$ and $k=5$, then the $D$-optimal design given by Theorem 5.1.2 is

$$
y_{3}=\frac{3 \times 2}{2^{5}}\binom{5}{3}^{-1}, y_{1}=y_{2}=y_{4}=y_{5}=0
$$

This means that triples with difference vector $(3,3,3)$ are required since any other triple would result in one of the other $y_{i}$ values being non-zero. However, the only possible difference vectors are

$$
\mathbf{v}_{1}=(1,1,2), \quad \mathbf{v}_{2}=(1,2,3), \quad \mathbf{v}_{3}=(1,3,4), \quad \mathbf{v}_{4}=(1,4,5), \quad \mathbf{v}_{5}=(2,2,2),
$$

$$
\mathbf{v}_{6}=(2,2,4), \quad \mathbf{v}_{7}=(2,3,3), \quad \mathbf{v}_{8}=(2,3,5), \quad \mathbf{v}_{9}=(2,4,4), \quad \mathbf{v}_{10}=(3,3,4) ;
$$

so no triple with the difference vector $(3,3,3)$ exists. By checking all possible designs, it can easily be shown that the optimal design consists of the 960 triples with difference vector $\mathbf{v}_{7}=(2,3,3)$ and the 480 triples with difference vector $\mathbf{v}_{10}=(3,3.4)$, where $y_{2}=1 / 1440, y_{3}=9 / 1440, y_{4}=3 / 1440$ and $y_{1}=y_{5}=0$. Thus $a_{\mathbf{v}_{7}}=a_{\mathbf{v}_{1},}=1 / 1440$ and $a_{\mathbf{v}_{i}}=0$ for $j=1,2,3,4,5,6,8,9$. The maximum obtainable determinant is

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)=\left(\frac{13}{540}\right)^{15}
$$

As Example 5.1.10 shows, the optimal designs derived in this and the preceding sections can become very large as the number of attributes increases. The question of how many choice sets can be included in a stated choice experiment has been considered by various authors. Brazell and Louviere (1995) show that choice experiments with up to 128 choice sets can be effective in parameter estimation. In the next section, we investigate the $D$-efficiency of small designs obtained from a generalization of the constant difference construction in Section 4.2.3.

### 5.1.5 Exercises

1. Let $k=3$ and $m=4$. Give the 35 sets of 4 treatment combinations with 000 . Calculate the difference vector for each. Hence calculate the $c_{\mathbf{v}_{j}}$ and, for each $\mathbf{v}_{j}$, calculate the $x_{\mathbf{v}_{j}: i}$. Verify that the bound of Lemma 5.1 .1 is correct.
2. Use Lemma 5.1.1 when $k=3$ and $m=4$. Can you get more than one set of rows in this case?
3. Let $k=3$ and $m=4$. Evaluate $z, y_{1}, y_{2}$ and $y_{3}$. Hence give an expression for $\Lambda$.
4. If $m=2$ show that $y_{i}=a_{i}$.
5. Let $k=3$ and $m=4$. Using Theorem 5.1.1 give all the possible $D$-optimal designs for estimating main effects. Can you use a smaller subset of any of these to get a smaller design which is still D-optimal?
6. Let $k=3$ and $m=4$. Use Theorem 5.1.2 to give the $y_{i}$ that would correspond to the $D$-optimal designs for estimating main effects plus two-factor interactions. Do the $y_{i}$ correspond to an actual design? If so, give it. If not, try 2 or 3 designs "close to" the optimal $y_{i}$ and compare them. Which would you recommend?

### 5.2 SMALL OPTIMAL AND NEAR-OPTIMAL DESIGNS FOR LARGER CHOICE SET SIZES

In this section, we give constructions for small optimal and near-optimal designs for choice sets of size $m$. The results are an extension of results in Section 4.2, where we gave constructions for optimal and near-optimal designs for estimating main effects only, and for estimating main effects plus two-factor interactions. Recall that the constructions there started with a fraction of resolution 3 (for estimating main effects only) or resolution 5 (for estimating main effects plus two-factor interactions). Pairs were formed by adding
one or more generators to the treatment combinations in the fraction, where the addition is performed component-wise modulo 2. Each generator gave rise to a set of pairs. We had to assume that all contrasts other than the ones we were estimating were 0 however. So $B_{a}$ contains all the contrasts that not in $B_{h}$ and $B_{r}$ is empty.

### 5.2.1 The Model for Main Effects Only

When estimating main effects only, for each attribute there must be at least one generator with a 1 in the corresponding position. Using one generator consisting of all 1 s , which is equivalent to using the resolution 3 fraction and its foldover, results in a $D$-optimal design in a minimum number of pairs, in which all main effects can be estimated.

The next result gives generators for small optimal designs for estimating main effects when $m \geq 2$.

## - THEOREM 5.2.1.

Let $F$ be a fractional factorial design of resolution at least 3 and with $k$ factors. Let $G$ be a set of generators $G=\left(\mathbf{g}_{1}, \mathbf{g}_{2}, \ldots, \mathbf{g}_{m}\right)$, where each $\mathbf{g}_{i}$ is a binary $k$-tuple, and $\mathbf{g}_{1}=0$. Let $\mathbf{v}=\left(d_{1}, d_{2}, \ldots, d_{m(m-1) / 2}\right)$ be the difference vector consisting of all the pairwise differences between the generators in $G$, where

$$
\sum_{i=1}^{m(m-1) / 2} d_{i}= \begin{cases}\left(m^{2}-1\right) k / 4, & \text { modd } \\ m^{2} k / 4, & \text { meven } .\end{cases}
$$

Then the choice sets given by $\left(F, F+\mathbf{g}_{2}, \ldots, F+\mathbf{g}_{m}\right)$, where the addition is done component-wise modulo 2 , are optimal for estimating main effects only.

Proof. Let $|F|=2^{k-p}$ and let $B_{F}$ be the columns of $B_{M}$ corresponding to the treatment combinations in $F$. Thus $B_{F} B_{F}^{\prime}=\frac{2^{k-p}}{2^{k}} I_{k}$. Let $D_{\mathbf{g}}$, be the diagonal matrix with an entry of 1 in position $j$ if the $j$ th entry of $\mathbf{g}_{i}$ is 0 and an entry of -1 in position $j$ if the $j$ th entry of $\mathbf{g}_{i}$ is 1 . Then $D_{\mathbf{g}_{i}} B_{F}$ has the same columns as the columns of $B_{M}$ for the treatment combinations in $F+\mathbf{g}_{i}$.

We construct the choice sets from $F$ by adding the generators to $F$. using modulo 2 arithmetic. Then the choice sets are ( $F, F+\mathbf{g}_{2}, \ldots, F+\mathbf{g}_{m}$ ), where each row represents a choice set. Let $N$ be the number of choice sets of size $m$ (hence $N=2^{k-p}$ if there are no repeated choice sets) and let $n_{u v}$ be the number of choice sets that contain the pair of treatment combinations $u, v$. This number may be 0 if at least one of $u$ and $v$ does not appear in the choice sets. Let $n_{u v, c d}$ be the number of choice sets which contain $u$ and $v$ in columns $c$ and $d$ (unordered). Then $n_{u v}=\sum_{c, d} n_{u v, c d}$, and we define $n_{u u}=-\sum_{v \neq u} n_{u v}$. Then the values $n_{u v}$ and $n_{u u}$ are the entries of $m^{2} N \Lambda$.

Consider two columns $c$ and $d$. Then we know that column $c$ contains the treatment combinations in $F+\mathbf{g}_{c}$ (in some order) and column $d$ contains the treatment combinations in $F+\mathbf{g}_{d}$ in some order. If $F+\mathbf{g}_{c}=F+\mathbf{g}_{d}$, then $\mathbf{g}_{c}+\mathbf{g}_{d} \in F$ and we can write $F$ as $F_{1} \cup\left(F_{1}+\mathbf{g}_{c}+\mathbf{g}_{d}\right)$. Then, using this order for the elements of $F$, we have that the submatrix of $\Lambda$ corresponding to the elements in $F$ can be written as (reordering rows and columns if necessary)

$$
\Lambda_{c d}=\frac{1}{m^{2} 2^{k-p}}\left[\begin{array}{ccc}
I_{2^{k-p-1}} & -I_{2^{k-p-1}} & 0_{2^{k-r}-1,2^{k}-2^{k-p}} \\
-I_{2^{k-p-1}} & I_{2^{k-p-1}} & 0_{2^{k-p-1}, 2^{k}-2^{k-p}} \\
\mathbf{0}_{2^{k}-2^{k-r}, 2^{k-p-1}} & 0_{2^{k}-2^{k-r}, 2^{k-p-1}} & \mathbf{0}_{2^{k}-2^{k-p}, 2^{k}-2^{k-p}}
\end{array}\right]
$$

since we know that each treatment combination in $F$ gives rise to a distinct choice set. We can write $B_{M}$ as $B_{M}=\left[\begin{array}{llll}B_{F_{1}} & D_{\mathbf{g},+g_{d}} B_{F_{1}} & B_{\bar{F}}\end{array}\right]$. Now

$$
B_{F_{1}} B_{F_{1}}^{\prime}=\frac{2^{k-p-1}}{2^{k}} I_{k} ;
$$

so

$$
\left.\begin{array}{rl}
\left(m^{2} 2^{k-p}\right) B_{M} \Lambda_{c d} B_{M}^{\prime}= & B_{F_{1}} B_{F_{1}}^{\prime}-D_{\mathbf{g}_{d}+\mathbf{g}_{d}} B_{F_{1}} B_{F_{1}}^{\prime} \\
& +D_{\mathbf{g}^{\prime}+\mathbf{g}_{t}} B_{F_{1}} B_{F_{1}}^{\prime} D_{\mathbf{g}}+\mathbf{g}_{d}
\end{array}\right) B_{F_{1}} B_{F_{1}}^{\prime} D_{\mathbf{g}+\mathbf{g}_{d}} .
$$

If $\mathbf{g}_{c}+\mathbf{g}_{d} \notin F$, then the same argument establishes that

$$
B_{M} \Lambda_{c l} B_{M}^{\prime}=\frac{2^{k-p+1}}{2^{k}} \times \frac{1}{m^{2} 2^{k-p}}\left(I_{k}-D_{\mathrm{g}+\mathrm{g}_{t}}\right)
$$

Now we know that

$$
\sum_{i=1}^{m(m-1) / 2} d_{i}= \begin{cases}\left(m^{2}-1\right) k / 4, & m \text { odd } \\ m^{2} k / 4, & m \text { even }\end{cases}
$$

Consider the contribution to the $\sum_{i} d_{i}$ in a choice set from just one attribute. The attribute will have $x 0 \mathrm{~s}$ and $(m-x)$ 1s to give a total of $x(m-x)$. This contribution is maximized by having $m / 21 \mathrm{~s}$ and $m / 20 \mathrm{~s}$ for $m$ even, and $(m-1) / 20 \mathrm{~s}$ and $(m+1) / 2$ is (or vice versa) for $m$ odd. Thus the maximum contribution to $\sum_{i} d_{i}$ from any one attribute is $m^{2} / 4$ for $m$ even and $\left(m^{2}-1\right) / 4$ for $m$ odd. Thus we see that each attribute must contribute exactly this amount to $\sum_{i} d_{i}$ for the optimal designs.

Suppose $m=2 m_{1}+1$. Now $\sum_{c, d} D_{\mathbf{g}+\mathbf{g}_{d}}$ is summing $\binom{m_{1}}{2}+\binom{m_{1}+1}{2}$ entries of 1 in each diagonal position and $m_{1}\left(m_{1}+1\right)$ entries of -1 in each diagonal position. Thus, if $m$ is odd,

$$
\sum_{c, d} D_{\mathbf{g}_{c}+\mathbf{g}_{d}}=\left(\binom{m_{1}}{2}+\binom{m_{1}+1}{2}-m_{1}\left(m_{1}+1\right)\right) I_{k}=-\frac{m-1}{2} I_{k}
$$

Similarly, if $m$ is even,

$$
\sum_{c, d} D_{\mathrm{g}_{t}+\mathrm{g}_{d}}=-\frac{m}{2} I_{k}
$$

Suppose that none of the $\mathbf{g}_{i}$ is in $F$ and that $\mathbf{g}_{c}+\mathbf{g}_{d} \notin F$ for any pair $c$ and $d$. Let $A$ be the set of treatment combinations that appear in the choice experiment. Then

$$
\left(m^{2} 2^{k-p}\right)\left[\begin{array}{lllll}
B_{F} & D_{\mathbf{g}_{2}} B_{F} & \ldots & D_{\mathbf{g}_{c}+\mathbf{g}_{d}} B_{F} & B_{\bar{A}}
\end{array}\right] \sum_{c . d} \Lambda_{c d}\left[\begin{array}{c}
B_{F}^{\prime} \\
B_{F}^{\prime} D_{\mathbf{g}_{2}} \\
\vdots \\
B_{F}^{\prime} D_{\mathbf{g}_{i}, \mathbf{g}_{d}} \\
B_{A}^{\prime}
\end{array}\right]
$$

$$
\begin{aligned}
& =\sum_{c, d}\left(\frac{2^{k-n+1}}{2^{k}}\left(I_{k}-D_{\mathbf{g}}+\mathbf{g}_{k}\right)\right) \\
& = \begin{cases}\frac{2^{k-p+1}}{2^{k}}\left(\binom{m}{2}+\frac{m-1}{2}\right) I_{k}, & m \text { odd }, \\
\frac{2^{k-p+1}}{2^{k}}\left(\binom{m}{2}+\frac{m}{2}\right) I_{k}, & m \text { even }\end{cases} \\
& = \begin{cases}\frac{2^{k-p+1}}{2^{k}} \times \frac{m^{2}-1}{2} I_{k}, & m \text { odd } \\
\frac{2^{k-n+1}}{2^{k}} \times \frac{m^{2}}{2} I_{k}, & m \text { even } .\end{cases}
\end{aligned}
$$

Thus we have

$$
C_{M}= \begin{cases}\frac{m^{2}-1}{m^{2} 2^{k}} I_{k}, & m \text { odd } \\ \frac{1}{2^{k}} I_{k}, & m \text { even }\end{cases}
$$

as required.
Now suppose that, for at least one pair of columns, the number of pairs is $2^{k-p-1}$ (that is, $F+\mathbf{g}_{c}=F+\mathbf{g}_{d}$ for some $c, d$ ). Then we see that

$$
N B_{M} \Lambda_{c d} B_{M}^{\prime}=\frac{2^{k-p}}{2^{k}}\left(I_{k}-D_{\mathbf{g}+\mathbf{g}_{d}}\right)
$$

Although this works out for the pairs, once the pairs are considered as part of the larger choice sets, then the pairs will in fact appear twice and so we need to use

$$
2 N B_{M} \Lambda_{c d} B_{M}^{\prime}=\frac{2^{k-p+1}}{2^{k}}\left(I_{k}-D_{\mathbf{g}_{c}+\mathbf{g}_{d}}\right)
$$

when evaluating $C_{M}$. Thus the proof from before can be used.
The only situation that is not covered by the above proof is when $m$ is a power of 2 . In that case, the optimal set of generators must form a subgroup and the choice sets are this subgroup and its distinct cosets formed by adding elements of $F$. Making this observation, a straightforward modification of the proof above establishes the result.

## ■ EXAMPLE 5.2.1.

Let $m=5$ and $k=9$. To obtain an optimal design for estimating main effects, we require a fraction $F$ of the $2^{9}$ factorial which has resolution at least 3 . The 16 treatment combinations given in the first column of Table 5.7 are a $1 / 32$ fraction of resolution 3 with defining contrast $I \equiv B C E \equiv C D F \equiv A C G \equiv A B H \equiv A D J$. To obtain the choice sets, we need $m=5$ generators $G=\left(\mathbf{g}_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right)$, where $g_{1}=\mathbf{0}$, so that the differences in the difference vector sum to $\left(m^{2}-1\right) k / 4=6 k=54$. One set of generators that satisfies this condition is

$$
G=(000000000,000000111,111111000,000111111,111111111)
$$

which has the difference vector $(3,3,3,3,6,6,6,6,9,9)$. The 16 choice sets are given by $\left(F, F+\mathbf{g}_{2}, F+\mathrm{g}_{3}, F+\mathrm{g}_{4}, F+\mathrm{g}_{5}\right)$, where the addition is done component-wise modulo 2. The choice sets are given in Table 5.7, where the choice sets are represented by the rows. The $B$ matrix has one row for each of the 9 main effects and 80 columns for the treatment combinations. This matrix is normalized by dividing the entries by $\sqrt{2^{9}}$. The $C_{M}$ matrix for these choice sets is $\frac{3}{1600} I_{9}$, and the design is therefore $100 \%$ efficient.

Table 5.7 Optimal Choice Sets for Estimating Main Effects Only for $m=5$ and $k=9$.

| $F$ | $F+\mathbf{g}_{2}$ | $F+\mathbf{g}_{3}$ | $F+\mathbf{g}_{4}$ | $F+\mathbf{g}_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| 000000000 | 000000111 | 111111000 | 0001111111 | 111111111 |
| 000101001 | 000101110 | 111010001 | 000010110 | 111010110 |
| 001011100 | 001011011 | 110100100 | 001100011 | 110100011 |
| 001110101 | 001110010 | 110001101 | 001001010 | 110001010 |
| 010010010 | 010010101 | 101101010 | 010101101 | 101101101 |
| 010111011 | 010111100 | 101000011 | 010000100 | 101000100 |
| 011001110 | 011001001 | 100110110 | 011110001 | 100110001 |
| 011100111 | 011100000 | 100011111 | 011011000 | 100011000 |
| 100000111 | 100000000 | 011111111 | 100111000 | 011111000 |
| 100101110 | 100101001 | 011010110 | 100010001 | 011010001 |
| 101011011 | 101011100 | 010100011 | 101100100 | 010100100 |
| 101110010 | 101110101 | 010001010 | 101001101 | 010001101 |
| 110010101 | 110010010 | 001101101 | 110101010 | 001101010 |
| 110111100 | 110111011 | 001000100 | 110000011 | 001000011 |
| 111001001 | 111001110 | 000110001 | 11110110 | 000110110 |
| 111100000 | 111100111 | 000011000 | 111011111 | 000011111 |

### 5.2.2 The Model for Main Effects and Two-Factor Interactions

To estimate main effects plus two-factor interactions in paired comparisons, a construction is given in Lemma 4.2.1. It starts with a resolution 5 (or greater) fraction of the complete $2^{k}$ factorial and a set of generators. The set of generators needs to satisfy two conditions:

1. For each attribute, there must be at least one generator with a 1 in the corresponding position (to estimate main effects);
2. For any two attributes there must be at least one generator in which the corresponding positions have a 0 and a 1 (to estimate the two-factor interactions).

These sets of generators are added to the fraction to obtain near-optimal pairs. This method can easily be extended to obtain near-optimal choice sets of size $m$.

Let $G_{j}=\left(\mathbf{g}_{1 j}, \mathbf{g}_{2 j}, \ldots, \mathbf{g}_{m j}\right)$, where $\mathbf{g}_{1 j}=\mathbf{0}$, be binary $k$-tuples which we will call generators. Let $\mathbf{v}_{j}=\left(d_{1 j}, d_{2 j}, \ldots, d_{m(m-1) / 2, j}\right)$ be the difference vector consisting of all the pairwise differences between the generators in $G_{j}$. The possible $\mathbf{v}_{j}$ vectors are those difference vectors determined in Theorem 5.1.2 for an optimal design for the particular values of $m$ and $k$. Thus the $G_{j}$ are not unique, and several different near-optimal designs are possible. The construction of the choice sets proceeds as follows:

1. Start with a resolution 5 (or greater) fraction $F$ of the complete $2^{k}$ factorial design. Let $F$ have $2^{k-p}$ treatment combinations.
2. Add the the elements of the set of generators, $G_{1}$, to $F$, where the addition is done component-wise modulo 2 , to form $2^{k-p}$ choice sets of size $m$.
3. Repeat step 2 to form another $2^{k-p}$ choice sets of size $m$, until all main effects and two-factor interactions can be estimated. Thus for each attribute there must be at least one generator with a 1 in the corresponding position (to estimate main effects) and,
for any two attributes, there must be at least one generator in which the corresponding positions have a 0 and a 1 (to estimate the two-factor interactions).
The number of times that step 2 is repeated will depend on the number of attributes and the choice set size. In some cases step 2 is only repeated once; so the number of choice sets required in this instance for a near-optimal design is $2^{k-p+1}$.

## ■ EXAMPLE 5.2.2.

Let $m=3$ and $k=4$. There are no fractions of the $2^{4}$ factorial which are resolution 5 ; so we must use the 16 treatment combinations from the complete factorial. These treatment combinations are given in the first column of Table 5.8. In Example 5.1.9, the difference vectors for the optimal designs are $(2,2,2)$ and $(2,3,3)$; so $\mathbf{g}_{2 j}$ and $\mathbf{g}_{3 j}$ must be chosen so that the difference vector for $G_{j}$ is either $(2,2,2)$ or $(2,3,3)$. We choose

$$
G_{1}=\left(0, \mathbf{g}_{21}, \mathbf{g}_{31}\right)=(0000,1100,0110) \text { with } \mathbf{v}_{1}=(2,2,2)
$$

and form $2^{\ell}=16$ triples by adding the elements of $G_{1}$ to $F$. From these we can estimate all the main effects and two-factor interactions except the main effect of the fourth attribute. So we repeat step 2 adding

$$
G_{2}=\left(\mathbf{0}, \mathbf{g}_{22}, \mathbf{g}_{32}\right)=(0000,1100,0111), \text { where } \mathbf{v}_{2}=(2,3,3),
$$

to $F$ to get an additional 16 triples. If we use $G_{2}$ only then the two-factor interaction between attributes 3 and 4 cannot be estimated. With both $G_{1}$ and $G_{2}$, all main effects and two-factor interactions can now be estimated; so we have no need to generate any more triples. The 32 triples shown in Table 5.8 form a design with

$$
\operatorname{det}\left(C_{M T}\right)=\left(\frac{1}{18}\right)^{8}\left(\frac{1}{36}\right)^{2}
$$

From Example 5.1.9, the maximum value of the determinant is

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)=\left(\frac{1}{20}\right)^{10}
$$

Thus the design in Table 5.8 is $96.73 \%$ efficient and is therefore near-optimal. This design is much smaller than the optimal design in Example 5.1 .9 which consists of 160 triples.

### 5.2.3 Dominating Options

If all the binary attributes involved in an experiment have ordered levels, so that 1 is preferred 0 , say, by all respondents, then we see that $000 \ldots 0$ will never be chosen in any choice set in which it appears and $111 \ldots 1$ will be chosen in every choice set in which it appears. For the estimation of main effects it is not possible to have choice sets in which, effectively, only a subset of the $k$ attributes are involved and the remaining attributes have the same levels for all options in the choice set. So provided we work with a fractional factorial which does not contain $000 \ldots 0$ or $111 \ldots 1$ and do not add any generator which results in either of these two treatment combinations then dominating alternatives are not an issue in this situation.

If we want to estimate main effects and two-factor interactions optimally, then we will need to consider fractions and sets of generators on a case-by-case basis. For example, for the triples in Table 5.4 we see that only 2 of the 8 triples with difference vector $\mathbf{v}_{3}$ do not have a dominated or dominating option and that 12 of the 24 triples with difference vector $\mathbf{v}_{2}$ do not have such an option.

Table 5.8 Near-Optimal Choice Sets for Estimating Main Effects and Two-Factor Interactions for $m=3$ and $k=4$.

| $F$ | $F+\mathbf{g}_{21}$ | $F+\mathbf{g}_{31}$ | $F$ | $F+\mathbf{g}_{22}$ | $F+\mathbf{g}_{32}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | 1100 | 0110 | 0000 | 1100 | 0111 |
| 0001 | 1101 | 0111 | 0001 | 1101 | 0110 |
| 0010 | 1110 | 0100 | 0010 | 1110 | 0101 |
| 0011 | 1111 | 0101 | 0011 | 1111 | 0100 |
| 0100 | 1000 | 0010 | 0100 | 1000 | 0011 |
| 0101 | 1001 | 0011 | 0101 | 1001 | 0010 |
| 0110 | 1010 | 0000 | 0110 | 1010 | 0001 |
| 0111 | 1011 | 0001 | 0111 | 1011 | 0000 |
| 1000 | 0100 | 1110 | 1000 | 0100 | 1111 |
| 1001 | 0101 | 1111 | 1001 | 0101 | 1110 |
| 1010 | 0110 | 1100 | 1010 | 0110 | 1101 |
| 1011 | 0111 | 1101 | 1011 | 0111 | 1100 |
| 1100 | 0000 | 1010 | 1100 | 0000 | 1011 |
| 1101 | 0001 | 1011 | 1101 | 0001 | 1010 |
| 1110 | 0010 | 1000 | 1110 | 0010 | 1001 |
| 1111 | 0011 | 1001 | 1111 | 0011 | 1000 |

### 5.2.4 Exercises

1. Let $k=6$ and $m=3$. Using Theorem 5.2.1, find a set of triples that is optimal for estimating main effects.
2. Let $k=5$ and $m=5$. Find a choice experiment in which all main effects and two-factor interactions can be estimated.

### 5.3 REFERENCES AND COMMENTS

Most of the results in this chapter originally appeared in Burgess and Street (2003). Readers can find software to construct choice sets from an initial factorial design and sets of generators, as well as calculate the corresponding information matrix and variance-covariance matrix, at the following website: http://maths.science.uts.edu.au/maths/wiki/SPExpts.

The need for designs that perform well but have a smaller number of choice sets is partly a cognitive issue (see Iyengar and Lepper (2000), Schwartz et al. (2002), and Iyengar et al. (2004)), and partly a cost issue.
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## CHAPTER 6

# DESIGNS FOR ASYMMETRIC ATTRIBUTES 

In this chapter we extend the results of the previous two chapters from binary attributes to attributes with any number of levels. There is no requirement that all the attributes in a particular situation have the same number of levels.

We begin by considering an example of a choice experiment with asymmetric attributes from Maddala et al. (2002).

## EXAMPLE 6.0.1.

There are 6 atributes with $3,4,5,3,5$, and 2 levels, respectively, in a choice experiment examining preferences for HIV testing methods. The attributes, together with the attribute levels, are given in Table 6.1, and one choice set from the study is given in Table 6.2. Each respondent was presented with 11 choice sets and, for each of these, was asked to choose one of two options. The respondents were all surveyed at HIV testing locations and so a forced choice experiment was appropriate.

Thus we are considering the design of experiments in which options are described by $k$ attributes and the $q$ th attribute has $\ell_{q} \geq 2$ levels. The choice sets may have any number of options, denoted by $m \geq 2$, although all choice sets in a particular experiment have all choice sets of the same size; choice experiments in which choice sets may have different sizes, and the optimal choice set size, are considered in Section 7.2. Once again we are only considering forced choice experiments; choice experiments in which "none" is an option are considered in Section 7.1.1. Throughout this chapter, we assume there are $k$ attributes, that the $q$ th attribute has $\ell_{q}$ levels which are $0,1, \ldots, \ell_{q}-1$ for $q=1 \ldots, k$ and that $L=\prod_{q=1}^{k} \ell_{q}$ is the number of possible treatment combinations.

Table 6.1 Attributes and Levels for the Study Examining Preferences for HIV Testing Methods

| Attribute | Attribute Levels |
| :--- | :--- |
| Location | Doctor's office <br>  <br>  <br>  <br>  <br> Public clinic <br> Home |
| Price | $\$ 0$ |
|  | $\$ 10$ |
|  | $\$ 50$ |
|  | $\$ 100$ |


| Sample collection | Draw blood <br> Swab mouth |
| :--- | :--- |
|  | Urine sample |
| Prick finger |  |

Timeliness/accuracy Results in 1-2 weeks; almost always accurate immediate results; almost always accurate immediate results; less accurate

| Privacy/anonymity | Only you know; not linked <br> Phones; not linked <br> In person; not linked <br> Phone; linked <br> In person; linked |
| :--- | :--- |
| Counseling | Talk to a counselor <br> Read brochure and then talk to counselor |

Table 6.2 One Choice Set from the Study Examining Preferences for HIV Testing Methods

| Attribute | Option A | Option B |
| :--- | :--- | :--- |
| Location | Doctor's office | Public clinic |
| Price | \$100 | $\$ 0$ |
| Sample collection | Swab mouth | Urine sample |
| Timeliness/accuracy | Results in 1-2 weeks; <br> immediate results; <br> almost always accurate |  |
| less accurate |  |  |
| Privacy/anonymity | In person; not linked | Only you know; not linked |
| Counseling | Talk to a counselor <br> to | Read brochure and then talk <br> counselor |

Suppose that you have already narrowed down your choice of HIV testing methods to the two alternatives above. Which of these two would you choose? (tick one only)

Option A $\bigcirc$
Option B $\bigcirc$

In Chapter 5 we defined a difference vector which did not differentiate between the attributes since all attributes had two levels. For asymmetric attributes, we define a difference vector which records the differences by attributes. We then derive a general expression for the information matrix $\Lambda$ and use that to determine the optimal designs for estimating main effects only. We do not determine the optimal designs for main effects and two-factor interactions, but we do give an expression for the determinant (to allow comparison of designs), and some tables giving the optimal designs for small values of $k, m$, and $\ell_{q}$, $q=1, \ldots, k$.

### 6.1 DIFFERENCE VECTORS

In Section 5.1.1, we defined a difference vector for choice sets in which all the attributes had two levels. We now define the difference vector for a choice set with options described by $k$ asymmetric attributes with levels $\ell_{1}, \ell_{2}, \ldots, \ell_{k}$. We are interested in the number of attributes with equal levels and the number with different levels in the choice set, as this is linked to how efficiently main effects and interaction effects can be estimated. In a choice set of size $m$ there are $\binom{m}{2}$ pairs of options (or treatment combinations) in the choice set and we record the pairwise differences between the attributes in a difference vector. For example, for treatment combinations 2401 and 1403, the levels of the first and fourth attributes are different while the levels of the second and third attributes are the same. We write this difference as 1001 . Thus each entry in the difference vector is a binary $k$-tuple which indicates whether the levels of the attributes are the same or different. (When all attributes are binary we merely record the sum of the entries in each $k$-tuple and not the $k$-tuple itself; see Section 5.1.1.) We assume that all choice sets with a particular difference vector are either all in the experiment or none of them is included.

In general, let

$$
\mathbf{v}=\left(\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{m(m-1) / 2}\right)
$$

be a difference vector, where

$$
\mathbf{d}_{r}=i_{1} i_{2} \ldots i_{k} \text { for } r=1,2, \ldots,\binom{m}{2}
$$

and

$$
i_{q}= \begin{cases}1 & \begin{array}{l}
\text { if the levels of attribute } q \text { are different in the } r \text { th pairwise } \\
\text { comparison of two treatment combinations in the choice set, }
\end{array} \\
0 & \text { otherwise }\end{cases}
$$

Since we can write the treatment combinations in the choice set in any order, the order of the comparison of pairs of treatment combinations is not important; so we assume that any difference vector has $\mathbf{d}_{1} \leq \mathbf{d}_{2} \leq \cdots \leq \mathbf{d}_{m(m-1) / 2}$.

## © EXAMPLE 6.1.1.

Suppose $m=3$ and that there are $k=2$ attributes with levels $\ell_{1}=2$ and $\ell_{2}=3$. We consider the attribute differences in all the pairwise comparisons of treatment combinations in the choice set $(00,10,12)$. The first and second treatment combinations have the first attribute different and the second attribute the same; so that entry in the difference vector is $\mathbf{d}_{1}=10$. The first and third treatment combinations have both attributes different; so that entry in the difference vector is $\mathbf{d}_{2}=11$. When comparing the second and third
treatment combinations, only the second attribute is different; so the final entry in the difference vector is $\mathbf{d}_{3}=01$. Thus the difference vector for choice set $(00,10,12)$ is $\mathbf{v}=$ $\left(\mathbf{d}_{1}, \mathbf{d}_{2}, \mathbf{d}_{3}\right)=(10,11,01)$ which we write as $\mathbf{v}=(01,10,11)$.

$$
\underbrace{0 \overbrace{0,1}^{d_{1}=10, d_{0,1}=01} 2}_{d_{2}=11}
$$

Choice sets $(00,10,12)$ and $(01,02,11)$ have difference vectors $(10,11,01)$ and $(01,10,11)$, respectively. These difference vectors are considered to be the same, since we can reorder the options in a choice set, and both are written as $(01,10,11)$. However, the entries 01 and 10 in the difference vector denote which factor is different and are not considered to be the same. In Table 6.3 we list all the $\binom{6}{3}=20$ choice sets of size 3 (or triples) together with the corresponding difference vector.

Table 6.3 All Possible Choice Sets when $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$

| Choice Set | Difference Vector | Choice Set | Difference Vector |
| :--- | :---: | :---: | :---: |
| $(00,01,02)$ | $(01,01,01)$ | $(01,02,10)$ | $(01,11,11)$ |
| $(00,01,10)$ | $(01,10,11)$ | $(01,02,11)$ | $(01,10,11)$ |
| $(00,01,11)$ | $(01,10,11)$ | $(01,02,12)$ | $(01,10,11)$ |
| $(00,01,12)$ | $(01,11,11)$ | $(01,10,11)$ | $(01,10,11)$ |
| $(00,02,10)$ | $(01,10,11)$ | $(01,10,12)$ | $(01,11,11)$ |
| $(00,02,11)$ | $(01,11,11)$ | $(01,11,12)$ | $(01,10,11)$ |
| $(00,02,12)$ | $(01,10,11)$ | $(02,10,11)$ | $(01,11,11)$ |
| $(00,10,11)$ | $(01,10,11)$ | $(02,10,12)$ | $(01,10,11)$ |
| $(00,10,12)$ | $(01,10,11)$ | $(02,11,12)$ | $(01,10,11)$ |
| $(00,11,12)$ | $(01,11,11)$ | $(10,11,12)$ | $(01,01,01)$ |

We now establish the upper bound for the sum of the differences in a difference vector for attribute $q$.

## - THEOREM 6.1.1.

For a particular difference vector $\mathbf{v}$, for a given $m$, the least upper bound for the sum of the differences for a particular attribute $q$ is

$$
S_{q}= \begin{cases}\left(m^{2}-1\right) / 4 & \ell_{q}=2, \text { modd }, \\ m^{2} / 4 & \ell_{q}=2, \text { meven }, \\ \left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right) / 2 & 2<\ell_{q}<m, \\ m(m-1) / 2 & \ell_{q} \geq m\end{cases}
$$

where positive integers $x$ and $y$ satisfy the equation $m=\ell_{q} x+y$ for $0 \leq y<\ell_{q}$.
Proof. The upper bound for the sum of the differences for two-level attributes for $m$ odd and even has been established in Lemma 5.1.1. When $\ell_{q} \geq m$, there are enough levels of the factor so that the level can change in each treatment in the choice set. There are $\binom{m}{2}$ entries in the difference vector and, in this case, each entry will be 1 . Therefore the maximum sum of the differences is $\binom{m}{2}$.

When $2<\ell_{q}<m$, we write the treatment combinations in the choice set as the rows of an $m \times k$ array. Suppose that, in column $q$ of this array, $p_{1}$ of the entries are $0, p_{2}$ of the entries are 1 , and so on until $p_{\ell_{\|}}$of the entries are $\ell_{q}-1$. where $\sum_{i=1}^{\ell_{q}} p_{i}=m$. By looking at the pairwise differences between the entries in column $q$, the contribution to the sum of the differences $S_{q}$ is

$$
\sum_{i=1}^{\ell_{4}-1} \sum_{j=i+1}^{\ell_{i}} p_{i} p_{j}=\frac{1}{2} \sum_{i=1}^{\ell_{q}} p_{i}\left(m-p_{i}\right)=\frac{1}{2} m^{2}-\frac{1}{2} \sum_{i=1}^{\ell_{q}} p_{i}^{2}
$$

We wish to maximize $\left(m^{2}-\sum_{i=1}^{\ell_{i \prime}} p_{i}^{2}\right) / 2$ subject to the constraint $\sum_{i=1}^{\ell_{i}} p_{i}=m$, and we do this by minimizing $\sum_{i=1}^{\ell_{1 \prime}} p_{i}^{2}$.

Now the global minimum has $p_{i}=m / \ell_{q}$. Suppose $m=\ell_{q} x+y$. Then

$$
b_{1} p_{i} \text { s are equal to }\left\lfloor m / \ell_{q}\right\rfloor=x
$$

and

$$
b_{2} p_{i} \text { s are equal to }\left\lfloor m / \ell_{q}\right\rfloor+1
$$

where $b_{1}+b_{2}=\ell_{q}$. Thus

$$
\ell_{q} x+y=m=b_{1} x+b_{2}(x+1)
$$

Hence $b_{2}=y$ and $b_{1}=\ell_{q}-y$, and the minimum value of $\sum_{i=1}^{\ell_{i n}} p_{i}^{2}$ is

$$
\sum_{i=1}^{\ell_{\eta}} p_{i}^{2}=b_{1} x^{2}+b_{2}(x+1)^{2}=\ell_{q} x^{2}+2 x y+y
$$

Hence, for column (or attribute) $q$, the maximum contribution to $S_{q}$ is

$$
\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right) / 2 \text { where } m=\ell_{q} x+y
$$

## ■ EXAMPLE 6.1.2.

Let $m=3$ and $k=2$ with $\ell_{1}=2$ and $\ell_{2}=3$. Considering Table 6.3 , we see that the possible difference vectors are $(01,01,01)$ with $S_{1}=0+0+0=0$ and $S_{2}=1+1+1=3$; $(01,10,11)$ with $S_{1}=0+1+1=2$ and $S_{2}=1+0+1=2$; and $(01,11,11)$ with $S_{1}=0+1+1=2$ and $S_{2}=1+1+1=3$. Using Theorem 6.1.1, the upper bound for the attribute with two levels is $S_{1}=\left(m^{2}-1\right) / 4=2$ and for the attribute with three levels $S_{2}=m(m-1) / 2=3$. Only the difference vector $(01,11,11)$ achieves the upper bound for both attributes.

## EXAMPLE 6.1.3.

Let $m=4$ and $k=2$ with $\ell_{1}=2$ and $\ell_{2}=3$. All possible choice sets and corresponding difference vectors are shown in Table 6.4. The possible difference vectors are $(01,01,01,10,11,11)$ with $S_{1}=0+0+0+1+1+1=3$ and $S_{2}=1+1+1+0+1+1=5$; $(01,01,10,10,11,11)$ with $S_{1}=0+0+1+1+1+1=4$ and $S_{2}=1+1+0+0+1+1=4$; $(01,01,10,11,11,11)$ with $S_{1}=0+0+1+1+1+1=4$ and $S_{2}=1+1+0+1+1+1=5$. Using Theorem 6.1.1, the upper bound for the attribute with two levels is $S_{1}=m^{2} / 4=4$. Now $2<\ell_{2}<m$ so we solve $4=3 x+y$ for $x$ and $y$. Thus $x=y=1$ and the upper bound for the attribute with 3 levels is $S_{2}=\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right) / 2=5$. Only the final difference vector achieves the upper bound for both attributes.

Table 6.4 All Possible Choice Sets when $m=4, k=2, \ell_{1}=2$, and $\ell_{2}=3$

| Choice Set | Difference Vector | Choice Set | Difference Vector |
| :---: | :---: | :---: | :---: |
| $(00,01,02,10)$ | $(01,01,01,10,11,11)$ | $(01,02,10,11)$ | $(01,01,10,11,11,11)$ |
| $(00,01,02,11)$ | $(01,01,01,10,11,11)$ | $(01,02,10,12)$ | $(01,01,10,11,11,11)$ |
| $(00,01,02,12)$ | $(01,01,01,10,11,11)$ | $(01,02,11,12)$ | $(01,01,10,10,11,11)$ |
| $(00,01,10,11)$ | $(01,01,10,10,11,11)$ | $(01,10,11,12)$ | $(01,01,01,10,11,11)$ |
| $(00,01,10,12)$ | $(01,01,10,11,11,11)$ | $(02,10,11,12)$ | $(01,01,01,10,11,11)$ |
| $(00,01,11,12)$ | $(01,01,10,11,11,11)$ |  |  |
| $(00,02,10,11)$ | $(01,01,10,11,11,11)$ |  |  |
| $(00,02,10,12)$ | $(01,01,10,10,11,11)$ |  |  |
| $(00,02,11,12)$ | $(01,01,10,11,11,11)$ |  |  |
| $(00,10,11,12)$ | $(01,01,01,10,11,11)$ |  |  |

For particular values of $m$ and $k$, there are usually several difference vectors. We denote these by $\mathbf{v}_{j}$ and add a subscript $j$ to the previous definitions of the difference vector entries. Thus

$$
\mathbf{v}_{j}=\left(\mathbf{d}_{1 j}, \mathbf{d}_{2 j}, \ldots, \mathbf{d}_{m(m-1) / 2, j}\right)
$$

where $\mathrm{d}_{u j}=i_{1} i_{2} \ldots i_{k}$ and $i_{q}=1$ or 0 as before. As we said above, in this chapter we restrict the set of competing designs so that all the choice sets with a particular difference vector appear equally often.

As in Section 5.1.1, we define four scalars that are needed subsequently.

1. $c_{\mathbf{v}_{j}}$ is the number of choice sets containing the treatment $00 \ldots 0$ with the difference vector $\mathbf{v}_{j}$.
2. $x_{\mathbf{v}_{j} ; \text { d }}$ is the number of times the difference $\mathbf{d}$ appears in the difference vector $\mathbf{v}_{j}$. Then $\sum_{\mathbf{d}} x_{\mathbf{v}_{i} ; \mathbf{d}}=\binom{m}{2}$, since this is the total number of entries in $\mathbf{v}_{j}$.
3. $i_{\mathbf{v}_{i}}$ is an indicator variable, where

$$
i_{\mathbf{v}_{j}}= \begin{cases}0 & \text { if no choice sets have the difference vector } \mathbf{v}_{j} \\ 1 & \text { if all the choice sets with the difference vector } \mathbf{v}_{j} \text { appear } \\ \text { in the choice experiment. }\end{cases}
$$

At least one of the $i_{\mathbf{v}_{j}}$ values must be non-zero, otherwise the experiment contains no choice sets.
4. $a_{\mathbf{v}_{j}}=i_{\mathbf{v}_{j}} / N$.

Using these definitions we see that the total number of choice sets, $N$, is given by

$$
N=\frac{L}{m} \sum_{j} c_{\mathbf{v}_{i}} i_{\mathbf{v}_{i}}
$$

EXAMPLE 6.1.4.
Let $m=3, k=2$ with $\ell_{1}=2$ and $\ell_{2}=3$. Using all treatment combinations from
the complete $2 \times 3$ factorial, there are $\binom{6}{3}=20$ distinct choice sets of size 3 , two with difference vector $\mathbf{v}_{1}=(01,01,01), 12$ with difference vector $\mathbf{v}_{2}=(01,10,11)$ and 6 with difference vector $\mathbf{v}_{3}=(01,11,11)$. Table 6.5 is Table 6.3 reordered to show all the choice sets associated with each of the difference vectors. Consider the choice sets containing the treatment combination 00; (00,01,02) with difference vector $\mathrm{v}_{1} ;(00,01,10)$, $(00,01,11)$, $(00,02,10),(00,02,12),(00,10,11)$ and $(00,10,12)$ with difference vector $\mathrm{v}_{2}$; and $(00,01,12)$, $(00,02,11)$ and $(00,11,12)$ with difference vector $\mathbf{v}_{3}$. Thus we have

$$
c_{\mathbf{v}_{1}}=1, \quad c_{\mathbf{v}_{2}}=6, \text { and } c_{\mathbf{v}_{3}}=3
$$

Now we consider the $x_{\mathbf{v}_{j} ; \mathrm{d}}$ values. For $\mathbf{v}_{1}$ the only possible value of d is 01 , which appears 3 times; so $x_{\mathbf{v}_{1} ; 01}=3$. The $x_{\mathbf{v}_{j} ; \text { d }}$ values are given below.

$$
\begin{array}{lll}
x_{v_{1} ; 01}=3 & x_{v_{2} ; 01}=1 & x_{v_{3} ; 01}=1 \\
x_{v_{1}: 10}=0 & x_{v_{2} ; 10}=1 & x_{v_{3}: 10}=0 \\
x_{v_{1}: 11}=0 & x_{v_{2} ; 11}=1 & x_{v_{3 ; 11}=2} \\
\sum_{\mathbf{d}} x_{\mathbf{v}_{1}: \mathbf{d}}=3 & \sum_{\mathbf{d}} x_{\mathbf{v}_{2} ; \mathbf{d}}=3 & \sum_{\mathbf{d}} x_{\mathbf{v}_{3}: \mathbf{d}}=3 .
\end{array}
$$

Table 6.5 All Possible Triples when $k=2, \ell_{1}=2$, and $\ell_{2}=3$ Sorted by Difference Vector

| $\mathbf{v}_{1}=(01,01,01)$ | $\mathbf{v}_{2}=(01,10,11)$ | $\mathbf{v}_{3}=(01,11,11)$ |
| :---: | :---: | :---: |
| $(00,01,02)$ | $(00,01,10)$ | $(00,01,12)$ |
| $(10,11,12)$ | $(00,01,11)$ | $(00,02,11)$ |
|  | $(00,02,10)$ | $(00.11,12)$ |
|  | $(00,02,12)$ | $(01,02,10)$ |
|  | $(00,10,11)$ | $(01,10,12)$ |
|  | $(00,10,12)$ | $(02,10,11)$ |
|  | $(01,02,11)$ |  |
|  | $(01,02,12)$ |  |
|  | $(01,10,11)$ |  |
|  | $(01,11,12)$ |  |
|  | $(02,10,12)$ |  |
|  | $(02,11,12)$ |  |

### 6.1.1 Exercises

1. Give all the choice sets of size 3 when $k=2, \ell_{1}=2$, and $\ell_{2}=4$ and give the values of $c_{\mathbf{v}_{i}}$ and $x_{\mathbf{v}_{j} ; \mathbf{d}}$.
2. Let $m=2, k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=4$. Find the values of $S_{1}, S_{2}$, and $S_{3}$. Find all the possible values of $v$ and of $c_{v}$.
3. Let $m=3, k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=4$. Find the values of $S_{1}, S_{2}$, and $S_{3}$. Find all the possible values of $\mathbf{v}$ and of $c_{\mathbf{v}}$. (Hint: You do not need to find all ( $\left.\begin{array}{c}23 \\ 2\end{array}\right)$ triples with 000 to do this. Instead try counting differences.)

### 6.2 THE DERIVATION OF THE INFORMATION MATRIX $\Lambda$

The class of competing designs consists of all designs in which all choice sets with a given difference vector are either all included in the choice experiment or none of them is included.

The matrix of contrasts is unaffected by the choice set size. However, we need to derive the appropriate $\Lambda$ matrix.

From the results in Equations (3.4) and (3.5), we know that if we assume that

$$
\pi_{1}=\pi_{2}=\cdots=\pi_{L}=1
$$

(that is, all items are equally attractive, the usual null hypothesis), then

$$
\Lambda_{i_{1}, i_{1}}=\frac{m-1}{m^{2}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}}
$$

and

$$
\Lambda_{i_{1}, i_{2}}=-\frac{1}{m^{2}} \sum_{i_{3}<i_{4}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}}
$$

where

$$
\lambda_{i_{1}, i_{2}, \ldots, i_{m}}=\frac{n_{i_{1}, i_{2}, \ldots, i_{m}}}{N}
$$

and $n_{i_{1}, i_{2}, \ldots, i_{m}}$ indicates whether or not $\left(T_{i_{1}}, T_{i_{2}}, \ldots, T_{i_{m}}\right)$ is a choice set in the choice experiment. Thus the diagonal entries of $\Lambda$ are $(m-1) / m^{2}$ times the proportion of choice sets containing the treatment combination $T_{i_{1}}$ and the off-diagonal entries are $1 / \mathrm{m}^{2}$ times the negative of the proportion of choice sets containing both $T_{i_{1}}$ and $T_{i_{2}}$.

In Section 4.1.1, the general form of the $\Lambda$ matrix for $m=2$ was given as a linear combination of the identity matrix of order $2^{k}$ and the $D_{k, v}$ matrices. We want to do something similar here. The general form of $\Lambda$ is a linear combination of the identity matrix and some $D$ matrices. Now, however, the $D$ matrices need to indicate which attributes are different, not just that $v$ attributes are different.

We define $D_{\mathrm{d}}$ to be a $(0,1)$ matrix of order $L$ with rows and columns labeled by the treatment combinations, and with a 1 in position $(x, y)$ if the attribute differences between treatment combinations $x$ and $y$ are represented by the binary $k$-tuple d.

In general, $D_{\mathrm{d}}=M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}$, where

$$
M_{i_{q}}= \begin{cases}I_{\ell_{q}} & i_{q}=0 \\ J_{\ell_{q}}-I_{\ell_{q}} & i_{q}=1\end{cases}
$$

and $J_{\ell_{q}}$ is a matrix of 1 s of order $\ell_{q}$.

## 察 EXAMPLE 6.2.1.

Let $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$. The treatment combinations are $T_{1}=00, T_{2}=01$, $T_{3}^{\prime}=02, T_{4}^{\prime}=10, T_{5}=11, T_{6}=12$. From Example 6.1.4, we see that the distinct $d_{u}$
entries are 01,10 , and 11 ; so we need $D_{01}, D_{10}$, and $D_{11}$.

$$
\begin{aligned}
D_{01} & =M_{0} \otimes M_{1} \\
& =I_{\ell_{1}} \otimes\left(J_{\ell_{2}}-I_{\ell_{2}}\right) \\
& =I_{2} \otimes\left(J_{3}-I_{3}\right) \\
& =\left[\begin{array}{cccc}
J_{3}-I_{3} & 0 \\
0 & J_{3}-I_{3}
\end{array}\right] \\
& =\left[\begin{array}{llllll}
0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0
\end{array}\right] .
\end{aligned}
$$

This matrix tells us which pairs of treatment combinations have difference 01 . Thus we are considering all the pairs where the first attribute is the same and the second attribute is different. For example, the $(2,3)$ position is 1 , which means that the treatment combinations $T_{2}=01$ and $T_{3}=02$ have a difference of 01. Similarly,

$$
\begin{aligned}
D_{10} & =M_{1} \otimes M_{0} \\
& =\left(J_{\ell_{1}}-I_{\ell_{1}}\right) \otimes I_{\ell_{2}} \\
& =\left(J_{2}-I_{2}\right) \otimes I_{3} \\
& =\left[\begin{array}{cc}
0 & I_{3} \\
I_{3} & 0
\end{array}\right] \\
& =\left[\begin{array}{llllll}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
D_{11} & =M_{1} \otimes M_{1} \\
& =\left(J_{\ell_{1}}-I_{\ell_{1}}\right) \otimes\left(J_{\ell_{2}}-I_{\ell_{2}}\right) \\
& =\left(J_{2}-I_{2}\right) \otimes\left(J_{3}-I_{3}\right) \\
& =\left[\begin{array}{ccc}
0 & J_{3}-I_{3} \\
J_{3}-I_{3} & \mathbf{0}
\end{array}\right] \\
& =\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

In the following lemma we give the general form of the $\Lambda$ matrix for any choice set size for asymmetric attributes.

## LEMMA 6.2.1.

Under the usual null hypothesis

$$
\Lambda=\frac{m-1}{m^{2}} z I_{L}-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} D_{\mathbf{d}}
$$

where

$$
y_{\mathbf{d}}=\frac{2}{m \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i q}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathbf{d}}
$$

and

$$
z=\sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}}=\frac{1}{m-1} \sum_{\mathbf{d}}\left(\prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}\right) y_{\mathbf{d}} .
$$

The summations over $j$ and $\mathbf{d}$ are over all possible difference vectors $\mathbf{v}_{j}$ and all disinct difference vector entries d , respectively.

Proof. Thie diagonal elements of $\Lambda$ are

$$
\Lambda_{i_{1}, i_{1}}=\frac{m-1}{m^{2}} \sum_{i_{2}<i_{3}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}}
$$

where

$$
\begin{aligned}
\lambda_{i_{1}, i_{2}, \ldots, i_{m}} & =\frac{n_{i_{1}, i_{2}, \ldots, i_{m}}^{N}}{N} \\
& = \begin{cases}\frac{1}{N} & \text { if }\left(T_{i_{1}}, T_{i_{2}}, \ldots, T_{i_{m}}\right) \text { is a choice set } \\
0 & \text { in the choice experiment } \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

Summing the $\lambda_{i_{1}, i_{2}, \ldots, i_{m}}$ over $i_{2}, \ldots, i_{m}$, we get

$$
\begin{aligned}
\sum_{i_{2}<i_{3}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m v}} & =\frac{\text { the number of choice sets containing } T_{i_{1}}}{N} \\
& =\frac{\sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}}{N} \\
& =\sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} . \\
& =z .
\end{aligned}
$$

Then the diagonal elements of $\Lambda$ are

$$
\frac{m-1}{m^{2}} z .
$$

Now the off-diagonal elements of $\Lambda$ are

$$
\begin{aligned}
\Lambda_{i_{1}, i_{2}} & =-\frac{1}{m^{2}} \sum_{i_{3}<i_{4}<\cdots<i_{m}} \lambda_{i_{1}, i_{2}, \ldots, i_{m}} \\
& =-\frac{1}{m^{2}} \times \frac{\text { number of choice sets in which } T_{i_{1}} \& T_{i_{2}} \text { appear together }}{N} .
\end{aligned}
$$

In order to calculate the number of choice sets in which $T_{i_{1}}$ and $T_{i_{2}}$ appear together, we first need to calculate the number of pairs in the experiment with difference d. If choice sets with difference vector $\mathbf{v}_{j}$ are in the design, then each treatment combination appears in $c_{\mathbf{v}_{j}}$ choice sets with difference vector $\mathbf{v}_{j}$ and $x_{\mathbf{v}_{j} ; \mathbf{d}}$ of the differences are equal to $\mathbf{d}$. Altogether there are $L$ treatment combinations, and each treatment combination can appear in any of the $m$ positions in the choice set. Thus the total number of pairs in the choice experiment with an attribute difference of $\mathbf{d}$ is

$$
\begin{equation*}
\frac{L}{m} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathrm{d}} \tag{6.1}
\end{equation*}
$$

Consider any treatment combination $t$. To construct another treatment combination with difference $\mathbf{d}$ from $\boldsymbol{t}$, we must include the same level for all attributes corresponding to $i_{q}=0$ in $\mathbf{d}$, while if $i_{q}=1$, then any of the other $\left(\ell_{q}-1\right)$ distinct levels can be used. So, in total, there are

$$
\prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}
$$

treatment combinations with difference $\mathbf{d}$ from $\mathbf{t}$. If we consider the $L$ treatment combinations, the number of pairs with an attribute difference of $\mathbf{d}$ is

$$
\frac{1}{2} L \times(\text { the number of ways difference } \mathbf{d} \text { can occur })=\frac{1}{2} L \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}} .
$$

Each of these pairs appears in the choice experiment the same number of times, say $r_{\mathrm{d}}$. Then the total number of pairs in the choice experiment with attribute difference $\mathbf{d}$ can also be expressed as

$$
\begin{equation*}
\frac{1}{2} L \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}} r_{\mathbf{d}} \tag{6.2}
\end{equation*}
$$

Equating (6.1) and (6.2), we get

$$
\frac{1}{2} L \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}} r_{\mathbf{d}}=\frac{L}{m} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}}, x_{\mathbf{v}_{j} ; \mathbf{d}} .
$$

So, if the proportion of choice sets in which each pair with attribute difference $\mathbf{d}$ appears is $y_{\mathbf{d}}=r_{\mathbf{d}} / N$, then

$$
\frac{1}{2} L \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}} y_{\mathbf{d}}=\frac{L}{m N} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{i}} x_{\mathbf{v}_{i} ; \mathrm{d}} .
$$

Thus

$$
\prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}} y_{\mathbf{d}}=\frac{2}{m} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathbf{d}}
$$

from which we see that

$$
y_{\mathbf{d}}=\frac{2}{m \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{i} ; \mathrm{d}} .
$$

Then the off-diagonal elements of $\Lambda$ are

$$
-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} D_{\mathbf{d}}
$$

Hence we have established that

$$
\Lambda=\frac{m-1}{m^{2}} z I_{L}-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} D_{\mathbf{d}}
$$

as required.
Finally we establish that the row and column sums of $\Lambda$ are equal to 0 . Summing over d we get

$$
\begin{aligned}
\frac{1}{m^{2}} \sum_{\mathbf{d}} \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}} y_{\mathbf{d}} & =\frac{1}{m^{2}} \sum_{\mathbf{d}} \frac{2}{m} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathrm{d}} \\
& =\frac{2}{m^{3}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \sum_{\mathbf{d}} x_{\mathbf{v}_{j} ; \mathbf{d}} \\
& =\frac{2}{m^{3}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}}\binom{m}{2} \\
& =\frac{m-1}{m^{2}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \\
& =\frac{m-1}{m^{2}} z
\end{aligned}
$$

as required.

## EXAMPLE 6.2.2.

Let $m=3, k=2$ with $\ell_{1}=2$ and $\ell_{2}=3$. Assume that the choice sets in the choice experiment are the ones with difference vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{3}$ only. Then the total number of choice sets is $N=2+6=8$ and we have

$$
i_{\mathbf{v}_{1}}=i_{\mathbf{v}_{3}}=1 \text { and } i_{\mathbf{v}_{2}}=0
$$

and hence

$$
a_{\mathbf{v}_{1}}=a_{\mathbf{v}_{3}}=\frac{1}{N}=\frac{1}{8} \text { and } a_{\mathbf{v}_{2}}=0 .
$$

From Example 6.1.4 we have the $c_{\mathbf{v}_{j}}$ and $x_{\mathbf{v}_{j} ; \mathrm{d}}$ values; now we need to calculate the $y_{\mathbf{d}}$ values.

For $\mathbf{d}=i_{1} i_{2}=01$,

$$
\prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}=\left(\ell_{1}-1\right)^{i_{1}}\left(\ell_{2}-1\right)^{i_{2}}=(2-1)^{0}(3-1)^{1}=2 .
$$

For $\mathbf{d}=i_{1} i_{2}=10$,

$$
\prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}=\left(\ell_{1}-1\right)^{i_{1}}\left(\ell_{2}-1\right)^{i_{2}}=(2-1)^{1}(3-1)^{0}=1 .
$$

For $\mathbf{d}=i_{1} i_{2}=11$,

$$
\prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}=\left(\ell_{1}-1\right)^{i_{1}}\left(\ell_{2}-1\right)^{i_{2}}=(2-1)^{1}(3-1)^{1}=2 .
$$

Then we have

$$
\begin{aligned}
y_{01} & =\frac{2}{3(2-1)^{0}(3-1)^{1}}\left(c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}} x_{\mathbf{v}_{1}: 01}+c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}} x_{\mathbf{v}_{2}: 01}+c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}} x_{\mathbf{v}_{3}: 01}\right) \\
& =\frac{2}{3 \times 2}\left(1 \times \frac{1}{8} \times 3+6 \times 0 \times 1+3 \times \frac{1}{8} \times 1\right) \\
& =\frac{2}{8}, \\
y_{10} & =\frac{2}{3(2-1)^{1}(3-1)^{0}}\left(c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}} x_{\mathbf{v}_{1}: 10}+c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}} x_{\mathbf{v}_{2}: 10}+c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}} x_{\mathbf{v}_{3} ; 10}\right) \\
& =\frac{2}{3 \times 1}\left(1 \times \frac{1}{8} \times 0+6 \times 0 \times 1+3 \times \frac{1}{8} \times 0\right) \\
& =0, \\
y_{11} & =\frac{2}{3(2-1)^{1}(3-1)^{1}}\left(c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}} x_{\mathbf{v}_{1}: 11}+c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}} x_{\mathbf{v}_{2}: 11}+c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}} x_{\mathbf{v}_{\mathbf{k}}: 11}\right) \\
& =\frac{2}{3 \times 2}\left(1 \times \frac{1}{8} \times 0+6 \times 0 \times 1+3 \times \frac{1}{8} \times 2\right) \\
& =\frac{2}{8},
\end{aligned}
$$

and

$$
\begin{aligned}
z & =\sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \\
& =\left(1 \times \frac{1}{8}\right)+(6 \times 0)+\left(3 \times \frac{1}{8}\right) \\
& =\frac{4}{8} .
\end{aligned}
$$

Note that $y_{\mathrm{d}}$ is the proportion of choice sets in which each pair of treatment combinations with attribute difference $d$ appears in the choice experiment. For example, there are no pairs in the choice experiment with attribute difference $\mathbf{d}=10$ (that is, $y_{10}=0$ ). The pairs with attribute difference $\mathrm{d}=01$ in the experiment are

| 00 | 01 |
| :--- | :--- |
| 00 | 02 |
| 11 | 12 |
| 01 | 02 |
| 10 | 12 |
| 10 | 11. |

Each of these pairs appears in only two of the 8 choice sets in the experiment (that is, $y_{01}=2 / 8$ ). Similarly, the pairs with attribute difference $\mathbf{d}=11$ appear in two out of the

8 choice sets in the choice experiment (that is, $y_{11}=2 / 8$ ). For example, the pair 00,12 appears in choice sets $(00,01,12)$ and $(00,11,12)$.

Now that we have calculated the $y_{\mathbf{d}}$ and $z$ values, we can use the $D_{\mathbf{d}}$ matrices given in Example 6.2.1 to calculate the $\Lambda$ matrix. In general we have

$$
\Lambda=\frac{m-1}{m^{2}} z I_{L}-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} D_{\mathbf{d}}
$$

Thus when $k=2$ and $m=3$ we have

$$
\begin{aligned}
\Lambda & =\frac{2 \times 4}{3^{2} \times 8} I_{6}-\frac{1}{9}\left(y_{01} D_{01}+y_{10} D_{10}+y_{11} D_{11}\right) \\
& =\frac{1}{72}\left[8 I_{6}-2 D_{01}-2 D_{11}\right] \\
& =\frac{1}{72}\left[\begin{array}{rrrrrr}
8 & -2 & -2 & 0 & -2 & -2 \\
-2 & 8 & -2 & -2 & 0 & -2 \\
-2 & -2 & 8 & -2 & -2 & 0 \\
0 & -2 & -2 & 8 & -2 & -2 \\
-2 & 0 & -2 & -2 & 8 & -2 \\
-2 & -2 & 0 & -2 & -2 & 8
\end{array}\right]
\end{aligned}
$$

### 6.2.1 Exercises

1. Let $m=2, k=2, \ell_{1}=3$, and $\ell_{2}=4$. Find the $\Lambda$ matrix for the pairs with difference vector (11).
2. Let $m=3, k=3, \ell_{1}=2, \ell_{2}=3$ and $\ell_{3}=4$. Give the $\Lambda$ matrix for the triples with difference vector $(011,111,111)$. Give the $\Lambda$ matrix for the other possible difference vectors in this case.

### 6.3 THE MODEL FOR MAIN EFFECTS ONLY

In this section, we evaluate the information matrix for estimating main effects only and use this to determine the optimal choice experiment for asymmetric attributes using choice sets of size $m$.

We let $B_{M}$ be the normalized contrast matrix for main effects and we let $C_{M}$ be the information matrix for estimating main effects only. Thus $C_{M}=B_{M} \Lambda B_{M}^{\prime}$ is the $\sum_{q=1}^{k}\left(\ell_{q}-1\right) \times \sum_{q=1}^{k}\left(\ell_{q}-1\right)$ information matrix.

We let $B_{\ell_{q}}$ be a normalized contrast matrix for main effects for a factor with $\ell_{q}$ levels. Then a normalized contrast matrix for main effects for a $\ell_{1} \times \ell_{2} \times \cdots \times \ell_{k}$ factorial is

$$
B_{M}=\left[\begin{array}{c}
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes B_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes B_{\ell_{k}}
\end{array}\right]
$$

## EXAMPLE 6.3.1.

Let $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$. Then the contrast matrix for the main effect of the first attribute is

$$
B_{\ell_{1}}=B_{2}=\left[\begin{array}{ll}
\frac{-1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right]
$$

and for the second attribute is

$$
B_{\ell_{2}}=B_{3}=\left[\begin{array}{ccc}
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{6}} & \frac{-2}{\sqrt{6}} & \frac{1}{\sqrt{6}}
\end{array}\right] .
$$

Then

$$
\left.\begin{array}{rl}
B_{M} & =\left[\begin{array}{c}
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}} \otimes B_{\ell_{2}}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
{\left[\frac{-1}{\sqrt{2}}\right.} & \frac{1}{\sqrt{2}}
\end{array}\right] \otimes \frac{1}{\sqrt{3}}\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right] \\
\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & 1
\end{array}\right] \otimes\left[\begin{array}{ccc}
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{6}} & \frac{-2}{\sqrt{6}} & \frac{1}{\sqrt{6}}
\end{array}\right]
\end{array}\right] .
$$

Although $B_{2}$ is uniquely determined, up to a change in the order in which the rows and columns are written down, this is not true if $\ell_{q} \geq 3$, as the next example shows.

## ■ EXAMPLE 6.3.2

Let $\ell_{q}=4$. Then here are three quite distinct possibilities for $B_{4}$ :

$$
\begin{gathered}
{\left[\begin{array}{cccc}
\frac{-3}{2 \sqrt{5}} & \frac{-1}{2 \sqrt{5}} & \frac{1}{2 \sqrt{5}} & \frac{3}{2 \sqrt{5}} \\
\frac{1}{2} & \frac{-1}{2} & \frac{-1}{2} & \frac{1}{2} \\
\frac{-1}{2 \sqrt{5}} & \frac{3}{2 \sqrt{5}} & \frac{-3}{2 \sqrt{5}} & \frac{1}{2 \sqrt{5}}
\end{array}\right] ;\left[\begin{array}{cccc}
\frac{-1}{2} & \frac{-1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{-1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & \frac{-1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right]:} \\
\text { and } \frac{1}{2}\left[\begin{array}{rrrr}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right] .
\end{gathered}
$$

The first matrix consists of the linear, quadratic and cubic contrasts, which are given in Exercise 2.1.4.6. When there is interest in particular contrasts between the levels of an attribute, then contrasts such as those in the second matrix can be used. The contrasts in the third matrix represent the main effects and two-factor interaction of two 2-level pseudo-factors (see Section 2.2.3).

We will see subsequently that the choice of $B$ can have an effect on the form of the $C$ matrix but not on the efficiency of the design.

If $\ell_{q}$ is the product of $\ell_{1}$ and $\ell_{2}$, say, then one easy way to get a contrast matrix $B_{\ell_{q}}$ is to take the Kronecker product of the matrices $B_{\ell_{1}}$ (with the constant row adjoined) and
$B_{\ell_{2}}$ (with the constant row adjoined) and then discard the constant row to get the required matrix. The following example illustrates this construction.

## ■ EXAMPLE 6.3.3.

Suppose that $\ell_{1}=2, \ell_{2}=3$ and $\ell_{3}=6$. Then we can get the matrix $B_{6}$ by discarding the first row of the matrix

$$
\left[\begin{array}{ll}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{-1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right] \otimes\left[\begin{array}{ccc}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} \\
\frac{-1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{6}} & \frac{-2}{\sqrt{6}} & \frac{1}{\sqrt{6}}
\end{array}\right]=\left[\begin{array}{cccccc}
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
-\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}} \\
\frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
\frac{1}{2} & 0 & -\frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{-1}{2 \sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{-1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}}
\end{array}\right]
$$

In the following lemma, we derive an expression for $B_{M} D_{\mathrm{d}} B_{M}^{\prime}$ for attribute $q$; this result is then used to obtain the block diagonal matrices of $C_{M 1}$ for each attribute and an expression for $\operatorname{det}\left(C_{M}\right)$.

## LEMMA 6.3.1.

The $\left(\ell_{q}-1\right) \times\left(\ell_{q}-1\right)$ block matrix of $B_{M} D_{\mathrm{d}} B_{M}^{\prime}$ for attribute $q$ is

$$
\left[\prod_{j=1 . j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right](-1)^{i_{\eta}} I_{\ell_{q}-1}
$$

Proof. Recall that $D_{\mathrm{d}}=M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}$, where

$$
M_{i_{q}}= \begin{cases}I_{\ell_{q}}, & i_{q}=0 \\ J_{\ell_{q}}-I_{\ell_{q}}, & i_{q}=1\end{cases}
$$

and $J_{\ell_{q}}$ is a matrix of ones of order $\ell_{q}$.

For a particular attribute difference $\mathbf{d}$,

$$
\begin{aligned}
& B_{M I} D_{\mathrm{C}} B_{M I}^{\prime}=B_{A l}\left[M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}\right] B_{M}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes B_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\vdots \\
\frac{1}{\sqrt{\ell_{\ell}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes B_{\ell_{k}}
\end{array}\right]\left[M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}\right] B_{M I}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} M_{i_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \otimes B_{\ell_{2}} M_{i_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \\
\vdots \\
\frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \otimes \cdots \otimes B_{\ell_{k}} M_{i_{k}}
\end{array}\right] B_{M}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} M_{i_{1}} B_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{l_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \frac{1}{\sqrt{l_{k}}} \mathbf{j}_{\ell_{k}} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}} \otimes B_{\ell_{2}} M_{i_{2}} B_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}} \otimes \cdots \otimes B_{\ell_{k}} M_{i_{k}} R_{\ell_{k}}^{\prime}
\end{array}\right] .
\end{aligned}
$$

If $M_{i_{4}}=I_{\ell_{q}}$, then

$$
\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} M_{i_{q}} \frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}=\frac{1}{\ell_{q}} \mathbf{j}_{\ell_{q}}^{\prime} \mathbf{j}_{\ell_{q}}=\frac{1}{\ell_{q}} \times \ell_{q}=1
$$

and

$$
B_{\ell_{4}} M_{i_{q}} B_{\ell_{q}}^{\prime}=B_{\ell_{\eta}} I_{\ell_{4}} B_{\ell_{4}}^{\prime}=I_{\ell_{q}-1} .
$$

If $M_{i_{q}}=J_{\ell_{q}}-I_{\ell_{q}}$, then

$$
\begin{aligned}
\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} M_{i_{q}} \frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}} & =\frac{1}{\ell_{q}} \mathbf{j}_{\ell_{q}}^{\prime}\left(J_{\ell_{q}}-I_{\ell_{q}}\right) \mathbf{j}_{\ell_{q}} \\
& =\frac{1}{\ell_{q}}\left(\mathbf{j}_{\ell_{q}}^{\prime} J_{\ell_{q}} \mathbf{j}_{\ell_{q}}\right)-\frac{1}{\ell_{q}}\left(\mathbf{j}_{\ell_{q}}^{\prime} \mathbf{j}_{\ell_{q}}\right) \\
& =\frac{1}{\ell_{q}}\left(\ell_{q}^{2}-\ell_{q}\right) \\
& =\ell_{q}-1
\end{aligned}
$$

and

$$
\begin{aligned}
B_{\ell_{1}} M_{i_{q}} B_{\ell_{\ell_{q}}}^{\prime} & =B_{\ell_{q}}\left(J_{\ell_{q}}-I_{\ell_{q}}\right) B_{\ell_{q}}^{\prime} \\
& =B_{\ell_{q}} J_{\ell_{q}} B_{\ell_{q}}^{\prime}-B_{\ell_{q}} B_{\ell_{q}}^{\prime} \\
& =0-I_{\ell_{q}-1} \\
& =-I_{\ell_{q}-1} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
B_{\ell_{q}} M_{i_{q}} B_{\ell_{q}}^{\prime} & =\left\{\begin{array}{cc}
I_{\ell_{q}} & \text { if } i_{q}=0 \\
-I_{\ell_{q}} & \text { if } i_{q}=1
\end{array}\right. \\
& =(-1)^{i_{q}} I_{\ell_{q}}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} M_{i_{q}} \frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}} & = \begin{cases}1 & \text { if } i_{q}=0 \\
\ell_{q}-1 & \text { if } i_{q}=1\end{cases} \\
& =\left(\ell_{q}-1\right)^{i_{q}} .
\end{aligned}
$$

Now the $\left(\ell_{q}-1\right) \times\left(\ell_{q}-1\right)$ block matrix of $B_{M} D_{\mathbf{d}} B_{M}^{\prime}$ for attribute $q$ is

$$
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}} \otimes \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}} \otimes \cdots \otimes B_{\ell_{\eta}} M_{i_{q}} B_{\ell_{q}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}
$$

where there is one $B_{\ell_{q}} M_{i_{q}} B_{\ell_{q}}^{\prime}$ term and $(k-1)$ terms of the form $\frac{1}{\sqrt{\ell_{j}}} j_{\ell_{j}}^{\prime} M_{i_{j}} \frac{1}{\sqrt{\ell_{j}}} j_{\ell_{j}}$ for $j=1, \ldots, k ; j \neq q$. Then for attribute $q$,

$$
B_{M} D_{\mathbf{d}} B_{M}^{\prime}=\left[\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{7}}\right](-1)^{i_{q}} I_{\ell_{q}-1}
$$

as required.

Note that the proof did not depend on the specific form of the $B$ matrix; see Exercise 6.3.1.2.

Also observe that the same argument used in the proof can be used to show that $C_{h r}$ is a zero matrix for any choice of $B_{h}$ and $B_{r}$, as long as no contrast appears in both.

Using Lemma 6.3.1, for attribute $q$ we can calculate the block matrix of the information matrix $B_{\ell_{q}} \Lambda B_{\ell_{q}}^{\prime}$ that is relevant to the main effect for that attribute.

## LIEMMA 6.3.2.

Under the null hypothesis, the block matrix of the information matrix for the main effect of attribute $q$ is given by

$$
B_{\ell_{q}} \Lambda B_{\ell_{q}}^{\prime}=\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathrm{d}}\left[\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right]\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\} I_{\ell_{q}-1},
$$

and the determinant of the information matrix $C_{M}$ for all the attributes is then

$$
\operatorname{det}\left(C_{M}\right)=\prod_{q=1}^{k}\left[\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathrm{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\}\right]^{\ell_{q}-1}
$$

Proof.

$$
\begin{aligned}
B_{\ell_{q}} \Lambda B_{\ell_{q}}^{\prime}= & B_{\ell_{q}}\left[\frac{m-1}{m^{2}} z I_{L}-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} D_{\mathbf{d}}\right] B_{\ell_{q}}^{\prime} \\
= & \frac{m-1}{m^{2}} \frac{1}{m-1} \sum_{\mathbf{d}}\left[y_{\mathbf{d}}\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\right] B_{\ell_{q}} B_{\ell_{4}}^{\prime}-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} B_{\ell_{q}} D_{\mathbf{d}} B_{\ell_{q}}^{\prime} \\
= & \frac{1}{m^{2}}\left[\sum_{\mathbf{d}}\left[y_{\mathbf{d}}\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\right] I_{\ell_{q}-1}\right. \\
& \left.-\sum_{\mathbf{d}}\left[y_{\mathbf{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{i}}\right)(-1)^{i_{q}}\right] I_{\ell_{q}-1}\right] \\
= & \frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left[\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)-(-1)^{i_{q}} \prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{i}}\right]\right\} I_{\ell_{q}-1} \\
= & \frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left[\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right]\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\} I_{\ell_{q}-1} .
\end{aligned}
$$

For attribute $q$, the determinant of $B_{\ell_{4}} \Lambda_{k} B_{\ell_{1}}^{\prime}$ is

$$
\left[\frac{1}{m^{2}} \sum_{\mathbf{d}}\left[y_{\mathrm{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right]\right]^{\ell_{q}-1} .
$$

Then the determinant of $C_{M}$ is

$$
\operatorname{det}\left(C_{M}\right)=\prod_{q=1}^{k}\left[\frac{1}{m^{2}} \sum_{\mathrm{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{i}}-(-1)^{i_{q}}\right]\right\}\right]^{\ell_{q}-1} .
$$

## E EXAMPLE 6.3.4.

Let $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$. Assume that the choice sets in the choice experiment are the ones with difference vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{3}$ only. First we calculate $C_{M}$ by evaluating

$$
C_{M}=B_{M} \Lambda B_{M}^{\prime} .
$$

We also calculate $C_{M I}$ by using Lemma 6.3.2. The matrices $\Lambda$ and $B_{M}$ are given in Examples 6.2.2 and 6.3.1, respectively. Then

$$
\begin{aligned}
C_{M I} & =B_{M} \Lambda B_{M}^{\prime} \\
& =\left[\begin{array}{cccc}
\frac{1}{9} & : & 0 & 0 \\
. & : & . & . \\
0 & : & \frac{1}{6} & 0 \\
0 & : & 0 & \frac{1}{6}
\end{array}\right] .
\end{aligned}
$$

Alternatively, using Lemma 6.3.2 and the $y_{\mathrm{d}}$ from Example 6.2.2, the $\left(\ell_{1}-1\right) \times\left(\ell_{1}-1\right)$ block matrix of $C_{M}$ for the first attribute (that is, $q=1$ ) is

$$
\begin{aligned}
& B_{2} \Lambda B_{2}^{\prime}= \frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\} I_{\ell_{q}-1} \\
&= \frac{1}{3^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=2}^{2}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{1}-1\right)^{i_{1}}-(-1)^{i_{1}}\right]\right\} I_{\ell_{1}-1} \\
&= \frac{1}{9} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\ell_{2}-1\right)^{i_{2}}\left[\left(\ell_{1}-1\right)^{i_{1}}-(-1)^{i_{1}}\right]\right\} I_{1} \\
&= \frac{1}{9}\left\{y_{01}(3-1)^{1}\left[(2-1)^{0}-(-1)^{0}\right]\right. \\
& \quad+y_{10}(3-1)^{0}\left[(2-1)^{1}-(-1)^{1}\right] \\
&\left.\quad \quad+y_{11}(3-1)^{1}\left[(2-1)^{1}-(-1)^{1}\right]\right\} \\
&= \frac{1}{9}\left[2 y_{10}+4 y_{11}\right] \\
&= \frac{1}{9}\left[(2 \times 0)+\left(4 \times \frac{2}{8}\right)\right] \\
&= \frac{1}{9} .
\end{aligned}
$$

Similarly, the $\left(\ell_{2}-1\right) \times\left(\ell_{2}-1\right)$ block matrix of $C_{M}$ for the second attribute (that is, $q=2$ ) is

$$
\begin{aligned}
B_{3} \Lambda B_{3}^{\prime}= & \frac{1}{3^{2}} \sum_{\mathbf{d}}\left\{y_{\mathrm{d}}\left(\prod_{j=1, j \neq 2}^{2}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{2}-1\right)^{i_{2}}-(-1)^{i_{2}}\right]\right\} I_{\ell_{2}-1} \\
= & \frac{1}{9} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\ell_{1}-1\right)^{i_{1}}\left[\left(\ell_{2}-1\right)^{i_{2}}-(-1)^{i_{2}}\right]\right\} I_{2} \\
= & \frac{1}{9}\left\{y_{01}(2-1)^{0}\left[(3-1)^{1}-(-1)^{1}\right]\right. \\
& \quad+y_{10}(2-1)^{1}\left[(3-1)^{0}-(-1)^{0}\right] \\
& \left.\quad+y_{11}(2-1)^{1}\left[(3-1)^{1}-(-1)^{1}\right]\right\} I_{2} \\
= & \frac{1}{9}\left[3 y_{01}+3 y_{11}\right] I_{2} \\
= & \left.\left.\frac{1}{9}\left[\left(3 \times \frac{2}{8}\right)\right)+\left(3 \times \frac{2}{8}\right)\right)\right] I_{2} \\
= & \frac{1}{6} I_{2} .
\end{aligned}
$$

Then, as before,

$$
C_{M}=\left[\begin{array}{cccc}
\frac{1}{9} & : & 0 & 0 \\
. & : & . & . \\
0 & : & \frac{1}{6} & 0 \\
0 & : & 0 & \frac{1}{6}
\end{array}\right]
$$

To find the $D$-optimal design, we must maximize $\operatorname{det}\left(C_{M}\right)$, subject to the constraint $\prod_{q=1}^{k} \ell_{q} z / m=1$.

The following theorem establishes that the $D$-optimal design, for estimating main effects only, is one which consists of choice sets in which the sum of the differences attains the maximum value given in Theorem 6.1.1.

## THEOREM 6.3.1.

The D-optimal design, for estimating main effects only, is given by choice sets in which there is at least one $\mathbf{v}_{j}$ with a non-zero $a_{\mathbf{v}_{j}}$ (that is, the choice set is non-empty) and, for each $\mathbf{v}_{j}$ present, for each attribute $q$,

$$
S_{q}= \begin{cases}\left(m^{2}-1\right) / 4, & \ell_{q}=2, \text { modd } \\ m^{2} / 4, & \ell_{q}=2, \text { meven } \\ \left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right) / 2, & 2<\ell_{q}<m \\ m(m-1) / 2, & \ell_{q} \geq m\end{cases}
$$

where positive integers $x$ and $y$ satisfy the equation $m=\ell_{q} x+y$ for $0 \leq y<\ell_{q}$. The maximum value of the determinant of $C_{M}$ is given by

$$
\operatorname{det}\left(C_{\mathrm{opt}, M}\right)=\prod_{q=1}^{k}\left[\frac{2 \ell_{q} S_{q}}{m^{2} L\left(\ell_{q}-1\right)}\right]^{\ell_{q}-1}
$$

Proof. From Lemma 6.3.2,
$\operatorname{det}\left(C_{M}\right)=\prod_{q=1}^{k}\left[\frac{1}{m^{2}} \sum_{\mathrm{d}}\left\{y_{\mathrm{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\}\right]^{\ell_{q}-1}$.
Substituting

$$
y_{\mathrm{d}}=\frac{2}{m \prod_{q=1}^{k}\left(\ell_{q}-1\right)^{i_{q}}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{i} ; \mathbf{d}}
$$

gives

$$
\begin{aligned}
\operatorname{det}\left(C_{A}\right)= & \prod_{q=1}^{k}\left[\frac { 1 } { m ^ { 2 } } \sum _ { \mathbf { d } } \left\{\frac{2 \prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}}{m \prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{i}}}\right.\right. \\
& \left.\left.\times\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right] \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathbf{d}}\right\}\right]^{\ell_{q}-1} \\
= & \prod_{q=1}^{k}\left[\frac{2}{m^{3}} \sum_{\mathbf{d}}\left[\frac{\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}}{\left(\ell_{q}-1\right)^{i_{q}}} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathbf{d}}\right]\right]^{\ell_{q}-1} \\
= & \prod_{q=1}^{k}\left[\frac{2}{m^{3}} \sum_{\mathbf{d}}\left[\left(1-\left(\frac{1}{1-\ell_{q}}\right)^{i_{q}}\right) \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{i}} x_{\mathbf{v}_{j} ; \mathbf{d}}\right]\right]^{\ell_{q}-1} .
\end{aligned}
$$

Now

$$
1-\left(\frac{1}{1-\ell_{q}}\right)^{i_{q}}= \begin{cases}\frac{\ell_{4}}{\ell_{q}-1} & \text { if } i_{q}=1 \\ 0 & \text { if } i_{q}=0\end{cases}
$$

So

$$
\begin{aligned}
\operatorname{det}\left(C_{M}\right) & =\prod_{q=1}^{k}\left[\frac{2}{m^{3}} \sum_{\mathbf{d}, i_{q}=1}\left[\frac{\ell_{q}}{\ell_{q}-1} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} x_{\mathbf{v}_{j} ; \mathbf{d}}\right]\right]^{\ell_{q}-1} \\
& =\prod_{q=1}^{k}\left[\frac{2 \ell_{q}}{m^{3}\left(\ell_{q}-1\right)} \sum_{j}\left[c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} \sum_{\mathbf{d}, i_{q}=1} x_{\mathbf{v}_{j} ; \mathbf{d}}\right]\right]^{\ell_{q}-1} .
\end{aligned}
$$

Since

$$
\sum_{\mathbf{d}, i_{q}=1} x_{\mathbf{v}_{j} ; \mathbf{d}}=\text { the number of differences for attribute } q
$$

$\operatorname{det}\left(C_{M}\right)$ is maximized when $\sum_{\mathbf{d}_{, i q}=1} x_{\mathbf{v}_{j} ; \mathrm{d}}$ is maximized ; this is achieved when

$$
\sum_{\mathbf{d}, i_{q}=1} x_{\mathbf{v}_{i} ; \mathbf{d}}=S_{q} .
$$

Then the maximum $\operatorname{det}\left(C_{M}\right)$ is given by

$$
\begin{aligned}
\operatorname{det}\left(C_{\mathrm{opt}, M}\right) & =\prod_{q=1}^{k}\left[\frac{2 \ell_{q}}{m^{3}\left(\ell_{q}-1\right)} \sum_{j} c_{\mathbf{v}_{j}} a_{\mathbf{v}_{j}} S_{q}\right]^{\ell_{q}-1} \\
& =\prod_{q=1}^{k}\left[\frac{2 \ell_{q} S_{q}}{m^{3}\left(\ell_{q}-1\right) N} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}\right]^{\ell_{q}-1} \\
& =\prod_{q=1}^{k}\left[\frac{2 \ell_{q} S_{q}}{m^{3}\left(\ell_{q}-1\right)} \frac{m}{L \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}} \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}\right]^{\ell_{q}-1} \\
& =\prod_{q=1}^{k}\left[\frac{2 \ell_{q} S_{q}}{m^{2} L\left(\ell_{q}-1\right)}\right]^{\ell_{q}-1}
\end{aligned}
$$

since $N=\left(L \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}} / m\right)$.
The $D$-efficiency relative to the optimal design is calculated using the expression

$$
\operatorname{Eff}_{D}=\left(\frac{\operatorname{det}\left(C_{M}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M}\right)}\right)^{1 / p}
$$

where $p=\sum_{q}\left(\ell_{q}-1\right)$, the number of main effects we estimate.

## ■ EXAMPLE 6.3.5.

Recall that for $m=3$ and $k=2$ with $\ell_{1}=2$ and $\ell_{2}=3$, there are three difference vectors $\mathbf{v}_{1}=(01,01,01), \mathbf{v}_{2}=(01,10,11)$ and $\mathbf{v}_{3}=(01,11,11)$. Theorem 6.3.1 states that the $D$-optimal design has choice sets in which the entries in the difference vectors sum to
$S_{1}=\left(m^{2}-1\right) / 4=2$ for attribute 1 , and $S_{2}=m(m-1) / 2=3$ for attribute 2 , and

$$
\begin{aligned}
\operatorname{det}\left(C_{\mathrm{opt}, M}\right) & =\left[\frac{2 \ell_{1} S_{1}}{m^{2} L\left(\ell_{1}-1\right)}\right]^{\ell_{1}-1}\left[\frac{2 \ell_{2} S_{2}}{m^{2} L\left(\ell_{1}-2\right)}\right]^{\ell_{2}-1} \\
& =\left[\frac{2 \times 2 \times 2}{3^{2} \times 2 \times 3 \times(2-1)}\right]^{2-1}\left[\frac{2 \times 3 \times 3}{3^{2} \times 2 \times 3 \times(3-1)}\right]^{3-1} \\
& =\left(\frac{4}{27}\right)\left(\frac{1}{6}\right)^{2}
\end{aligned}
$$

Only difference vector $\mathbf{v}_{3}$ satisfies $S_{1}=2$ and $S_{2}=3$; so the $D$-optimal design consists of the six triples, each with difference vector $\mathbf{v}_{3}$. All possible choice experiment designs are given in Table 6.6. In this example the design consisting of choice sets from the difference vector $v_{3}$ only has the maximum $\operatorname{det}\left(C_{M}\right)$ of $(4 / 27)(1 / 6)^{2}$. The efficiencies of the other designs are calculated relative to this maximum. Recall that the total number of parameters to be estimated is

$$
p=\sum_{q=1}^{k}\left(\ell_{q}-1\right)=(2-1)+(3-1)=3 .
$$

Then, for example, the efficiency of the design consisting of choice sets with difference vector $\mathbf{v}_{2}$ only is

$$
\operatorname{Eff}_{D}=100\left[\frac{\operatorname{det}\left(C_{M}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M}\right)}\right]^{1 / 3}=100\left[\frac{\left(\frac{4}{27}\right)\left(\frac{1}{9}\right)^{2}}{\left(\frac{4}{27}\right)\left(\frac{1}{6}\right)^{2}}\right]^{1 / 3}=76.31 \% .
$$

Choice sets with difference vector $\mathbf{v}_{1}$ only, have an efficiency of 0 because the level of the first attribute does not change across the options in the choice sets and therefore the main effect cannot be estimated.

### 6.3.1 Exercises

1. Let $m=3, k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=4$. Give the maximum possible determinant of the information matrix for estimating main effects for this situation. Find a set of choice sets that realize this maximum. Can you find fewer choice sets that are just as good?
2. Show that Lemma 6.3.1 holds for each of the $B$ matrices given in Example 6.3.2.

### 6.4 CONSTRUCTING OPTIMAL DESIGNS FOR MAIN EFFECTS ONLY

In Theorem 5.2.1 a construction for small optimal designs for two-level attributes for choice sets of size $m$ is given. A fraction of a factorial design is required as a starting design then the choice sets are formed by adding one or more sets of generators. For an optimal design for testing main effects only, the generators must have a difference vector in which the sum of the differences is the maximum.

Using the same method, we now give a construction for optimal choice sets of size $m$ for the estimation of main effects only for asymmetric attributes with two or more levels, using

Table 6.6 All Possible Choice Experiments for $k=2$, $\ell_{1}=2$, and $\ell_{2}=3$ when $m=3$

| $\mathbf{v}_{j}$ <br> in Design | $i_{\mathbf{v}_{1}}$ | $i_{\mathbf{v}_{2}}$ | $i_{\mathbf{v}_{3}}$ | N | $S_{1}$ | $S_{2}$ | $\operatorname{det}\left(C_{M}\right)$ | Efficiency <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{v}_{1}$ | 1 | 0 | 0 | 2 | 0 | 3 | $0\left(\frac{1}{6}\right)^{2}$ | 0 |
| $\mathbf{v}_{2}$ | 0 | 1 | 0 | 12 | 2 | 2 | $\left(\frac{4}{27}\right)\left(\frac{1}{9}\right)^{2}$ | 76.31 |
| $\mathbf{v}_{3}$ | 0 | 0 | 1 | 6 | 2 | 3 | $\left(\frac{4}{27}\right)\left(\frac{1}{6}\right)^{2}$ | 100 |
| $\mathbf{v}_{1} \& \mathbf{v}_{2}$ | 1 | 1 | 0 | 14 | 0 3 <br> 2 2 | $\left(\frac{8}{63}\right)\left(\frac{5}{42}\right)^{2}$ | 75.90 |  |
| $\mathbf{v}_{1} \& \mathbf{v}_{3}$ | 1 | 0 | 1 | 8 | 0 3 <br> 2 3 | $\left(\frac{1}{9}\right)\left(\frac{1}{6}\right)^{2}$ | 90.86 |  |
| $\mathbf{v}_{2} \& \mathbf{v}_{3}$ | 0 | 1 | 1 | 18 | 2 2 <br> 2 3 | $\left(\frac{4}{27}\right)\left(\frac{7}{54}\right)^{2}$ | 84.57 |  |
| $\mathbf{v}_{1}, \mathbf{v}_{2} \& \mathbf{v}_{3}$ | 1 | 1 | 1 | 20 | 0 3 <br> 2 2 <br> 2 3 | $\left(\frac{2}{15}\right)^{3}$ | 83.20 |  |

the complete factorial as the starting design. In order to do this, we need to consider the magnitude of the differences between the attributes in a choice set rather than just whether the attributes are different, as we did in the previous sections of this chapter.

In a choice set of size $m$ there will be $m(m-1)$ differences in the levels of the attributes between pairs of treatment combinations. Let $\mathrm{e}=\left(e_{1} e_{2} \ldots e_{k}\right)$ represent the differences between one pair of treatment combinations. The differences are calculated component-wise modulo $\ell_{q}$ for attribute $q$.

## E EXAMPLE 6.4.1.

Suppose $m=3$ and $k=2$ with $\ell_{1}=2$ and $\ell_{2}=3$. For the choice set $(00,10,12)$ the $m(m-1)=6$ differences are

$$
\begin{array}{r}
00-10 \equiv 10, \\
10-00 \equiv 10, \\
00-12 \equiv 11, \\
12-00 \equiv 12, \\
10-12 \equiv 01, \\
12-10 \equiv 02
\end{array}
$$

For the first attribute, the difference 0 appears twice and 1 appears 4 times; for the second attribute the differences 0,1 , and 2 all appear twice.

In the following theorem we give a construction for optimal choice sets for estimating main effects only.

## THEOREM 6.4.1.

Let $F$ be the complete factorial for $k$ attributes where the qth attribute has $\ell_{q}$ levels. Suppose that we choose a set of $m$ generators $G=\left\{\mathbf{g}_{1}=0, \mathbf{g}_{2}, \ldots, \mathbf{g}_{m}\right\}$ such that $\mathbf{g}_{i} \neq \mathbf{g}_{j}$ for $i \neq j$. Suppose that $\mathbf{g}_{i}=\left(g_{i 1}, g_{i 2}, \ldots, g_{i k}\right)$ for $i=1, \ldots, m$ and suppose that the multiset of differences for attribute $q\left\{ \pm\left(g_{i_{1} q}-g_{i_{2} q}\right) \mid 1 \leq i_{1}, i_{2} \leq m, i_{1} \neq i_{2}\right\}$ contains each non-zero difference modulo $\ell_{q}$ equally often. Then the choice sets given by the rows of $F+\mathbf{g}_{1}, F+\mathbf{g}_{2}, \ldots, F+\mathbf{g}_{m}$, for one or more sets of generators $G$, are optimal for the estimation of main effects only, provided that there are as few zero differences as possible in each choice set.

Proof. Let $P_{\ell_{q}, e_{q}}$ be an $\ell_{q} \times \ell_{q}(0,1)$ matrix, where there is a 1 in position $\left(t_{1}, t_{2}\right)$ if $t_{2}-t_{1}=e_{q}$. Thus

$$
P_{\ell_{\eta}, 0}=I_{\ell_{\eta}} \text { and } \sum_{e_{q}=1}^{\ell_{q}-1} P_{\ell_{\eta}, e_{q}}=J_{\ell_{\eta}}-I_{\ell_{q}} .
$$

Now

$$
P_{\ell_{1}, e_{1}} \otimes P_{\ell_{2}, e_{2}} \otimes \cdots \otimes P_{\ell_{k}, e_{k}}
$$

indicates those combinations $\mathbf{t}_{1}$ and $\mathrm{t}_{2}$ with $\mathbf{t}_{2}-\mathbf{t}_{1}=\left(c_{1} c_{2} \ldots e_{k}\right)$, where all differences are calculated component-wise modulo $\ell_{q}$.

We let $\alpha_{e}$ be the total number of times that $\mathbf{e}=\left(e_{1} e_{2} \ldots e_{k}\right)$ appears as a difference between elements in $G$. Thus we know that

$$
\sum_{\epsilon_{1}} \cdots \sum_{e_{i-1}} \sum_{e_{i+1}} \cdots \sum_{e_{k}} n_{e}=\alpha_{i}
$$

independent of $e_{i}$ for each $e_{i} \neq 0$. We also know that

$$
\begin{array}{r}
\Lambda=\frac{1}{m^{2} N}\left[\left(\sum_{e_{1}} \cdots \sum_{e_{k}} \alpha_{e}\right)\left(P_{\ell_{1}, 0} \otimes P_{\ell_{2}, 0} \otimes \cdots \otimes P_{\ell_{k}, 0}\right)\right. \\
\left.\quad-\sum_{e_{1}} \cdots \sum_{e_{k}} \alpha_{e}\left(P_{\ell_{1}, e_{1}} \otimes P_{\ell_{2}, e_{2}} \otimes \cdots \otimes P_{\ell_{k}, e_{k}}\right)\right]
\end{array}
$$

where $N$ is the number of choice sets in the experiment.
Consider

$$
\begin{aligned}
\sum_{e_{1}} \cdots \sum_{e_{k}} \alpha_{\mathbf{e}} & =\left(\ell_{i}-1\right) \alpha_{i}+\sum_{e_{1}} \cdots \sum_{e_{i-1}} \sum_{e_{i}+1} \cdots \sum_{e_{k}} \alpha_{e_{1} \ldots e_{i-1} 0 e_{i+1} \ldots e_{k}} \\
& =\left(\ell_{i}-1\right) \alpha_{i}+\alpha_{i 0} \\
& =\alpha
\end{aligned}
$$

for $i=1, \ldots, k$. Note that $\left(\ell_{1}-1\right) \alpha_{10}=\left(\ell_{2}-1\right) \alpha_{20}=\cdots=\left(\ell_{k}-1\right) \alpha_{k 0}=\alpha$.
Using the contrast matrix $B_{M}$ from Section 6.3, it can easily be shown that the information matrix, $C=B_{M} \Lambda B_{M}^{\prime}$, is a block diagonal matrix where the $q$ th block diagonal for attribute $q$ is given by $\ell_{q} \alpha_{q} I_{\ell_{q}-1} /\left(m^{2} N\right)$. Now we wish to have as few zero differences as possible. Recall that $m=\ell_{q} x+y$ where $0 \leq y<\ell_{q}$. Then we need to have $y$ entries which are repeated $x+1$ times each and $\ell_{q}-y$ entries that are repeated $x$ times each. This gives $(x+1) x y+x(x-1)\left(\ell_{q}-y\right)$ differences that are zero; so the number of non-zero differences is $m(m-1)-(x+1) x y-x(x-1)\left(\ell_{q}-y\right)=2 S_{q}$ where $S_{q}$ is defined in Lemma 5.1.1. So considering all the choice sets, the total number of differences for attribute $q$ is $2 S_{q} N$. We also know that each non-zero level of attribute $q$ appears $\alpha_{q}$ times as a difference between elements of the sets of generators. Hence the total number of non-zero differences for attribute $q$ is $\left(\ell_{q}-1\right) \alpha_{q} L$.

Equating gives $2 S_{q} N=\left(\ell_{q}-1\right) \alpha_{q} L$. Thus the coefficient of the $q$ th block diagonal matrix for the designs constructed in this way is

$$
\frac{\ell_{q} \alpha_{q}}{m^{2} N}=\frac{2 S_{q}}{\left(\ell_{q}-1\right)\left(\prod_{i \neq q} \ell_{i}\right) m^{2}}
$$

hence the designs are optimal by Theorem 5.1.1.
While the optimal designs have equal replication of all of the possible Kronecker products of the $P_{\ell_{q}}$, designs in which the $\Lambda$ can be written as a linear combination of the Kronecker products of the $P_{\ell_{q}}$ still give rise to information matrices in which the main effects are independent of each other, as the next result shows.

## - COROLLARY 6.4.1.

$B_{M}\left(P_{\ell_{1}, \epsilon_{1}} \otimes P_{\ell_{2}, e_{2}} \otimes \cdots \otimes P_{\ell_{k}, e_{k}}\right) B_{M}^{\prime}$ is a block diagonal matrix.
Proof. Using the method of Lemma 6.3.1, we have

$$
=\left[\begin{array}{c}
B_{M}\left(P_{\ell_{1}, e_{1}} \otimes P_{\ell_{2}, e_{2}} \otimes \cdots \otimes P_{\ell_{k}, e_{k}}\right) B_{M}^{\prime} \\
=\left[\begin{array}{c}
B_{\ell_{1}} P_{\ell_{1}, e_{1}} B_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} P_{\ell_{2}, e_{2}} \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} P_{\ell_{k}, e_{k}} \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} P_{\ell_{1}, e_{1}} \frac{1}{\sqrt{\ell_{1}}}{\mathbf{j} \ell_{1}}_{\otimes}^{\otimes} B_{\ell_{2}} P_{\ell_{2}, e_{2}} B_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} P_{\ell_{k}, e_{k}} \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}} \\
\vdots \\
\left.\frac{1}{\sqrt{\ell_{1}} \mathbf{j}_{\ell_{1}}^{\prime} P_{\ell_{1}, e_{1}} \frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} P_{\ell_{2}, e_{2}} \frac{1}{\sqrt{\ell_{2}}}{\mathbf{j} \ell_{2}}^{\cdots \otimes B_{\ell_{k}} P_{\ell_{k}, e_{k}} B_{\ell_{k}}^{\prime}}}\right]
\end{array} . . . .\right.
\end{array}\right.
$$

Now $\mathbf{j}_{\ell_{4}}^{\prime} P_{\ell_{q}, e_{4}}=\mathbf{j}_{\ell_{4}}^{\prime}$ so $\frac{1}{\sqrt{\ell_{q}} \mathbf{j}_{\ell_{4}}^{\prime}} P_{\ell_{q}, e_{q}} \frac{1}{\sqrt{\ell_{4}}} \mathbf{j}_{\ell_{i}}=1$ and $B_{\ell_{q}} P_{\ell_{q}, e_{q}}$ gives a matrix with the columns of $B_{\ell_{q}}$ permuted. So we get the required result.

How do we go about using the construction in Theorem 6.4.1? There are probably many ways of doing this but here is one technique which works. We begin by calculating the values of $x$ and $y$ (where $m=\ell_{q} x+y$ ) so we know that we have $y$ values (between 0 and $\ell_{q}-1$ ) that are repeated $x+1$ times each and $\left(\ell_{q}-y\right)$ values which are repeated $x$ times each. We then partition the values between 0 and $\ell_{q}-1$ into two disjoint sets, one containing $y$ entries and the other containing the remaining $\left(\ell_{q}-y\right)$ entries. There are $\binom{\ell_{q}}{y}$ ways to do this. For each partition we calculate the differences that arise from a vector with $m$ entries in which the entries in the set with $y$ entries are each repeated $x+1$ times and the entries in the other set are each repeated $x$ times. All such vectors have as few 0 differences as possible in the $m(m-1)$ differences. Next we partition the vectors into sets based on the number of times each non-zero entry modulo $\ell_{q}$ appears as a difference. We then choose how many vectors to take from each partition so that we have all non-zero differences appearing equally often over the set of vectors chosen. If there are several attributes, perhaps with different numbers of levels, then we must choose the same number of vectors for each attribute. Once we have the vectors for each attribute then we can calculate the entries for the sets of generators by choosing one entry from each vector for each generator in such a way that no generator is repeated. A couple of examples should make this clearer.

## © EXAMPLE 6.4.2.

Suppose that $k=2, \ell_{1}=2$ and $\ell_{2}=3$, and that $m=3$.
Since $3=2 \times 1+1, x=y=1$ and we have two partitions for the first attribute, where the entries in the first set are repeated twice and those in the second set are repeated once. Hence the vectors for the first attribute are $(0,0,1)$ and $(0,1,1)$. Each of these vectors has the difference 0 appearing twice and the difference 1 appearing 4 times. Based on the differences, there is only one partition of the vectors.

Since $3=3 \times 1, y=0$ and we have one partition, $\{0,1,2\}$, and hence one vector $(0,1,2)$ for the second attribute. Each non-zero difference appears three times in this vector.

To get equal replication of the non-zero differences, we need only choose one vector for each attribute. Hence we calculate our generators by choosing the first position for each of the three generators from $(0,0,1)$ and the second position from $(0,1,2)$. We have always assumed, without loss of generality, that the first generator is $\mathrm{g}_{1}=0=00$. So the other two generators are 01 and 12 , or 02 and 11 . Thus the two possible sets of generators, $G$, are $(00,01,12)$ and $(00,02,11)$. The choice sets that arise from these sets of generators are given in Table 6.7. Notice that since the order of the options within each choice set and of the choice sets within the experiment is immaterial; in this case both sets of generators give rise to the same choice experiment.

## © EXAMPLE 6.4.3.

Suppose that $k=2, \ell_{1}=\ell_{2}=4$ and $m=6$.
Since $6=4 \times 1+2, y>0$ and there are $\binom{4}{2}=6$ partitions to consider where the entries in the first set are repeated twice and those in the second set are repeated once. Thus we get the following 6 vectors to consider: $(0,0,1,1,2,3),(0,0,1,2,2,3),(0,0,1,2,3,3)$, $(0,1,1,2,2,3),(0,1,1,2,3,3),(0,1,2,2,3,3)$. We can partition these vectors into two sets based on the differences between the elements of the vectors in each set. If we let

$$
A=\{(0,0,1,1,2,3),(0,0,1,2,3,3),(0,1,1,2,2,3),(0,1,2,2,3,3)\}
$$

Table 6.7 Choice Sets when $k=2, \ell_{1}=2, \ell_{2}=3$, and $m=3$

| Option A | Option B | Option C | Option A | Option B | Option C |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 01 | 12 | 00 | 02 | 11 |
| 01 | 02 | 10 | 01 | 00 | 12 |
| 02 | 00 | 11 | 02 | 01 | 10 |
| 10 | 11 | 02 | 10 | 12 | 01 |
| 11 | 12 | 00 | 11 | 10 | 02 |
| 12 | 10 | 01 | 12 | 11 | 00 |
| Design 1 |  |  | Design 2 |  |  |

and

$$
B=\{(0,0,1,2,2,3),(0,1,1,2,3,3)\}
$$

then the differences from any vector in $A$ are 0 , which appears four times (as it should by construction), 1 and 3 , which appear nine times each, and 2, which appears eight times. The differences from any vector in $B$ are 0 , which appears four times, 1 and 3 , which appear eight times each, and 2, which appears ten times.

We want to choose a set of partitions such that each non-zero difference appears equally often. Suppose that we have $x_{1}$ vectors from $A$ and $x_{2}$ vectors from $B$. Then the number of times 1 appears as a difference equals the number of times that 3 appears and we need only equate this to the number of times that 2 appears. Thus $9 x_{1}+8 x_{2}=8 x_{1}+10 x_{2}$. Solving we have $x_{1}=2 x_{2}$ and so we let $x_{1}=2$ and $x_{2}=1$. So for each attribute we choose two vectors from $A$ (possibly the same vector twice) and one vector from $B$.

Thus we could use $(0,0,1,1,2,3)$ and $(0,0,1,2,3,3)$ from $A$ and $(0,0,1,2,2,3)$ from $B$ as the entries in the generators for the first attribute and $(0,1,2,2,3,3)$ and $(0,0,1,1,2,3)$ from $A$ and $(0,0,1,2,2,3)$ from $B$ for the second attribute.

Now we need to pair up the entries from these sets to get the actual sets of generators and we must do so without getting any repeated generator $\left(\mathrm{g}_{i}\right)$ within a set of generators $(G)$, or any repeated set of generators. Recall that we prefer to have 00 as one generator in each set of generators. So we could pair the first set from $A$ for the first attribute with the set from $B$ for the second attribute to get the set of generators $G_{1}=(00,01,10,12,22,33)$, pair the second set from $A$ for the first attribute with the first set from $A$ for the second attribute to get the set of generators $G_{2}=(00,01,12,23,32,33)$, and finally pair the remaining sets to get the set of generators $G_{3}=(00,01,10,21,22,33)$. These three sets of generators give 48 choice sets of size 6 which are $100 \%$ efficient for estimating main effects. Pairing in a different way gives another optimal design with three sets of generators;

$$
\begin{aligned}
& G_{1}=(00,02,10,11,23,32), \\
& G_{2}=(00,03,30,11,21,22), \\
& G_{3}=(00,01,13,22,32,33),
\end{aligned}
$$

## for example.

Suppose instead that our initial vectors for each of the two attributes has the vectors $(0,0,1,1,2,3)$ and $(0,0,1,2,3,3)$ from $A$, the vector $(0,0,1,2,2,3)$ from $B$ for the first attribute, and vectors $(0,1,1,2,2,3)$ and $(0,1,2,2,3,3)$ from $A$ and $(0,1,1,2,3,3)$ from $B$ for the second attribute.

Pairing, we can get the sets of generators

$$
\begin{aligned}
& G_{1}=(00,01,11,12,22,33), \\
& G_{2}=(00,01,11,22,23,33), \\
& G_{3}=(00,01,12,23,32,33),
\end{aligned}
$$

which results in an optimal design. However, there are only 40 distinct choice sets and if these alone are used, then the design is $99.99 \%$ efficient. It is usual to remove repeated choice sets because their presence can confuse the respondents. The repeated choice sets arise because there are three pairs with difference 22 ( 00 and $22 ; 01$ and $23 ; 11$ and 33 ). Hence the differences 1 and 3 only appear four times and the difference 2 only appears five times from this pairing. Since 1 and 3 appear eight times and 2 appears nine times as differences from any vector in $A$ this suggests that using either $G_{1}$ or $G_{3}$, together with $G_{2}$, will give 24 sets which are $100 \%$ efficient (since each non-zero difference will be represented 13 times over the two sets); this is indeed the case.

It is also worth noting that we can use different contrast matrices to calculate the $C$, and therefore $C^{-1}$, matrices. Although the structure of the $C^{-1}$ matrices may be different, the determinants, and hence the efficiencies, will be equal. If we use as $B_{4}$ the contrast matrix based on the orthogonal polynomial contrasts for the 40 distinct choice sets discussed in the previous paragraph, we have

$$
B_{4}=\left[\begin{array}{cccc}
\frac{-3}{2 \sqrt{5}} & \frac{-1}{2 \sqrt{5}} & \frac{1}{2 \sqrt{5}} & \frac{3}{2 \sqrt{5}} \\
\frac{1}{2} & \frac{-1}{2} & \frac{-1}{2} & \frac{1}{2} \\
\frac{-1}{2 \sqrt{5}} & \frac{3}{2 \sqrt{5}} & \frac{-3}{2 \sqrt{5}} & \frac{1}{2 \sqrt{5}}
\end{array}\right]
$$

and

$$
C_{M 1}^{-1}=\left[\begin{array}{ccccccc}
\frac{7884}{473} & 0 & \frac{-72}{473} & : & 0 & 0 & 0 \\
0 & \frac{720}{473} & 0 & : & 0 & 0 & 0 \\
\frac{-72}{473} & 0 & \frac{7776}{473} & : & 0 & 0 & 0 \\
. & \cdot & \cdot & \cdots & 78 . & . & \cdot \\
0 & 0 & 0 & : & \frac{7884}{473} & 0 & \frac{-72}{473} \\
0 & 0 & 0 & : & 0 & \frac{7720}{473} & 0 \\
0 & 0 & 0 & : & \frac{-773}{473} & 0 & \frac{7776}{473}
\end{array}\right]
$$

If, instead, we use the $2^{2}$ factorial contrast for $B_{4}$ (see Example 6.3.2), then

$$
B_{4}=\frac{1}{2}\left[\begin{array}{rrrr}
-1 & -1 & 1 & 1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1
\end{array}\right]
$$

and

$$
C_{M}^{-1}=\left[\begin{array}{ccccccc}
\frac{720}{43} & 0 & 0 & : & 0 & 0 & 0 \\
0 & \frac{180}{11} & 0 & : & 0 & 0 & 0 \\
0 & 0 & \frac{720}{43} & : & 0 & 0 & 0 \\
. & . & . & . & . & . & . \\
0 & 0 & 0 & : & \frac{720}{43} & 0 & 0 \\
0 & 0 & 0 & : & 0 & \frac{180}{11} & 0 \\
0 & 0 & 0 & : & 0 & 0 & \frac{720}{43}
\end{array}\right]
$$

In both cases, the determinant of the $C$ matrix is $4.75099 \times 10^{-8}$ and the efficiency is 99.99\%.

## EXAMPLE 6.4.4.

Let $k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=6$.
Since we want each set of generators to contain 000 we only consider vectors which contain 0 for each attribute.

Suppose $m=2$. For the first attribute we have one vector $(0,1)$ with difference 1 twice. For the second attribute we have two vectors, $(0,1)$ and ( 0,2 ), both giving each non-zero difference once. For the third attribute there are five vectors which form three sets in a partition based on differences: $(0,1)$ and $(0,5)$ with non-zero differences 1 and 5 once each; $(0,2)$ and $(0,4)$ with non-zero differences 2 and 4 once each; and $(0,3)$ with non-zero difference 3 twice. So for the third attribute we need to have two vectors from each of the first two sets of the partition and one from the third set to ensure that all non-zero differences mod 6 appear equally often. Consequently we must have 5 sets of generators altogether. For the second attribute we can either repeat the same vector 5 times or have both vectors represented. One possible solution is $(0,1),(0,1),(0,1),(0,1)$, and $(0,1)$ for attribute $1 ;(0,1),(0,2),(0,1),(0,2)$, and $(0,1)$ for attribute 2 ; and $(0,1),(0,2),(0,3),(0,4)$, and $(0,5)$ for attribute 3 . Using these sets in order gives the five sets of generators

$$
\begin{gathered}
G_{1}=(000,111), G_{2}=(000,122), G_{3}=(000,113), \\
G_{4}=(000,124), G_{5}=(000,115)
\end{gathered}
$$

There are 180 pairs and the design is $100 \%$ efficient.
Suppose $m=3$. There is one partition of the vectors for the first attribute with entries $(0,0,1)$ and $(0,1,1)$. There is one vector for the second attribute: $(0,1,2)$. There are $\binom{5}{2}=10$ vectors for the third attribute (since we must include 0 ) and these are partitioned into three sets. The first set consists of $(0,1,2),(0,1,5)$ and $(0,4,5)$ with non-zero differences 1 and 5 twice each and 2 and 4 once each. The second set has $(0,2,4)$ with non-zero differences 2 and 4 thrice each. The third set has the remaining 6 vectors and each of these has non-zero differences $1,2,4$, and 5 once each and 3 twice. Suppose that we have $x_{1}$ vectors from the first partition for attribute $3, x_{2}$ from the second and $x_{3}$ from the third. Because we want to have each non-zero difference appearing equally often, we get $2 x_{1}+x_{3}=x_{1}+3 x_{2}+x_{3}=2 x_{3}$. Suppose $x_{2}=0$. Then $x_{1}=x_{3}=0$ which is a contradiction. Instead, try $x_{2}=1$. Then $2 x_{1}+x_{3}=x_{1}+x_{3}+3$; so $x_{1}=3$, and hence $x_{3}=6$. Thus for an optimal design we need to have 10 sets of generators and 360 choice sets. We could use $(0,1,1)$ in all 10 sets of generators for attribute $1,(0,1,2)$ in all 10 sets of generators for attribute 2 and $(0,1,2),(0,1,3),(0,1,4),(0,1,5),(0,2,3),(0,2,4),(0,2,5)$, $(0,3,4),(0,3,5)$, and $(0,4,5)$ for attribute 3 . This gives the 10 sets of generators

$$
\begin{aligned}
G_{1}=(000,111,122), G_{2} & =(000,111,123), G_{3}=(000,111,124), \\
G_{4}=(000,111,125), G_{5} & =(000,112,123), G_{6}=(000,112,124), \\
G_{7}=(000,112,125), G_{8} & =(000,113,124), G_{9}=(000,113,125), \\
G_{10} & =(000,114,125) .
\end{aligned}
$$

Although there is nothing in the results that we have presented here that would allow you to calculate this, it is true that using only $G_{1}$ gives a design with 36 choice sets which is $97.80 \%$ efficient and using only $G_{2}$ gives 36 choice sets which are $99.39 \%$ efficient.

In both cases the $C_{M}$ and $C_{M}^{-1}$ matrices are block diagonal. This improvement is not surprising; $G_{2}$ has a more equal representation of the non-zero differences for the third attribute than does $G_{2}$. On the other hand, using only $G_{6}$ with elements $(0,2,4)$ for the third attribute results in $\operatorname{det}\left(C_{M I}\right)=0$, which is not surprising since only two of the differences are represented.

For $m=4$, a similar argument shows that 5 sets of generators are required. For $m=5$, the third attribute only requires one set of generators, and 36 choice sets are $100 \%$ efficient in this case.

We have seen in the previous example that often it is only necessary to use one set of generators to get a few choice sets that are near-optimal. In some cases, one set of generators will give rise to an optimal design if there is a difference set for the appropriate values of $\ell_{q}$ and $m$. For example, there is an optimal set of 56 choice sets when $k=4, \ell_{1}=2, \ell_{2}=4$, $\ell_{3}=7$, and $m=4$ obtained by using the set of generators $G=(000,011,122,134)$. This is because the differences from the set $\{0,1,2,4\}$ contain each non-zero difference modulo 7 exactly once. Other difference sets given in Section 2.4 can be used to construct small sets of optimal generators.

### 6.4.1 Exercises

1. Let $m=3, k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=4$. Use the ideas in this section to find some small but good designs for estimating main effects.
2. Green (1974) gave a construction for choice experiments designed to estimate main effects. His idea involved using the runs of an orthogonal array to correspond to the treatments of an incomplete block design and to let each block of the BIBD correspond to one choice set of size $m$ in the choice experiment.
The properties of these choice experiments are not readily determined in general, as they will depend on both the BIBD and the OA used.

Suppose that we have $k=7$ binary attributes. Use the $\mathrm{OA}[8,7,2,2]$ and a $(8,14,7,4,3)$ BIBD and Green's construction to get the 14 choice sets. Show that these choice sets have $C_{M}=\frac{3}{448} I_{7}$ and are $85.7143 \%$ efficient for the estimation of main effects.
3. Use Green's construction, described in Exercise 6.4.1.2, with $k=5$ attributes and $\ell_{q}=4$ levels, $q=1,2, \ldots, 5$ to construct a choice experiment with 16 choice sets of size 4 . What is the efficiency of the resulting design for the estimation of main effects?

### 6.5 THE MODEL FOR MAIN EFFECTS AND TWO-FACTOR INTERACTIONS

To find the $D$-optimal designs for estimating main effects and two-factor interactions for $k$ attributes with any number of levels and for any choice set size $m$, we now evaluate the $p \times p$ information matrix $C_{M T}=B_{M T} \Lambda B_{M T}^{\prime}$, where

$$
p=\sum_{q=1}^{k}\left(\ell_{q}-1\right)+\sum_{q_{1}=1}^{k-1} \sum_{q_{2}=q_{1}+1}^{k}\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) .
$$

As in Section 6.3, we let $B_{M}$ be the normalized rows of $B$ that correspond to main effects, and we now let $B_{T}$ be the normalized rows of $B$ that correspond to the two-factor
interactions. The contrast matrix associated with main effects and two-factor interactions is denoted by $B_{M T}$ and is the concatenation of $B_{M}$ and $B_{T}$

$$
B_{M T}=\left[\begin{array}{c}
B_{M} \\
B_{T}
\end{array}\right],
$$

where

$$
\begin{gathered}
B_{M}=\left[\begin{array}{c}
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes B_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes B_{\ell_{k}}
\end{array}\right], \\
B_{T}=\left[\begin{array}{c}
B_{\ell_{1}} \otimes B_{\ell_{2}} \otimes \frac{1}{\sqrt{\ell_{3}}} \mathbf{j}_{\ell_{3}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{\ell_{k}}}^{\prime} \\
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes B_{\ell_{3}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k-2}}} \mathbf{j}_{\ell_{k-2}}^{\prime} \otimes B_{\ell_{k-1}} \otimes B_{\ell_{k}}
\end{array}\right] .
\end{gathered}
$$

The following example illustrates the construction of the contrast matrix for main effects and two-factor interactions.

## ■ EXAMPLE 6.5.1.

Let $k=2$ and $\ell_{1}=2, \ell_{2}=3$. From Example 6.3.1, the contrast matrix for main effects is given by

$$
B_{M}=\left[\begin{array}{cccccc}
\frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
-\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}}
\end{array}\right] .
$$

The contrast matrix for the two-factor interactions using $B_{2}$ and $B_{3}$ from Example 6.3.1 is

$$
\begin{aligned}
B_{T} & =\left[B_{\ell_{1}} \otimes B_{\ell_{2}}\right] \\
& =\left[B_{2} \otimes B_{3}\right] \\
& =\left[\left[\begin{array}{ll}
\frac{-1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right] \otimes\left[\begin{array}{cccc}
-\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{6}} & \frac{-2}{\sqrt{6}} & \frac{1}{\sqrt{6}}
\end{array}\right]\right] \\
& =\left[\begin{array}{cccccc}
\frac{1}{2} & 0 & -\frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{-1}{2 \sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{-1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}}
\end{array}\right]
\end{aligned}
$$

Then

$$
\begin{aligned}
B_{M T} & =\left[\begin{array}{c}
B_{M} \\
B_{T}
\end{array}\right] \\
& =\left[\begin{array}{cccccc}
\frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{-1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
-\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}} \\
\frac{1}{2} & 0 & \frac{-1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{-1}{2 \sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{-1}{2 \sqrt{3}} & \frac{1}{2 \sqrt{3}} & \frac{-1}{\sqrt{3}} & \frac{1}{2 \sqrt{3}}
\end{array}\right]
\end{aligned}
$$

In the following lemma, we derive an expression for $B_{M T} D_{\mathbf{d}} B_{A T}^{\prime}$ which is then used to obtain the determinant of $C_{M T}$.

$$
B_{M T} D_{\mathbf{d}} B_{A T T}^{\prime}=\left[\begin{array}{cc}
B_{M} D_{\mathbf{d}} B_{M T}^{\prime} & 0 \\
0 & B_{T} D_{\mathbf{d}} B_{T}^{\prime}
\end{array}\right]
$$

where the $\left(\ell_{q}-1\right) \times\left(\ell_{q}-1\right)$ block matrix of $B_{M} D_{\mathrm{d}} B_{M}^{\prime}$ for attribute $q$ is

$$
\left[\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{i}}\right](-1)^{i_{i}} I_{\ell_{q}-1}
$$

and the $\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) \times\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)$ block matrix of $B_{T} D_{\mathbf{d}} B_{T}^{\prime}$ for attributes $q_{1}$ and $q_{2}$ is

$$
\left[\prod_{j=1 . j \neq q_{1}, q_{2}}^{k}\left(\ell_{j}-1\right)^{i_{i}}\right](-1)^{i_{q_{1}}}(-1)^{i_{i_{2}}} I_{\left(\ell_{n_{1}}-1\right)\left(\ell_{q_{2}}-1\right)} .
$$

Proof.

$$
\begin{aligned}
B_{M T} D_{\mathrm{d}} B_{M T}^{\prime} & =\left[\begin{array}{c}
B_{M I} \\
B_{T}
\end{array}\right] D_{\mathbf{d}}\left[\begin{array}{cc}
B_{M I}^{\prime} & B_{T}^{\prime}
\end{array}\right] \\
& =\left[\begin{array}{cc}
B_{M I} D_{\mathrm{d}} B_{M I}^{\prime} & B_{M} D_{\mathrm{d}} B_{T}^{\prime} \\
B_{T} D_{\mathbf{d}} B_{M}^{\prime} & B_{T} D_{\mathrm{d}} B_{T}^{\prime}
\end{array}\right] .
\end{aligned}
$$

First, we consider $B_{M} D_{\mathbf{d}} B_{M}^{\prime}$. From Lemma 6.3.1, we see that the $\left(\ell_{q}-1\right) \times\left(\ell_{q}-1\right)$ block matrix of $B_{M I} D_{\mathrm{d}} B_{M}^{\prime}$ for attribute $q$ is

$$
\left[\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right](-1)^{i_{4,}} I_{\ell_{4}-1} .
$$

We now show that the off-diagonal block matrices $B_{M} D_{\mathrm{d}} B_{T}^{\prime}$ and $B_{T} D_{\mathrm{d}} B_{M}^{\prime}$ are both equal to $\mathbf{0}$. For a particular attribute difference $\mathbf{d}$,

$$
\begin{aligned}
& B_{M} D_{\mathbf{d}} B_{T}^{\prime}=B_{M}\left[M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{r}}\right] B_{T}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k_{k}}}^{\prime} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes B_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes \cdots \otimes B_{\ell_{k}}
\end{array}\right]\left[M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}\right] B_{T}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} M_{i_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \otimes B_{\ell_{2}} M_{i_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \otimes \cdots \otimes B_{\ell_{k}} M_{i_{k}}
\end{array}\right] B_{T}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} M_{i_{1}} B_{\ell_{1}}^{\prime} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} B_{\ell_{2}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}} \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} B_{\ell_{1}}^{\prime} \otimes B_{\ell_{2}} M_{i_{2}} \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k-1}}} \mathbf{j}_{\ell_{k-1}}^{\prime} M_{i_{k-1}} B_{\ell_{k-1}}^{\prime} \otimes B_{\ell_{k}} M_{i_{k}} B_{\ell_{k}}^{\prime}
\end{array}\right] .
\end{aligned}
$$

If $M_{i_{q}}=I_{\ell_{q}}$, then

$$
\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} M_{i_{q}} B_{\ell_{q}}^{\prime}=\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} B_{\ell_{q}}^{\prime}=\mathbf{0}_{\ell_{q}-1} .
$$

If $M_{i_{q}}=J_{\ell_{q}}-I_{\ell_{q}}$, then

$$
\begin{aligned}
\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} M_{i_{q}} B_{\ell_{q}}^{\prime} & =\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime}\left(J_{\ell_{q}}-I_{\ell_{q}}\right) B_{\ell_{q}}^{\prime} \\
& =\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} J_{\ell_{q}} B_{\ell_{q}}^{\prime}-\frac{1}{\sqrt{\ell_{q}}} \mathbf{j}_{\ell_{q}}^{\prime} B_{\ell_{q}}^{\prime} \\
& =\mathbf{0}_{\ell_{q}-1}
\end{aligned}
$$

Hence $B_{M} D_{\mathbf{d}} B_{T}^{\prime}=\mathbf{0}$ and $B_{k, T} D_{\mathbf{d}} B_{k, M}^{\prime}=\left(B_{k, M} D_{\mathbf{d}} B_{k, T}^{\prime}\right)^{\prime}=\mathbf{0}$.
Now we consider $B_{T} D_{\mathbf{d}} B_{T}^{\prime}$. For a particular attribute difference d,

$$
B_{T} D_{\mathbf{d}} B_{T}^{\prime}=B_{T}\left[M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}\right] B_{T}^{\prime}
$$

$$
\begin{aligned}
& =\left[\begin{array}{c}
B_{\ell_{1}} \otimes B_{\ell_{2}} \otimes \frac{1}{\sqrt{\ell_{3}}} \mathbf{j}_{\ell_{3}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
B_{\ell_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} \otimes B_{\ell_{3}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k-2}}} \mathbf{j}_{\ell_{k-2}}^{\prime} \otimes B_{\ell_{k-1}} \otimes B_{\ell_{k}}
\end{array}\right]\left[M_{i_{1}} \otimes M_{i_{2}} \otimes \cdots \otimes M_{i_{k}}\right] B_{T}^{\prime} \\
& =\left[\begin{array}{c}
B_{\ell_{1}} M_{i_{1}} \otimes B_{\ell_{2}} M_{i_{2}} \otimes \frac{1}{\sqrt{\ell_{3}}} \mathbf{j}_{\ell_{3}}^{\prime} M_{i_{3}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \\
B_{\ell_{1}} M_{i_{1}} \otimes \frac{1}{\sqrt{\ell_{2}}} \mathbf{j}_{\ell_{2}}^{\prime} M_{i_{2}} \otimes B_{\ell_{3}} M_{i_{3}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k}}} \mathbf{j}_{\ell_{k}}^{\prime} M_{i_{k}} \\
\vdots \\
\frac{1}{\sqrt{\ell_{1}}} \mathbf{j}_{\ell_{1}}^{\prime} M_{i_{1}} \otimes \cdots \otimes \frac{1}{\sqrt{\ell_{k-2}}} \mathbf{j}_{\ell_{k-2}}^{\prime} M_{i_{k-2}} \otimes B_{\ell_{k-1}} M_{i_{k-2}} \otimes B_{\ell_{k}} M_{i_{k}}
\end{array}\right] B_{T}^{\prime}
\end{aligned}
$$

Now the $\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) \times\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)$ block matrix of $B_{T} D_{\mathbf{d}} B_{T}^{\prime}$ for attributes $q_{1}$ and $q_{2}$ contains $(k-2)$ terms of the form

$$
\frac{1}{\sqrt{\ell_{j}}} \mathbf{j}_{\ell_{j}}^{\prime} M_{i_{j}} \frac{1}{\sqrt{\ell_{j}}} \mathbf{j}_{\ell_{j}}=\left(\ell_{j}-1\right)^{i_{j}} \text { for } j=1, \ldots, k j \neq q_{1}, q_{2}
$$

and there are two terms

$$
B_{\ell_{\varkappa_{1}}} M_{i_{q_{1}}} B_{\ell_{q_{1}}}^{\prime}=(-1)^{i_{q_{1}}} I_{\ell_{q_{1}}-1}
$$

and

$$
B_{\ell_{q_{2}}} M_{i_{q_{2}}} B_{\ell_{q_{2}}}^{\prime}=(-1)^{i_{q_{2}}} I_{\ell_{q_{2}}-1} .
$$

Then the $\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) \times\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)$ block matrix of $B_{T} D_{\mathbf{d}} B_{T}^{\prime}$ for attributes $q_{1}$ and $q_{2}$ is

$$
\left[\prod_{j=1, j \neq q_{1}, q_{2}}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right](-1)^{i_{q_{1}}}(-1)^{i_{q_{2}}} I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)}
$$

as required.

In the following lemma we derive an expression for the determinant of $\operatorname{det}\left(C_{M I T}\right)$.

## LEMMA 6.5.2.

Under the null hypothesis. the determinant of $C_{M T}$ is given by

$$
\begin{aligned}
& \operatorname{det}\left(C_{M T}\right)=\prod_{q=1}^{k}\left[\frac{1}{m^{2}} \sum_{\mathbf{d}}\left[y_{\mathrm{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right]\right]^{\ell_{q}-1} \\
& \times \prod_{q_{1}=1}^{k-1} \prod_{q_{2}=q_{1}+1}^{k}\left[\frac { 1 } { m ^ { 2 } } \sum _ { \mathbf { d } } \left[y _ { \mathrm { d } } L _ { \mathrm { d } } \left(1-\frac{1}{\left.\left.\left.\left(1-\ell_{q_{1}}\right)^{i_{q_{1}}\left(1-\ell_{q_{2}}\right)^{i_{q_{2}}}}\right)\right]\right]^{\left(\ell_{q_{1}}-1\right)\left(\ell_{\left.q_{2}-1\right)}-1\right)}}\right.\right.\right.
\end{aligned}
$$

where $L_{\mathbf{d}}=\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}$.
Proof. Recall that $p$ is the total number of parameters to be estimated and is defined to be

$$
p=\sum_{q=1}^{k}\left(\ell_{q}-1\right)+\sum_{q_{1}=1}^{k-1} \sum_{q_{2}=q_{!}+1}^{k}\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)
$$

From Lemma 6.2.1, under the null hypothesis,

$$
\begin{aligned}
& C_{M T}= B_{M T} \Lambda B_{M T}^{\prime} \\
&= B_{M T}\left[\frac{m-1}{m^{2}} z I_{L}-\frac{1}{m^{2}} \sum_{\mathbf{d}} y_{\mathbf{d}} D_{\mathbf{d}}\right] B_{M T}^{\prime} \\
&= \frac{1}{m^{2}} \sum_{\mathbf{d}}\left[y_{\mathbf{d}}\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\right] B_{M T} B_{M T}^{\prime} \\
&-\frac{1}{m^{2}} \sum_{\mathbf{d}}\left[y_{\mathbf{d}} B_{M T} D_{\mathbf{d}} B_{M T}^{\prime}\right] \\
&= \frac{1}{m^{2}} \sum_{\mathbf{d}}\left[y_{\mathbf{d}}\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\right] I_{p} \\
&-\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left[\begin{array}{cc}
B_{M} D_{\mathbf{d}} B_{M}^{\prime} & \mathbf{0} \\
B_{T} D_{\mathbf{d}} B_{T}^{\prime}
\end{array}\right]\right\} \\
&= \frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{\begin{array}{l}
\left.y_{\mathbf{d}}\left[\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right) I_{p}-\left[\begin{array}{cc}
B_{M} D_{\mathbf{d}} B_{M}^{\prime} \\
\mathbf{0} & B_{T} D_{\mathbf{d}} B_{T}^{\prime}
\end{array}\right]\right]\right\}
\end{array}\right.
\end{aligned}
$$

Thus $C_{M T}$ is a block diagonal matrix with block matrices for the main effects of attributes $1, \ldots, k$ down the diagonal, then block matrices for the each of the interaction effects between all pairs of attributes down the rest of the diagonal.

Using Lemma 6.3.2, the block diagonal term of $C_{M T}$ for main effects for factor $q$ is given by

$$
\frac{1}{m^{2}} \sum_{\mathrm{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\} I_{\ell_{q}-1}
$$

and the component of the determinant for the main effects for all attributes is

$$
\begin{equation*}
\prod_{q=1}^{k}\left[\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=1, j \neq q}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{\tau}}-(-1)^{i_{q}}\right]\right\}\right]^{\ell_{q}-1} \tag{6.3}
\end{equation*}
$$

Now consider the $\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) \times\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)$ block matrix of $C_{M T}$ for the interaction effect of attributes $q_{1}$ and $q_{2}$. Using Lemma 6.5.1, we have

$$
\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left[\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right) I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)}-B_{T} D_{\mathrm{d}} B_{T}^{\prime}\right]\right\}
$$

$$
\begin{aligned}
&=\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\right. {\left[\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right) I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)}\right.} \\
&\left.\left.-\left(\prod_{j=1, j \neq q_{1}, q_{2}}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)(-1)^{i_{q_{1}}}(-1)^{i_{q_{2}}} I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)}\right]\right\} \\
&=\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y _ { \mathbf { d } } \left[\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\right.\right. \\
&\left.\left.-\left(\prod_{j=1, j \neq q_{1}, q_{2}}^{k}\left(\ell_{j}-1\right)^{i_{2}}\right)(-1)^{i_{q_{1}}}(-1)^{i_{q_{2}}}\right]\right\} I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)} \\
&=\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=1}^{k}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[1-\frac{(-1)^{i_{q_{1}}}(-1)^{i_{q_{2}}}}{\left(\ell_{q_{1}}-1\right)^{i_{q_{1}}}\left(\ell_{q_{2}}-1\right)^{i_{q_{2}}}}\right]\right\} I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)} \\
&=\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y _ { \mathbf { d } } L _ { \mathbf { d } } \left[1-\frac{1}{\left.\left.\left(1-\ell_{q_{1}}\right)^{i_{q_{1}}}\left(1-\ell_{q_{2}}\right)^{i_{q_{2}}}\right]\right\} I_{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)} .}\right.\right.
\end{aligned}
$$

Then the component of the determinant of $C_{M T}$ for the two-factor interaction effects only is given by

$$
\begin{equation*}
\prod_{q_{1}=1}^{k-1} \prod_{q_{2}=q_{1}+1}^{k}\left[\frac{1}{m^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}} L_{\mathbf{d}}\left(1-\frac{1}{\left(1-\ell_{q_{1}}\right)^{i_{q_{1}}}\left(1-\ell_{q_{2}}\right)^{i_{q_{2}}}}\right)\right\}\right]^{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)} \tag{6.4}
\end{equation*}
$$

To obtain the determinant of $C_{M T}$, Equations (6.3) and (6.4) are multiplied together.

## EXAMPLE 6.5.2.

Let $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$. Assume that the choice sets in the choice experiment are the ones with difference vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{3}$ only. First, we calculate $C_{M T}$ and hence $\operatorname{det}\left(C_{M T}\right)$ by evaluating

$$
C_{M T}=B_{M T} \Lambda B_{M T}^{\prime}
$$

Then we also calculate $\operatorname{det}\left(C_{M T}\right)$ by using Lemma 6.5.2.
The matrices $\Lambda$ and $B_{M T}$ are given in Examples 6.2.2 and 6.5.1, respectively. Thus

$$
\begin{aligned}
C_{M T} & =B_{M T} \Lambda B_{M T}^{\prime} \\
& =\left[\begin{array}{ccccccc}
\frac{1}{9} & : & 0 & 0 & : & 0 & 0 \\
\cdot & : & \cdot & \cdot & : & \cdot & \cdot \\
0 & : & \frac{1}{6} & 0 & : & 0 & 0 \\
0 & : & 0 & \frac{1}{6} & : & 0 & 0 \\
\cdot & : & \cdot & \cdot & : & \cdot & : \\
0 & : & 0 & 0 & : & \frac{1}{9} & 0 \\
0 & : & 0 & 0 & : & 0 & \frac{1}{9}
\end{array}\right] .
\end{aligned}
$$

Hence $\operatorname{det}\left(C_{M T}\right)=\left(\frac{1}{9}\right)^{3}\left(\frac{1}{6}\right)^{2}$.
Alternatively, we can use the results from Lemma 6.5.2. The $y_{\mathrm{d}}$ given in Example 6.2.2 are

$$
y_{01}=\frac{2}{8}, \quad y_{10}=0, \quad \text { and } y_{11}=\frac{2}{8}
$$

Then the main effects part of $\operatorname{det}\left(C_{M T}\right)$ is

$$
\begin{aligned}
& \prod_{q=1}^{2}\left[\frac{1}{3^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\prod_{j=1, j \neq q}^{2}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{q}}-(-1)^{i_{q}}\right]\right\}\right]^{\ell_{q}-1} \\
&= {\left[\frac { 1 } { 9 } \left\{y_{01}\left(\ell_{2}-1\right)^{1}\left[\left(\ell_{1}-1\right)^{0}-(-1)^{0}\right]\right.\right.} \\
&+y_{10}\left(\ell_{2}-1\right)^{0}\left[\left(\ell_{1}-1\right)^{1}-(-1)^{1}\right] \\
&\left.\left.+y_{11}\left(\ell_{2}-1\right)^{1}\left[\left(\ell_{1}-1\right)^{1}-(-1)^{1}\right]\right\}\right]^{\ell_{1}-1} \\
& \times\left[\frac { 1 } { 9 } \left\{y_{01}\left(\ell_{1}-1\right)^{0}\left[\left(\ell_{2}-1\right)^{1}-(-1)^{1}\right]\right.\right. \\
&+y_{10}\left(\ell_{1}-1\right)^{1}\left[\left(\ell_{2}-1\right)^{0}-(-1)^{0}\right] \\
&\left.\left.+y_{11}\left(\ell_{1}-1\right)^{1}\left[\left(\ell_{2}-1\right)^{1}-(-1)^{1}\right]\right\}\right]^{\ell_{2}-1} \\
&= {\left[\frac { 1 } { 9 } \left\{\frac{2}{8}(3-1)^{1}\left[(2-1)^{0}-(-1)^{0}\right]+0\right.\right.} \\
&\left.\left.+\frac{2}{8}(3-1)^{1}\left[(2-1)^{1}-(-1)^{1}\right]\right\}\right]^{2-1} \\
& \times\left[\frac { 1 } { 9 } \left\{\frac{2}{8}(2-1)^{0}\left[(3-1)^{1}-(-1)^{1}\right]+0\right.\right. \\
&\left.\left.+\frac{2}{8}(2-1)^{1}\left[(3-1)^{1}-(-1)^{1}\right]\right\}\right]^{3-1} \\
&= {\left[\frac{1}{9}\left\{\frac{2}{8} \times 2 \times 0+\frac{2}{8} \times 2 \times 2\right\}\right] \times\left[\frac{1}{9}\left\{\frac{2}{8} \times 1 \times 3+\frac{2}{8} \times 1 \times 3\right\}\right]^{2} } \\
&=\left(\frac{1}{9}\right)\left(\frac{1}{6}\right)^{2} .
\end{aligned}
$$

The two-factor interaction part of $\operatorname{det}\left(C_{M T}\right)$ is

$$
\begin{aligned}
\prod_{q_{1}=1}^{1} \prod_{q_{2}=2}^{2} & {\left[\frac{1}{3^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}} L_{\mathbf{d}}\left(1-\frac{1}{\left(1-\ell_{q_{1}}\right)^{i_{q_{1}}}\left(1-\ell_{q_{2}}\right)^{i_{q_{2}}}}\right)\right\}\right]^{\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right)} } \\
= & {\left[\frac { 1 } { 9 } \left\{y_{01}\left(\ell_{1}-1\right)^{0}\left(\ell_{2}-1\right)^{1}\left[1-\frac{1}{\left(1-\ell_{1}\right)^{0}\left(1-\ell_{2}\right)^{1}}\right]\right.\right.} \\
& +y_{10}\left(\ell_{1}-1\right)^{1}\left(\ell_{2}-1\right)^{0}\left[1-\frac{1}{\left(1-\ell_{1}\right)^{1}\left(1-\ell_{2}\right)^{0}}\right] \\
& \left.\left.+y_{11}\left(\ell_{1}-1\right)^{1}\left(\ell_{2}-1\right)^{1}\left[1-\frac{1}{\left(1-\ell_{1}\right)^{1}\left(1-\ell_{2}\right)^{1}}\right]\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}
\end{aligned}
$$

$$
\begin{aligned}
= & {\left[\frac { 1 } { 9 } \left\{\frac{2}{8}(2-1)^{0}(3-1)^{1}\left[1-\frac{1}{(1-2)^{0}(1-3)^{1}}\right]+0\right.\right.} \\
& \left.\left.\quad+\frac{2}{8}(2-1)^{1}(3-1)^{1}\left[1-\frac{1}{(1-2)^{1}(1-3)^{1}}\right]\right\}\right]^{(2-1)(3-1)} \\
= & {\left[\frac{1}{9}\left\{\frac{2}{8} \times 1 \times 2\left[1+\frac{1}{2}\right]+\frac{2}{8} \times 1 \times 2\left[1-\frac{1}{2}\right]\right\}\right]^{2} } \\
= & \left(\frac{1}{9}\right)^{2}
\end{aligned}
$$

Then

$$
\operatorname{det}\left(C_{M I T}\right)=\left(\frac{1}{9}\right)\left(\frac{1}{6}\right)^{2} \times\left(\frac{1}{9}\right)^{2}=\left(\frac{1}{9}\right)^{3}\left(\frac{1}{6}\right)^{2}
$$

All possible designs for $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$ are shown in Table 6.8. In this example, the design consisting of choice sets from all three difference vectors has the maximum $\operatorname{det}\left(C_{M T}\right)$ of

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)=\left(\frac{2}{15}\right)^{5}
$$

The efficiencies of the other designs are calculated relative to this design. Recall that the total number of parameters to be estimated is

$$
\begin{aligned}
p & =\sum_{q=1}^{k}\left(\ell_{q}-1\right)+\sum_{q_{1}=1}^{k-1} \sum_{q_{2}=q_{1}+1}^{k}\left(\ell_{q_{1}}-1\right)\left(\ell_{q_{2}}-1\right) \\
& =[(2-1)+(3-1)]+(2-1)(3-1) \\
& =5 .
\end{aligned}
$$

Then, for example, the efficiency of the design consisting of choice sets with difference vector $\mathbf{v}_{2}$ only, is

$$
\operatorname{Eff}_{D}=100\left[\frac{\operatorname{det}\left(C_{M T}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, A T T}\right)}\right]^{1 / 5}=100\left[\frac{\left(\frac{4}{27}\right)^{3}\left(\frac{1}{9}\right)^{2}}{\left(\frac{2}{15}\right)^{5}}\right]^{1 / 5}=99.03 \% .
$$

We have been unable to get any general results, true for all $m$, for the form of the designs that are optimal for estimating main effects and two-factor interactions.

We can get specific results for fixed $m$ and $k$. For instance, for particular $m$ and $k$ values, we can evaluate $\operatorname{det}\left(C_{M T}\right)$ for all possible designs.

## EXAMPLE 6.5.3.

Suppose $m=2$ and $k=2$. Then the main effects part of $\operatorname{det}\left(C_{M T}\right)$ is

$$
\prod_{q=1}^{2}\left[\frac{1}{2^{2}} \sum_{\mathbf{d}}\left\{y_{\mathrm{d}}\left(\prod_{j=1 . j \neq q}^{2}\left(\ell_{j}-1\right)^{i_{j}}\right)\left[\left(\ell_{q}-1\right)^{i_{i}}-(-1)^{i_{q}}\right]\right\}\right]^{\ell_{q}-1}
$$

Table 6.8 All Possible Choice Experiment Designs for $k=2, \ell_{1}=2$, and $\ell_{2}=3$ when $m=3$ : Main Effects and Two-Factor Interactions

| $\mathbf{v}_{j}$ in Design | $N$ | $\operatorname{det}\left(C_{M T}\right)$ | Efficiency $(\%)$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{v}_{1}$ | 2 | $(0)\left(\frac{1}{6}\right)^{4}$ | 0 |
| $\mathbf{v}_{2}$ | 12 | $\left(\frac{4}{27}\right)^{3}\left(\frac{1}{9}\right)^{2}$ | 99.03 |
| $\mathbf{v}_{3}$ | 6 | $\left(\frac{4}{27}\right)\left(\frac{1}{6}\right)^{2}\left(\frac{5}{54}\right)^{2}$ | 96.51 |
| $\mathbf{v}_{1} \& \mathbf{v}_{2}$ | 14 | $\left(\frac{8}{63}\right)\left(\frac{5}{42}\right)^{2}\left(\frac{19}{126}\right)^{2}$ | 99.42 |
| $\mathbf{v}_{1} \& \mathbf{v}_{3}$ | 8 | $\left(\frac{1}{9}\right)^{3}\left(\frac{1}{6}\right)^{2}$ | 98.01 |
| $\mathbf{v}_{2} \& \mathbf{v}_{3}$ | 18 | $\left(\frac{4}{27}\right)\left(\frac{7}{54}\right)^{4}$ | 99.85 |
| $\mathbf{v}_{1}, \mathbf{v}_{2} \& \mathbf{v}_{3}$ | 20 | $\left(\frac{2}{15}\right)^{5}$ | 100 |

$$
\begin{aligned}
= & {\left[\frac { 1 } { 4 } \left\{y_{01}\left(\ell_{2}-1\right)^{1}\left[\left(\ell_{1}-1\right)^{0}-(-1)^{0}\right]\right.\right.} \\
& +y_{10}\left(\ell_{2}-1\right)^{0}\left[\left(\ell_{1}-1\right)^{1}-(-1)^{1}\right] \\
& \left.\left.+y_{11}\left(\ell_{2}-1\right)^{1}\left[\left(\ell_{1}-1\right)^{1}-(-1)^{1}\right]\right\}\right]^{\ell_{1}-1} \\
& \times\left[\frac { 1 } { 4 } \left\{y_{01}\left(\ell_{1}-1\right)^{0}\left[\left(\ell_{2}-1\right)^{1}-(-1)^{1}\right]\right.\right. \\
& +y_{10}\left(\ell_{1}-1\right)^{1}\left[\left(\ell_{2}-1\right)^{0}-(-1)^{0}\right\} \\
& \left.\left.+y_{11}\left(\ell_{1}-1\right)^{1}\left[\left(\ell_{2}-1\right)^{1}-(-1)^{1}\right]\right\}\right]^{\ell_{2}-1} \\
= & {\left[\frac{1}{4}\left\{\ell_{1} y_{10}+\ell_{1}\left(\ell_{2}-1\right) y_{11}\right\}\right]^{\ell_{1}-1} \times\left[\frac{1}{4}\left\{\ell_{2} y_{01}+\ell_{2}\left(\ell_{1}-1\right) y_{11}\right\}\right]^{\ell_{2}-1} } \\
= & {\left[\frac{\ell_{1}}{4}\left\{y_{10}+\left(\ell_{2}-1\right) y_{11}\right\}\right]^{\ell_{1}-1} \times\left[\frac{\ell_{2}}{4}\left\{y_{01}+\left(\ell_{1}-1\right) y_{11}\right\}\right]^{\ell_{2}-1} . }
\end{aligned}
$$

The two-factor interaction part of $\operatorname{det}\left(C_{M T}\right)$ is

$$
\begin{aligned}
& {\left[\frac{1}{2^{2}} \sum_{\mathbf{d}}\left\{y_{\mathbf{d}}\left(\ell_{1}-1\right)^{i_{1}}\left(\ell_{2}-1\right)^{i_{2}}\left(1-\frac{1}{\left(1-\ell_{1}\right)^{i_{1}}\left(1-\ell_{2}\right)^{i_{2}}}\right)\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}} \\
& = \\
& \quad\left[\frac { 1 } { 4 } \left\{y_{01}\left(\ell_{1}-1\right)^{0}\left(\ell_{2}-1\right)^{1}\left[1-\frac{1}{\left(1-\ell_{1}\right)^{0}\left(1-\ell_{2}\right)^{1}}\right]\right.\right. \\
& \quad+y_{10}\left(\ell_{1}-1\right)^{1}\left(\ell_{2}-1\right)^{0}\left[1-\frac{1}{\left(1-\ell_{1}\right)^{1}\left(1-\ell_{2}\right)^{0}}\right] \\
& \left.\left.\quad+y_{11}\left(\ell_{1}-1\right)^{1}\left(\ell_{2}-1\right)^{1}\left[1-\frac{1}{\left(1-\ell_{1}\right)^{1}\left(1-\ell_{2}\right)^{1}}\right]\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}
\end{aligned}
$$

$$
\begin{aligned}
= & {\left[\frac { 1 } { 4 } \left\{\frac{\left(\ell_{2}-1\right) \ell_{2} y_{01}}{\ell_{2}-1}+\frac{\left(\ell_{1}-1\right) \ell_{1} y_{10}}{\ell_{1}-1}\right.\right.} \\
& \left.\left.+\frac{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)\left[\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)-1\right) y_{11}}{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)} \\
= & {\left[\frac{1}{4}\left\{\ell_{2} y_{01}+\ell_{1} y_{10}+\left(\ell_{1} \ell_{2}-\ell_{1}-\ell_{2}\right) y_{11}\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)} . }
\end{aligned}
$$

Then

$$
\begin{aligned}
\operatorname{det}\left(C_{M T}\right)= & {\left[\frac{\ell_{1}}{4}\left\{y_{10}+\left(\ell_{2}-1\right) y_{11}\right\}\right]^{\ell_{1}-1} \times\left[\frac{\ell_{2}}{4}\left\{y_{01}+\left(\ell_{1}-1\right) y_{11}\right\}\right]^{\ell_{2}-1} } \\
& \times\left[\frac{1}{4}\left\{\ell_{2} y_{01}+\ell_{1} y_{10}+\left(\ell_{1} \ell_{2}-\ell_{1}-\ell_{2}\right) y_{11}\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}
\end{aligned}
$$

Now

$$
\begin{aligned}
& \mathbf{v}_{1}=01, \quad c_{\mathbf{v}_{1}}=\ell_{2}-1 \\
& \mathbf{v}_{2}=10, c_{\mathbf{v}_{2}}=\ell_{1}-1 \\
& \mathbf{v}_{3}=11, \quad c_{\mathbf{v}_{3}}=\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)
\end{aligned}
$$

So

$$
\begin{aligned}
& y_{01}=\frac{2 c_{\mathbf{v}_{1}} a_{\mathbf{v}_{1}}}{2\left(\ell_{1}-1\right)^{0}\left(\ell_{2}-1\right)^{1}}=a_{\mathbf{v}_{1}}, \\
& y_{10}=\frac{2 c_{\mathbf{v}_{2}} a_{\mathbf{v}_{2}}}{2\left(\ell_{1}-1\right)^{1}\left(\ell_{2}-1\right)^{0}}=a_{\mathbf{v}_{2}}, \\
& y_{11}=\frac{2 c_{\mathbf{v}_{3}} a_{\mathbf{v}_{3}}}{2\left(\ell_{1}-1\right)^{1}\left(\ell_{2}-1\right)^{1}}=a_{\mathbf{v}_{3}} .
\end{aligned}
$$

Then

$$
\begin{aligned}
\operatorname{det}\left(C_{M T}\right)= & {\left[\frac{\ell_{1}}{4}\left\{a_{\mathbf{v}_{2}}+\left(\ell_{2}-1\right) a_{\mathbf{v}_{3}}\right\}\right]^{\ell_{1}-1} \times\left[\frac{\ell_{2}}{4}\left\{a_{\mathbf{v}_{1}}+\left(\ell_{1}-1\right) a_{\mathbf{v}_{3}}\right\}\right]^{\ell_{2}-1} } \\
& \times\left[\frac{1}{4}\left\{\ell_{2} a_{\mathbf{v}_{1}}+\ell_{1} a_{\mathbf{v}_{2}}+\left(\ell_{1} \ell_{2}-\ell_{1}-\ell_{2}\right) a_{\mathbf{v}_{3}}\right\}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}
\end{aligned}
$$

Now we can evaluate explicitly the determinants for each of the possible designs for $m=2$ and $k=2$. Recall that

$$
a_{\mathbf{v}_{j}}=\frac{i_{\mathbf{v}_{j}}}{N}=\frac{i_{\mathbf{v}_{j}} m}{L \sum_{j} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}}}
$$

since

$$
N=\frac{L}{m} c_{\mathbf{v}_{j}} i_{\mathbf{v}_{j}} .
$$

The values for $a_{\mathbf{v}_{i}}$, for all the possible designs are given in Table 6.9 and the determinants for each of these designs are given in Table 6.10. It is possible to investigate the relative magnitudes of these determinants. In all cases, the largest determinant is that obtained from the choice experiment containing all the pairs. But this design has a determinant that is only about $5 \%$ larger than that from the choice experiment with only the pairs with difference

Table 6.9 Values of $a_{\mathbf{v}_{j}}$ for $m=2$ and $k=2$

| $\mathbf{v}_{j}$ in Design | $a_{\mathbf{v}_{1}}$ | $a_{\mathbf{v}_{2}}$ | $a_{\mathbf{v}_{3}}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{v}_{1}=(01)$ | $\frac{2}{\ell_{1} \ell_{2}\left(\ell_{2}-1\right)}$ | 0 | 0 |
| $\mathbf{v}_{2}=(10)$ | 0 | $\frac{2}{\ell_{1} \ell_{2}\left(\ell_{1}-1\right)}$ | 0 |
| $\mathbf{v}_{3}=(11)$ | 0 | $\frac{2}{\ell_{1} \ell_{2}\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}$ |  |
| $\mathbf{v}_{1} \& \mathbf{v}_{2}$ | $\frac{2}{\ell_{1} \ell_{2}\left(\ell_{1}+\ell_{2}-2\right)}$ | $\frac{2}{\ell_{1} \ell_{2}\left(\ell_{1}+\ell_{2} \cdots 2\right)}$ | 0 |
| $\mathbf{v}_{1} \& \mathbf{v}_{3}$ | $\frac{2}{\ell_{1}^{2} \ell_{2}\left(\ell_{2}-1\right)}$ | 0 | $\frac{2}{\ell_{1}^{2} \ell_{2}\left(\ell_{2}-1\right)}$ |
| $\mathbf{v}_{2} \& \mathbf{v}_{3}$ | 0 | $\frac{2}{\ell_{1} \ell_{2}^{2}\left(\ell_{1}-1\right)}$ | $\frac{2}{\ell_{1} f_{2}^{2}\left(\ell_{1}-1\right)}$ |
| $\mathbf{v}_{1}, \mathbf{v}_{2} \& \mathbf{v}_{3}$ | $\frac{2}{R}$ | $\frac{2}{R}$ | $\frac{2}{R}$ |

$R=\ell_{1} \ell_{2}\left[\left(\ell_{1}-1\right)+\left(\ell_{2}-1\right)+\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)\right]$.

Table 6.10 Values of $\operatorname{det}\left(C_{M T}\right)$ for $m=2$ and $k=2$

| $\mathbf{v}_{j}$ in Design | $\operatorname{det}\left(C_{M T}\right)$ |
| :---: | :---: |
| $\mathbf{v}_{1}=(01)$ | 0 |
| $\mathbf{v}_{2}=(10)$ | 0 |
| $\mathbf{v}_{3}=(11)$ | $\left[\frac{1}{2 \ell_{2}\left(\ell_{1}-1\right)}\right]^{\ell_{1}-1}\left[\frac{1}{2 \ell_{1}\left(\ell_{2}-1\right)}\right]^{\ell_{2}-1}\left[\frac{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)-1}{2 \ell_{1} \ell_{2}\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}$ |
| $\mathbf{v}_{1} \& \mathbf{v}_{2}$ | $\left[\frac{1}{2 \ell_{2}\left(\ell_{1}+\ell_{2}-2\right)}\right]^{\ell_{1}-1}\left[\frac{1}{2 \ell_{1}\left(\ell_{1}+\ell_{2}-2\right)}\right]^{\ell_{2}-1}\left[\frac{\ell_{1}+\ell_{2}}{2 \ell_{1} \ell_{2}\left(\ell_{1}+\ell_{2}-2\right)}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}$ |
| $\mathbf{v}_{2} \& \mathbf{v}_{3}$ | $\left[\frac{1}{2 \ell_{1} \ell_{2}}\right]^{\ell_{1}-1}\left[\frac{1}{2 \ell_{1}\left(\ell_{2}-1\right)}\right]^{\ell_{2}-1}\left[\frac{1}{2 \ell_{1} \ell_{2}}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}$ |
| $\mathbf{v}_{1}, \mathbf{v}_{2} \& \mathbf{v}_{3}$ | $\left[\frac{1}{2 \ell_{2}\left(\ell_{1}-1\right)}\right]^{\ell_{1}-1}\left[\frac{1}{2 \ell_{1} \ell_{2}}\right]^{\ell_{2}-1}\left[\frac{1}{2 \ell_{1} \ell_{2}}\right]^{\left(\ell_{1}-1\right)\left(\ell_{2}-1\right)}$ |

vector (11) when $\ell_{1}=\ell_{2}=20$, but it is 965 times larger than the determinant for the experiment with only the pairs with difference vectors (01) and (10) when $\ell_{1}=\ell_{2}=20$. Indeed, as $\ell_{1}$ and $\ell_{2}$ tend to infinity, the limit of the ratio of the determinant of the design with all pairs to that of the design with pairs with difference (11) only is 1.

Consider now the situation when $k=3$ and $m=2$. Here there are 7 difference vectors possible and so there are 127 possible choice experiments to consider. For $\ell_{1}=2, \ell_{2}=2,3$ and $\ell_{3} \leq 8$, the optimal design has all the pairs with difference vectors ( 011 ). ( 101 ), and (110). For $\ell_{1}=2,4 \leq \ell_{2} \leq 8, \ell_{2} \leq \ell_{3} \leq 8$, the optimal design has all the pairs with difference vectors (101) and (110). When $\ell_{1}=3$, the optimal design has all the pairs with difference vectors ( 011 ), (101), and (110) when $\ell_{2}=3,4,5$ and $\ell_{3}=3,4,5,6$; but it has all the pairs with difference vectors (101) and (110) when $5 \leq \ell_{2} \leq 8$ and $\ell_{2} \leq \ell_{3} \leq 8$ (except $\ell_{2}=5, \ell_{3}=5,6$ ). This situation continues for all the cases we have investigated. If we assume, without loss of generality, that $\ell_{1} \leq \ell_{2} \leq \ell_{3}$, then for fixed $\ell_{1}$ all three difference vectors of weight 2 give the optimal design when $\ell_{2}$ and $\ell_{3}$ are "close enough" to $\ell_{1}$. As $\ell_{2}$ and $\ell_{3}$ get larger, it is sufficient to have only those pairs with difference vectors (101) and (110). See Appendix 6. A. 2 for details. When $\ell_{1}=2$ then the determinant of the design with pairs with difference vectors (110) and (101) is at most 11.3 times that of the determinant of the design with pairs with difference vectors (110), (101), and (011). When $\ell_{1}=5$ the same multiple is only 1.32 .

When $m=2$ and $k=4$ we have considered all cases with $2 \leq \ell_{1} \leq \ell_{2} \leq \ell_{3} \leq \ell_{4} \leq 8$. There are 8 different sets of optimal difference vectors. The most common has three difference vectors of weight 3 : (1011), (1101), and (1110). The second most common has two difference vectors of weight 3: (1101) and (1110). Details may be found in Appendix 6. A.3. These designs all have a large number of choice sets, and we can use the method in Section 6.4 to obtain near-optimal designs with a smaller number of choice sets.

## $\square$ EXAMPLE 6.5.4.

Suppose $m=2, k=4$ with $\ell_{1}=2, \ell_{2}=3, \ell_{3}=6$, and $\ell_{4}=6$. By investigating all possible designs, we found that the 2160 pairs with difference vectors (1101) and (1110) form the optimal design. By starting with the complete factorial and adding generators (1101), (1110), and (1011) we obtain a design in 648 pairs that is $94.4 \%$ efficient and the $C_{M T}$ matrix is block diagonal.

Results for $m=2$ and $k=3$ are given in Appendix 6. A.4. For $m=3$ and $k=2$ for $2 \leq \ell_{1} \leq \ell_{2} \leq 8$ see Appendix 6. A.5. For $m=4$ and $k=2$ for some values of $\ell_{1}$ and $\ell_{2}$ see Appendix 6. A.6.

### 6.5.1 Exercises

1. Let $k=3$ and $m=2$. Let $\ell_{1}=\ell_{2}=2$ and let $\ell_{3}=3$. Give the pairs that are optimal for the estimation of main effects and two-factor interactions. Suppose that you only want to estimate the interaction between factors 1 and 2 . What is the determinant of the appropriate information matrix? Can you find a set of pairs that do better than this?
2. Another type of construction that has been developed by Grasshoff et al. (2004) uses each row of an OA to construct a choice set of size 2 by letting the symbols of the OA refer to ordered pairs of attribute levels (for the two options in each choice set). Consider an $\mathrm{OA}\left[18 ; 3^{6}, 6 ; 2\right]$ and let $\ell_{1}=\ldots=\ell_{6}=3$ and $\ell_{7}=4$. Then equate the
levels of the factors in the OA with pairs of levels for each attribute in some way; perhaps $0 \mapsto 0,1 ; 1 \mapsto 0,2$ and $2 \mapsto 1,2$ for the 3-level attributes and $0 \mapsto 0,1$; $1 \mapsto 0,2,2 \mapsto 0,3,3 \mapsto 1,2,4 \mapsto 1,3$ and $5 \mapsto 2,3$ for the 4 -level attribute. So if one row in the OA was 0221014 , then the corresponding choice set would be (0110001, 1222123).
(a) Construct all 18 pairs associated with an $\mathrm{OA}\left[18 ; 3^{6}, 6 ; 2\right]$.
(b) What is the efficiency of these pairs for the estimation of main effects? main effects plus two-factor interactions?
(c) What pairs would you get for these situations if you used the approach outlined in this chapter and how efficient would they be?
3. Hadamard matrices are also used in Grasshoff et al. (2004) to construct paired comparison designs. Let $A_{\ell}$ have as its rows the pairs in an optimal design with $k=1$ and $m=2$. Let $H_{n, k}$ be $k$ columns of a Hadamard matrix of order $n$, where $k \leq n$. Then the pairs are obtained from the matrix $H_{n, k} \otimes A_{\ell}$. For instance, if $\ell=2=k$ then $A_{2}=[(0,1)]$ and $H_{2,2}=\left[\begin{array}{rr}1 & 1 \\ 1 & -1\end{array}\right]$. Thus we get $H_{2,2} \otimes A_{2}=\left[\begin{array}{cc}(0,1) & (0,1) \\ (0,1) & -(0,1)\end{array}\right]$. We get the choice set $(00,11)$ from the first row and the choice set $(01,10)$ from the second row. Give the 12 choice sets of size 2 that you get from this approach when $\ell=3$ and $k=4$. How efficient is the design for the estimation of main effects? main effects plus two-factor interactions?

### 6.6 REFERENCES AND COMMENTS

Most of the results in this chapter originally appeared in Burgess and Street (2005). Readers can find software to construct choice sets from an initial factorial design and sets of generators, as well as calculate the corresponding information matrix and variance-covariance matrix, at the following website: http://maths.science.uts.edu.au/maths/wiki/SPExpts.

The choice of which of the different possible $B$ matrices to use depends very much on the effects that are of interest. If you are interested in estimating the linear, quadratic, and so on, effects for an attribute with discrete quantitative levels, then the $B$ matrix with contrasts that arise from the appropriate orthogonal polynomial contrasts are natural. If, on the other hand, you have chosen to represent a pair of binary attributes by one 4-level attribute because you want to be able to estimate the main effects and the two-factor interaction effect between these two attributes, then it makes sense to use the contrast matrix for the $2^{2}$ factorial design. The choice of $B$ will not affect the structure of the $C^{-1}$ matrix if the choice experiment is optimal: $C^{-1}$ will be a diagonal matrix. On the other hand, if the choice experiment is not optimal, then it is sometimes possible for one $B$ matrix to result in a diagonal $C^{-1}$ matrix and for another choice of $B$ to give a $C^{-1}$ matrix which is block diagonal (so the effects of interest are estimated independently of each other but the particular components within an effect that are determined by the choice of $B$ matrix are not estimated independently).

Bunch et al. (1996) give a construction in which an OMEP is used for the treatment combinations in the first option, and subsequent options are constructed by shifting the levels of each attribute by adding a constant, using modulo arithmetic. This method is really a subset of the methods described in this chapter.

## Appendix

6. A. 1 Optimal Designs for $m=2$ and $k=2$
7. A. 2 Optimal Designs for $m=2$ and $k=3$
8. A. 3 Optimal Designs for $m=2$ and $k=4$
9. A.4 Optimal Designs for $m=2$ and $k=5$
10. A.5 Optimal Designs for $m=3$ and $k=2$
11. A. 6 Optimal Designs for $m=4$ and $k=2$
12. A. 7 Optimal Designs for Symmetric Attributes for $m=2$

## 6. A. 1 OPTIMAL DESIGNS FOR $m=2$ AND $k=2$

| $\ell_{1}$ | $\ell 2$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | 2 | (01), (10) \& (11) | $\left(\frac{1}{6}\right)^{3}$ |
| 2 | 3 | (01), (10) \& (11) | $\left(\frac{1}{10}\right)^{5}$ |
| 2 | 4 | (01), (10) \& (11) | $\left(\frac{1}{14}\right)^{7}$ |
| 2 | 5 | (01), (10) \& (11) | $\left(\frac{1}{18}\right)^{9}$ |
| 2 | 6 | (01), (10) \& (11) | $\left(\frac{1}{22}\right)^{11}$ |
| 2 | 7 | (01), (10) \& (11) | $\left(\frac{1}{26}\right)^{13}$ |
| 2 | 8 | (01), (10) \& (11) | $\left(\frac{1}{30}\right)^{15}$ |
| 3 | 3 | $(01),(10) \&(11)$ | $\left(\frac{1}{16}\right)^{8}$ |
| 3 | 4 | $(01),(10) \&(11)$ | $\left(\frac{1}{22}\right)^{11}$ |
| 3 | 5 | $(01),(10) \&(11)$ | $\left(\frac{1}{28}\right)^{14}$ |
| 3 | 6 | $(01),(10) \&(11)$ | $\left(\frac{1}{34}\right)^{17}$ |
| 3 | 7 | $(01),(10) \&(11)$ | $\left(\frac{1}{40}\right)^{20}$ |
| 3 | 8 | $(01),(10) \&(11)$ | $\left(\frac{1}{46}\right)^{23}$ |
| 4 | 4 | (01), (10) \& (11) | $\left(\frac{1}{30}\right)^{15}$ |
| 4 | 5 | $(01),(10) \&(11)$ | $\left(\frac{1}{38}\right)^{19}$ |
| 4 | 6 | $(01),(10) \&(11)$ | $\left(\frac{1}{46}\right)^{23}$ |
| 4 | 7 | $(01),(10) \&(11)$ | $\left(\frac{1}{54}\right)^{27}$ |
| 4 | 8 | (01), (10) \& (11) | $\left(\frac{1}{62}\right)^{31}$ |
| 5 | 5 | (01), (10) \& (11) | $\left(\frac{1}{48}\right)^{24}$ |
| 5 | 6 | $(01),(10) \&(11)$ | $\left(\frac{1}{58}\right)^{29}$ |
| 5 | 7 | (01), (10) \& (11) | $\left(\frac{1}{68}\right)^{34}$ |
| 5 | 8 | (01), (10) \& (11) | $\left(\frac{1}{78}\right)^{39}$ |
| 6 | 6 | (01), (10) \& (11) | $\left(\frac{1}{70}\right)^{35}$ |
| 6 | 7 | (01), (10) \& (11) | $\left(\frac{1}{82}\right)^{41}$ |
| 6 | 8 | (01), (10) \& (11) | $\left(\frac{1}{94}\right)^{47}$ |
| 7 | 7 | $(01),(10) \&(11)$ | $\left(\frac{1}{96}\right)^{48}$ |
| 7 | 8 | (01), (10) \& (11) | $\left(\frac{1}{110}\right)^{55}$ |
| 8 | 8 | $(01),(10) \&(11)$ | $\left(\frac{1}{126}\right)^{63}$ |

## 6. A. 2 OPTIMAL DESIGNS FOR $m=2$ AND $k=3$

| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 2 | (011),(101) \& (110) | $\left(\frac{1}{12}\right)^{6}$ |
| 2 | 2 | 3 | (011), (101) \& (110) | $\left(\frac{1}{15}\right)^{1}\left(\frac{1}{20}\right)^{8}$ |
| 2 | 2 | 4 | (011),(101) \& (110) | $\left(\frac{3}{56}\right)^{1}\left(\frac{1}{28}\right)^{11}$ |
| 2 | 2 | 5 | (011),(101) \& (110) | $\left(\frac{1}{36}\right)^{1}\left(\frac{1}{36}\right)^{1}\left(\frac{1}{36}\right)^{4}\left(\frac{2}{45}\right)^{1}\left(\frac{1}{36}\right)^{4}\left(\frac{1}{36}\right)^{4}$ |
| 2 | 2 | 6 | (011),(101) \& (110) | $\left(\frac{1}{44}\right)^{1}\left(\frac{1}{44}\right)^{1}\left(\frac{1}{44}\right)^{5}\left(\frac{5}{132}\right)^{1}\left(\frac{1}{44}\right)^{5}\left(\frac{1}{44}\right)^{5}$ |
| 2 | 2 | 7 | (011),(101) \& (110) | $\left(\frac{1}{52}\right)^{1}\left(\frac{1}{52}\right)^{1}\left(\frac{1}{52}\right)^{6}\left(\frac{3}{91}\right)^{1}\left(\frac{1}{52}\right)^{6}\left(\frac{1}{52}\right)^{6}$ |
| 2 | 2 | 8 | (011),(101) \& (110) | $\left(\frac{1}{60}\right)^{1}\left(\frac{1}{60}\right)^{1}\left(\frac{1}{60}\right)^{7}\left(\frac{7}{240}\right)^{1}\left(\frac{1}{60}\right)^{7}\left(\frac{1}{60}\right)^{7}$ |
| 2 | 3 | 3 | $(011),(101) \&(110)$ | $\left(\frac{1}{36}\right)^{1}\left(\frac{1}{32}\right)^{2}\left(\frac{1}{32}\right)^{2}\left(\frac{11}{288}\right)^{2}\left(\frac{11}{288}\right)^{2}\left(\frac{1}{32}\right)^{4}$ |
| 2 | 3 | 4 | (011), (101) \& (110) | $\left(\frac{5}{264}\right)^{1}\left(\frac{1}{44}\right)^{2}\left(\frac{1}{44}\right)^{3}\left(\frac{1}{33}\right)^{2}\left(\frac{7}{264}\right)^{3}\left(\frac{1}{44}\right)^{6}$ |
| 2 | 3 | 5 | (011), (101) \& (110) | $\left(\frac{1}{70}\right)^{1}\left(\frac{1}{56}\right)^{2}\left(\frac{1}{56}\right)^{4}\left(\frac{1}{40}\right)^{2}\left(\frac{17}{840}\right)^{11}\left(\frac{1}{56}\right)^{8}$ |
| 2 | 3 | 6 | (011), (101) \& (110) | $\left(\frac{7}{612}\right)^{1}\left(\frac{1}{68}\right)^{2}\left(\frac{1}{68}\right)^{5}\left(\frac{13}{612}\right)^{2}\left(\frac{5}{306}\right)^{5}\left(\frac{1}{68}\right)^{10}$ |
| 2 | 3 | 7 | (011), (101) \& (110) | $\left(\frac{1}{105}\right)^{1}\left(\frac{1}{80}\right)^{2}\left(\frac{1}{80}\right)^{6}\left(\frac{31}{1680}\right)^{2}\left(\frac{23}{1680}\right)^{6}\left(\frac{1}{80}\right)^{12}$ |
| 2 | 3 | 8 | (011), (101) \& (110) | $\left(\frac{3}{368}\right)^{1}\left(\frac{1}{92}\right)^{2}\left(\frac{1}{92}\right)^{7}\left(\frac{3}{184}\right)^{2}\left(\frac{13}{1104}\right)^{7}\left(\frac{1}{92}\right)^{14}$ |
| 2 | 4 | 4 | (101) \& (110) | $\left(\frac{1}{32}\right)^{1}\left(\frac{1}{96}\right)^{3}\left(\frac{1}{96}\right)^{3}\left(\frac{48}{48}\right)^{3}\left(\frac{1}{48}\right)^{3}\left(\frac{1}{48}\right)^{9}$ |
| 2 | 4 | 5 | (101) \& (110) | $\left(\frac{1}{40}\right)^{1}\left(\frac{1}{140}\right)^{3}\left(\frac{1}{112}\right)^{4}\left(\frac{1}{56}\right)^{3}\left(\frac{9}{560}\right)^{4}\left(\frac{9}{560}\right)^{12}$ |
| 2 | 4 | 6 | (101) \& (110) | $\left(\frac{1}{48}\right)^{1}\left(\frac{1}{192}\right)^{3}\left(\frac{1}{128}\right)^{5}\left(\frac{1}{644}\right)^{3}\left(\frac{5}{384}\right)^{5}\left(\frac{5}{384}\right)^{15}$ |
| 2 | 4 | 7 | $(101) \&(110)$ | $\left(\frac{1}{56}\right)^{1}\left(\frac{1}{252}\right)^{3}\left(\frac{1}{144}\right)^{6}\left(\frac{1}{72}\right)^{3}\left(\frac{11}{1008}\right)^{6}\left(\frac{11}{1008}\right)^{18}$ |
| 2 | 4 | 8 | (101) \& (110) | $\left(\frac{1}{64}\right)^{1}\left(\frac{1}{320}\right)^{3}\left(\frac{1}{160}\right)^{7}\left(\frac{1}{80}\right)^{3}\left(\frac{3}{320}\right)^{7}\left(\frac{3}{320}\right)^{21}$ |
| 2 | 5 | 5 | (101) \& (110) | $\left(\frac{1}{50}\right)^{1}\left(\frac{1}{160}\right)^{4}\left(\frac{1}{160}\right)^{4}\left(\frac{11}{800}\right)^{4}\left(\frac{11}{800}\right)^{4}\left(\frac{1}{80}\right)^{16}$ |
| 2 | 5 | 6 | (101) \& (110) | $\left(\frac{1}{60}\right)^{1}\left(\frac{1}{216}\right)^{4}\left(\frac{1}{180}\right)^{5}\left(\frac{13}{1080}\right)^{4}\left(\frac{1}{90}\right)^{5}\left(\frac{11}{1080}\right)^{20}$ |
| 2 | 5 | 7 | (101) \& (110) | $\left(\frac{1}{70}\right)^{1}\left(\frac{1}{280}\right)^{4}\left(\frac{1}{200}\right)^{6}\left(\frac{3}{280}\right)^{4}\left(\frac{13}{1400}\right)^{6}\left(\frac{3}{350}\right)^{24}$ |


| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 5 | 8 | (101) \& (110) | $\left(\frac{1}{80}\right)^{1}\left(\frac{1}{352}\right)^{4}\left(\frac{1}{220}\right)^{7}\left(\frac{17}{1760}\right)^{4}\left(\frac{7}{880}\right)^{7}\left(\frac{13}{1760}\right)^{28}$ |
| 2 | 6 | 6 | (101) \& (110) | $\left(\frac{1}{72}\right)^{1}\left(\frac{1}{240}\right)^{5}\left(\frac{1}{240}\right)^{5}\left(\frac{7}{720}\right)^{5}\left(\frac{7}{720}\right)^{5}\left(\frac{1}{120}\right)^{25}$ |
| 2 | 6 | 7 | (101) \& (110) | $\left(\frac{1}{84}\right)^{1}\left(\frac{1}{308}\right)^{5}\left(\frac{1}{264}\right)^{6}\left(\frac{2}{231}\right)^{5}\left(\frac{5}{616}\right)^{6}\left(\frac{13}{1848}\right)^{30}$ |
| 2 | 6 | 8 | (101) \& (110) | $\left(\frac{1}{96}\right)^{1}\left(\frac{1}{384}\right)^{5}\left(\frac{1}{288}\right)^{7}\left(\frac{1}{128}\right)^{5}\left(\frac{1}{144}\right)^{7}\left(\frac{7}{1152}\right)^{35}$ |
| 2 | 7 | 8 | (101) \& (110) | $\left(\frac{1}{112}\right)^{1}\left(\frac{1}{416}\right)^{6}\left(\frac{1}{364}\right)^{7}\left(\frac{19}{2912}\right)^{6}\left(\frac{9}{1456}\right)^{7}\left(\frac{15}{2912}\right)^{42}$ |
| 2 | 8 | 8 | (101) \& (110) | $\left(\frac{1}{128}\right)^{1}\left(\frac{1}{448}\right)^{7}\left(\frac{1}{448}\right)^{7}\left(\frac{5}{896}\right)^{7}\left(\frac{5}{896}\right)^{7}\left(\frac{1}{224}\right)^{49}$ |
| 3 | 3 | 3 | (011), (101) \& (110) | $\left(\frac{1}{54}\right)^{2}\left(\frac{1}{54}\right)^{2}\left(\frac{1}{54}\right)^{2}\left(\frac{5}{216}\right)^{4}\left(\frac{5}{216}\right)^{4}\left(\frac{5}{216}\right)^{4}$ |
| 3 | 3 | 4 | (011), (101) \& (110) | $\left(\frac{5}{384}\right)^{2}\left(\frac{5}{384}\right)^{2}\left(\frac{1}{72}\right)^{3}\left(\frac{7}{384}\right)^{4}\left(\frac{19}{1152}\right)^{6}\left(\frac{19}{1152}\right)^{6}$ |
| 3 | 3 | 5 | (011), (101) \& (110) | $\left(\frac{1}{100}\right)^{2}\left(\frac{1}{100}\right)^{2}\left(\frac{1}{90}\right)^{4}\left(\frac{3}{200}\right)^{4}\left(\frac{23}{1800}\right)^{8}\left(\frac{23}{1800}\right)^{8}$ |
| 3 | 3 | 6 | (011), (101) \& (110) | $\left(\frac{7}{864}\right)^{2}\left(\frac{7}{864}\right)^{2}\left(\frac{1}{108}\right)^{5}\left(\frac{11}{864}\right)^{4}\left(\frac{1}{96}\right)^{10}\left(\frac{1}{96}\right)^{10}$ |
| 3 | 3 | 7 | (011), (101) \& (110) | $\left(\frac{1}{147}\right)^{2}\left(\frac{1}{147}\right)^{2}\left(\frac{1}{126}\right)^{6}\left(\frac{13}{1176}\right)^{4}\left(\frac{31}{3528}\right)^{12}\left(\frac{31}{3528}\right)^{12}$ |
| 3 | 3 | 8 | (011), (101) \& (110) | $\left(\frac{3}{512}\right)^{2}\left(\frac{3}{512}\right)^{2}\left(\frac{1}{144}\right)^{7}\left(\frac{5}{512}\right)^{4}\left(\frac{35}{4608}\right)^{14}\left(\frac{35}{4608}\right)^{14}$ |
| 3 | 4 | 4 | $(011),(101) \&(110)$ | $\left(\frac{1}{112}\right)^{2}\left(\frac{5}{504}\right)^{3}\left(\frac{5}{504}\right)^{3}\left(\frac{13}{1008}\right)^{6}\left(\frac{13}{1008}\right)^{6}\left(\frac{1}{84}\right)^{9}$ |
| 3 | 4 | 5 | $(011),(101) \&(110)$ | $\left(\frac{7}{1040}\right)^{2}\left(\frac{1}{130}\right)^{3}\left(\frac{5}{624}\right)^{4}\left(\frac{11}{1040}\right)^{6}\left(\frac{31}{3120}\right)^{8}\left(\frac{29}{3120}\right)^{12}$ |
| 3 | 4 | 6 | $(011),(101) \&(110)$ | $\left(\frac{1}{186}\right)^{2}\left(\frac{7}{1116}\right)^{3}\left(\frac{5}{744}\right)^{5}\left(\frac{5}{558}\right)^{6}\left(\frac{1}{124}\right)^{10}\left(\frac{17}{2232}\right)^{15}$ |
| 3 | 4 | 7 | $(011),(101) \&(110)$ | $\left(\frac{1}{224}\right)^{2}\left(\frac{1}{189}\right)^{3}\left(\frac{5}{864}\right)^{6}\left(\frac{47}{6048}\right)^{6}\left(\frac{41}{6048}\right)^{12}\left(\frac{13}{2016}\right)^{18}$ |
| 3 | 4 | 8 | (011), (101) \& (110) | $\left(\frac{5}{1312}\right)^{2}\left(\frac{3}{656}\right)^{3}\left(\frac{5}{984}\right)^{7}\left(\frac{9}{1312}\right)^{6}\left(\frac{23}{3936}\right)^{14}\left(\frac{11}{1968}\right)^{21}$ |
| 3 | 5 | 5 | (011), (101) \& (110) | $\left(\frac{1}{200}\right)^{2}\left(\frac{1}{160}\right)^{4}\left(\frac{1}{160}\right)^{4}\left(\frac{13}{1600}\right)^{8}\left(\frac{13}{1600}\right)^{8}\left(\frac{7}{960}\right)^{16}$ |
| 3 | 5 | 6 | (011), (101) \& (110) | $\left(\frac{3}{760}\right)^{2}\left(\frac{7}{1368}\right)^{4}\left(\frac{1}{190}\right)^{5}\left(\frac{47}{6840}\right)^{8}\left(\frac{1}{152}\right)^{10}\left(\frac{41}{6840}\right)^{20}$ |
| 3 | 5 | 7 | (101) \& (110) | $\left(\frac{1}{140}\right)^{2}\left(\frac{1}{420}\right)^{4}\left(\frac{1}{300}\right)^{6}\left(\frac{1}{168}\right)^{8}\left(\frac{23}{4200}\right)^{12}\left(\frac{1}{175}\right)^{24}$ |
| 3 | 5 | 8 | $(101) \&(110)$ | $\left(\frac{1}{160}\right)^{2}\left(\frac{1}{528}\right)^{4}\left(\frac{1}{330}\right)^{7}\left(\frac{7}{1320}\right)^{8}\left(\frac{5}{1056}\right)^{14}\left(\frac{13}{2640}\right)^{28}$ |
| 3 | 6 | 6 | (101) \& (110) | $\left(\frac{1}{144}\right)^{2}\left(\frac{1}{360}\right)^{5}\left(\frac{1}{360}\right)^{5}\left(\frac{1}{180}\right)^{10}\left(\frac{1}{180}\right)^{10}\left(\frac{1}{180}\right)^{25}$ |


| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | Difference Vectors | $\operatorname{det}\left(C_{o p t}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 6 | 7 | (101) \& (110) | $\left(\frac{1}{168}\right)^{2}\left(\frac{1}{462}\right)^{5}\left(\frac{1}{396}\right)^{6}\left(\frac{3}{616}\right)^{10}\left(\frac{13}{2772}\right)^{12}\left(\frac{13}{2772}\right)^{30}$ |
| 3 | 6 | 8 | $(101) \&(110)$ | $\left(\frac{1}{192}\right)^{2}\left(\frac{1}{576}\right)^{5}\left(\frac{1}{432}\right)^{7}\left(\frac{5}{1152}\right)^{10}\left(\frac{7}{1728}\right)^{14}\left(\frac{7}{1728}\right)^{35}$ |
| 3 | 7 | 7 | (101) \& (110) | $\left(\frac{1}{196}\right)^{2}\left(\frac{1}{504}\right)^{6}\left(\frac{1}{504}\right)^{6}\left(\frac{29}{7056}\right)^{12}\left(\frac{29}{7056}\right)^{12}\left(\frac{1}{252}\right)^{36}$ |
| 3 | 7 | 8 | (101) \& (110) | $\left(\frac{1}{224}\right)^{2}\left(\frac{1}{624}\right)^{6}\left(\frac{1}{546}\right)^{7}\left(\frac{1}{273}\right)^{12}\left(\frac{31}{8736}\right)^{14}\left(\frac{5}{1456}\right)^{42}$ |
| 3 | 8 | 8 | (101) \& (110) | $\left(\frac{1}{256}\right)^{2}\left(\frac{1}{672}\right)^{7}\left(\frac{1}{672}\right)^{7}\left(\frac{17}{5376}\right)^{14}\left(\frac{17}{5376}\right)^{14}\left(\frac{1}{336}\right)^{49}$ |
| 4 | 4 | 4 | (011). (101) \& (110) | $\left(\frac{1}{144}\right)^{3}\left(\frac{1}{144}\right)^{3}\left(\frac{1}{144}\right)^{3}\left(\frac{1}{108}\right)^{9}\left(\frac{1}{108}\right)^{9}\left(\frac{1}{108}\right)^{9}$ |
| 4 | 4 | 5 | (011). (101) \& (110) | $\left(\frac{7}{1320}\right)^{3}\left(\frac{7}{1320}\right)^{3}\left(\frac{1}{176}\right)^{4}\left(\frac{1}{132}\right)^{9}\left(\frac{19}{2640}\right)^{12}\left(\frac{19}{2640}\right)^{12}$ |
| 4 | 4 | 6 | (011), (101) \& (110) | $\left(\frac{1}{234}\right)^{3}\left(\frac{1}{234}\right)^{3}\left(\frac{1}{208}\right)^{5}\left(\frac{1}{156}\right)^{9}\left(\frac{11}{1872}\right)^{15}\left(\frac{11}{1872}\right)^{15}$ |
| 4 | 4 | 7 | (011), (101) \& (110) | $\left(\frac{1}{280}\right)^{3}\left(\frac{1}{280}\right)^{3}\left(\frac{1}{240}\right)^{6}\left(\frac{1}{180}\right)^{9}\left(\frac{5}{1008}\right)^{18}\left(\frac{5}{1008}\right)^{18}$ |
| 4 | 4 | 8 | (011), (101) \& (110) | $\left(\frac{5}{1632}\right)^{3}\left(\frac{5}{1632}\right)^{3}\left(\frac{1}{272}\right)^{7}\left(\frac{1}{204}\right)^{9}\left(\frac{7}{1632}\right)^{21}\left(\frac{7}{1632}\right)^{21}$ |
| 4 | 5 | 5 | (011). (101) \& (110) | $\left(\frac{1}{250}\right)^{3}\left(\frac{7}{1600}\right)^{4}\left(\frac{7}{1600}\right)^{4}\left(\frac{47}{8000}\right)^{12}\left(\frac{47}{8000}\right)^{12}\left(\frac{9}{1600}\right)^{16}$ |
| 4 | 5 | 6 | (011). (101) \& (110) | $\left(\frac{3}{940}\right)^{3}\left(\frac{1}{282}\right)^{4}\left(\frac{7}{1880}\right)^{5}\left(\frac{7}{1410}\right)^{12}\left(\frac{9}{1880}\right)^{15}\left(\frac{13}{2820}\right)^{20}$ |
| 4 | 5 | 7 | (011). (101) \& (110) | $\left(\frac{1}{378}\right)^{3}\left(\frac{1}{336}\right)^{4}\left(\frac{7}{2160}\right)^{6}\left(\frac{13}{3024}\right)^{12}\left(\frac{61}{15120}\right)^{38}\left(\frac{59}{15120}\right)^{24}$ |
| 4 | 5 | 8 | (011), (101) \& (110) | $\left(\frac{11}{4880}\right)^{3}\left(\frac{5}{1952}\right)^{4}\left(\frac{7}{2440}\right)^{7}\left(\frac{37}{9760}\right)^{12}\left(\frac{17}{4880}\right)^{21}\left(\frac{33}{9760}\right)^{28}$ |
| 4 | 6 | 6 | (011), (101) \& (110) | $\left(\frac{1}{396}\right)^{3}\left(\frac{1}{330}\right)^{5}\left(\frac{3}{330}\right)^{5}\left(\frac{2}{495}\right)^{15}\left(\frac{2}{495}\right)^{15}\left(\frac{1}{264}\right)^{25}$ |
| 4 | 6 | 7 | (011), (101) \& (110) | $\left(\frac{11}{5292}\right)^{3}\left(\frac{1}{392}\right)^{5}\left(\frac{1}{378}\right)^{6}\left(\frac{37}{10584}\right)^{15}\left(\frac{1}{294}\right)^{18}\left(\frac{17}{5292}\right)^{30}$ |
| 4 | 6 | 8 | (011). (101) \& (110) | $\left(\frac{1}{568}\right)^{3}\left(\frac{5}{2272}\right)^{5}\left(\frac{1}{426}\right)^{7}\left(\frac{7}{2272}\right)^{15}\left(\frac{5}{1704}\right)^{21}\left(\frac{19}{6816}\right)^{35}$ |
| 4 | 7 | 8 | (101) \& (110) | $\left(\frac{1}{336}\right)^{3}\left(\frac{1}{832}\right)^{6}\left(\frac{1}{728}\right)^{7}\left(\frac{15}{5824}\right)^{18}\left(\frac{11}{4368}\right)^{21}\left(\frac{15}{5824}\right)^{42}$ |
| 4 | 8 | 8 | (101) \& (110) | $\left(\frac{1}{384}\right)^{3}\left(\frac{1}{896}\right)^{7}\left(\frac{1}{896}\right)^{7}\left(\frac{1}{448}\right)^{21}\left(\frac{1}{448}\right)^{21}\left(\frac{1}{448}\right)^{49}$ |
| 5 | 5 | 5 | (011). (101) \& (110) | $\left(\frac{1}{300}\right)^{4}\left(\frac{1}{300}\right)^{4}\left(\frac{1}{300}\right)^{4}\left(\frac{11}{2400}\right)^{16}\left(\frac{11}{2400}\right)^{16}\left(\frac{11}{2400}\right)^{16}$ |
| 5 | 5 | 6 | (011), (101) \& (110) | $\left(\frac{3}{1120}\right)^{4}\left(\frac{3}{1120}\right)^{4}\left(\frac{1}{350}\right)^{5}\left(\frac{13}{3360}\right)^{16}\left(\frac{3}{800}\right)^{20}\left(\frac{3}{800}\right)^{20}$ |
| 5 | 5 | 7 | (011). (101) \& (110) | $\left(\frac{1}{448}\right)^{4}\left(\frac{1}{448}\right)^{4}\left(\frac{1}{400}\right)^{6}\left(\frac{3}{896}\right)^{16}\left(\frac{71}{22400}\right)^{24}\left(\frac{71}{22400}\right)^{24}$ |


| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 5 | 5 6 | 8 6 | $\begin{aligned} & (011),(101) \&(110) \\ & (011),(101) \&(110) \end{aligned}$ | $\begin{aligned} & \left(\frac{11}{5760}\right)^{4}\left(\frac{11}{5760}\right)^{4}\left(\frac{1}{450}\right)^{7}\left(\frac{17}{5760}\right)^{16}\left(\frac{79}{28800}\right)^{28}\left(\frac{79}{28800}\right)^{28} \\ & \left(\frac{1}{468}\right)^{4}\left(\frac{3}{1300}\right)^{5}\left(\frac{3}{1300}\right)^{5}\left(\frac{37}{11700}\right)^{20}\left(\frac{37}{11700}\right)^{20}\left(\frac{1}{325}\right)^{25} \end{aligned}$ |
| 5 | 6 | 7 | $(011),(101) \&(110)$ | $\left(\frac{11}{6216}\right)^{4}\left(\frac{1}{518}\right)^{5}\left(\frac{3}{1480}\right)^{6}\left(\frac{17}{6216}\right)^{20}\left(\frac{83}{31080}\right)^{24}\left(\frac{27}{10360}\right)^{30}$ |
| 5 | 6 | 8 | $(011),(101) \&(110)$ | $\left(\frac{1}{664}\right)^{4}\left(\frac{11}{6640}\right)^{5}\left(\frac{3}{1660}\right)^{7}\left(\frac{1}{415}\right)^{20}\left(\frac{23}{9960}\right)^{28}\left(\frac{3}{1328}\right)^{35}$ |
| 5 | 7 | 8 | (011), (101) \& (110) | $\left(\frac{13}{10528}\right)^{4}\left(\frac{11}{7520}\right)^{6}\left(\frac{1}{658}\right)^{7}\left(\frac{107}{52640}\right)^{24}\left(\frac{3}{1504}\right)^{28}\left(\frac{101}{52640}\right)^{42}$ |
| 5 | 8 | 8 | (011), (101) \& (110) | $\left(\frac{1}{960}\right)^{4}\left(\frac{11}{8400}\right)^{7}\left(\frac{11}{8400}\right)^{7}\left(\frac{59}{33600}\right)^{28}\left(\frac{59}{33600}\right)^{28}\left(\frac{1}{600}\right)^{49}$ |
| 6 | 6 | 6 | (011), (101) \& (110) | $\left(\frac{1}{540}\right)^{5}\left(\frac{1}{540}\right)^{5}\left(\frac{1}{540}\right)^{5}\left(\frac{7}{2700}\right)^{25}\left(\frac{7}{2700}\right)^{25}\left(\frac{7}{2700}\right)^{25}$ |
| 6 | 6 | 7 | $(011),(101) \&(110)$ | $\left(\frac{11}{7140}\right)^{5}\left(\frac{11}{7140}\right)^{5}\left(\frac{1}{612}\right)^{6}\left(\frac{4}{1785}\right)^{25}\left(\frac{47}{21420}\right)^{30}\left(\frac{47}{21420}\right)^{30}$ |
| 6 | 6 | 8 | $(011),(101) \&(110)$ | $\left(\frac{1}{760}\right)^{5}\left(\frac{1}{760}\right)^{5}\left(\frac{1}{684}\right)^{7}\left(\frac{3}{1520}\right)^{25}\left(\frac{13}{6840}\right)^{35}\left(\frac{13}{6840}\right)^{35}$ |
| 6 | 7 | 7 | (011), (101) \& (110) | $\left(\frac{1}{784}\right)^{5}\left(\frac{11}{8064}\right)^{6}\left(\frac{11}{8064}\right)^{6}\left(\frac{107}{56448}\right)^{30}\left(\frac{107}{56448}\right)^{30}\left(\frac{5}{2688}\right)^{36}$ |
| 6 | 7 | 8 | (011), (101) \& (110) | $\left(\frac{13}{11984}\right)^{5}\left(\frac{1}{856}\right)^{6}\left(\frac{11}{8988}\right)^{7}\left(\frac{5}{2996}\right)^{30}\left(\frac{59}{35952}\right)^{35}\left(\frac{29}{17976}\right)^{42}$ |
| 6 | 8 | 8 | (011), (101) \& (110) | $\left(\frac{1}{1088}\right)^{5}\left(\frac{1}{952}\right)^{7}\left(\frac{1}{952}\right)^{7}\left(\frac{11}{7616}\right)^{35}\left(\frac{11}{7616}\right)^{35}\left(\frac{1}{714}\right)^{49}$ |
| 7 | 7 | 7 | (011). (101) \& (110) | $\left(\frac{1}{882}\right)^{6}\left(\frac{1}{882}\right)^{6}\left(\frac{1}{882}\right)^{6}\left(\frac{17}{10584}\right)^{36}\left(\frac{17}{10584}\right)^{36}\left(\frac{17}{10584}\right)^{36}$ |
| 7 | 7 | 8 | (011), (101) \& (110) | $\left(\frac{13}{13440}\right)^{6}\left(\frac{13}{13440}\right)^{6}\left(\frac{1}{980}\right)^{7}\left(\frac{19}{13440}\right)^{36}\left(\frac{131}{94080}\right)^{42}\left(\frac{131}{94080}\right)^{42}$ |
| 7 | 8 | 8 | (011), (101) \& (110) | $\left(\frac{1}{1216}\right)^{6}\left(\frac{13}{14896}\right)^{7}\left(\frac{13}{14896}\right)^{7}\left(\frac{73}{59584}\right)^{42}\left(\frac{73}{59584}\right)^{42}\left(\frac{9}{7448}\right)^{49}$ |
| 8 | 8 | 8 | (011), (101) \& (110) | $\left(\frac{1}{1344}\right)^{7}\left(\frac{1}{1344}\right)^{7}\left(\frac{1}{1344}\right)^{7}\left(\frac{5}{4704}\right)^{49}\left(\frac{5}{4704}\right)^{49}\left(\frac{5}{4704}\right)^{49}$ |

## 6. A. 3 OPTIMAL DESIGNS FOR $m=2$ AND $k=4$

| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | $\ell_{4}$ | Difference Vectors |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 2 | 2 | $\begin{aligned} & (0011),(0101),(0110),(0111),(1001), \\ & (1010),(1011),(1100),(1101) \&(1110) \end{aligned}$ |
| 2 | 2 | 2 | 3-8 | (0111), (1011). (1101) \& (1110) |
| 2 | 2 | 3 | 3 | (0111), (1011). (1101) \& (1110) |
| 2 | 2 | 3 | 4-8 | $\begin{gathered} (0111),(1101) \&(1110) \\ \operatorname{or}(1011),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 4 | 4-5 | $\begin{gathered} (0111),(1101) \&(1110) \\ \text { or }(1011),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 4 | 6-8 | $\begin{gathered} (0110),(1101) \&(1110) \\ \operatorname{or}(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 5 | 5 | $\begin{gathered} (0111),(1101) \&(1110) \\ \text { or }(1011),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 5 | 6-8 | $\begin{gathered} (0110),(1101) \&(1110) \\ \text { or }(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 6 | 6 | $\begin{gathered} \hline(0101),(1101) \&(1110) \\ \text { or }(0110),(1101) \&(1110) \\ \text { or }(1001),(1101) \&(1110) \\ \text { or }(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 6 | 7-8 | $\begin{gathered} \hline(0110),(1101) \&(1110) \\ \text { or }(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 7 | 7 | $\begin{gathered} (0101),(1101) \&(1110) \\ \text { or }(0110),(1101) \&(1110) \\ \text { or }(1001),(1101) \&(1110) \\ \text { or }(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 7 | 8 | $\begin{gathered} \hline(0110),(1101) \&(1110) \\ \text { or }(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 2 | 8 | 8 | $\begin{gathered} \hline(0101),(1101) \&(1110) \\ \text { or }(0110),(1101) \&(1110) \\ \text { or }(1001),(1101) \&(1110) \\ \text { or }(1010),(1101) \&(1110) \end{gathered}$ |
| 2 | 3 | 3 | 3-8 | (1011), (1101) \& (1110) |
| 2 | 3 | 4 | 4-8 | (1011), (1101) \& (1110) |
| 2 | 3 | 5 | 5-8 | (1101) \& (1110) |
| 2 | 3 | 6 | 6-8 | (1101) \& (1110) |
| 2 | 3 | 7 | 7-8 | (1101) \& (1110) |
| 2 | 3 | 8 | 8 | (1101) \& (1110) |
| 2 | 4 | 4 | 4-8 | (1011), (1101) \& (1110) |
| 2 | 4 | 5 | 5-8 | (1011), (1101) \& (1110) |
| 2 | 4 | 6 | 6 | (1011), (1101) \& (1110) |


| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | $\ell_{4}$ | Difference Vectors |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 6 | 7-8 | (1101) \& (1110) |
| 2 | 4 | 7 | 7-8 | $(1101)$ \& (1110) |
| 2 | 4 | 8 | 8 | (1101) \& (1110) |
| 2 | 5 | 5 | 5-8 | (1011), (1101) \& (1110) |
| 2 | 5 | 6 | 6-8 | (1011), (1101) \& (1110) |
| 2 | 5 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 2 | 5 | 8 | 8 | (1101) \& (1110) |
| 2 | 6 | 6 | 6-8 | (1011). (1101) \& (1110) |
| 2 | 6 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 2 | 6 | 8 | 8 | (1011), (1101) \& (1110) |
| 2 | 7 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 2 | 7 | 8 | 8 | (1011), (1101) \& (1110) |
| 2 | 8 | 8 | 8 | (1011), (1101) \& (1110) |
| 3 | 3 | 3 | 3-7 | (0111), (1011), (1101) \& (1110) |
| 3 | 3 | 3 | 8 | $\begin{gathered} \hline(0111),(1011) \&(1110) \\ \text { or }(0111),(1101) \&(110) \\ \text { or }(1011),(1101) \&(1110) \\ \hline \end{gathered}$ |
| 3 | 3 | 4 | 4 | (0111), (1011), (1101) \& (1110) |
| 3 | 3 | 4 | 5-8 | (1101) \& (1110) |
| 3 | 3 | 5 | 5-8 | (1101) \& (1110) |
| 3 | 3 | 6 | 6-8 | $(1101) \&(1110)$ |
| 3 | 3 | 7 | 7-8 | (1101) \& (1110) |
| 3 | 3 | 8 | 8 | $(1101) \&(1110)$ |
| 3 | 4 | 4 | 4-8 | (1011), (1101) \& (1110) |
| 3 | 4 | 5 | 5-6 | (1011), (1101) \& (1110) |
| 3 | 4 | 5 | 7-8 | $(1101) \&(1110)$ |
| 3 | 4 | 6 | 6-8 | (1101) \& (1110) |
| 3 | 4 | 7 | 7-8 | $(1101) \&(1110)$ |
| 3 | 4 | 8 | 8 | (1101) \& (1110) |
| 3 | 5 | 5 | 5-8 | (1011), (1101) \& (1110) |
| 3 | 5 | 6 | 6-8 | (1011), (1101) \& (1110) |
| 3 | 5 | 7 | 7 | (1011), (1101) \& (1110) |
| 3 | 5 | 7 | 8 | $(1101) \&(1110)$ |
| 3 | 5 | 8 | 8 | (1101) \& (1110) |
| 3 | 6 | 6 | 6-8 | (1011). (1101) \& (1110) |
| 3 | 6 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 3 | 6 | 8 | 8 | (1011), (1101) \& (1110) |
| 3 | 7 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 3 | 7 | 8 | 8 | (1011), (1101) \& (1110) |
| 3 | 8 | 8 | 8 | (1011), (1101) \& (1110) |


| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | $\ell_{4}$ | Difference Vectors |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 4 | 4 | 4-8 | (0111), (1011), (1101) \& (1110) |
| 4 | 4 | 5 | 5 | (0111), (1011). (1101) \& (1110) |
| 4 | 4 | 5 | 6 | (0111), (1101) \& (1110) |
|  |  |  |  | or (1011), (1101) \& (1110) |
| 4 | 4 | 5 | 7-8 | (1101) \& (1110) |
| 4 | 4 | 6 | 6-8 | (1101) \& (1.110) |
| 4 | 4 | 7 | 7-8 | (1101) \& (1110) |
| 4 | 4 | 8 | 8 | (1101) \& (1110) |
| 4 | 5 | 5 | 5-8 | (1011), (1101) \& (1110) |
| 4 | 5 | 6 | 6-8 | (1011), (1101) \& (1110) |
| 4 | 5 | 7 | 7-8 | (1101) \& (1110) |
| 4 | 5 | 8 | 8 | (1101) \& (1110) |
| 4 | 6 | 6 | 6-8 | (1011), (1101) \& (1110) |
| 4 | 6 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 4 | 6 | 8 | 8 | (1011), (1101) \& (1110) |
| 4 | 7 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 4 | 7 | 8 | 8 | (1011), (1101) \& (1110) |
| 4 | 8 | 8 | 8 | (1011), (1101) \& (1110) |
| 5 | 5 | 6 | 7-8 | (0111), (1101) \& (1110) |
|  |  |  |  | or (1011), (1101) \& (1110) |
| 5 | 5 | 5 | 5-8 | (0111). (1011), (1101) \& (1110) |
| 5 | 5 | 6 | 6 | (0111). (1011). (1101) \& (1110) |
| 5 | 5 | 7 | 7-8 | (1101) \& (1110) |
| 5 | 5 | 8 | 8 | (1101) \& (1110) |
| 5 | 6 | 6 | 6-8 | (1011), (1101) \& (1110) |
| 5 | 6 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 5 | 6 | 8 | 8 | (1011), (1101) \& (1110) |
| 5 | 7 | 7 | 7-8 | (1011). (1101) \& (1110) |
| 5 | 7 | 8 | 8 | (1011), (1101) \& (1110) |
| 5 | 8 | 8 | 8 | (1011), (1101) \& (1110) |
| 6 | 6 | 6 | 6-8 | (0111), (1011), (1101) \& (1110) |
| 6 | 6 | 7 | 7-8 | (0111), (1011), (1101) \& (1110) |
| 6 | 6 | 8 | 8 | (0111), (1101) \& (1110) |
|  |  |  |  | or (1011), (1101) \& (1110) |
| 6 | 7 | 7 | 7-8 | (1011), (1101) \& (1110) |
| 6 | 7 | 8 | 8 | (1011), (1101) \& (1110) |
| 6 | 8 | 8 | 8 | (1011), (1101) \& (1110) |
| 7 | 7 | 7 | 7-8 | (0111), (1011). (1101) \& (1110) |
| 7 | 7 | 8 | 8 | (0111), (1011), (1101) \& (1110) |
| 7 | 8 | 8 | 8 | (0111), (1011), (1101) \& (1110) |
| 8 | 8 | 8 | 8 | (0111), (1011), (1101) \& (1110) |

## 6. A. 4 OPTIMAL DESIGNS FOR $m=2$ AND $k=5$

| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | $\ell_{4}$ | $\ell_{5}$ | Difference Vectors |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 2 | 2 | 2 | (00111), (01011), (01101), (01110), (10011), (10101), (10110), (11001), (11010) \& (11100) |
| 2 | 2 | 2 | 3 | 3 | (00111), (01011), (01101), (01110), (10011), (10101), (10110), (11001), (11010), (11101) \& (11110) |
| 2 | 2 | 4 | 4 | 4 | (10011), (10101), (10110), (11011), <br> (11101) \& (11110) |
| 2 | 2 | 4 | 4 | 8 | (01110), (10110), (11011), (11101) \& (11110) |
| 2 | 2 | 4 | 8 | 8 | (11101), (11110) \& one of (01101), (01110), (10101) or (10110) |
| 2 | 3 | 3 | 4 | 5 | (10011), (11101) \& (11110) |
| 2 | 4 | 4 | 4 | 4 | (10111), (11011), (11101) \& (11110) |
| 2 | 4 | 4 | 4 | 8 | (01111), (10111), (11011), (11101) \& (11110) |
| 2 | 4 | 4 | 8 | 8 | (11101) \& (11110) |
| 2 | 4 | 8 | 8 | 8 | (11011), (11101) \& (11110) |
| 2 | 8 | 8 | 8 | 8 | (10111), (11011), (11101) \& (11110) |
| 3 | 3 | 3 | 3 | 3 | $\begin{aligned} & (00111),(01011),(01101),(01110),(01111), \\ & (10011),(10101),(10110),(10111),(11001), \\ & (11010),(11011),(11100),(11101) \&(11110) \end{aligned}$ |
| 4 | 4 | 4 | 4 | 4 | (01111), (10111), (11011), (11101) \& (11110) |
| 4 | 4 | 4 | 4 | 8 | (11110) and any two of (01111), (10111), (11011) \& (11101) |
| 4 | 4 | 4 | 8 | 8 | (11101) \& (11110) |
| 4 | 4 | 8 | 8 | 8 | (11011), (11101) \& (11110) |
| 4 | 8 | 8 | 8 | 8 | (10111), (11011), (11101) \& (11110) |
| 5 | 5 | 5 | 5 | 5 | (01111), (10111), (11011), (11101) \& (11110) |
| 6 | 6 | 6 | 6 | 6 | (01111), (10111), (11011), (11101) \& (11110) |
| 7 | 7 | 7 | 7 | 7 | (01111), (10111), (11011), (11101) \& (11110) |
| 8 | 8 | 8 | 8 | 8 | (01111), (10111), (11011), (11101) \& (11110) |

## 6. A. 5 OPTIMAL DESIGNS FOR $m=3$ AND $k=2$

| $\ell_{1}$ | $\ell_{2}$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | 2 | $(01,10,11)$ | $\left(\frac{2}{9}\right)^{3}$ |
| 2 | 3 | $(01,01,01),(01,10,11) \&(01,11,11)$ | $\left(\frac{2}{15}\right)^{5}$ |
| 2 | 4 | $(01.01,01),(01.10,11) \&(01,11,11)$ | $\left(\frac{2}{21}\right)^{7}$ |
| 2 | 5 | $(01,01,01) \cdot(01,10,11) \&(01,11,11)$ | $\left(\frac{2}{27}\right)^{9}$ |
| 2 | 6 | $(01,01,01),(01,10,11) \&(01,11,11)$ | $\left(\frac{2}{33}\right)^{11}$ |
| 2 | 7 | (01,01,01), (01,10,11) \& (01,11,11) | $\left(\frac{2}{39}\right)^{13}$ |
| 2 | 8 | $(01,01,01),(01,10,11) \&(01,11,11)$ | $\left(\frac{2}{45}\right)^{15}$ |
| 3 | 3 | $\begin{gathered} (01,01,01),(10,10,10) \&(11,11,11) \\ \text { or }(01,10,11),(01,11,11) \&(10,11,11) \\ \text { or }(01,01,01),(01,10,11),(01,11,11),(10,10,10), \\ (10,11,11) \&(11,11,11) \end{gathered}$ | $\left(\frac{1}{12}\right)^{8}$ |
| 3 | 4 | $(01.01,01),(01,10.11),(01,11,11),(10.10,10)$, $(10,11,11) \&(11,11,11)$ | $\left(\frac{2}{33}\right)^{11}$ |
| 3 | 5 | $\begin{gathered} (01.01,01) \cdot(01,10,11) \cdot(01,11,11),(10,10.10) \\ (10,11,11) \&(11,11,11) \end{gathered}$ | $\left(\frac{1}{21}\right)^{14}$ |
| 3 | 6 | $\begin{gathered} (01.01 .01),(01.10,11),(01,11,11),(10,10.10) \\ (10,11,11) \&(11,11,11) \end{gathered}$ | $\left(\frac{2}{51}\right)^{17}$ |
| 3 | 7 | $(01,01,01),(01,10,11),(01,11,11),(10,10,10)$, <br> $(10,11,11) \&(11,11,11)$ | $\left(\frac{1}{30}\right)^{20}$ |
| 3 | 8 | $(01,01,01) .(01,10,11),(01,11,11),(10,10,10)$. <br> $(10,11,11) \&(11,11,11)$ | $\left(\frac{2}{69}\right)^{23}$ |
| 4 | 4 | $\begin{gathered} (01,10,11) \&(11,11,11) \\ \text { or }(01,01,01),(01,11,11) \&(10,10,10) \\ \text { or }(01,01,01),(01,10,11),(01,11,11),(10,10,10), \\ (10,11,11) \&(11,11,11) \end{gathered}$ | $\left(\frac{2}{45}\right)^{15}$ |
| 4 | 5 | $(01,01,01),(01,10,11),(01,11,11),(10.10,10)$, <br> $(10,11,11) \&(11,11.11)$ | $\left(\frac{2}{57}\right)^{19}$ |


| $\ell_{1}$ | $\ell_{2}$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: |
| 4 | 6 | $(01,01,01),(01,10,11) \&(11,11,11)$ <br> or $(01,11,11),(10,10,10) \&(10,11,11)$ <br> or $(01,01,01),(01,10,11),(01,11,11),(10,10,10)$, <br> $(10,11,11) \&(11,11,11)$ | $\left(\frac{2}{69}\right)^{23}$ |
| 4 | 7 | $(01,01,01),(01,10,11),(01,11,11),(10,10,10)$, <br> $(10,11,11) \&(11,11,11)$ | $\left(\frac{2}{81}\right)^{27}$ |
| 4 | 8 | $(01,01,01),(01,10,11),(01,11,11),(10,10,10)$, <br> $(10,11,11) \&(11,11,11)$ | $\left(\frac{2}{93}\right)^{31}$ |
| 5 | 5 | $(01,11,11) \&(10,11,11)$ |  |
| 5 | 6 | 7 | or $(01,01,01),(01,10,11),(10,10,10) \&(11,11,11)$ <br> or $(01,01,01),(01,10,11),(01,11,11),(10,10,10)$, <br> $(10,11,11) \&(11,11,11)$ |

## 6. A. 6 OPTIMAL DESIGNS FOR $m=4$ AND $k=2$

| $\ell_{1}$ | $\ell 2$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | 3 | $\begin{gathered} (01,01,01,10,11,11),(01,01,10,10,11,11) \\ \&(01,01,10,11,11,11) \end{gathered}$ | $\left(\frac{3}{50}\right)^{5}$ |
| 2 | 4 | $\begin{gathered} (01,01,01,01,01,01),(01,01,10,10,11,11) \\ \&(01,01,11,11,11,11) \\ \text { or }(01,01,01,01,01,01),(01,01,01,10,11,11) \\ (01,01,10,11,11,11) \&(01,01,11,11,11,11) \end{gathered}$ | $\left(\frac{3}{28}\right)^{7}$ |
| 2 | 5 | $(01.01 .01,10,11,11) \&(01,01,11,11,11,11)$ | $\left(\frac{3}{36}\right)^{9}$ |
| 2 | 6 | $(01.01,01,10,11,11) \&(01.01,11,11,11,11)$ | $\left(\frac{3}{44}^{11}\right.$ |
| 2 | 7 | (01,01,01,01,01,01), (01,01,10,10,11,11). <br> $(01,01,10,11,11,11) \&(01,01,11,11,11.11)$ | $\left(\frac{3}{512}\right)^{1.3}$ |
| 2 | 8 | (01.01,01,01,01,01), (01,01, 10, 10,11,11), (01.01, $10,11,11,11) \&(01,01,11,11,11.11)$ | $\left(\frac{3}{60}\right)^{15}$ |
| 3 | 3 | (01.01,10,11,11,11) \& (01,10,10,11,11,11) or ( $01.01 .01,10,11,11$ ), ( $01,01,10,10,11.11$ ). ( $01,10,10,10,11,11$ ) \& ( $01.10,11,11,11,11$ ) or $(01,01,01.01,01,01),(01,01,01,10,11,11)$, (01,01,01,11,11,11), (01,01,10,10,11,11), (01,01,10,11,11,11), (01, 10.10,10, 11,11), ( $01.10,10,11,11,11$ ), ( $01,01,11,11,11,11$ ). $(01,10,11,11,11,11) \&(01,11,11,11,11,11)$ | $\left(\frac{3}{32}\right)^{8}$ |


| $\ell_{1} \quad \ell_{2}$ | Difference Vectors | $\operatorname{det}\left(C_{\text {opt }}\right)$ |
| :---: | :---: | :---: |
| 34 | $\begin{gathered} (01,01,01,01,01,01),(01,01,01,11,11,11), \\ (01,10,10,10,11,11) \&(01,11,11,11,11,11) \\ \text { or }(01,01,01,01,01,01),(01,01,01,10,11,11) \text {, } \\ (01,01,10,11,11,11),(01,10,10,11,11,11) \\ \&(01,10,11,11,11,11) \\ \text { or }(01,01,01,01,01,01),(01,01,10,10,11,11), \\ (01,01,10,11,11,11),(01,10,10,11,11,11) \\ \&(01,11,11,11,11,11) \\ \text { or }(01,01,01,01,01,01),(01,01,10,11,11,11) \text {, } \\ (01,10,10,10,11,11),(01,01,11,11,11,11) \\ \&(01,11,11,11,11,11) \\ \text { or }(01,01,01,10,11,11),(01,01,01,11,11,11), \\ (01,01,10,10,11,11),(01,10,10,11,11,11) \\ \&(01,10,11,11,11,11) \\ \text { or }(01,01,01,10,11,11),(01,01,01,11,11,11), \\ (01,10,10,10,11,11),(01,01,11,11,11,11) \\ \&(01,10,11,11,11,11) \\ \text { or }(01,01,01,11,11,11),(01,01,10,10,11,11), \\ (01,10,10,10,11,11),(01,01,11,11,11,11) \\ \&(01,11,11,11,11,11) \\ \text { or }(01,01,01,10,11,11),(01,01,10,10,11,11), \\ (01,01,10,11,11,11),(01,10,10,11,11,11), \\ (01,01,11,11,11,11) \&(01,10,11,11,11,11) \\ \text { or }(01,01,01,01,01,01),(01,01,01,10,11,11), \\ (01,01,01,11,11,11),(01,01,10,10,11,11) \\ (01,01,10,11,11,11),(01,10,10,10,11,11), \\ (01,10,10,1111,11),(01,01,11,11,11,11), \\ (01,10,11,11,11,11) \&(01,11,11,11,11,11) \end{gathered}$ | $\left(\frac{3}{44}\right)^{11}$ |

## 6. A. 7 OPTIMAL DESIGNS FOR SYMMETRIC ATTRIBUTES FOR $m=2$

| Attributes | Levels | Difference Vectors |
| :---: | :---: | :---: |
| 2 | 2-12 | All difference vectors, i.e., (01), (10) \& (11) |
| 3 | 2-12 | All difference vectors of weight 2 i.e. (011). (101) \& (110) |
| 4 | $\begin{gathered} 2 \\ 3-12 \end{gathered}$ | All difference vectors of weight $2 \& 3$ <br> All difference vectors of weight 3 |
| 5 | $\begin{gathered} 2 \\ 3 \\ 4-12 \end{gathered}$ | All difference vectors of weight 3 <br> All difference vectors of weight $3 \& 4$ <br> All difference vectors of weight 4 |
| 6 | $\begin{gathered} 2 \\ 3 \\ 4 \\ 5-12 \end{gathered}$ | All difference vectors of weight 3 \& 4 <br> All difference vectors of weight 4 <br> All difference vectors of weight $4 \& 5$ <br> All difference vectors of weight 5 |
| 7 | $\begin{gathered} 2 \\ 3-4 \\ 5 \\ 6-12 \end{gathered}$ | All difference vectors of weight 4 <br> All difference vectors of weight 5 <br> All difference vectors of weight $5 \& 6$ <br> All difference vectors of weight 6 |
| 8 | $\begin{gathered} 2 \\ 3 \\ 4-5 \\ 6-12 \end{gathered}$ | All difference vectors of weight $4 \& 5$ <br> All difference vectors of weight $5 \& 6$ <br> All difference vectors of weight 6 <br> All difference vectors of weight 7 |
| 9 | $\begin{gathered} 2 \\ 3 \\ 4-6 \\ 8-12 \end{gathered}$ | All difference vectors of weight 5 <br> All difference vectors of weight 6 <br> All difference vectors of weight 7 <br> All difference vectors of weight 8 |
| 10 | $\begin{gathered} 2 \\ 3 \\ 4 \\ 5-7 \\ 8-12 \end{gathered}$ | All difference vectors of weight $5 \& 6$ <br> All difference vectors of weight 7 <br> All difference vectors of weight 7 \& 8 <br> All difference vectors of weight 8 <br> All difference vectors of weight 9 |
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## CHAPTER 7

## VARIOUS TOPICS

We have now seen how to construct optimal and near-optimal designs for estimating main effects and main effects plus two-factor interactions for any number of attributes each with any number of levels and with choice sets of any (constant) size using the MNL model. In this chapter we touch on a number of other important topics in the design of choice experiments.

The first topic we consider is the design of optimal choice experiments when all choice sets contain a none option or an option which is common to all choice sets, a base alternative, or both a none option and a base alternative.

Next we discuss how to determine the best choice set size, in terms of the number of levels of each of the attributes, as well as how to compare choice sets of different sizes.

So far in this book we have not placed any restrictions on the number of attributes that can differ between the options in a choice set. Yet there is some evidence that respondents do not perform as consistently when there are many features to trade-off. We show how to construct optimal choice experiments when we limit the number of attributes which can be different between the options in each choice set.

All of the designs that have been developed in the earlier chapters have been optimized when we have no prior information about the values of the $\pi_{i}$. If we do have such prior information, then it can be used to calculate a different $\Lambda$ matrix, as indicated in Chapter 3, and this matrix can be used to determine a modified $C$ matrix (the matrix of contrasts is, of course, unaltered by prior information). We consider the use of prior information for two specific examples.

### 7.1 OPTIMAL STATED CHOICE EXPERIMENTS WHEN ALL CHOICE SETS CONTAIN A SPECIFIC OPTION

In this section we consider the construction of choice experiments in which all choice sets contain either a none option, a common base option, or both a none option and a common base option.

The none option is sometimes viewed as an option to defer choice and is sometimes included so that participants do not have to choose between two or more options that they find equally attractive (although Davidson (1970) has described an MNL model in which ties are allowed). A common base option, described by some combination of the attribute levels, is often included in choice experiments to investigate treatment options, where you want to compare the standard treatment option with a proposed new treatment option in each choice set. Finally we consider the design of choice experiments in which both a common base and a none option is included in every choice set.

### 7.1.1 Choice Experiments with a None Option

In this section we consider what happens when we adjoin a none option to each choice set in a stated preference choice experiment. It turns out that there is a simple relationship between the matrices for a forced choice stated preference experiment and those from the same choice sets with a none option adjoined to each choice set.

For a discussion of how to design experiments to avoid consumers choosing to defer choice (another way of viewing the none option) see Haaijer et al. (2001) and references cited therein. There are references in Chapter 1 to other non-mathematical issues.

We let $B_{f}$ be the contrast matrix for the forced choice experiment (so $B_{f}=B_{h}$ and may contain contrasts for main effects and perhaps interaction effects), let $\Lambda_{f}$ be the $\Lambda$ matrix for the forced choice experiment, and let $C_{f}=B_{f} \Lambda_{f} B_{f}^{\prime}$ be the information matrix for the forced choice experiment. We assume that $B_{f}$ is $p \times L$ where there are $p$ contrasts of interest, and note that $\Lambda_{f}$ will contain rows and columns of 0 s if not all treatment combinations appear in the choice experiment. We will use $B_{n}, \Lambda_{n}$, and $C_{n}=B_{n} \Lambda_{n} B_{n}^{\prime}$ for the corresponding matrices when a none option has been included in each choice set. We assume that each choice set in the forced choice experiment has $m$ options in it and that there are $N$ such choice sets.

The next result establishes the relationship between $B_{f}$ and $B_{n}$ and between $\Lambda_{f}$ and $\Lambda_{n}$. As usual we let $L=\prod_{q=1}^{k} \ell_{q}$.

## ■ LEMMA 7.1.1.

1. Let $d^{2}=L(L+1)$. Then

$$
B_{n}=\left[\begin{array}{cc}
B_{f} & \mathbf{O}_{p} \\
\frac{1}{d} \mathbf{j}_{L}^{\prime} & \frac{-L}{d}
\end{array}\right]
$$

where $0_{p}$ is a $p \times 1$ vector of zeroes and none is the final treatment combination. Thus $B_{n} B_{n}^{\prime}=I_{p+1}$.
2. Let $r_{i}$ be the number of times the ith treatment combination appears in the stated preference experiment and let $\mathbf{r}=\left(r_{1}, \ldots, r_{L}\right)^{\prime}$. Let $D$ be a matrix with these
replication numbers on the diagonal. Then

$$
\Lambda_{n}=\frac{1}{(m+1)^{2} N}\left[\begin{array}{cr}
m^{2} N \Lambda_{f}+D & -\mathbf{r} \\
-\mathbf{r}^{\prime} & m N
\end{array}\right] .
$$

Proof.

1. The only additional contrast is between none and some treatment combination. The divisor $d$ ensures that the contrast is of unit length.
2. The none option will appear with each treatment combination as many times as that treatment combination appears in the design so

$$
r_{\text {none }}=m N=\sum_{i} r_{i} .
$$

Again only one additional row and column need to be adjoined to $\Lambda$.
Now we are in a position to evaluate $C_{n}$.

## THEOREM 7.1.1.

Consider a forced choice stated preference experiment in which a none option has been adjoined to each choice set. Then

$$
C_{n}=\frac{1}{(m+1)^{2} N}\left[\begin{array}{cc}
m^{2} N C_{f}+B_{f} D B_{f}^{\prime} & \frac{L+1}{d} B_{f} \mathbf{r} \\
\frac{L+1}{d} \mathbf{r}^{\prime} B_{f}^{\prime} & \frac{m N(L+1)}{L}
\end{array}\right] .
$$

Proof. This result follows directly from the definition, noting that $\mathbf{j}^{\prime}{ }_{L} \mathbf{r}=m N, \Lambda_{f} \mathbf{j}_{L}=\mathbf{0}_{L}$ and $\mathbf{j}^{\prime}{ }_{L} D=\mathbf{r}$.

If all the treatment combinations in the complete factorial appear $r$ times in the choice experiment, then we can establish the following result.

## COROLLARY 7.1.1.

Suppose that all the treatment combinations in the complete factorial appear $r$ times in the choice experiment. Then

$$
C_{n}=\frac{1}{(m+1)^{2} N}\left[\begin{array}{cc}
m^{2} C_{f}+\frac{m}{L} I_{p} & \mathbf{0}_{p} \\
\mathbf{0}_{p}^{\prime} & \frac{m N(L+1)}{L}
\end{array}\right] .
$$

Proof. Since all the treatment combinations appear $r$ times we have that

$$
\mathbf{r}=r \mathbf{j}_{L}=\frac{m N}{L} \mathbf{j}_{L} \text { and } D=r I_{L}=\frac{m N}{L} I_{L} .
$$

Thus we know that

$$
B_{f} \mathrm{r}=\mathbf{0}_{p} \text { and that } B_{f} D B_{f}^{\prime}=\frac{m N}{L} I_{p}
$$

The result follows.

## - COROLLARY 7.1.2.

The optimal designs for estimating main effects when a none option is included in each choice set have

$$
\operatorname{det}\left(C_{\mathrm{opt}, \Lambda I, n}\right)-\frac{m(L+1)}{L(m+1)^{2}} \times \prod_{q=1}^{k}\left[\frac{2 \ell_{q} S_{q}+m\left(\ell_{q}-1\right)}{(m+1)^{2}\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1} .
$$

where $S_{q}$ is the least upper bound for the sum of the differences for a particular attribute $q$.
Proof. The optimal designs for estimating main effects given in Chapters 4, 5, and 6 satisfy the conditions of Corollary 7.1.1. So if we adjoin a none option to each choice set in one of these optimal designs, then

$$
C_{M, n}=\frac{1}{L(m+1)^{2}}\left[\begin{array}{cccc}
\frac{2 S_{1} \ell_{1}+m\left(\ell_{1}-1\right)}{\ell_{1}-1} I_{\ell_{1}-1} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & \ldots & \frac{2 S_{k} \ell_{k}+m\left(\ell_{k}-1\right)}{\ell_{k}-1} I_{\ell_{k}-1} & 0 \\
0 & \cdots & 0 & m(L+1)
\end{array}\right] .
$$

The result follows.
Hence the same designs that are optimal for the estimation of main effects in the forced choice setting are optimal for the estimation of main effects when a none option has been adjoined to each choice set. We can also calculate the effect of estimating just the main effects (i.e., $C_{n}$ without the row and column for the none option) relative to the maximum determinant of $C_{M}$ for the forced choice setting. We find that the efficiency of the design for the estimation of main effects only is reduced from $100 \%$ to

$$
\frac{m^{2}}{(m+1)^{2}}\left[\prod_{q=1}^{k}\left(\frac{2 \ell_{q} S_{q}+m\left(\ell_{q}-1\right)}{2 \ell_{q} S_{q}}\right)^{\left(\ell_{q}-1\right)}\right]^{1 / p} .
$$

But adjoining a none option does change the properties of the design. If there is no none option then the optimal design for main effects cannot be used to give any information about two-factor interactions. The inclusion of a none option may make it possible to estimate two-factor interactions as well, although the efficiency may not be very high. The component of the information matrix corresponding to main effects is given by

$$
\frac{1}{(m+1)^{2} N}\left(m^{2} N C_{f}+\frac{m}{L} I_{p}\right)
$$

and so correlated effects will remain correlated after the introduction of a none option.
EXAMPLE 7.1.1.
Suppose that we have $k=3$ attributes with $\ell_{1}=\ell_{2}=2$ and $\ell_{3}=3$. If $m=2$, the optimal design for estimating main effects in a forced choice setting is obtained by taking the complete factorial and adding the generator $(1,1,1)$ to get the following 12 choice sets:

$$
\begin{aligned}
& (000,111),(001,112),(002,110),(010,101),(011,102),(012,100), \\
& (100,011),(101,012),(102,010),(110,001),(111,002),(112,000) .
\end{aligned}
$$

If we adjoin a none option to each of these choice sets then these 12 choice sets are still optimal for the estimation of main effects but the component of the information matrix corresponding to main effects has changed.

Let $B_{M}$ be the normalized main effects contrast matrix. Then the normalized contrast matrix for the stated preference experiment when the none option is included is given by

$$
B_{n}=\frac{1}{\sqrt{156}}\left[\begin{array}{ccccccccccccc}
\sqrt{156} B_{M} \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -12
\end{array}\right] .
$$

For main effects only for the forced choice design we have

$$
C_{M, f}=\frac{1}{48}\left[\begin{array}{cccc}
4 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 3
\end{array}\right]
$$

For main effects only for the " 12 plus none" design we have

$$
C_{M, n}=\frac{1}{108}\left[\begin{array}{ccccc}
6 & 0 & 0 & 0 & 0 \\
0 & 6 & 0 & 0 & 0 \\
0 & 0 & 5 & 0 & 0 \\
0 & 0 & 0 & 5 & 0 \\
0 & 0 & 0 & 0 & 26
\end{array}\right]
$$

Thus we see that

$$
\operatorname{det}\left(C_{\text {opt }, M}\right)=\left(\frac{1}{12}\right)^{2}\left(\frac{1}{16}\right)^{2} \text { and that } \operatorname{det}\left(C_{\mathrm{opt}, M, n}\right)=\left(\frac{1}{18}\right)^{2}\left(\frac{5}{108}\right)^{2} \frac{13}{54} .
$$

The determinant for the main effects only if the none option is included is $\left(\frac{1}{18}\right)^{2}\left(\frac{5}{108}\right)^{2}$. When we compare the efficiencies of the designs with none adjoined to forced choice designs, we use the determinant for the main effects only (or for main effects plus twofactor interactions only) so that we can see what we gain (or lose) by adjoining the none. In this case we see that if we adjoin a none option to the 12 choice sets which are optimal for estimating main effects, then the design is $67.2 \%$ efficient for estimating main effects plus two-factor interactions. The same set of 12 choice sets is now $70.3 \%$ efficient for estimating main effects only, however. This is calculated by

$$
\left(\frac{\left(\frac{1}{18}\right)^{2}\left(\frac{5}{108}\right)^{2}}{\left(\frac{1}{12}\right)^{2}\left(\frac{1}{16}\right)^{2}}\right)^{1 / 4}
$$

If $m=2$, the optimal design for estimating main effects plus two-factor interactions is obtained by taking the complete factorial and adding the generators $(0,1,1),(1,0,1)$ and $(1,1,0)$ and has the following 30 choice sets:
$(000,011),(001,012),(002,010),(010,001),(011,002),(012,000)$,
$(100,111),(101,112),(102,110),(110,101),(111,102),(112,100)$,
$(000,101),(001,102),(002,100),(010,111),(011,112),(012,110)$,
$(100,001),(101,002),(102,000),(110,011),(111,012),(112,010)$,
$(000,110),(001,111),(002,112),(010,100),(011,101),(012,102)$.

In this example all effects are independently estimated in all of the designs discussed.
Table 7.1 gives the efficiencies of all the designs for estimating both main effects only and main effects plus two-factor interactions relative to the best forced choice experiment and considering only the effects of interest.

In the next example adjoining a none option does not make the two-factor interaction effects estimable.

## EXAMPLE 7.1.2.

Suppose that we have $k=3$ attributes with $\ell_{1}=\ell_{2}=2$ and $\ell_{3}=4$ levels. Suppose that we

Table 7.1 Efficiencies of the Four Designs Discussed in Example 7.1.1

| Design | Estimating <br> Main Effects | Estimating <br> ME plus 2fi |
| :--- | :--- | :--- |
| 12 forced choice | $100 \%$ | $0 \%$ |
| 12 plus none | $70.3 \%$ | $67.2 \%$ |
| 30 forced choice | $69.3 \%$ | $100 \%$ |
| 30 plus none | $56.5 \%$ | $80.4 \%$ |

use the choice sets given in Table 7.2 to estimate main effects plus two-factor interactions. Then we get that

$$
C_{M T}=\left[\begin{array}{cccccccccccc}
\frac{1}{16} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{16 \sqrt{5}} & \frac{-1}{32} & \frac{1}{32 \sqrt{5}} \\
0 & \frac{1}{16} & 0 & 0 & 0 & 0 & \frac{-1}{16 \sqrt{5}} & \frac{-1}{32} & \frac{1}{32 \sqrt{5}} & 0 & 0 & 0 \\
0 & 0 & \frac{3}{80} & 0 & \frac{1}{81} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{32} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{80} & 0 & \frac{9}{1601} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{-1}{16 \sqrt{5}} & 0 & 0 & 0 & 0 & \frac{1}{40} & 0 & \frac{-1}{811} & 0 & 0 & 0 \\
0 & \frac{-1}{32} & 0 & 0 & 0 & 0 & 0 & \frac{1}{32} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{32 \sqrt{5}} & 0 & 0 & 0 & 0 & \frac{-1}{811} & 0 & \frac{1}{1611} & 0 & 0 & 0 \\
\frac{-1}{16 \sqrt{5}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{41} & 0 & \frac{-1}{80} \\
\frac{-1}{32} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{32} & 0 \\
\frac{1}{32 \sqrt{5}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{80} & 0 & \frac{1}{16 n}
\end{array}\right]
$$

We see that $\operatorname{det}\left(C_{M T}\right)=0$ and so no effects can be estimated. If we now assume that each choice set has a none option adjoined, then a row and column is adjoined to $C_{M T}$ for the none option and we have

$$
C_{M T, n}=\left[\begin{array}{ccccccccccccc}
\frac{1}{24} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-1}{24 \sqrt{5}} & \frac{-1}{48} & \frac{1}{48 \sqrt{5}} & 0 \\
0 & \frac{1}{24} & 0 & 0 & 0 & 0 & \frac{-1}{24 \sqrt{5}} & \frac{-1}{48} & \frac{1}{48 \sqrt{5}} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{11}{360} & 0 & \frac{1}{180} & \frac{-1}{72 \sqrt{5}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{36} & 0 & \frac{-1}{144} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{180} & 0 & \frac{7}{180} & \frac{1}{144 \sqrt{5}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{72 \sqrt{5}} & \frac{-1}{144} & \frac{1}{144 \sqrt{5}} & \frac{1}{72} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{-1}{24 \sqrt{5}} & 0 & 0 & 0 & 0 & \frac{1}{40} & 0 & \frac{-1}{1811} & \frac{-1}{181} & \frac{-1}{144 \sqrt{5}} & \frac{-1}{240} & 0 \\
0 & \frac{-1}{48} & 0 & 0 & 0 & 0 & 0 & \frac{1}{36} & 0 & \frac{-1}{144 \sqrt{5}} & 0 & \frac{-1}{72 \sqrt{5}} & 0 \\
0 & \frac{1}{48 \sqrt{5}} & 0 & 0 & 0 & 0 & \frac{-1}{180} & 0 & \frac{1}{60} & \frac{-1}{241} & \frac{-1}{72 \sqrt{5}} & \frac{1}{180} & 0 \\
\frac{-1}{24 \sqrt{5}} & 0 & 0 & 0 & 0 & 0 & \frac{-1}{10} & \frac{-1}{144 \sqrt{5}} & \frac{-1}{240} & \frac{1}{40} & 0 & \frac{-1}{180} & 0 \\
\frac{-1}{48} & 0 & 0 & 0 & 0 & 0 & \frac{-1}{144 \sqrt{5}} & 0 & \frac{-1}{72 \sqrt{5}} & 0 & \frac{1}{36} & 0 & 0 \\
\frac{1}{48 \sqrt{5}} & 0 & 0 & 0 & 0 & 0 & \frac{-1}{240} & \frac{-1}{72 \sqrt{5}} & \frac{1}{1810} & \frac{-1}{1810} & 0 & \frac{1}{60} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{17}{72}
\end{array}\right]
$$

as we would expect from Theorem 7.1.1. Thus we see that the matrix $B_{f} D B_{f}^{\prime}$ is not a diagonal matrix and in this case adjoining the none option has not improved the properties of the design since we have $\operatorname{det}\left(C_{M T, n}\right)=0$.

The result in Theorem 7.1.1 holds for any stated preference choice experiment in which a none option has been adjoined to each choice set. Obviously the expression for $C_{n}$ is easier to work with if $B_{f} \mathbf{r}=\mathbf{0}_{p}$. This is true if the treatment combinations that appear

Table 7.2 Choice Sets with $k=3$ Attributes, $\ell_{1}=\ell_{2}=2$ and $\ell_{3}=4$

| Option 1 | Option 2 |
| :---: | :---: |
| 000 | 111 |
| 110 | 001 |
| 111 | 002 |
| 001 | 112 |
| 012 | 103 |
| 102 | 013 |
| 103 | 010 |
| 013 | 100 |

in the choice experiment form a fractional factorial design in which each level of each attribute is equally represented. $B_{f} D B_{f}^{\prime}$ will then be a multiple of the identity matrix if the treatment combinations form a regular symmetric fractional factorial design. In this case effects which are not independently estimated in the original forced choice experiment will not be independently estimated when the none option is adjoined but sometimes effects which can not be estimated in the original forced choice can be estimated in the extended design as we have seen for the complete factorial in Example 7.1.1.

### 7.1.2 Optimal Binary Response Experiments

In a binary response design respondents are shown a set of options, in turn, and asked for each option whether or not they would choose it. Thus this is really the simplest example of having a none option in each choice set. The options themselves might be actual products for sale or they might be treatments in a medical setting, for instance. Hall et al. (2002) used a binary response experiments to investigate chickenpox vaccination.

In the next result we prove that showing the products determined by a resolution 3 fraction results in a diagonal $C$ matrix with the largest possible determinant amongst designs with a diagonal $C$ matrix. Thus each choice set is of size 2: the product under investigation and the "no" option.

## - THEOREM 7.1.2.

Suppose that the main effects of the attributes for options described by $k$ attributes, where the qth attribute has $\ell_{q}$ levels, are to be estimated using a binary response design. Then a resolution 3, equi-replicate fraction gives rise to a diagonal information matrix for the estimation of main effects and it has the largest determinant amongst designs nith diagonal information matrices. Thus

$$
\operatorname{det}\left(C_{\mathrm{opt}}\right)=\left(\frac{1}{4 N}\right)^{p} \frac{(L+1) N}{L}
$$

Proof. Let us assume that $N$ of the $L$ products are to be presented to respondents. Then we can order the products so that these $N$ products are the first $N$ products in some fixed, but arbitrary, ordering of the $L$ products. We use this ordering to label the first $L$ rows and columns of $\Lambda$ and the first $L$ columns of $B$. The final row and column of $\Lambda$ and the final column of $B$ correspond to the "no" option. Thus we obtain the $\Lambda_{n}$ and $B_{n}$ matrices as we did in the previous section. Indeed $B_{n}$ is exactly the same as it was in Theorem 7.1.1.

Since each product is shown individually to each respondent the number of choice sets is $N$ and we can write

$$
\Lambda_{n}=\frac{1}{4 N}\left[\begin{array}{cll}
I_{N} & \mathbf{0}_{N, L-N} & -\mathbf{j}_{N} \\
\mathbf{0}_{L-N, N} & \mathbf{0}_{L-N, L-N} & \mathbf{0}_{L-N} \\
-\mathbf{j}_{N}^{\prime} & \mathbf{0}_{L-N}^{\prime} & N
\end{array}\right]
$$

We then get that

$$
C_{n}=\frac{1}{4 N}\left[\begin{array}{cc}
I_{p} & 0_{p} \\
0_{p}^{\prime} & \frac{(L+1) N}{L}
\end{array}\right],
$$

which is a special case of the result in Theorem 7.1.1.

### 7.1.3 Common Base Option

If a particular combination of attribute levels appears in all choice sets then this combination is called the common base option. It may represent the current situation or the current treatment for a particular health condition (examples in Ryan and Hughes (1997), Ryan and Farrar (2000), and Longworth et al. (2001)) or the common base may be randomly chosen from the main effects plan and have all the other scenarios from the plan compared to it pairwise (examples in Ryan (1999), Ryan et al. (2000), and Scott (2002)).

Our first optimality result gives the determinant of the information matrix for any resolution 3 fractional factorial design in which any one of the treatment combinations may be used as the common base and only one other option appears in each choice set. To ensure that the matrix of contrasts for main effects for the treatment combinations that appear in the choice experiment is unambiguously defined, we will insist that the treatment combinations that appear in the choice experiment form a fractional factorial design of resolution 3.

From Theorem 6.3.1, we know that the maximum possible determinant for the information matrix for the estimation of main effects only, when choice sets are of size 2 , is given by

$$
C_{\mathrm{opt}, M, m=2}=\prod_{q=1}^{k}\left[\frac{\ell_{q}}{2\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}
$$

We will use $C_{c}$ for the information matrix when there is a common base.

## THEOREM 7.1.3.

Let $F$ be a resolution 3 fractional factorial design with equal replication of levels within each attribute and with $N$ treatment combinations in total. Choose any treatment combination in $F$ to be the common base. Then

$$
\operatorname{det}\left(C_{c}\right)=\frac{1+p}{(4(N-1))^{p}}\left(\frac{N}{L}\right)^{p}
$$

The optimal design arises from the smallest resolution 3 design and so

$$
\operatorname{det}\left(C_{\mathrm{opt}, c}\right)=\frac{1+p}{\left(4\left(N_{\min }-1\right)\right)^{p}}\left(\frac{N_{\min }}{L}\right)^{p} .
$$

Proof. Without loss of generality, order the treatment combinations so that the first treatment combination is the common base, the next $N-1$ treatment combinations are the other
treatment combinations in $F$ and as usual let $B_{M I}$ be the normalized main effects contrast matrix. Then

$$
4(N-1) \Lambda_{c}=\left[\begin{array}{crrrr}
(N-1) & -1 & -1 & \ldots & -1 \\
-1 & 1 & 0 & \ldots & 0 \\
-1 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
-1 & 0 & 0 & \cdots & 1
\end{array}\right] \begin{aligned}
& \\
& \\
& \\
& \\
& 0_{L-N, N}
\end{aligned}
$$

To get a neat expression for the information matrix, it is helpful to partition $B_{M}$ in the same way that $\Lambda$ has been partitioned. We let $B_{M}=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right]$. Then

$$
\begin{aligned}
& C_{c}=B_{M} \Lambda B_{M I}^{\prime} \\
& =\frac{1}{4(N-1)}\left[B_{1} B_{2}\right]\left[\begin{array}{crrrr}
(N-1) & -1 & -1 & \ldots & -1 \\
-1 & 1 & 0 & \ldots & 0 \\
-1 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
-1 & 0 & 0 & \cdots & 1
\end{array}\right] \begin{array}{c} 
\\
\\
\\
\\
0_{L-N, N}
\end{array} \\
& =\frac{1}{4(N-1)} B_{1}\left[\begin{array}{crrrr}
(N-1) & -1 & -1 & \ldots & -1 \\
-1 & 1 & 0 & \ldots & 0 \\
-1 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
-1 & 0 & 0 & \ldots & 1
\end{array}\right] B_{1}^{\prime} \\
& =\frac{1}{4(N-1)} B_{1}\left[\begin{array}{crrrr}
(N-2) & -1 & -1 & \ldots & -1 \\
-1 & 0 & 0 & \ldots & 0 \\
-1 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
-1 & 0 & 0 & \ldots & 0
\end{array}\right] B_{1}^{\prime}+\frac{1}{4(N-1)} B_{1} B_{1}^{\prime} \\
& =\frac{1}{4(N-1)}\left(\frac{N}{L} J_{p}+\frac{N}{L} I_{p}\right) .
\end{aligned}
$$

Thus we have that

$$
\operatorname{det}\left(C_{C}\right)=\left(\frac{N}{4(N-1) L}\right)^{p} \operatorname{det}\left(I_{p}+J_{p}\right)=(1+p)\left(\frac{N}{4(N-1) L}\right)^{p} .
$$

(Recall that $\operatorname{det}\left(I_{p}+J_{p}\right)=(p+1)$.)

The efficiency of the design, relative to the optimal forced choice stated preference experiment with choice sets of size 2 , is given by

$$
\left(\frac{\operatorname{det}\left(C_{c}\right)}{\operatorname{det}\left(C_{\text {opt }, M, m=2}\right)}\right)^{\frac{1}{p}}
$$

Using Theorem 7.1.3, we can see that, from the point of view of statistical efficiency, all resolution 3 designs with the same number of treatment combinations are equally good for
a particular number of attributes with given number of levels. It is also immaterial which of the treatment combinations is used as the common base.

## - EXAMPLE 7.1.3.

Consider an experiment where there are four attributes describing each option. Three of the attributes have 2 levels and one has 4 levels. The smallest fractional factorial design of resolution 3 has 8 treatment combinations. Then using any $2 \times 2 \times 2 \times 4 / / 16$ and using any treatment combination as a common base gives a design which is $93.3 \%$ efficient relative to a design with 8 treatment combinations and $45.17 \%$ efficient relative to a forced choice stated preference design. Using the complete factorial and using any treatment combination as a common base gives a design which is $90.3 \%$ efficient relative to a design with 8 treatment combinations and $43.71 \%$ efficient relative to a forced choice stated preference design. Using a $2 \times 2 \times 2 \times 4 / / 8$ gives an efficiency of $48.40 \%$ efficient relative to a forced choice stated preference design.

In Scott (2002) a similar experiment was carried out with four attributes (two with 2 levels, one with 3 levels, and one with 4 levels) and using 16 choice sets. In this case the efficiency depends on the treatment combination chosen to be the common base. If the common base has the level of the 3 -level attribute which appears 8 times, then the efficiency is $44.49 \%$; and if the common base has either of the other levels of the 3-level attribute, then the efficiency is $46.12 \%$.

If we want to use this approach to estimate main effects plus two-factor interactions, then we need to start with a resolution 5 fractional factorial design. Unfortunately, in this setting we can only know that all effects are estimable and compare particular designs. We cannot calculate the efficiency relative to the optimal design since only a general expression for $\operatorname{det}(C)$ is available; see Chapter 6.

### 7.1.4 Common Base and None Option

The earlier results can be combined to give an expression for the information matrix for choice sets when there is both a common base and a none option in each choice set. Although in theory the choice sets could be of any size, we will only consider the situation when the choice sets are of size $m=3$ and contain the common base, the neither of these option and one other option which will be different for each choice set.

In this case the correct contrast matrix is $B_{n}$, defined in Theorem 7.1.1. By re-ordering the treatment combinations if necessary, and assuming there are $N$ treatment combinations in the fraction, we can write the $\Lambda$ matrix, $\Lambda_{c n}$, as

$$
\Lambda_{c n}=\frac{1}{9(N-1)}\left[\begin{array}{rrrrrrrrr}
2(N-1) & -1 & -1 & \ldots & -1 & 0 & \ldots & 0 & -(N-1) \\
-1 & 2 & 0 & \ldots & 0 & 0 & \ldots & 0 & -1 \\
-1 & 0 & 2 & \ldots & 0 & 0 & \ldots & 0 & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-1 & 0 & 0 & \ldots & 2 & 0 & \ldots & 0 & -1 \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 & 0 \\
-(N-1) & -1 & -1 & \ldots & -1 & 0 & \ldots & 0 & 2(N-1)
\end{array}\right] .
$$

If we assume that the treatment combinations involved in the experiment form a fractional factorial design, it is straightforward to show that the information matrix when there is a
common base and a none option is $C_{c n}$, given by

$$
C_{c n}=\frac{1}{9(N-1)}\left[\begin{array}{cc}
\frac{2 N}{L} I_{p}+2(N-1) \mathbf{b}_{1} \mathbf{b}_{1}^{\prime} & \frac{(L+1)(N-2)}{d} \mathbf{b}_{1} \\
\frac{(L+1)(N-2)}{d} \mathbf{b}_{1}^{\prime} & \frac{2(L+1)(N-1)}{L}
\end{array}\right]
$$

where $\mathbf{b}_{1}$ is the first column of $B_{M A}$.

### 7.2 OPTIMAL CHOICE SET SIZE

In the previous chapters in the book we have assumed that we want optimal designs for a particular choice set size $m$. In this section we show that the statistically optimal choice set size is a function of the number of levels of each of the attributes. We find that although pairs are the most common choice set size used they are rarely the most efficient size to use. Whether the choice sets in these designs may prove to be too large for respondents to manage comfortably is something that potential users need to consider. The results that we give can be used to determine the relative efficiency of practical values of $m$.

### 7.2.1 Main Effects Only for Asymmetric Attributes

In this section we consider choice experiments in which each of the attributes can have any number of levels and in which main effects only are to be estimated. From the results in Chapter 6 we know the maximum value of the determinant of $C_{M I}$ for a particular value of $m$. This allows the efficiency of any design to be calculated for particular values of $m, k$ and $\ell_{q}, q=1, \ldots, k$.

The following theorem establishes an upper bound for the maximum value of $\operatorname{det}\left(C_{M I}\right)$ when $m$ is not fixed and gives the values of $m$ for which this bound is attained.

## $\square$ THEOREM 7.2.1.

For fixed values of $k$ and $\ell_{q}, q=1, \ldots, k$, when estimating main effects only, the upper bound for the maximum value of $\operatorname{det}\left(C_{M}\right)$ over all values of $m$ is

$$
\operatorname{det}\left(C_{\mathrm{opt}, \Lambda t, \text { any } m}\right)=\left[\frac{1}{L}\right]^{p}
$$

where $p=\sum_{q=1}^{k}\left(\ell_{q}-1\right)$. The upper bound is attained when $m$ is a multiple of the least common multiple of $\ell_{1}, \ell_{2}, \ldots, \ell_{q}$.
Proof. Let $\operatorname{det}\left(C_{\text {opt }, M t}\right)_{q}$ be the maximum possible contribution of attribute $q$ towards $\operatorname{det}\left(C_{\text {opt }, \Lambda t, \text { any }} m\right)$. Clearly

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, \text { any } m}\right)=\prod_{q=1}^{k} \operatorname{det}\left(C_{\mathrm{opt}, M}\right)_{q},
$$

so we can examine $\operatorname{det}\left(C_{\text {opt }, A}\right)_{q}$ for each attribute separately. For each attribute $q$ there are four possible cases to consider.

1. Suppose $m=c \ell_{q}$, where $c$ is a positive integer and $\ell_{q} \leq m$. If $\ell_{q}=2$, then $m$ is even and $S_{q}=m^{2} / 4$. Then for attribute $q$

$$
\operatorname{det}\left(C_{\text {opt }, M, \text { case } 1}\right)_{q}=\left[\frac{m^{2} \ell_{q}}{2 m^{2} L}\right]^{\ell_{q}-1}=\frac{1}{L} .
$$

If $\ell_{q} \neq 2$, then $m=\ell_{q} x+y$, where $x=c$ and $y=0$. Thus

$$
S_{q}=\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right) / 2=c^{2} \ell_{q}\left(\ell_{q}-1\right) / 2
$$

and for attribute $q$

$$
\operatorname{det}\left(C_{\text {opt }, M, \text { casel }}\right)_{q}=\left[\frac{c^{2} \ell_{q}^{2}\left(\ell_{q}-1\right)}{c^{2} \ell_{q}^{2}\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}=\left[\frac{1}{L}\right]^{\ell_{q}-1} .
$$

2. Suppose $m \neq c \ell_{q}$, where $c$ is a positive integer and $2<\ell_{q}<m$. Then we have $S_{q}=\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right) / 2$ for $0<y<\ell_{q}$ and the determinant for that attribute is given by

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, \text { case } 2}\right)_{q}=\left[\frac{\ell_{q}\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right)}{m^{2}\left(\ell_{q}-1\right) L}\right]^{\ell_{\eta}-1}
$$

We need to show that this determinant is less than the upper bound. That is, we need to show that

$$
\left[\frac{\ell_{q}\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right)}{m^{2}\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}<\left[\frac{1}{L}\right]^{\ell_{q}-1}
$$

or

$$
\left[\ell_{q} m^{2}-\ell_{q}\left(\ell_{q} x^{2}+2 x y+y\right)\right]-m^{2}\left(\ell_{q}-1\right)<0 .
$$

This is true because $\ell_{q}\left(\ell_{q} x^{2}+2 x y+y\right)>m^{2}$ for all possible values of $\ell_{q}, x$, and $y$. Thus the determinant for attribute $q$ in this case will be less than the upper bound.
3. Suppose that $2 \leq m<\ell_{q}$. In this case $S_{q}=m(m-1) / 2$ and therefore

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, \text { case } 3}\right)_{q}=\left[\frac{\ell_{q}(m-1)}{m\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}<\left[\frac{1}{L}\right]^{\ell_{q}-1}
$$

since $(m-1) / m<\left(\ell_{q}-1\right) / \ell_{q}$.
4. Suppose $\ell_{q}=2$ and $m$ is odd. Now $S_{q}=\left(m^{2}-1\right) / 4$ and for attribute $q$

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, \text { case } 4}\right)_{q}=\left[\frac{\ell_{q}\left(m^{2}-1\right)}{2 m^{2}\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}=\frac{m^{2}-1}{m^{2} L} .
$$

This determinant is less than the upper bound since $\left(m^{2}-1\right) / m^{2}<1$.

In cases 2,3 , and 4 the maximum value of $\operatorname{det}\left(C_{M}\right)$ is always less than the upper bound, which is only ever attained for case 1 attributes. Thus the upper bound can only be realized if all attributes belong to case 1 .

In the following examples we determine $\operatorname{det}\left(C_{\text {opt }, M, m}\right)$ for values of $m$ from 2 to 16 . The $D$-efficiency for each of these values of $m$ is calculated relative to the maximum determinant over all values of $m, \operatorname{det}\left(C_{\mathrm{opt}, M}\right)$; that is,

$$
\operatorname{Eff}_{D}=\left(\frac{\operatorname{det}\left(C_{\mathrm{opt}, M, m}\right)}{\operatorname{det}\left(C_{\mathrm{opt}, M, \text { any } m}\right)}\right)^{1 / p} .
$$

EXAMPLE 7.2.1.
Suppose there are five attributes $(k=5)$, each with four levels $\left(\ell_{q}=4\right.$ for $q=$ $1, \ldots, 5$ ) and that the choice sets each have four options ( $m=4$ ). From Theorem 7.2.1 $\operatorname{det}\left(C_{\text {opt }, M \text { any } m}\right)$ is $\left(1 / 4^{5}\right)^{15}$ which is attained when $m$ is a multiple of 4 . In Table 7.3 the determinants and efficiencies are given for different values of $m$. Note that the choice set size of $m=4$ is optimal, as is the choice set size of $m=8$ and other multiples of 4 , and that pairs ( $m=2$ ) are not nearly as efficient as other values of $m$.

Table 7.3 Efficiency of Different Values of $m$ for Five Attributes, Each with Four Levels for Main Effects Only.

| $m$ | $\operatorname{det}\left(C_{\text {opt.M.m }}\right)$ | Efficiency $(\%)$ |
| :---: | :---: | :---: |
| 2 | $1.60004 \times 10^{-48}$ | 66.67 |
| 3 | $1.19733 \times 10^{-46}$ | 88.89 |
| 4 | $7.00649 \times 10^{-46}$ | 100 |
| 5 | $3.79812 \times 10^{-46}$ | 96.00 |
| 6 | $3.97781 \times 10^{-46}$ | 96.30 |
| 7 | $5.14254 \times 10^{-46}$ | 97.96 |
| 8 | $7.00649 \times 10^{-46}$ | 100 |
| 9 | $5.81534 \times 10^{-46}$ | 98.77 |
| 10 | $5.72872 \times 10^{-46}$ | 98.67 |
| 11 | $6.18641 \times 10^{-46}$ | 99.17 |
| 12 | $7.00649 \times 10^{-46}$ | 100 |
| 13 | $6.40972 \times 10^{-46}$ | 99.41 |
| 14 | $6.32461 \times 10^{-46}$ | 99.32 |
| 15 | $6.55365 \times 10^{-46}$ | 99.56 |
| 16 | $7.00649 \times 10^{-46}$ | 100 |

The following example illustrates using the theorem to choose values of $m$.

## - EXAMPLE 7.2.2.

Consider four attributes where $\ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=\ell_{4}=4$. The least common multiple $\operatorname{lcm}(2,3,4)$ is 12 and this is the smallest value of $m$ for which $\operatorname{det}\left(C_{\text {opt, } M \text { any }} m\right)$ is attained. When $m=12$,

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, \text { any } m}\right)=\left[\frac{1}{L}\right]^{\sum_{y=1}^{k}\left(\ell_{4}-1\right)}=\left[\frac{1}{96}\right]^{9}=1.44397 \times 10^{-18}
$$

since all four attributes belong to case 1 . Now choice sets of size 12 are too large for respondents in practice but knowing the efficiency of other values of $m$ relative to this upper bound is useful when deciding what size the choice sets should be.

Suppose $m=3$. For $\ell_{1}=2$ and $m$ odd (case 4),

$$
\operatorname{det}\left(C_{\text {opt }, M, 3, \text { case4 }}\right)_{1}=\left[\frac{m^{2}-1}{m^{2} L}\right]^{\ell_{n}-1}=\frac{1}{108}
$$

For $\ell_{2}=3$ (case 1),

$$
\operatorname{det}\left(C_{\text {opt. M. }, 3 \text { casel } 1}\right)_{2}=\left[\frac{1}{L}\right]^{\ell_{1}-1}=\left[\frac{1}{96}\right]^{2}
$$

and for $\ell_{3}=\ell_{4}=4$ (case 2),

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, 3, \mathrm{case} 2}\right)_{3}=\operatorname{det}\left(C_{\mathrm{opt}, M, 3, \mathrm{case} 2}\right)_{4}=\left[\frac{\ell_{q}(m-1)}{m\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}=\left[\frac{1}{108}\right]^{3} .
$$

Hence

$$
\operatorname{det}\left(C_{M}\right)=\left(\frac{1}{108}\right)\left(\frac{1}{96}\right)^{2}\left(\frac{1}{108}\right)^{3}\left(\frac{1}{108}\right)^{3}=6.33128 \times 10^{-19}
$$

The efficiency compared with using $m=12$ is

$$
\left(\frac{6.33128 \times 10^{-19}}{1.44397 \times 10^{-18}}\right)^{1 / 9} \times 100=91.25 \%
$$

Now consider $m=4$. Attributes 1,3 , and 4 all belong to case 1 and will have determinants equal to the upper bound, while attribute 2 belongs to case 3 since $2<\ell_{2}<m$. Now $m=\ell_{2} x+y$ so $x=y=1$ and for attribute 2

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, 4, \text { case } 3}\right)_{2}=\left[\frac{\ell_{q}\left(m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)\right)}{m^{2}\left(\ell_{q}-1\right) L}\right]^{\ell_{q}-1}=\left[\frac{5}{512}\right]^{2} .
$$

Thus

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, 4}\right)=\left(\frac{1}{96}\right)\left(\frac{5}{512}\right)^{2}\left(\frac{1}{96}\right)^{3}\left(\frac{1}{96}\right)^{3}=1.26912 \times 10^{-18}
$$

with an efficiency of $98.58 \%$.
Table 7.4 gives the maximum determinant and the efficiency for values of $m$ from 2 to 16. Observe that as long as $m>2$ the efficiencies are greater than $90 \%$.

### 7.2.2 Main Effects and Two-Factor Interactions for Binary Attributes

In Chapter 5 the upper bound for the determinant of the information matrix, $C_{M T}$ is established, when estimating main effects and all two-factor interactions, when all $k$ attributes are binary. The maximum possible value of $\operatorname{det}\left(C_{M T}\right)$ for fixed values of $m$ and $k$ is given by

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T, m}\right)= \begin{cases}\left(\frac{(m-1)(k+2)}{m(k+1) 2^{k}}\right)^{k+k(k-1) / 2}, & k \text { even, } \\ \left(\frac{(m-1)(k+1)}{m k 2^{k}}\right)^{k+k(k-1) / 2}, & k \text { odd. }\end{cases}
$$

Clearly, as $m \rightarrow \infty,(m-1) / m \rightarrow 1$ giving an upper bound for the maximum value of $\operatorname{det}\left(C_{M T}\right)$, which is

$$
\operatorname{det}\left(C_{\mathrm{opt}, M T, \text { any } m}\right)= \begin{cases}\left(\frac{(k+2)}{(k+1) 2^{k}}\right)^{k+k(k-1) / 2}, & k \text { even, }, \\ \left(\frac{(k+1)}{k 2^{k}}\right)^{k+k(k-1) / 2}, & k \text { odd. }\end{cases}
$$

Obviously the larger the choice set, the larger the value of $\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)$ and hence the more efficient the design. For example, suppose there are 6 binary attributes. In Table 7.5 the values of $\operatorname{det}\left(C_{\mathrm{opt}, M T, m}\right)$ and efficiencies are given for choice sets of size 2 to 10. The efficiency is calculated with respect to $\operatorname{det}\left(C_{\mathrm{opt}, M T}\right)$ with $p=k+k(k-1) / 2$. These results show that in this setting the size of the choice sets should be as large as the respondents can cope with.

Table 7.4 Efficiency of Different Values of $m$ for Four Asymmetric Attributes for Main Effects Only.

| $m$ | $\operatorname{det}\left(C_{\text {opt. M. } . m}\right)$ | Efficiency $(\%)$ |
| :---: | :---: | :---: |
| 2 | $7.13073 \times 10^{-20}$ | 71.59 |
| 3 | $6.33128 \times 10^{-19}$ | 91.25 |
| 4 | $1.26912 \times 10^{-18}$ | 98.58 |
| 5 | $1.00000 \times 10^{-18}$ | 96.00 |
| 6 | $1.15137 \times 10^{-18}$ | 97.52 |
| 7 | $1.19940 \times 10^{-18}$ | 97.96 |
| 8 | $1.39920 \times 10^{-18}$ | 99.65 |
| 9 | $1.32371 \times 10^{-18}$ | 99.04 |
| 10 | $1.30573 \times 10^{-18}$ | 98.89 |
| 11 | $1.34005 \times 10^{-18}$ | 99.17 |
| 12 | $1.44397 \times 10^{-18}$ | 100 |
| 13 | $1.36887 \times 10^{-18}$ | 99.41 |
| 14 | $1.37192 \times 10^{-18}$ | 99.43 |
| 15 | $1.39964 \times 10^{-18}$ | 99.65 |
| 16 | $1.43271 \times 10^{-18}$ | 99.91 |

Table 7.5 Efficiency of Different Values of $m$ for 6 Binary Attributes when Estimating Main Effects and Two-factor Interactions.

| $m$ | Max det $\left(C_{M T}\right)$ | Efficiency $(\%)$ |
| :---: | :---: | :---: |
| 2 | $9.25596 \times 10^{-44}$ | 50.00 |
| 3 | $3.89166 \times 10^{-41}$ | 66.67 |
| 4 | $4.61677 \times 10^{-40}$ | 75.00 |
| 5 | $1.79036 \times 10^{-39}$ | 80.00 |
| 6 | $4.21935 \times 10^{-39}$ | 83.33 |
| 7 | $7.62375 \times 10^{-39}$ | 85.71 |
| 8 | $1.17549 \times 10^{-38}$ | 87.50 |
| 9 | $1.63625 \times 10^{-38}$ | 88.89 |
| 10 | $2.12395 \times 10^{-38}$ | 90.00 |

### 7.2.3 Choice Experiments with Choice Sets of Various Sizes

Although all the work on optimal choice experiments that has been done to date has assumed that all choice sets in a particular experiment are of the same size, there is in fact no mathematical requirement for that to be true. In this section we derive the information matrix for a forced choice experiment in which there are $N_{s}$ choice sets of size $m_{s}$, $1 \leq s \leq r$. We then show that the optimal choice set sizes are the ones that we have found in the previous sections.

Extending the notation in the earlier chapters, we let $n_{i_{1}, i_{2}}^{(s)}$ be the number of times that options $T_{i_{1}}$ and $T_{i_{2}}$ appear together in the $N_{s}$ choice sets of size $m_{s}$. Let $N=\sum_{s} N_{s}$ be the total number of choice sets. Under the null hypothesis that all items are equally attractive, $\Lambda$ contains the proportion of choice sets in which pairs of profiles appear together and hence

$$
\Lambda=\frac{1}{N} \sum_{s=1}^{r} N_{s} \Lambda_{s} .
$$

Substituting, we get

$$
C=B \Lambda B^{\prime}=\sum_{s} \frac{N_{s}}{N} B \Lambda_{s} B^{\prime}=\sum_{s} \frac{N_{s}}{N} C_{s} .
$$

Since the entries in the matrix for one choice set size have no effect on the entries in the matrix for another choice set size, we need to maximize the coefficients for each choice set size independently.

If we are only estimating main effects, then from Theorem 7.2.1 we know that each $m_{s}$ needs to be a multiple of the least common multiple of $\ell_{1}, \ell_{2}, \ldots, \ell_{k}$ to get the largest determinant.

EXAMPLE 7.2.3.
Suppose that there are $k=2$ binary attributes and that we have choice sets of three different sizes: $N_{1}=2$ choice sets, $(00,11)$ and $(01,10)$, each of size $m_{1}=2($ design 1$) ; N_{2}=4$ choice sets, $(00,01,10),(00,01,11),(00,10,11)$ and $(01,10,11)$, each of size $m_{2}=3$ (design 2); and $N_{3}=1$ choice set, ( $00,01,10,11$ ) of size $m_{3}=4$ (design 3). If we use just the choice sets of size 2 and 3 in the choice experiment (designs $1 \& 2$ ), then we have that $n_{00,01}^{(1)}=n_{00,10}^{(1)}=n_{01,11}^{(1)}=n_{10,11}^{(1)}=0$ and $n_{00,11}^{(1)}=n_{01,10}^{(1)}=1$. (Recall that $n_{i_{1}, i_{2}}^{(s)}=n_{i_{2}, i_{4}}^{(s)}$.) For the sets of size $3, n_{i_{1}, i_{2}}^{(2)}=2 \forall i_{1} \neq i_{2}$. The $\Lambda$ matrix for these 6 choice sets is

$$
\Lambda=\left[\begin{array}{cccc}
\frac{1}{24}+\frac{1}{9} & -\frac{1}{27} & -\frac{1}{27} & -\frac{1}{24}-\frac{1}{27} \\
-\frac{1}{27} & \frac{1}{24}+\frac{1}{9} & -\frac{1}{24}-\frac{1}{27} & -\frac{1}{27} \\
-\frac{1}{27} & -\frac{1}{24}-\frac{1}{27} & \frac{1}{24}+\frac{1}{9} & -\frac{1}{27} \\
-\frac{1}{24}-\frac{1}{27} & -\frac{1}{27} & -\frac{1}{27} & \frac{1}{24}+\frac{1}{9}
\end{array}\right] .
$$

If we wish to estimate main effects only, these 6 choice sets have an efficiency of $92.52 \%$ compared to the optimal experiments which are those that contain choice sets of size 2 , or 4 , or 2 and 4 together (see Table 7.6). Only using the 4 choice sets of size 3 (design 2) gives a design with an efficiency of $88.89 \%$ however; so including some choice sets of an optimal size improves the efficiency of the triples.

Table 7.6 Choice Sets of Up to Three Different Sizes for 6 Binary Attributes for Main Effects Only.

| Design(s) | $m_{s}$ <br> Values | $N$ | $\operatorname{Max} \operatorname{det}\left(C_{M}\right)$ | Efficiency <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 2 | 0.0625 | 100 |
| 2 | 3 | 4 | 0.0494 | 88.89 |
| 3 | 4 | 1 | 0.0625 | 100 |
| $1 \& 2$ | $2 \& 3$ | 6 | 0.0536 | 92.52 |
| $1 \& 3$ | $2 \& 4$ | 3 | 0.0625 | 100 |
| $2 \& 3$ | $3 \& 4$ | 5 | 0.0519 | 91.04 |
| $1,2 \& 3$ | $2,3 \& 4$ | 7 | 0.0548 | 93.58 |

### 7.2.4 Concluding Comments on Choice Set Size

We have given results on the best choice set sizes to use to maximize the statistical efficiency of the choice experiment. Some authors, like DeShazo and Fermo (2002), have used larger choice set size as an indicator of a more complex task and so might argue that choice experiments in which several different choice set sizes are used have different values for respondent efficiency. Thus practitioners will need to decide how to trade-off gains in statistical efficiency with potential losses in respondent efficiency.

### 7.3 PARTIAL PROFILES

If the number of attributes used to describe each option is of the order of 16 and if all the attributes are allowed to differ between the options in each choice set then there is evidence that respondents will not perform as consistently as they might; see, for instance. Swait and Adamowicz (1996), Severin (2000), and Maddala et al. (2002). Holling et al. (1998) provide a summary of a number of studies in which both the number of attributes to be used and the the number of choice sets to be answered was compared. More choice sets with more options slowed down respondents and decreased the predictive ability of the model. In Maddala et al. (2002), for example, the authors compared a choice experiment in which 6 attributes were allowed to differ between options in a choice set with a choice experiment in which only 4 of the 6 attributes were allowed to differ between the options in a choice set. They found no significant differences in consistency, perceived difficulty or fatigue but they did observe differences in the stated preferences which these authors think may link with the importance of context to a stated preference experiment.

Some authors have focused on finding optimal designs when there is a limit on the number of attributes that are different between options within a choice set. If only some of the attributes may differ between the options within a choice set, then the options are said to be described by a partial profile.

One way to do this is to show all the attributes but have several attributes with the same level for all the options in a choice set. This was the approach taken by Severin (2000) using pairs. Another way to limit the number of attributes different is to choose subsets of the $k$ attributes and find a choice experiment on the subset of attributes only; the remaining
attributes are not shown. Various such subsets are used in turn to get the complete choice experiment. This approach was introduced by Green (1974).

If $m=2$, then allowing only $f$ of the $k$ attributes to be different, but showing all $k$ attributes, means that the optimal design for estimating main effects is the design in which all choice sets with $f$ attributes different are included. The corresponding $\operatorname{det}\left(C_{\mathrm{opt}, M, p_{p}}\right)$ is given by putting $a_{f}=1 /\left(2^{k-1}\binom{k}{f}\right)$ in the expression for $\operatorname{det}\left(C_{M}\right)$ in Theorem 4.1.1. This gives an optimal determinant of

$$
\operatorname{det}\left(C_{\mathrm{opt}, M, p p}\right)=\left[\frac{f}{k} \times \frac{1}{2^{k}}\right]^{k}
$$

Green (1974) used balanced incomplete block designs (BIBDs) (defined in Section 2.4) to determine which attributes would be allowed to vary in a set of choice sets. He used all the blocks of the BIBD in turn to get all of the choice sets in an experiment.

## - EXAMPLE 7.3.1.

Suppose that pizzas are described by the 16 attributes, each with two levels, as given in Table 7.7. Then a ( $16,20,5,4,1$ ) BIBD (Table 7.8, from Mathon and Rosa (2006)) could be used to determine which four attributes were varied in the choice sets associated with each block. Each block of the BIBD would give rise to four choice sets, as illustrated in Table 7.9. Using all $20 \times 4=80$ choice sets gives a design which is $100 \%$ efficient if only four attributes are allowed to have different levels between the two options in a choice set and is $25 \%$ efficient if there are no restrictions on the number of attributes which may have different levels in the two options in a choice set.

Table 7.7 Sixteen Attributes Used to Describe Pizzas

| Attribute | Level 0 | Level 1 |
| :--- | :--- | :--- |
| Quality of ingredients | All fresh | Some tinned |
| Price | $\$ 13$ | $\$ 17$ |
| Pizza temperature | Steaming hot | warm |
| Manners of operator | Friendly | Unfriendly |
| Delivery charge | Free | $\$ 2$ |
| Delivery time | 30 minutes | 45 minutes |
| Vegetarian available | Yes | No |
| Pizza type | Traditional | Gourmet |
| Type of outlet | Chain | Local |
| Baking method | Woodfire oven | Traditional oven |
| Range | Large menu | Restricted menu |
| Distance to outlet | Same suburb | Next suburb |
| Type of crust | Thin | Thick |
| Available sizes | Single size | Three sizes |
| Opening hours | Till 10 pm | Till 1 am |

Green's idea has been extended by using designs in which each pair of treatment combinations appears in at least one block by Grasshoff et al. (2004) rather than insisting on equality of pair replication as in the incomplete block design. Usually this relaxation means that the choice experiment is smaller but the relative efficiency of these two approaches has yet to be determined.

Table 7.8 (16,20,5,4,1) BIBD

| 0 | 1 | 2 | 3 | 0 | 4 | 5 | 6 | 0 | 7 | 8 | 9 |  | 0 | $a$ | $b$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | d | e | f | 1 | 4 | 7 | a | 1 | 5 | b | d | 1 | 6 | 8 | e |
| 1 | 9 | c | f | 2 | 4 | c | e | 2 | 5 | 7 | f | 2 | 6 | 9 | b |
| 2 | 8 | a | d | 3 | 4 | 9 | d | 3 | 5 | 8 | c | 3 | 6 | a | f |
| 3 | 7 | b | e | 4 | 8 | b | f | 5 | 9 | a | e | 6 | 7 | c | d |

Table 7.9 The Four Choice Sets from the First Block of the ( $16,20,5,4,1$ )BIBD

| Option 1 |  | Option 2 |  |  |
| :---: | :--- | :--- | :--- | :--- |
| Fresh \$13 Hot | Friendly | Tinned $\$ 17$ | Warm | Unfriendly |
| Fresh $\$ 13$ Warm Unfriendly | Tinned $\$ 17$ Hot | Friendly |  |  |
| Fresh $\$ 17$ Hot | Unfriendly | Tinned $\$ 13$ | Warm | Friendly |
| Fresh $\$ 17$ Warm Friendly | Tinned $\$ 13$ Hot | Unfriendly |  |  |

### 7.4 CHOICE EXPERIMENTS USING PRIOR POINT ESTIMATES

So far in this book we have constructed optimal designs under the null hypothesis of no difference between the options. However the expression for the $\Lambda$ matrix given in Equations (3.2) and (3.3) includes the $\pi_{i}$ values and so in fact we could find the optimal designs for any prior values of the $\pi_{i}$ that we thought were appropriate. We discuss this idea in this section.

Additional information about the relative magnitudes of the $\pi_{i}$ values may be available from earlier studies or from taking a sequential approach to experimentation. We give two examples below. In the first there is a wide range of values of $\pi$ where the optimal designs for the null hypothesis perform well. In the second case the optimal designs for the null hypothesis are at best about $63 \%$ efficient.

In the first example we consider two binary attributes and let the class of competing designs be any set of pairs. This means that we have extended the class of competing designs from what we have considered in the remainder of the book. This is possible because the computations are not overwhelming in this small case. We have assumed that the two-factor interaction effect is 0 so that we can work with the simplest form of the $C$ matrix.

## ■ EXAMPLE 7.4.1.

Suppose that there are $k=2$ binary attributes and that the choice sets are of size $m=2$. There are 4 treatment combinations and 6 pairs of distinct treatment combinations. Each such pair could be a choice set in the experiment. Suppose that all $2^{6}-1=63$ non-empty sets of distinct pairs form the class of competing designs. Suppose also that $\pi_{1}=1 / \mathrm{h}$, $\pi_{2}=\pi_{3}=1$ and $\pi_{4}=h$. When $h=1$ the optimal design consists of the two foldover pairs (Design 1). This is still the optimal design for $0.25<h<4.7$ while outside that range the optimal design contains the three choice sets $(00,01),(00,10)$, and $(01,10)$ (Design 2). Intuitively this makes sense: For extreme values of $h$, there is no information
to be gained from comparing 00 and 11 since one or the other is certain to be chosen. The values of $\operatorname{det}\left(C_{M}\right)$ for these two designs for various values of $h$ between 0 and 10 are shown in Figure 7.1.


Figure $7.1 \operatorname{det}\left(C_{M}\right)$ for Design 1 (dashed) and Design 2 (solid)
In the second example we consider the performance of the designs we have found to be optimal under the null hypothesis for the situation described in Carlsson and Martinsson (2003) for 4 attributes when prior estimates of $\pi_{i}$ are assumed.

## ■ EXAMPLE 7.4.2.

Carlsson and Martinsson (2003) look at designs for $k=4$ attributes where $\ell_{1}=\ell_{2}=\ell_{4}=$ 3 and $\ell_{3}=2$. They specify a linear utility which we have translated into $\pi_{i}$ values, and these are used to give values consistent with the prior point estimates in the $\Lambda$ matrix. The 54 treatment combinations and the corresponding $\pi_{i}$ are given in Table 7.10.

It is their third case that corresponds to the situation that we have been using with generic options and an MNL model. The design that they call "cyclical" is an example of the design that is optimal under the null hypothesis. The particular design that they have given has an efficiency of about $54 \%$ relative to the efficiency of the optimal design that they give using the prior $\pi_{i}$ values for the estimation of the linear components of the main effects. A different choice of generator could increase the efficiency of the cyclical design to about $63 \%$ in 18 choice sets but clearly in this case about $60 \%$ more respondents will be required to get the same accuracy from a design optimal under the null hypothesis relative to one of the designs advocated in Carlsson and Martinsson (2003) for these prior estimates, assuming that this prior information is correct.

### 7.5 REFERENCES AND COMMENTS

Most of the material in Section 7.1 first appeared in Street and Burgess (2004b). The results in Section 7.2 first appeared in Burgess and Street (2006).

There are a number of authors who have chosen to find optimal designs using a Bayesian approach, where a prior distribution for the $\pi_{i}$, rather than point values, are assumed. Sandor and Wedel (2001) and Kessels et al. (2006) provide a good entry to this literature.

Table 7.10 The Treatment Combinations and the Corresponding Assumed $\pi_{i}$

| Treatment <br> Combination | $\pi_{i}$ | Treatment <br> Combination | $\pi_{i}$ |
| :---: | ---: | :---: | ---: |
| 0000 | 0.045 | 0001 | 0.025 |
| 0002 | 0.014 | 0010 | 0.067 |
| 0011 | 0.037 | 0012 | 0.020 |
| 0100 | 0.549 | 0101 | 0.301 |
| 0102 | 0.166 | 0110 | 0.819 |
| 0111 | 0.450 | 0112 | 0.247 |
| 0200 | 6.686 | 0201 | 3.669 |
| 0202 | 2.014 | 0210 | 9.974 |
| 0211 | 5.474 | 0212 | 3.004 |
| 1000 | 0.122 | 1001 | 0.067 |
| 1002 | 0.037 | 1010 | 0.183 |
| 1011 | 0.100 | 1012 | 0.055 |
| 1100 | 1.491 | 1101 | 0.819 |
| 1102 | 0.449 | 1.221 | 1112 |
| 1111 | 18.174 | 1201 | 2.226 |
| 1200 | 1210 | 2.670 |  |
| 1202 | 5.474 | 1212 | 8.113 |
| 1211 | 14.880 | 2001 | 0.183 |
| 2000 | 0.333 | 2010 | 0.497 |
| 2002 | 0.100 | 2012 | 0.150 |
| 2011 | 0.273 | 2101 | 2.226 |
| 2100 | 4.055 | 2110 | 6.050 |
| 2102 | 1.221 | 2112 | 1.822 |
| 2111 | 3.320 | 2201 | 27.113 |
| 2200 | 49.402 | 2210 | 73.700 |
| 2202 | 14.880 | 2212 | 22.198 |
| 2211 | 40.447 |  |  |
| 20 |  |  |  |

To date, we have assumed that each attribute has some fixed number of levels, even if the attribute describes a continuous measure. Kanninen (2002) has discussed how the levels of one continuous attribute should be chosen to get better designs than are available using pre-specified levels. Kanninen (2002) makes the assumption that the utility for each option will be a linear function of the attributes describing that option. Thus, in keeping with the results from simple linear regression, she finds that it is best to have the attributes set at the upper and lower endpoints. But if this assumption is wrong, then there is no protection hence most people take some measurements in the interval.

One extension to stated preference choice experiments that has been considered by various people is the extension of the choice task to indicate not only the "best" option in each choice set but also the "worst" option in each choice set; see Flynn et al. (2007) for an example. The task has on occasion been extended to ask respondents to indicate the best and worst of the remaining options and so on until at most one option remains. Optimal designs for this situation are yet to be developed.

## CHAPTER 8

## PRACTICAL TECHNIQUES FOR CONSTRUCTING CHOICE EXPERIMENTS

In this chapter we discuss some techniques that are commonly used to construct optimal or near-optimal choice experiments. In Chapters 4,5 , and 6 we have given constructions for optimal or near-optimal choice experiments, but these constructions are not necessarily the easiest way to construct choice experiments in practice. Before thinking about the design of the choice experiment, the experimenter will have already decided on the number of attributes and the number of levels for each attribute, the number of options in each choice set (see Section 7.2 for results about the optimal size of the choice sets), the effects that are to be estimated, and the number of choice sets that each respondent can complete.

The basic idea is to find a suitable starting design, and then add sets of generators to obtain the choice sets. We discuss various methods to obtain a fractional factorial design to use as a starting design if an appropriate one is not readily available. These methods, which are defined in Chapter 2, include collapsing levels of attributes, expansive replacement, contractive replacement, and adding one more attribute. There are various ways to get a starting design: Find one in Sloane (2006b) or Kuhfeld (2006); use the techniques in Chapter 2; or use the tables and constructions in Dey (1985) and Hedayat et al. (1999). We also give some techniques for choosing the sets of generators to be used to construct the choice sets.

The ideal choice experiment would have the following desirable properties:

1. A manageable number of choice sets for the respondents;
2. Choice sets which are optimal or near-optimal;
3. The variance-covariance matrix, $C^{-1}$, should be diagonal or at least block diagonal;
4. Equal replication of levels of each attribute across all the choice sets;
5. Equal replication of levels of each attribute within each option;
6. All combinations of levels of an attribute should appear equally often over all the choice sets;
7. Avoidance of any predictable pattern in the choice sets.

Unfortunately, it is usually impossible to satisfy all of these properties simultaneously, and trade-offs must be made. The properties that are the most important may vary from one choice experiment to another. For example, properties 2 to 7 can easily be achieved by creating additional choice sets. Then property 1 can only be achieved if the choice sets can be split into blocks which consist of a manageable number of choice sets.

The number of choice sets that each respondent can complete will depend on the complexity of the choice sets, including the number of attributes and the number of options in the choice set (see Holling et al. (1998) and Brazell and Louviere (1995)). Usually we have each of the respondents completing all of the choice sets but if the design has more choice sets than a respondent can complete then the choice sets can be split into blocks either randomly or using a spare attribute, if there is one available.

It is desirable for the $C^{-1}$ matrix to be diagonal or block diagonal because that means that all of the effects of interest are orthogonal or uncorrelated and can therefore be estimated independently of each other. This is discussed in Section 3.4.1. Thus the structure of the $C^{-1}$ matrix should be checked for each design constructed. Note that if the $C$ matrix is diagonal (or block diagonal) for the effects of interest, then $C^{-1}$ is also diagonal (or block diagonal).

For the analysis it is desirable that, for each attribute, each level appears equally often over all of the choice sets. For example, if there are 4 binary attributes and 8 choice sets of size 2 in the experiment, then for the first attribute we would expect 0 to appear 8 times over all the choice sets. However, sometimes having each level of an attribute appearing equally often within each option is preferable, so that 0 appears 4 times in the first option and 4 times in the second option. It is also desirable to have as many combinations of levels of an attribute as possible appearing in the choice experiment. For an attribute with 4 levels, we would ideally want levels 0 and 1,0 and 2,0 and 3,1 and 2,1 and 3 , and 2 and 3 , appearing the same number of times in the choice experiment.

From a psychological point of view, it is often preferable to avoid any predictable pattern in the order of presentation of the choice sets, as well as in the options within the choice sets themselves. The choice sets should be placed in a random order before being presented to the respondents. In addition, if there is a discernable pattern for an attribute in the options within the choice sets, then this can be overcome by either reordering the options in some of the choice sets or, if that is not possible, by creating additional choice sets with a different pattern.

In this chapter we discuss various techniques that we use to construct designs which satisfy as many of these desirable properties as possible. We discuss various ways to obtain a starting design from readily available designs and how to generate the choice sets in a fairly simple way. We also compare our construction with other commonly used strategies for constructing choice experiments. Software that allows readers to construct choice sets from a starting design by adding sets of generators is available at the following website: http://maths.science.uts.edu.au/maths/wiki/SPExpts.

Except in one example (Example 8.1.7), in this chapter we have assumed that the levels of the attributes are not ordered in any way that would result in the possibility of dominated
alternatives. We also assume that there are no unrealistic treatment combinations to be avoided, again except in Example 8.1.7.

### 8.1 SMALL NEAR-OPTIMAL DESIGNS FOR MAIN EFFECTS ONLY

Designs which estimate main effects only are appropriate when all interactions between the attributes are believed to be negligible. The formal construction of designs for estimating main effects only in Theorem 6.4.1 is complicated to use and in practice it is often easier to follow the approach used in Theorem 5.2.1. This approach requires $F$, a starting design of resolution at least 3, and a set of generators $G$, which have a difference vector that satisfies the upper bound for the sum of the differences ( $S_{q}$ ), given in Theorem 6.1.1. It should be noted that just choosing sets of generators that have difference vectors satisfying the upper bound for $S_{q}$ does not guarantee an optimal design. Trial and error may be needed in the selection of $F$ and $G$ to achieve optimality, or to get choice sets which satisfy as many as possible of the desirable properties above.

### 8.1.1 Smaller Designs for Examples in Section 6.4

We now look at each of the examples in Section 6.4 and use various methods to construct choice sets with as many of the desirable properties as possible.

## - EXAMPLE 8.1.1.

Let $m=3, k=2, \ell_{1}=2$, and $\ell_{2}=3$. In Example 6.3 .5 the 6 choice sets with difference vector $\mathbf{v}_{3}=(01,11,11)$ are given. These choice sets are optimal. In this example we are not going to be able to construct a smaller design, but we will still use it to illustrate the steps involved and to construct a design that is equally good. In this case $F$ is the complete $2 \times 3$ factorial design, and so has treatment combinations $00,01,02,10,11$ and 12 , since no fraction has resolution 3 as $k \leq 2$. We now need $G=\left(\mathbf{g}_{1}=0, \mathrm{~g}_{2}, \mathrm{~g}_{3}\right)$ which has a difference vector equal to $\mathbf{v}_{3}$. One set of generators which has such a difference vector is $G=(00,11,12)$, but $G=(00,01,12)$ or $G=(00,02,11)$ also satisfy the condition. Then the choice sets are given by

$$
\left(F, F+\mathbf{g}_{2}, F+\mathbf{g}_{3}\right)=(F, F+11, F+12),
$$

where the addition is done modulo 2 for the first attribute and modulo 3 for the second attribute. These 6 choice sets, shown in Table 8.1 , are $100 \%$ efficient. If we use the set of generators $G=(00,01,02)$ with difference vector $\mathbf{v}_{1}=(01,01,01)$, then the efficiency is zero. This is because the level of the first attribute does not change across the options of the choice sets and therefore the main effect of that attribute cannot be estimated. Sets of generators such as $G=(00,01,10)$ with difference vector $\mathbf{v}_{2}=(01,10,11)$ will result in choice sets which have an efficiency of $76.31 \%$.

The design in Table 8.1 satisfies properties 1 to 6 . We can satisfy property 7 by swapping the treatment combinations in options 2 and 3 for the last three choice sets. Alternatively, we can create an additional 6 choice sets by adding another set of generators, such as $G=(00,02,11)$.

## EXAMPLE 8.1.2.

Let $m=6, k=2$, and $\ell_{1}=\ell_{2}=4$. In Example 6.4 .3 we found that an optimal design could be constructed in 24 choice sets. We now look at constructing a (near-) optimal design

Table 8.1 Optimal Choice Sets for $k=2, \ell_{1}=2, \ell_{2}=3$ when $m=3$ for Main Effects Only

| $F$ | $F+11$ | $F+12$ |
| :---: | :---: | :---: |
| 00 | 11 | 12 |
| 01 | 12 | 10 |
| 02 | 10 | 11 |
| 10 | 01 | 02 |
| 11 | 02 | 00 |
| 12 | 00 | 01 |

in fewer choice sets. Since $k=2$, the starting design $F$ must be the complete $4 \times 4$ factorial with the 16 treatment combinations $00,01,02,03,10,11,12,13,20,21,22,23,30,31$, 32 , and 33 . We need to choose a set of generators of the form

$$
G=\left(\mathbf{g}_{1}=\mathbf{0}, \mathbf{g}_{2}, \ldots, \mathbf{g}_{m}\right)=\left(00, \mathbf{g}_{2}, \mathbf{g}_{3}, \mathbf{g}_{4}, \mathbf{g}_{5}, \mathbf{g}_{6}\right)
$$

First we choose $g_{2}$ to be any generator with all attribute levels different from those in $\mathbf{g}_{1}=\mathbf{0}$. Every subsequent generator has as many attribute levels as different as possible from all preceding generators. In this case we choose

$$
G=(00,11,22,33,01,10)
$$

which has a difference vector

$$
\mathbf{v}=(01,01,10,10,11,11,11,11,11,11,11,11,11,11,11)
$$

but many other sets of generators would also be suitable.
We can check if the difference vector satisfies the upper bound for the sum of the differences given in Theorem 6.1.1. First we calculate $S_{1}$ and $S_{2}$ using Theorem 6.1.1. Now $m=6=\ell_{q} x+y=4 \times 1+2$ so $x=1$ and $y=2$. Then

$$
S_{1}=S_{2}=\frac{m^{2}-\left(\ell_{q} x^{2}+2 x y+y\right)}{2}=\frac{6^{2}-\left(4 \times 1^{2}+2 \times 1 \times 2+2\right)}{2}=13
$$

Clearly the difference vector above satisfies this upper bound.
The 16 choice sets given in Table 8.2 were constructed by adding the set of generators $G$ to $F$. The addition is done modulo 4 for both attributes.

These choice sets are $99.96 \%$ efficient and have the following block diagonal information matrix:

$$
C_{M}=\left[\begin{array}{ccccccc}
\frac{43}{720} & 0 & \frac{1}{720} & : & 0 & 0 & 0 \\
0 & \frac{17}{288} & 0 & : & 0 & 0 & 0 \\
\frac{1}{720} & 0 & \frac{89}{1440} & : & 0 & 0 & 0 \\
. & . & \cdot & . & : & . & . . \\
0 & 0 & 0 & : & \frac{43}{720} & 0 & \frac{1}{720} \\
0 & 0 & 0 & : & 0 & \frac{17}{288} & 0 \\
0 & 0 & 0 & : & \frac{1}{720} & 0 & \frac{89}{1440}
\end{array}\right] .
$$

The main effects of both attributes can be estimated independently of each other, but the components of the main effects are not independent within an attribute. There are many sets of generators $G$ that will result in choice experiments with 16 choice sets with similar properties. In fact there are 459 different sets of generators $G$ that have a block diagonal $C_{M}$ matrix and are at least $98 \%$ efficient.

For this example there are three ways in which we could get a diagonal $C_{M}$ matrix. We could use the 24 or 48 choice sets that are optimal from Example 6.4.3, we could use different contrasts, or we could use a different set of generators that gives a diagonal matrix, but with some reduction in the efficiency. If we use different contrasts, such as those from a $2^{2}$ design,

| 0 | 1 | 2 | 3 |
| ---: | ---: | ---: | ---: |
| $-\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| $-\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ |
| $\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ |

then we get the same efficiency but the $C$ matrix is now diagonal:

$$
C_{M}=\left[\begin{array}{ccccccc}
\frac{17}{288} & 0 & 0 & : & 0 & 0 & 0 \\
0 & \frac{1}{16} & 0 & : & 0 & 0 & 0 \\
0 & 0 & \frac{17}{288} & : & 0 & 0 & 0 \\
. & . & . & \cdots & . & . & . \\
0 & 0 & 0 & : & \frac{17}{288} & 0 & 0 \\
0 & 0 & 0 & : & 0 & \frac{1}{16} & 0 \\
0 & 0 & 0 & : & 0 & 0 & \frac{89}{1440}
\end{array}\right] .
$$

If we want a diagonal $C_{A I}$ matrix with the orthogonal polynomial contrasts and are willing to have a less efficient choice experiment then we can use the set of generators

$$
G=(00,01,02,10,20,33)
$$

with difference vector

$$
(01,01,01,10,10,10,11,11,11,11,11,11,11,11,11)
$$

where $S_{1}=S_{2}=12$ to construct 16 choice sets that are $92.30 \%$ efficient with

$$
C_{M}=\frac{1}{18} I_{6} .
$$

There are 168 different sets of generators $G$ that will result in the same $C_{M}$ matrix.

In the following example we show that the use of different fractional factorial designs $F$ may result in choice experiments with different properties.

## ■ EXAMPLE 8.1.3.

Let $k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=6$.
It is often the case that all seven of the desirable properties cannot be achieved and trade-offs must be made depending on the nature of the choice experiment. For example,

Table 8.2 Near-Optimal Choice Sets for $k=2, \ell_{1}=\ell_{2}=4$ when $m=6$ for Main Effects Only

| $F$ | $F+11$ | $F+22$ | $F+33$ | $F+01$ | $F+10$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | 11 | 22 | 33 | 01 | 10 |
| 01 | 12 | 23 | 30 | 02 | 11 |
| 02 | 13 | 20 | 31 | 03 | 12 |
| 03 | 10 | 21 | 32 | 00 | 13 |
| 10 | 21 | 32 | 03 | 11 | 20 |
| 11 | 22 | 33 | 00 | 12 | 21 |
| 12 | 23 | 30 | 01 | 13 | 22 |
| 13 | 20 | 31 | 02 | 10 | 23 |
| 20 | 31 | 02 | 13 | 21 | 30 |
| 21 | 32 | 03 | 10 | 22 | 31 |
| 22 | 33 | 00 | 11 | 23 | 32 |
| 23 | 30 | 01 | 12 | 20 | 33 |
| 30 | 01 | 12 | 23 | 31 | 00 |
| 31 | 02 | 13 | 20 | 32 | 01 |
| 32 | 03 | 10 | 21 | 33 | 02 |
| 33 | 00 | 11 | 22 | 30 | 03 |

Table 8.3 Difference Vectors and Sets of Generators for $k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=6$

| $m$ | Difference Vector | $G$ | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | $(111)$ | $(000,111)$ | 1 | 1 | 1 |
| 3 | $(011,111,111)$ | $(000,111,123)$ | 2 | 3 | 3 |
| 4 | $(011,011,101,111,111,111)$ | $(000,111,123,012)$ | 4 | 5 | 6 |
| 5 | $(011,011,011,011,101,101,111,111,111,111)$ | $(000,111,123,012,024)$ | 6 | 8 | 10 |

minimizing the number of choice sets might be the first priority and a design with somewhat lower efficiency is perfectly acceptable. In this example, for each of three starting designs we will use the same set of generators $G$ for the particular value of $m$ and these, with the corresponding difference vectors, are given in Table 8.3. Note that there are many sets of generators $G$ that have the difference vector given in Table 8.3 for the particular choice set size. For instance, $G=(000,111,022)$ will be just as efficient for $m=3$ as $G=(000,111,123)$. We now discuss three different ways to obtain a starting design.

1. There is no $2 \times 3 \times 6$ OMEP readily available, so the complete factorial in 36 treatment combinations is used as the starting design $F$. In Example 6.4 .4 we saw that adding one set of generators $G$ to the complete factorial resulted in near-optimal or optimal designs. In Table 8.3 the best designs in 36 choice sets are shown for $m=2,3,4,5$ with efficiencies $90.56 \%, 99.39 \%, 99.78 \%$, and $100 \%$ respectively. In all of these designs there is equal replication of levels in the choice experiment and, for the orthogonal polynomial contrasts, for $m=2,3,4$, the $C_{M}$ matrix is block diagonal for the attribute with 6 levels and diagonal for the other two attributes. When $m=5$ the $C_{M}$ matrix is diagonal for all three attributes.
2. Even though there is no $2 \times 3 \times 6$ OMEP readily available, we can obtain one by starting with a $3 \times 3 \times 6 / / 18$ design and transforming a 3 -level attribute into one with 2 levels by collapsing the levels. In Sloane (2006b) there is a $3^{6} \times 6 / / 18$ design. We delete the first four columns and then we collapse the three levels of the first of the remaining 3 -level column to 2 levels by replacing all $2 s$ by $1 s$ and leaving the 1 s and 0 s unchanged. The original $3 \times 3 \times 6 / / 18$ design, along with the $2 \times 3 \times 6$ design obtained by collapsing one column, is shown in Table 8.4.

Table $8.42 \times 3 \times 6 / / 18$ Fractional Factorial Design Obtained from the $3 \times 3 \times 6 / / 18$ by Collapsing One Attribute

| $3 \times 3 \times 6 / / 18$ | $2 \times 3 \times 6 / / 18$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 1 | 1 |
| 1 | 0 | 2 | 1 | 0 | 2 |
| 2 | 2 | 3 | 1 | 2 | 3 |
| 2 | 1 | 4 | 1 | 1 | 4 |
| 1 | 2 | 5 | 1 | 2 | 5 |
| 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 2 | 1 | 1 | 2 | 1 |
| 2 | 1 | 2 | 1 | 1 | 2 |
| 0 | 0 | 3 | 0 | 0 | 3 |
| 0 | 2 | 4 | 0 | 2 | 4 |
| 2 | 0 | 5 | 1 | 0 | 5 |
| 2 | 2 | 0 | 1 | 2 | 0 |
| 2 | 0 | 1 | 1 | 0 | 1 |
| 0 | 2 | 2 | 0 | 2 | 2 |
| 1 | 1 | 3 | 1 | 1 | 3 |
| 1 | 0 | 4 | 1 | 0 | 4 |
| 0 | 1 | 5 | 0 | 1 | 5 |

We can now add the sets of generators for the different choice set sizes given in Table 8.3 to get 18 choice sets and we end up with the same efficiencies and structure of the
$C_{M}$ matrix as we had in part 1. However, we do not always have equal replication of levels of the collapsed attribute over the choice experiment. In particular when $m=3$, level 0 of attribute 1 appears 30 times overall, while level 1 appears only 24 times. Similarly, when $m=5$, level 0 of attribute 1 appears 42 times overall, while level 1 appears 48 times. For $m=2$ and $m=4$ we have equal replication of the levels of all attributes.
3. We can also start with a fractional factorial $2 \times 2 \times 6 / / 12$ design which has only two levels for the second attribute; this design is the $F$ of Table 8.5. When we add the set of generators the addition, for this attribute, will be done modulo 3 so there will be three levels for this attribute in the choice experiment. However, in this case, the challenge will be in achieving equal replication of levels for this attribute. For $m=2,4,5$ equal replication is not possible in 12 choice sets, but for $m=3$ we can construct a near-optimal design ( $99.39 \%$ ) which is given in Table 8.5. This design has equal replication of levels in the choice experiment and the $C_{M}$ matrix has the same structure as before. It should be noted that not all levels of the second attribute appear in each option.

Table 8.5 Near-Optimal Choice Sets for $k=3, \ell_{1}=2, \ell_{2}=3$, and $\ell_{3}=6$ when $m=3$ for Main Effects Only

| $F$ | $F+111$ | $F+123$ |
| :---: | :---: | :---: |
| 000 | 111 | 123 |
| 001 | 112 | 124 |
| 002 | 113 | 125 |
| 013 | 124 | 100 |
| 014 | 125 | 101 |
| 015 | 120 | 102 |
| 110 | 021 | 003 |
| 111 | 022 | 004 |
| 112 | 023 | 005 |
| 103 | 014 | 020 |
| 104 | 015 | 021 |
| 105 | 010 | 022 |

### 8.1.2 Getting a Starting Design

As previously noted, many fractional factorial designs are available in Sloane (2006b) and Kuhfeld (2006). From these "parent" designs it is possible to obtain many other designs by discarding one or more attributes. Several constructions are given in Chapter 2, as well as some techniques for obtaining new fractional factorial designs from existing ones. In this section we illustrate various ways to get the fractional factorial designs, and then construct the choice sets. In the final example, we show how we can avoid unrealistic treatment combinations, and choice sets in which one treatment combination is dominated by another.

When the levels of an attribute need to be collapsed, the collapsing must be done in the starting design before the choice sets are constructed. In addition, collapsing levels of
an attribute in the starting design, from $\ell_{q}$ levels to $\ell_{s}$ levels is straightforward as long as $\ell_{s}<\ell_{q}$ and $\ell_{s} \mid \ell_{q}$. This will ensure that the levels of the collapsed attribute are equally replicated. The most common collapsing of levels of this nature are given in the first part of Table 8.9.

When $\ell_{s} \nmid \ell_{q}$ there will be unequal replication of levels in the fractional factorial design which may or may not be able to be corrected when constructing the choice sets. Moreover, collapsing the levels of more than one attribute, where $\ell_{s} \nmid \ell_{q}$, can mean that the main effects of the collapsed attributes are correlated. In Example 6.4 .4 collapsing levels of one attribute worked well in terms of obtaining choice sets which have equal replication and a $C_{M I}^{-1}$ matrix with an orthogonal structure for the main effects. However, collapsing more than one attribute usually results in a $C_{M I}^{-1}$ matrix in which the main effects of the collapsed attributes are not independent of each other. We illustrate this in the following example.

## $\square$ EXAMPLE 8.1.4.

Let $k=4, \ell_{1}=\ell_{2}=2, \ell_{3}=3$. and $\ell_{4}=6$. Using the $3^{6} \times 6 / / 18$ OMEP from Sloane (2006b), we delete the first three columns and then we collapse the three levels of the first two of the remaining 3 -level columns to 2 levels by replacing all $2 s$ by 1 f for the first attribute and replacing all $2 s$ by $0 s$ for the second attribute. There is now unequal replication of the levels of the 2-level attributes in the OMEP and we wish to construct choice sets so that there is equal replication of levels of the attributes overall. In this example we use the $B$ matrix from Example 6.3.3. Consider $m=3$. The choice sets in Table 8.6 were constructed with the set of generators $G=(0000,1111,0123)$. These choice sets are $99.43 \%$ efficient and the variance-covariance matrix is given by

$$
C_{M I}^{-1}=\left[\begin{array}{cccccccccccc}
\frac{26244}{323} & : & \frac{1458}{323} & : & 0 & 0 & : & 0 & 0 & 0 & 0 & 0 \\
\frac{1458}{323} & : & \frac{26244}{323} & : & 0 & 0 & : & 0 & 0 & 0 & 0 & 0 \\
. & \cdot & . & . & . & . & . & . & . & . & . & . \\
0 & : & 0 & : & 72 & 0 & : & 0 & 0 & 0 & 0 & 0 \\
0 & : & 0 & : & 0 & 72 & : & 0 & 0 & 0 & 0 & 0 \\
. & \cdot & . & \cdots & : & \cdot & \cdots & . & . & \cdots & . & \cdot \\
0 & : & 0 & : & 0 & 0 & : & 1.08 & 0 & 0 & 0 & 0 \\
0 & : & 0 & : & 0 & 0 & : & 0 & 108 & 0 & 0 & 0 \\
0 & : & 0 & : & 0 & 0 & : & 0 & 0 & 81 & 0 & 0 \\
0 & : & 0 & : & 0 & 0 & : & 0 & 0 & 0 & 81 & 0 \\
0 & : & 0 & : & 0 & 0 & : & 0 & 0 & 0 & 0 & 81
\end{array}\right] .
$$

Note that the main effects of the two attributes with collapsed levels are correlated. We get similar results for $m=2$ and $m=5$ with the set of generators $G=(0000,1111)$ with efficiency of $91.43 \%$ and $G=(0000,1111,0123,1012,0114)$ with efficiency of $97.07 \%$, respectively. In both cases the main effects of the two collapsed attributes are correlated and there is unequal replication of the levels of those attributes in the choice sets. It is also worth noting that using a different collapsing scheme does not avoid this problem.

However, when $m=4$, equal replication of levels of the attributes can be attained, with an efficiency of $99.81 \%$. Furthermore, $C_{M}$, and therefore $C_{M}^{-1}$, are diagonal, and consequently all pairs of main effects are uncorrelated. The choice sets, constructed with the set of generators $G=(0000,1111,0123,1014)$, are shown in Table 8.7 and the $C_{M}$ matrix is given by

Table 8.6 Near-Optimal Choice Sets for $k=4, \ell_{1}=\ell_{2}=2, \ell_{3}=3$, and $\ell_{4}=6$ when $m=3$ for Main Effects Only

| $3^{3} \times 6 / / 18$ | $F$ | $F+1111$ | $F+0123$ |
| :---: | :---: | :---: | :---: |
| 0000 | 0000 | 1111 | 0123 |
| 2011 | 1011 | 0122 | 1104 |
| 2102 | 1102 | 0013 | 1025 |
| 0223 | 0023 | 1104 | 0110 |
| 1214 | 1014 | 0125 | 1101 |
| 1125 | 1125 | 0000 | 1012 |
| 1110 | 1110 | 0021 | 1003 |
| 0121 | 0121 | 1002 | 0014 |
| 0212 | 0012 | 1123 | 0105 |
| 1003 | 1003 | 0114 | 1120 |
| 2024 | 1024 | 0105 | 1111 |
| 2205 | 1005 | 0110 | 1122 |
| 2220 | 1020 | 0101 | 1113 |
| 1201 | 1001 | 0112 | 1124 |
| 1022 | 1022 | 0103 | 1115 |
| 2113 | 1113 | 0024 | 1000 |
| 0104 | 0104 | 1015 | 0021 |
| 0015 | 0015 | 1120 | 0102 |

The following example looks at collapsing levels of attributes that results in equal replication of levels of the attributes. This example also illustrates that caution should be exercised when constructing pairs when the number of levels of a particular attribute is not a prime number. We also show that it may be possible to choose sets of generators so that the number of level changes is equal to $S_{q}$, but that this does not guarantee that the main effect of attribute $q$ can be estimated.

## ■ EXAMPLE 8.1.5.

Let $k=5, \ell_{1}=\ell_{2}=\ell_{3}=2$, and $\ell_{4}=\ell_{5}=4$. Using the $4^{5} / / 16$ OMEP from Sloane (2006b), we collapse the levels of the first three attributes from 4 levels to 2 levels by changing all 2 s to 1 s and all 3 s to 0 s . These OMEPs are given in the first two columns of Table 8.8; note that all the levels of each of the 2-level attributes appear equally often.

Table 8.7 Near-Optimal Choice Sets for $k=4, \ell_{1}=\ell_{2}=2, \ell_{3}=3$, and $\ell_{4}=6$ when $m=4$ for Main Effects Only

| $F$ | $F+1111$ | $F+0123$ | $F+1014$ |
| :---: | :---: | :---: | :---: |
| 0000 | 1111 | 0123 | 1014 |
| 1011 | 0122 | 1104 | 0025 |
| 1102 | 0013 | 1025 | 0110 |
| 0023 | 1104 | 0110 | 1001 |
| 1014 | 0125 | 1101 | 0022 |
| 1125 | 0000 | 1012 | 0103 |
| 1110 | 0021 | 1003 | 0124 |
| 0121 | 1002 | 0014 | 1105 |
| 0012 | 1123 | 0105 | 1020 |
| 1003 | 0114 | 1120 | 0011 |
| 1024 | 0105 | 1111 | 0002 |
| 1005 | 0110 | 1122 | 0013 |
| 1020 | 0101 | 1113 | 0004 |
| 1001 | 0112 | 1124 | 0015 |
| 1022 | 0103 | 1115 | 0000 |
| 1113 | 0024 | 1000 | 0121 |
| 0104 | 1015 | 0021 | 1112 |
| 0015 | 1120 | 0102 | 1023 |

Suppose that $m=4$. The choice sets in Table 8.8 were constructed with the set of generators $G=(00000,11111,10122,01033)$ and are $100 \%$ efficient. This set of generators was chosen so that $S_{1}=S_{2}=S_{3}=4$ and $S_{4}=S_{5}=6$. The $C_{M}$ matrix is given by

$$
C_{M}=\frac{1}{128} I_{9} .
$$

Suppose that $m=2$. A design which is $96.29 \%$ efficient can be constructed by adding $1(\bmod 2)$ to the levels of the 2 -level attributes and adding 1 or $3(\bmod 4)$ to the levels of the 4 -level attributes to obtain the treatment combinations for the second option (see Design 1 in Table 8.10), where $G=(00000,11111)$. However, if we add $1(\bmod 2)$ to the levels of the 2 -level attributes and add $2(\bmod 4)$ to the levels of the 4 -level attributes to obtain the treatment combinations for the second option (see Design 2 in Table 8.10), where $G=(00000,11122)$, we get $\operatorname{det}\left(C_{M}\right)=0$ since the main effects of the 4 -level attributes cannot be estimated. This is because, for each 4-level attribute, we have 0 paired with 2,1 with 3,2 with 0 , and 3 with 1 . Thus, only two $(02,13)$ of the six possible ordered pairs $(01,02,03,12,13,23)$ result, compared to four of the six $(01,12,23,30)$ if we add either 1 or $3(\bmod 4)$. This situation arises because $2+2=0(\bmod 4)$ and it is always an issue when constructing pairs when the number of levels of an attribute is not prime.

It is also worth noting that Design 1 in Table 8.10 does not satisfy the desirable properties 6 and 7 given at the beginning of this chapter. For the 4 -level attributes 0 in option 1 is always paired with 1 in option 2,1 in option 1 is always paired with 2 in option 2,2 in option 1 is always paired with 3 in option 2, and 3 in option 1 is always paired with 0 in option 2. Furthermore, the only combinations of levels of each of the 4 -level attributes that appear in the choice sets are 0 and 1,1 and 2,2 and 3,3 and 0 . By adding the sets of generators $G_{1}=(00000,11111), G_{2}=(00000,11122)$, and $G_{3}=(00000,11133)$,
properties 6 and 7 can be satisfied, but at a cost of an increase in the number of choice sets from 16 to 48 . This larger design is $100 \%$ efficient.

Table 8.8 Starting Design and Near-Optimal Choice Sets for $k=5, \ell_{1}=\ell_{2}=\ell_{3}=2$, and $\ell_{4}=\ell_{5}=4$ when $m=4$ for Main Effects Only

| $4^{5} / / 16$ | $F=2^{3} \times 4^{2} / / 16$ | $F+11111$ | $F+10122$ | $F+01033$ |
| :--- | :---: | :---: | :---: | :---: |
| 00000 | 00000 | 11111 | 10122 | 01033 |
| 01111 |  |  |  |  |
| 02222 | 01111 | 10022 | 11033 | 00100 |
| 03333 | 01122 | 10033 | 11000 | 00111 |
| 10123 |  |  |  |  |
| 11032 | 00033 | 11100 | 10111 | 01022 |
| 12301 | 10123 | 01030 | 00001 | 11112 |
| 13210 | 11032 | 00103 | 01110 | 10021 |
| 00231 | 11001 | 00112 | 01123 | 10030 |
| 01320 | 10110 | 01021 | 00032 | 11103 |
| 02013 | 00131 | 11002 | 10013 | 01120 |
| 03102 | 01020 | 10131 | 11102 | 00013 |
| 10312 | 01013 | 10120 | 11131 | 00002 |
| 11203 | 00102 | 11013 | 10020 | 01131 |
| 12130 | 10012 | 01123 | 00130 | 11001 |
| 13021 | 11103 | 00010 | 01021 | 10132 |

In the following example we illustrate the use of both expansive replacement of one attribute by more than one attribute (see Construction 2.3.4) and contractive replacement of several attributes by one attribute (see Construction 2.3.5). The most commonly used expansive and contractive replacements of attributes are given in the middle and last sections, respectively, of Table 8.9. Contractive replacement is not always possible due to the conditions on the structure of the original array.

## EXAMPLE 8.1.6.

Suppose $k=13, \ell_{q}=2$, for $q=1, \ldots, 12, \ell_{13}=4$, and $m=3$. Now there are two ways in which we can obtain the starting design: a $2^{12} \times 4 / / 16$ OMEP. The first way is to begin with the $4^{5} / / 16$ and use expansive replacement to get the starting design that we need. Alternatively, we can begin with the $2^{15} / / 16$ and use contractive replacement to get the desired starting design. In this example we will illustrate both methods.

Starting with the $4^{5} / / 16$, which is given in the first column in Table 8.11, we replace the 4 levels of the first attribute by the 4 treatment combinations of the $2^{3} / / 4$, which is shown in Table 2.25. That is, we replace the first 4 -level attribute by three 2 -level attributes. We replace 0 in the first attribute with 000,1 with 011,2 with 101 , and 3 with 110 . We repeat this procedure for the second, third and fourth 4 -level attributes to get the $2^{12} \times 4 / / 16$ design shown in the second column in Table 8.11. If we add the set of generators

$$
G=(0000000000000,1111111111111,1010101010102)
$$

to this starting design then we get the choice sets which are also given in Table 8.11. This design is $100 \%$ efficient and the information matrix is

$$
C_{M}=\frac{1}{18432} I_{15}
$$

Table 8.9 Common Collapsing/Replacement of Attribute Levels

| Starting Column $(\mathrm{s})$ |  | Replace with Column(s) |  | Use OMEP |
| :---: | :---: | :---: | :---: | :---: |
| \# Columns | \# Levels | \# Columns | \# Levels |  |
| 1 | 16 | 1 | 8,4 or 2 |  |
| 1 | 8 | 1 | 4 or 2 |  |
| 1 | 4 | 1 | 2 |  |
| 1 | 9 | 1 | 3 |  |
| 1 | 6 | 1 | 3 or 2 |  |
| 1 | 4 | 3 | 2 | $2^{3} / 14$ |
| 1 | 8 | 7 | 2 | $2^{7} / / 8$ |
| 1 | 8 | $\left\{\begin{array}{l}1 \\ 4\end{array}\right.$ | 4 2 | $2^{4} \times 4 / / 8$ |
| 1 | 16 | 4 5 | 4 | $4^{5} / / 16$ |
| 1 | 16 | 15 | 2 | $2^{15} / / 16$ |
| 1 | 16 | $\left\{\begin{array}{l}6 \\ 3\end{array}\right.$ | 2 | $2^{6} \times 4^{3} / / 16$ |
| 1 | 9 | 4 | 3 | $3^{4} / / 9$ |
| 3 | 2 | 1 | 8 | $2^{3} / / 8$ |
| 3 | 2 | 1 | 4 | $2^{3} / / 4$ |
| 2 | 4 | 1 | 16 | $4^{2} / / 16$ |
| 2 | 3 | 1 | 9 | $3^{2} / / 9$ |

In the second method, we start with the fourth $2^{15} / / 16$ OMEP, which is called the oa. 16.15.2.2.3, from Sloane (2006b). We denote this OMEP by $A$ and it is shown in the first column in Table 8.12. Let $B$ be the $2^{3} / / 4$ which is displayed in Table 2.25 . Then $B$ is tight since it satisfies the condition given in Construction 2.3.5 for a tight orthogonal array: $N_{1}=4=1+3 \times(2-1)$. We need three columns of $A$ that contain only the entries in the $2^{3} / / 4$, that is, treatment combinations $000,011,101$ and 110 . There are seven possibilities from which we can choose: columns 1,8 , and 9 ; columns 2,8 , and 10 ; columns 3,8 , and 11 ; columns 4,8 , and 12 ; columns 5,8 , and 13 ; columns 6,8 , and 14 ; or columns 7,8 , and 15. Suppose we choose columns 1,8 , and 9 and replace them with one 4 -level column. We can do this since those $c=3$ columns of $A$ form $N / N_{1}=16 / 4=4$ copies of $B$. To get the 4 -level column in the new design $F$, we replace 000 in the columns 1,8, and 9 of $A$ with 0,011 with 1,101 with 2 , and 110 with 3 . This new 4 -level column is then combined with columns 2 to 7 and 10 to 15 of $A$ to get the $2^{12} \times 4 / / 16$ design. This design is given in the second column in Table 8.12.

The choice sets are then constructed with the same set of generators as the first method and the resulting design is $100 \%$ efficient with the same $C_{M}$ matrix as before. The choice sets are also given in Table 8.12.

As we discussed in Sections 1.6.2, 4.2.4, and 5.2.3, it is possible to have choice sets in which one treatment combination may dominate the other treatment combinations in the same choice set. This can happen when the levels of all of the attributes are ordered in some way, from best to worst or vice versa. In this situation we need to avoid starting designs which contain the treatment combination $000 \ldots 0$ or the treatment combination with all attributes at the high level. The best way of choosing sets of generators is to have

Table 8.10 Choice Sets for $k=5, \ell_{1}=\ell_{2}=\ell_{3}=2$, and $\ell_{4}=\ell_{5}=4$ when $m=2$ for Main Effects Only

| Design 1 |  |  | Design 2 |  |
| :---: | :---: | :---: | :---: | :---: |
| $F$ | $F+11111$ | $F$ | $F+11122$ |  |
| 00000 | 11111 | 00000 | 11122 |  |
| 01111 | 10022 | 01111 | 10033 |  |
| 01122 | 10033 | 01122 | 10000 |  |
| 00033 | 11100 | 00033 | 11111 |  |
| 10123 | 01030 | 10123 | 01001 |  |
| 11032 | 00103 | 11032 | 00110 |  |
| 11001 | 00112 | 11001 | 00123 |  |
| 10110 | 01021 | 10110 | 01032 |  |
| 10131 | 01002 | 10131 | 01013 |  |
| 11020 | 00131 | 11020 | 00102 |  |
| 11013 | 00120 | 11013 | 00131 |  |
| 10102 | 01013 | 10102 | 01020 |  |
| 00012 | 11123 | 00012 | 11130 |  |
| 01103 | 10010 | 01103 | 10021 |  |
| 01130 | 10001 | 01130 | 10012 |  |
| 00021 | 11132 | 00021 | 11103 |  |

Table 8.11 $\quad 2^{12} \times 4 / / 16$ Obtained from $4^{5} / / 16$ by Expansive Replacement, and Choice Sets for $m=3$

| $4^{5} / / 16$ | $F=2^{12} \times 4 / / 16$ | $F+1111111111111$ | $F+1010101010102$ |
| :---: | :---: | :---: | :---: |
| 00000 | 0000000000000 | 1111111111111 | 1010101010102 |
| 01111 | 0000110110111 | 1111001001002 | 1010011100013 |
| 02222 | 0001011011012 | 1110100100103 | 1011110001110 |
| 03333 | 0001101101103 | 1110010010010 | 1011000111001 |
| 10123 | 0110000111013 | 1001111000100 | 1100101101111 |
| 11032 | 0110110001102 | 1001001110013 | 1100011011000 |
| 12301 | 0111011100001 | 1000100011112 | 1101110110103 |
| 13210 | 0111101010110 | 1000010101001 | 1101000000012 |
| 20231 | 1010001011101 | 010110100012 | 0000100001003 |
| 21320 | 1010111001010 | 0101000010101 | 000010111112 |
| 22013 | 1011010000113 | 010010111000 | 0001111010011 |
| 23102 | 1011100110002 | 0100011001113 | 0001001100100 |
| 30312 | 1100001100112 | 0011110011003 | 0110100110010 |
| 31203 | 1100111010003 | 0011000101110 | 0110010000101 |
| 32130 | 1101010111100 | 0010101000011 | 0111111101002 |
| 33021 | 1101100001011 | 0010011110102 | 0111001011113 |

a mix of levels so that in some attributes a low value is added, in some attributes middle values are added, and in the remaining attributes high values are added. Thus no choice set will contain treatment combinations that dominate other treatment combinations. In the following example we show how to obtain a starting design for the previous example. We also discuss avoiding unrealistic treatment combinations. In both cases we are using the ideas in Construction 2.3.9.

Table 8.12 $2^{12} \times 4 / / 16$ Obtained from $2^{15} / / 16$ by Contractive Replacement, and Choice Sets for $m=3$

| $A=2^{15} / / 16$ | $F=2^{12} \times 4 / / 16$ | $F+1111111111111$ | $F+1010101010102$ |
| :---: | :--- | :---: | :---: |
| 000000000000000 | 0000000000000 | 1111111111111 | 1010101010102 |
| 101010101010101 | 0101010101012 | 1010101010103 | 11111111111110 |
| 011001100110011 | 1100111100110 | 0011000011001 | 0110010110012 |
| 110011001100110 | 1001101001102 | 0110010110013 | 0011000011000 |
| 000111100001111 | 0011110011110 | 1100001100001 | 1001011001012 |
| 101101001011010 | 0110100110102 | 1001011001013 | 1100001100000 |
| 011110000111100 | 1111001111000 | 0000110000111 | 0101100101102 |
| 110100101101001 | 1010011010012 | 0101100101103 | 0000110000110 |
| 000000011111111 | 0000001111111 | 1111110000002 | 1010100101013 |
| 001011111101000 | 0101111010001 | 1010000101112 | 1111010000103 |
| 010111011010001 | 1011100100011 | 0100011011102 | 0001001110113 |
| 011100111000110 | 1110010001101 | 0001101110012 | 0100111011003 |
| 100101110110100 | 0010111101003 | 1101000010110 | 1000010111101 |
| 101110010100011 | 0111001000113 | 1000110111000 | 1101100010011 |
| 110010110011010 | 1001010110103 | 0110101001010 | 0011111100001 |
| 111001010001101 | 1100100011013 | 0011011100100 | 0110001001111 |

EXAMPLE 8.1.7.
In Table 8.11 the first choice set contains the treatment combination 0000000000000 . If the attribute levels are ordered from least preferred at level 0 to most preferred at level $\ell_{q}-1$ then the treatment combination of all zeros will be dominated by the other treatment combinations in the choice set. We can use a different fraction for the starting design to avoid this problem (see Construction 2.3.9). First we choose a treatment combination that is not in $F$. For example, the treatment combination 1111110000000 is not in $F$ and if we add it to $F$, using the modular arithmetic appropriate to each attribute, we will obtain a different fraction which is also an OMEP. This OMEP is displayed in the first column of Table 8.13. Neither the treatment combinations with low values, 0000000000000 , nor the treatment combination with high values, 1111111111113 , appears in this OMEP. Then by adding the same set of generators as we used in the previous example, we get the choice sets given in Table 8.13. These choice sets have the same efficiency and $C_{M}$ matrix as before. Note that in no choice set does one treatment combination dominate another.

We can use the same method if there are treatment combinations that are unrealistic. Suppose that in Example 8.1.5, the treatment combination with the 2 -level attributes at the low level and the 4 -level attributes at the high level $(00033)$ is considered unrealistic and hence we do not want it appearing in the choice experiment. This treatment combination is in the starting design (see Table 8.8) and can be avoided either by using a different collapsing scheme for the first three 4-level attributes, such as $0 \rightarrow 0,1 \rightarrow 0,2 \rightarrow 1$ and $3 \rightarrow 1$, or by using Construction 2.3 .9 to obtain a different starting design. After we have chosen the appropriate starting design, the set of generators should be chosen so that no unrealistic treatment combination results from the addition of the generators to the starting design.

Table 8.13 A Different $2^{12} \times 4 / / 16$ and Choice Sets for $m=3$

| $F=2^{12} \times 4 / / 16$ | $F+11111111111111$ | $F+1010101010102$ |
| :---: | :---: | :---: |
| +1111110000000 |  |  |
| 1111110000000 | 0000001111111 | 0101011010102 |
| 1111000110111 | 0000111001002 | 0101101100013 |
| 1110101011012 | 0001010100103 | 0100000001110 |
| 1110011101103 | 0001100010010 | 0100110111001 |
| 1001110111013 | 0110001000100 | 0011011101111 |
| 1001000001102 | 0110111110013 | 0011101011000 |
| 1000101100001 | 0111010011112 | 0010000110103 |
| 1000011010110 | 0111100101001 | 0010110000012 |
| 0101111011101 | 1010000100012 | 1111010001003 |
| 0101001101010 | 1010110010101 | 1111100111112 |
| 0100100000113 | 1011011111000 | 1110001010011 |
| 0100010110002 | 1011101001113 | 1110111100100 |
| 0011111100112 | 1100000011003 | 1001010110010 |
| 0011001010003 | 1100110101110 | 1001100000101 |
| 0010100111100 | 1101011000011 | 1000001101002 |
| 0010010001011 | 1101101110102 | 1000111011113 |

### 8.1.3 More on Choosing Generators

When the number of levels increases, it is sometimes possible to obtain a more efficient choice experiment by using difference sets to choose sets of generators for the choice sets, as long as there is a difference set for the appropriate values of $\ell_{q}$ and $m$. In the following example we use the difference sets given in Tables 2.34 and 2.35 .

## EXAMPLE 8.1.8.

Let $k=17, \ell_{q}=2$ for $q=1, \ldots, 16$, and $\ell_{17}=13$. There are two possible starting designs, both available in Kuhfeld (2006): $2^{16} \times 13 / / 52$; or $2^{16} \times 16 / / 32$ in which the 16-level attribute will need to be collapsed to 13 levels, resulting in unequal replication of levels. In this example we first consider the choice sets constructed from the $2^{16} \times 13 / / 52$ starting design for $m=2,3,4,5$ (see Table 8.14).

For $m=2$ the only possible entry for the binary attributes in $\mathbf{g}_{2}$ is 1 . For the 13 -level attribute the entry in $\mathbf{g}_{2}$ can be any of the numbers 1 to 12 and the efficiency will be the same. Choice sets are constructed using the set of generators

$$
G=(00000000000000000,11111111111111111)
$$

resulting in 52 choice sets with efficiency of $86.23 \%$. For a higher efficiency two or more sets of generators are required. For example, if we use the sets of generators

$$
G_{1}=(00000000000000000,11111111111111111)
$$

and

$$
G_{2}=(00000000000000000,11111111111111115)
$$

the 104 choice sets have an efficiency of $96.84 \%$.

For $m=3$ an obvious set of generators to use is

$$
G=(00000000000000000,01010101010101011,10101010101010102)
$$

and the 52 choice sets are $93.10 \%$ efficient. While this efficiency is good, we can use the elements of either of the difference sets $(0,1,4)$ and $(0,2,7)$, given in Table 2.35 for $\ell=13$, $m=3$ and $\lambda=1$, as the entries in the generators for the 13 -level attribute to increase the efficiency. Thus we could use either of the sets of generators $G_{1}$ and $G_{2}$, where

$$
G_{1}=(00000000000000000,01010101010101011,10101010101010104)
$$

and

$$
G_{2}=(00000000000000000,01010101010101012,10101010101010107) .
$$

Either would result in 52 choice sets that are $98.30 \%$ efficient. However, if we use both $G_{1}$ and $G_{2}$ the 104 choice sets are $100 \%$ efficient.

For $m=4$ we can use the difference set $(0,1,3,9)$ given in Table 2.34 for the entries in $\mathbf{g}_{i}, i=1,2,3,4$. The 52 choice sets are $100 \%$ efficient (see Table 8.14 for the sets of generators). On the other hand, if we use $0,1,2$ and 3 , which is not a difference set, for the entries in $\mathbf{g}_{i}, i=1,2,3,4$, for the 13 -level attribute, the 52 choice sets are only $96.31 \%$ efficient.

For $m=5$ there is the difference family $(0,1,2,4,8),(0,1,3,6,12)$, and $(0,2,5,6,10)$ in Table 2.35. Using just one difference set from the difference family for the entries in $\mathbf{g}_{i}$, $i=1, \ldots, 5$, for the 13 -level attribute, gives 52 choice sets that are $99.87 \%, 99.87 \%$, and $99.65 \%$ efficient, respectively. However, if we use all three difference sets the 156 choice sets are $100 \%$ efficient.

Now we consider the choice sets constructed from the $2^{16} \times 16 / / 32$. The 16 -level attribute is collapsed to 13 levels by replacing all 13 s with 0 , all 14 s with 1 and all 15 s with 2. In Table 8.14 we give the efficiencies for $m=2,3,4,5$ using the same sets of generators as for the other starting design. While these designs all have only 32 choice sets, there is unequal replication of the levels of the 13 -level attribute and the efficiencies are less than for the corresponding designs constructed from the $2^{16} \times 13 / / 52$. For all of the choice experiments in this example, all pairs of main effects are uncorrelated.

In the following two examples there is one attribute with a large number of levels. The OMEPs required for the starting designs are not already available and must be constructed. In both cases the number of choice sets is far more than a respondent can complete, and the choice sets need to be split into blocks of a manageable number of choice sets. While some practitioners may never use an attribute with such a large number of levels, we have been asked to construct choice experiments with large numbers of levels for one of the attributes on several occasions.

## E EXAMPLE 8.1.9.

Suppose there are $k=8$ attributes with levels $\ell_{1}=\ell_{2}=2, \ell_{3}=\ell_{4}=\ell_{5}=\ell_{6}=4$, $\ell_{7}=8, \ell_{8}=36$, and $m=3$. Since there is no starting design readily available, we will need to construct one. One way to do this is to start with the $4^{8} \times 8 / / 32$ shown in the first column of Table 8.15. We discard the first 4-level attribute and collapse the levels of the seventh and eighth 4 -level attributes to 2 levels ( 0 and 1 become 0,2 and 3 become 1) to obtain a $4^{5} \times 2^{2} \times 8 / / 32$, which is shown in the second column of Table 8.15. We then create a 9 -level attribute using Construction 2.3.6. We write down 9 copies of the

Table 8.14 Different Designs for $k=17, \ell_{q}=2, q=1, \ldots, 16$, and $\ell_{17}=13$ when $m=2,3,4,5$ for Main Effects Only

|  | $\mathbf{2}^{16} \times 13 / / \mathbf{5 2}$ |  | $\mathbf{2}^{16} \times \mathbf{1 6} / / \mathbf{3 2}$ |  |
| :--- | :---: | :---: | :---: | :---: |
| Generators | $\begin{array}{c}\text { \# Choice } \\ \text { Sets }\end{array}$ | Efficiency | \# Choice | Efficiency |
| Sets |  |  |  |  |$]$

$4^{5} \times 2^{2} \times 8 / / 32$ OMEP, one above the other, and then adjoin a 9 -level attribute with 32 copies of 0 then 32 copies of 1 , and so on, up to 32 copies of 8 , as shown in Table 8.16. The resulting array is a $9 \times 4^{5} \times 2^{2} \times 8 / /(32 \times 9=288)$ OMEP.

We will now create a 36 -level attribute from the 9 -level attribute and the first 4 -level attribute by using contractive replacement (see Construction 2.3.5). The first two columns of the $9 \times 4^{5} \times 2^{2} \times 8 / / 288$ form 8 copies of an OA[36, 4,9,2], which could be extended to form a tight OMEP. Thus replacing 00 with 0,01 with 1,02 with 2 , and so on, results in a $36 \times 4^{4} \times 2^{2} \times 8 / / 288$ OMEP. Reordering the columns, we get the $4^{4} \times 2^{2} \times 8 \times 36 / / 288$ design in the columns labeled $F$ in Appendix 8. A.1.

Now that we have the starting design, we can create the choice sets of size 3. By trying various sets of generators, the most efficient design in 288 choice sets we found is $93.73 \%$ efficient and can be obtained by adding a set of generators such as

$$
G=(00000000,11111011,33330136)
$$

There are many other combinations of $\mathrm{g}_{2}$ and $\mathrm{g}_{3}$ that result in a design with the same efficiency.

In order to calculate the $C_{M}$ matrix for this design, we need to be able to calculate the rows in the $B$ matrix for all of the attributes, including the 36 -level attribute. The orthogonal polynomials for the 36 -level attribute can be constructed using Kronecker products from the orthogonal polynomials for the 4-level and 9-level attributes. This method is illustrated in Example 6.3.3.

## EXAMPLE 8.1.10.

Suppose there are $k=9$ attributes with levels $\ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=4, \ell_{6}=2$, $\ell_{7}=\ell_{8}=8, \ell_{9}=24$, and $m=3$. Again there is no starting design readily available, and we will need to construct one. First we take the $8^{9} / / 64$ from Sloane (2006b) and collapse the first 5 columns from 8 levels to 4 levels ( 0 and 1 become $0 ; 2$ and 3 become $1 ; 4$ and 5 become $2 ; 6$ and 7 become 3). Column 6 is then collapsed from 8 levels to 2 levels ( $0,1,2$ and 3 become $0 ; 4,5,6$, and 7 become 1 ). We leave columns 7,8 , and 9 as they are, thus giving us a $4^{5} \times 2 \times 8^{3} / / 64$ OMEP. This design is given in Table 8.17.

We will now create a 24 -level attribute from the last 8 -level attribute by using Construction 2.3.8. We write down 3 copies of the $4^{5} \times 2 \times 8^{3} / / 64$ OMEP, changing the levels of column (attribute) 9 in two of the copies in order to create a column with 24 levels. In the first copy, the levels of column 9 remain unchanged (levels 0 to 7 ), in the 2 nd copy add 8 to the levels of column 9 to get levels 8 to 15 , and in the 3 rd copy add 16 to the levels of column 9 to get levels 16 to 23 ; this results in a 24 -level attribute in column 9 . This design is now a $4^{5} \times 2 \times 8^{2} \times 24 / /(64 \times 3=192)$ OMEP, which is the required starting design (see the first column, $F$, in Appendix 8. A.2).

To create the choice sets we can add a set of generators such as

$$
G=(000000000,111111111,33333033(10))
$$

where (10) means that the number 10 is added (modulo 24) to the levels of the ninth attribute. This design has an efficiency of $96.32 \%$, and the main effects are all pairwise uncorrelated. Various other sets of generators, such as

$$
G=(000000000,111111112,333330335)
$$

are just as good. To calculate the $B$ matrix, and therefore the $C_{M}$ matrix, we can calculate the orthogonal polynomials for the 24 -level attribute from the polynomials for the 6 -level and 4-level attributes (see Example 6.3.3).

Table 8.15 $4^{5} \times 2^{2} \times 8 / / 32$ and $4^{8} \times 8 / / 32$ OMEPs

| $\mathbf{4}^{8} \times 8 / / \mathbf{3 2}$ | $\mathbf{4}^{\mathbf{5}} \times \mathbf{2}^{2} \times \mathbf{8} / / \mathbf{3 2}$ |
| :---: | :--- |
| 000000000 | 000000000 |
| 001133221 | 001133111 |
| 012301232 | 012301112 |
| 013232013 | 013232003 |
| 020213134 | 020213014 |
| 021320315 | 021320105 |
| 032112306 | 032112106 |
| 033021127 | 033021017 |
| 102323103 | 102323003 |
| 103210322 | 103210112 |
| 110022331 | 110022111 |
| 111111110 | 111111000 |
| 122130037 | 122130017 |
| 123003216 | 123003106 |
| 130231205 | 130231105 |
| 131302024 | 131302014 |
| 202031314 | 202031104 |
| 203102135 | 203102015 |
| 210330126 | 210330016 |
| 211203307 | 211203107 |
| 222222220 | 222222110 |
| 223311001 | 223311001 |
| 230123012 | 230123002 |
| 231010233 | 231010113 |
| 300312217 | 300312107 |
| 301221036 | 301221016 |
| 312013025 | 312013015 |
| 313120204 | 313120104 |
| 320101323 | 320101113 |
| 321032102 | 332200001 |
| 332200111 |  |
| 333333330 |  |

Table 8.16 $9 \times 4^{5} \times 2^{2} \times 8 / / 288$ by Adding Another Attribute to the $4^{5} \times 2^{2} \times 8 / / 32$
\(\left.\left.\left.$$
\begin{array}{c|c}\hline \text { 9-Level Attribute } & 4^{5} \times 2^{2} \times 8 \text { Attributes } \\
\hline 0 \\
\vdots \\
0\end{array}
$$\right\} \quad $$
\begin{array}{c}4^{5} \times 2^{2} \times 8 / / 32 \\
1 \\
\vdots \\
1\end{array}
$$\right\} \quad \begin{array}{c} <br>
\vdots <br>
8 <br>
\vdots <br>

8\end{array}\right\} \quad\)| $4^{5} \times 2^{2} \times 8 / / 32$ |
| :---: |

### 8.2 SMALL NEAR-OPTIMAL DESIGNS FOR MAIN EFFECTS PLUS TWO-FACTOR INTERACTIONS

In this chapter thus far we have been discussing techniques to construct choice experiments for main effects only which satisfy as many as possible of the seven desirable properties given at the beginning of this chapter. These designs are appropriate if all interactions can be assumed to be negligible. However, if there is no reason to believe that this is the case then a design that allows for the estimation of two-factor interactions, or even higher-order interactions, should be used.

In this section, we give some techniques for getting a starting design and choosing sets of generators to construct the choice sets. In Theorem 5.1.2, we give the maximum determinant of the $C_{M T}$ matrix for binary attributes and hence we can calculate efficiencies, but for the situation in which there is at least one attribute with more than two levels we do not know the maximum possible determinant of the $C_{M T}$ matrix. For this case we can still calculate $\operatorname{det}\left(C_{M T}\right)$ for various designs (see Lemma 6.5.2) and choose the most appropriate design from those considered.

It is often the case, when wanting to estimate main effects and all or some of the twofactor interactions, that more than one set of generators needs to be added to an already large starting design. This results in a large number of choice sets, which will need to be split into blocks so that the respondents are presented with a manageable number of choice sets.

### 8.2.1 Getting a Starting Design

Designs of resolution 5 can be used to estimate main effects and all two-factor interactions although finding such a design can be challenging. If there are four or fewer attributes (so $k \leq 4$ ), then the only resolution 5 design is the complete factorial, independent of the number of levels of each of the attributes. If there are more than four attributes ( $k>4$ ),

Table 8.17 $4^{5} \times 2 \times 8^{3} / / 64$ OMEP Obtained from $8^{9} / / 64$ by Collapsing the Levels of 6 Attributes

| $8^{9} / / 64$ |  | $4^{5} \times 2 \times 8^{3} / / 64$ |  |
| :--- | :--- | :--- | :--- |
| 000000000 | 404444444 | 000000000 | 202221444 |
| 011234567 | 412160735 | 000111567 | 201030735 |
| 022345671 | 421607352 | 011121671 | 210301352 |
| 033456712 | 436073521 | 011221712 | 213030521 |
| 044567123 | 440735216 | 022231123 | 220311216 |
| 055671234 | 457352160 | 022330234 | 223120160 |
| 066712345 | 463521607 | 033300345 | 231210607 |
| 077123456 | 475216073 | 033010456 | 232101073 |
| 101111111 | 505555555 | 000000111 | 202221555 |
| 110472653 | 516327014 | 000230653 | 203111014 |
| 124726530 | 523270146 | 012311530 | 211130146 |
| 137265304 | 532701463 | 013131304 | 211300463 |
| 142653047 | 547014632 | 021320047 | 223001632 |
| 156530472 | 550146327 | 023210472 | 220021327 |
| 165304726 | 561463270 | 032101726 | 230230270 |
| 173047265 | 574632701 | 031021265 | 232310701 |
| 202222222 | 606666666 | 101110222 | 303331666 |
| 214051376 | 615743102 | 102020376 | 302320102 |
| 220513764 | 627431025 | 110200764 | 313210025 |
| 235137640 | 634310257 | 112011640 | 312100257 |
| 241376405 | 643102574 | 120131405 | 321000574 |
| 253764051 | 651025743 | 121331051 | 320011743 |
| 267640513 | 660257431 | 133320513 | 330121431 |
| 276405137 | 672574310 | 133201137 | 331231310 |
| 303333333 | 707777777 | 101110333 | 303331777 |
| 317506241 | 713615420 | 103201241 | 301301420 |
| 325062417 | 726154203 | 112030417 | 313021203 |
| 330624175 | 731542036 | 110311175 | 310220036 |
| 346241750 | 745420361 | 123120750 | 322210361 |
| 352417506 | 754203615 | 121201506 | 322100615 |
| 364175062 | 762036154 | 132031062 | 331011154 |
| 371750624 | 770361542 | 130320624 | 330130542 |
|  |  |  |  |
|  |  |  |  |

then we can find a resolution 5 design that uses fewer treatment combinations than the complete factorial.

If only some two-factor interactions are to be estimated, under the assumption that the remaining two-factor and higher-order interactions are negligible, a resolution 4 fractional factorial design can be used, as long as the main effects and interactions of interest are orthogonal. Some fractional factorial designs of resolution 5 (strength 4) are given in Sloane (2006b); otherwise a fractional or complete factorial will need to be constructed. Some constructions for fractional factorial designs of resolution 5 are given in Section 2.2.1, and more constructions are given in Dey (1985) and Hedayat et al. (1999).

### 8.2.2 Designs for Two-Level Attributes

In Sloane (2006b) there are some designs for binary attributes with resolution at least 5. In Section 2.2 .1 we give a construction for resolution 5 designs for $2^{k}$ factorial designs.

In Theorem 5.1.2 we give the maximum determinant of the $C_{M T}$ matrix for binary attributes and the form of the optimal design. In Section 5.2 .2 we give a construction for near-optimal designs.

EXAMPLE 8.2.1.
Let $k=7$ and $\ell_{q}=2$ for $q=1, \ldots, 7$. From Table 2.10, we see that the smallest known $2^{7}$ fractional factorial design of at least resolution 5 has $N=64$ treatment combinations. Such a design can be found in Dey (1985) or Sloane (2006b) or by using the construction for 2-level fractions in Section 2.2.1. The design in Table 8.18 is from Dey (1985).

Theorem 5.1.2 states that the $D$-optimal design is given by

$$
y_{4}=\frac{m(m-1)}{2^{7}\binom{7}{4}}
$$

and all other $y_{i}=0$. For the optimal design for $m=2$, choice sets with the difference vector containing only $4 s$ are required. Hence we need to choose sets of generators so that there are four attributes different between any pair of treatment combinations in a choice set.

A method that results in near-optimal choice sets, for binary attributes for $m=2$, is given in Section 5.2.2. The following sets of generators,

$$
\begin{aligned}
& G_{1}=(0000000,0001111), \\
& G_{2}=(0000000,0110011), \\
& G_{3}=(0000000,1010101),
\end{aligned}
$$

when added to the starting design in Table 8.19, result in choice sets that are $91.85 \%$ efficient with $\operatorname{det}\left(C_{M I T}\right)=(1 / 384)^{12}(1 / 192)^{12}(1 / 128)^{4}$ : Note that there is at least one 1 in the position corresponding to each attribute, and for any two attributes there is at least one $\mathrm{g}_{2}$ in which the corresponding positions have a 0 and a 1 entry. These conditions cannot be satisfied in less than three sets of generators. Any repeated choice sets were deleted, thereby reducing the number of choice sets from $64 \times 3=192$ to 96 .

For $m=3$ the sets of generators

$$
G_{1}=(0000000,0001111,0110011)
$$

and

$$
G_{2}=(0000000,1010101,1101001)
$$

give us difference vectors containing only 4 s . The resulting design is $95.71 \%$ efficient.
Similarly, for $m=4$, using

$$
G_{1}=(0000000,0001111,0110011,1010101)
$$

results in a design that is $98.98 \%$ efficient, and for $m=5$ the design obtained using

$$
G_{1}=(0000000,0001111,0110011,1010101,1101001)
$$

is $99.09 \%$ efficient.
In all of the above designs $C_{M T}$, and therefore $C_{M T}^{-1}$, are diagonal, which means that the main effects and two-factor interactions are all uncorrelated.

In the previous example we have used a starting design of at least resolution 5. What happens if we use a starting design of resolution 3 or 4 ? In Sloane (2006b) there is a $2^{7}$ resolution 3 design in 8 runs, in which the main effects and two-factor interactions are confounded, and a $2^{8}$ resolution 4 design in 16 runs, in which the two-factor interactions are confounded with each other. If either of these designs is used as the starting design, then many more sets of generators are required to achieve a non-zero $\operatorname{det}\left(C_{M T}\right)$. Moreover, the $C_{M T}^{-1}$ matrix will not be diagonal and therefore some, if not all, pairs of effects will be correlated.

Table 8.18 Fractional Factorial of Resolution 7 for $\ell_{q}=2, q=1 \ldots \ldots, 7$

| 0000000 | 0011000 | 0111001 | 1011100 |
| :--- | :--- | :--- | :--- |
| 1000001 | 0010100 | 0110101 | 1011010 |
| 0100001 | 0010010 | 0110011 | 1010110 |
| 0010001 | 0001100 | 0101101 | 1001110 |
| 0001001 | 0001010 | 0101011 | 0111100 |
| 0000101 | 0000110 | 0100111 | 0111010 |
| 0000011 | 1110001 | 0011101 | 0110110 |
| 1100000 | 1101001 | 0011011 | 0101110 |
| 1010000 | 1100101 | 0010111 | 0011110 |
| 1001000 | 1100011 | 0001111 | 1111101 |
| 1000100 | 1011001 | 1111000 | 1111011 |
| 1000010 | 1010101 | 1110100 | 1110111 |
| 0110000 | 1010011 | 1110010 | 1101111 |
| 0101000 | 1001101 | 1101100 | 1011111 |
| 0100100 | 1001011 | 1101010 | 0111111 |
| 0100010 | 1000111 | 1100110 | 1111110 |

### 8.2.3 Designs for Attributes with More than Two Leveis

At this stage there are not many fractional factorial designs available when there is at least one attribute with more than two levels. There are some available in Sloane (2006b), there are Constructions 2.2.2 and 2.3.2, and there are constructions in Section 2.3.2, Dey (1985) and Hedayat et al. (1999). Furthermore, if there is at least one attribute with more than two levels, we do not know the maximum $\operatorname{det}\left(C_{M T}\right)$, other than for some small examples in the appendices of Chapter 6. However, we do have an expression for $\operatorname{det}\left(C_{M T}\right)$ which allows

Table 8.19 Near-Optimal Choice Sets for $\ell_{q}=2, q=1, \ldots, 7$ and $m=2$ for Main Effects and All Two-Factor Interactions

| $F$ | $F+0001111$ | $F$ | $F+0110011$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0000000 | 0001111 | 0000000 | 0110011 | 0000000 | 1010101 |
| 1000001 | 1001110 | 1000001 | 1110010 | 1000001 | 0010100 |
| 0100001 | 0101110 | 0100001 | 0010010 | 0100001 | 1110100 |
| 0010001 | 0011110 | 0010001 | 0100010 | 0010001 | 1000100 |
| 0001001 | 0000110 | 0001001 | 0111010 | 0001001 | 1011100 |
| 0000101 | 0001010 | 0000101 | 0110110 | 0000101 | 1010000 |
| 0000011 | 0001100 | 0000011 | 0110000 | 0000011 | 1010110 |
| 1100000 | 1101111 | 1100000 | 1010011 | 1100000 | 0110101 |
| 1010000 | 1011111 | 1010000 | 1100011 | 1001000 | 0011101 |
| 1001000 | 1000111 | 1001000 | 1111011 | 1000010 | 0010111 |
| 1000100 | 1001011 | 1000100 | 1110111 | 0110000 | 1100101 |
| 1000010 | 1001101 | 1000010 | 1110001 | 0101000 | 1111101 |
| 0110000 | 0111111 | 0101000 | 0011011 | 0100100 | 1110001 |
| 0101000 | 0100111 | 0100100 | 0010111 | 0100010 | 1110111 |
| 0100100 | 0101011 | 0011000 | 0101011 | 0011000 | 1001101 |
| 0100010 | 0101101 | 0010100 | 0100111 | 0010010 | 1000111 |
| 0011000 | 0010111 | 0001100 | 0111111 | 0001100 | 1011001 |
| 0010100 | 0011011 | 0001010 | 0111001 | 0001010 | 1011111 |
| 0010010 | 0011101 | 0000110 | 0110101 | 0000110 | 1010011 |
| 1110001 | 1111110 | 1101001 | 1011010 | 1101001 | 0111100 |
| 1101001 | 1100110 | 1100101 | 1010110 | 1100011 | 0110110 |
| 1100101 | 1101010 | 1011001 | 1101010 | 1001011 | 0011110 |
| 1100011 | 1101100 | 1010101 | 1100110 | 0111001 | 1101100 |
| 1011001 | 1010110 | 1001101 | 1111110 | 0110011 | 1100110 |
| 1010101 | 1011010 | 1001011 | 1111000 | 0101101 | 1111000 |
| 1010011 | 1011100 | 1000111 | 1110100 | 0101011 | 1111110 |
| 0111001 | 0110110 | 0101101 | 0011110 | 0100111 | 1110010 |
| 0110101 | 0111010 | 0011101 | 0101110 | 0011011 | 1001110 |
| 0110011 | 0111100 | 0001111 | 0111100 | 0001111 | 1011010 |
| 1111000 | 1110111 | 1101100 | 1011111 | 1101010 | 01111111 |
| 1110100 | 1111011 | 1011100 | 1101111 | 0111010 | 1101111 |
| 1110010 | 1111101 | 1001110 | 1111101 | 0101110 | 1111011 |
|  |  |  |  |  |  |
| 0 |  |  |  |  |  |

us to compare different choice experiments. In this situation it is best to construct some large designs to try to find a very large $\operatorname{det}\left(C_{M T}\right)$, then use this as a basis for determining the efficiency of smaller designs that can be used in practice.

EXAMPLE 8.2.2.
Suppose that $k=5, \ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=2$, and $\ell_{5}=4$. There is no resolution 5 design readily available, so we need to construct an OA $\left[32 ; 2^{4}, 4 ; 4\right]$ using Construction 2.3.2. The column $b_{1}$ has 160 s and 161 s , the column $b_{2}$ has $80 \mathrm{~s}, 81 \mathrm{~s}, 80 \mathrm{~s}$, then 81 s , and so on up to the column $b_{5}$, which alternates 0 s and 1 s . Then columns $\mathbf{b}_{3}, \mathbf{b}_{4}, b_{5}$, and $\mathbf{b}_{1}+\mathbf{b}_{3}+\mathbf{b}_{4}+\mathbf{b}_{5}$ represent the four columns for the 2-level attributes, where the addition is performed modulo 2. Columns $\mathbf{b}_{1}, \mathbf{b}_{2}$, and $\mathbf{b}_{1}+\mathbf{b}_{2}$ become the one column for the four-level attribute, by replacing 000 with 0,011 with 1,101 with 2 , and 110 with 3 . This design is given in the first column of Table 8.20.

By looking at the complete factorial, and also the $\mathrm{OA}\left[32 ; 2^{4}, 4 ; 4\right]$, plus generators $\mathbf{g}_{2}$ with at least 2 zeros, the largest $\operatorname{det}\left(C_{M T}\right)$ we could find is $(1 / 160)^{3}(3 / 320)^{21}$. This was obtained by taking the $\mathrm{OA}\left[32 ; 2^{4}, 4 ; 4\right]$ and adding the 10 sets of generators

$$
\begin{gathered}
G_{1}=(00000,00111), G_{2}=(00000,01012), G_{3}=(00000,01103), \\
G_{4}=(00000,01110), G_{5}=(00000,10011), G_{6}=(00000,10102), \\
G_{7}=(00000,10110), G_{8}=(00000,11003), G_{9}=(00000,11010), \\
\text { and } G_{10}=(00000,11100),
\end{gathered}
$$

resulting in 320 choice sets. However, if we just add the sets of generators $G_{1}, G_{6}$, and $G_{9}$, we get 96 choice sets which are $90.38 \%$ efficient relative to the largest $\operatorname{det}\left(C_{M T}\right)$ found. This design is given in Table 8.20.

For $m=3$ adding the sets of generators

$$
G_{1}=(00000,00111,10102) \text { and } G_{2}=(00000,01103,11010)
$$

to the $\mathrm{OA}\left[32 ; 2^{4}, 4 ; 4\right]$ gives us 64 choice sets that are $96.44 \%$ efficient relative to the largest $\operatorname{det}\left(C_{M T}\right)$ we found. Similarly, for $m=4$ the most efficient design in 32 choice sets was obtained by using the set of generators

$$
G=(00000,00111,10102,01110)
$$

and for $m=5$ using the set of generators

$$
G=(00000,00111,10102,01110,11003)
$$

These last two designs are $96.29 \%$ and $94.66 \%$ efficient respectively, relative in each case to the largest $\operatorname{det}\left(C_{M T}\right)$ we could find.

## © EXAMPLE 8.2.3.

Let $k=3, \ell_{1}=\ell_{2}=3$, and $\ell_{3}=5$. Since there are only three attributes, we need to use the complete factorial in 45 treatment combinations as the starting design (see the $F$ columns in Table 8.21).

For $m=2$ we do know the difference vectors for the optimal design and the maximum value of $\operatorname{det}\left(C_{M T}\right)$, since this is one of the examples included in Appendix 6. A.2. From

Table 8.20 Choice Sets for $k=5, \ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=2, \ell_{5}=4$ when $m=2$ for Main Effects and All Two-Factor Interactions

| $F$ | $F+00111$ | $F$ | $F+10102$ | $F$ | $F+11010$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00000 | 00111 | 00000 | 10102 | 00000 | 11010 |
| 00110 | 00001 | 00110 | 10012 | 00110 | 11100 |
| 01010 | 01101 | 01010 | 11112 | 01010 | 10000 |
| 01100 | 01011 | 01100 | 11002 | 01100 | 10110 |
| 10010 | 10101 | 10010 | 00112 | 10010 | 01000 |
| 10100 | 10011 | 10100 | 00002 | 10100 | 01110 |
| 11000 | 11111 | 11000 | 01102 | 11000 | 00010 |
| 11110 | 11001 | 11110 | 01012 | 11110 | 00100 |
| 00001 | 00112 | 00001 | 10103 | 00001 | 11011 |
| 00111 | 00002 | 00111 | 10013 | 00111 | 11101 |
| 01011 | 01102 | 01011 | 11113 | 01011 | 10001 |
| 01101 | 01012 | 01101 | 11003 | 01101 | 10111 |
| 10011 | 10102 | 10011 | 00113 | 10011 | 01001 |
| 10101 | 10012 | 10101 | 00003 | 10101 | 01111 |
| 11001 | 11112 | 11001 | 01103 | 11001 | 00011 |
| 11111 | 11002 | 11111 | 01013 | 11111 | 00101 |
| 00012 | 00103 | 00012 | 10110 | 00012 | 11002 |
| 00102 | 00013 | 00102 | 10000 | 00102 | 11112 |
| 01002 | 01113 | 01002 | 11100 | 01002 | 10012 |
| 01112 | 01003 | 01112 | 11010 | 01112 | 10102 |
| 10002 | 10113 | 10002 | 00100 | 10002 | 01012 |
| 10112 | 10003 | 10112 | 00010 | 10112 | 01102 |
| 11012 | 11103 | 11012 | 01110 | 11012 | 00002 |
| 11102 | 11013 | 11102 | 01000 | 11102 | 00112 |
| 00013 | 00100 | 00013 | 10111 | 00013 | 11003 |
| 00103 | 00010 | 00103 | 10001 | 00103 | 11113 |
| 01003 | 01110 | 01003 | 11101 | 01003 | 10013 |
| 01113 | 01000 | 01113 | 11011 | 01113 | 10103 |
| 10003 | 10110 | 10003 | 00101 | 10003 | 01013 |
| 10113 | 10000 | 10113 | 00011 | 10113 | 01103 |
| 11013 | 11100 | 11013 | 01111 | 11013 | 00003 |
| 11103 | 11010 | 11103 | 01001 | 1103 | 00113 |
|  |  |  |  |  |  |

this table we see that all choice sets with difference vectors 011,101 and 110 will give us the optimal design with

$$
\operatorname{det}\left(C_{M T}\right)=\left(\frac{1}{100}\right)^{2}\left(\frac{1}{100}\right)^{2}\left(\frac{1}{90}\right)^{4}\left(\frac{3}{200}\right)^{4}\left(\frac{23}{1800}\right)^{8}\left(\frac{23}{1800}\right)^{8} .
$$

This design will have 450 choice sets. To get an efficient design in a smaller number of choice sets, we still need to use the complete factorial as the starting design, but we can add the two sets of generators

$$
G_{1}=(000,101) \text { and } G_{2}=(000,110),
$$

or various other sets of generators that have the difference vectors (101) and (110), such as

$$
\begin{gathered}
G_{1}=(000,104) \text { and } G_{2}=(000,220), \\
\text { or } G_{1}=(000,104) \text { and } G_{2}=(000,220) .
\end{gathered}
$$

Any of these sets of generators results in a design that is $94.80 \%$ efficient.
For larger choice set sizes we do not know the difference vectors for the optimal design or the maximum value of $\operatorname{det}\left(C_{M T}\right)$. However, we can use the same idea and add sets of generators to the complete factorial so that there are two attributes different between any pair of treatment combinations in the choice sets. For $m=3$ we use the set of generators

$$
G_{1}=(000,101,110),
$$

(or indeed others such as $G_{1}=(000,013,203)$ or $G_{1}=(000,022,102)$, since they all have the difference vector $(011,101,110)$ ), to get 45 choice sets with efficiency $97.17 \%$ relative to the largest $\operatorname{det}\left(C_{M T}\right)$ we could find.

Similarly, for $m=4$ we add

$$
G_{1}=(000,101,110,011)
$$

to the complete factorial and for $m=5$ we add

$$
G_{1}=(000,101,110,011,203) .
$$

Both of these two designs consist of 45 choice sets and are $98.51 \%$ and $99.14 \%$ efficient, respectively, relative in each case to the largest $\operatorname{det}\left(C_{M T}\right)$ we could determine.

All of the designs constructed for this example have a $C_{M T}$ matrix which is block diagonal. This means that $C_{M T}^{-1}$ is also block diagonal and therefore the corresponding pairs of main effects are uncorrelated.

### 8.2.4 Designs for Main Effects plus Some Two-Factor Interactions

When we believe that some of the two-factor interactions and all higher-order interactions are zero, then we can sometimes use a resolution 4 starting design as long as the twofactor interactions to be estimated are not confounded with each other. The construction of resolution 4 designs for 2 -level attributes is discussed in Section 2.2.1. When at least one attribute has more than two levels then there are some resolution 4 (strength 3 ) designs in Sloane (2006b), and Dey (1985) and Hedayat et al. (1999) give constructions for resolution 4 designs. Alternatively we can construct a starting design from a resolution 3 OMEP in

Table 8.21 Choice Sets for $k=3 . \ell_{1}=\ell_{2}=3$, and $\ell_{3}=5$ when $m=3$ for Main Effects and All Two-Factor Interactions

| $F$ | $F+101$ | $F+110$ | $F$ | $F+101$ | $F+110$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 101 | 110 | 113 | 214 | 223 |
| 001 | 102 | 111 | 114 | 210 | 224 |
| 002 | 103 | 112 | 120 | 221 | 200 |
| 003 | 104 | 113 | 121 | 222 | 201 |
| 004 | 100 | 114 | 122 | 223 | 202 |
| 010 | 111 | 120 | 123 | 224 | 203 |
| 011 | 112 | 121 | 124 | 220 | 204 |
| 012 | 113 | 122 | 200 | 001 | 010 |
| 013 | 114 | 123 | 201 | 002 | 011 |
| 014 | 110 | 124 | 202 | 003 | 012 |
| 020 | 121 | 100 | 203 | 004 | 013 |
| 021 | 122 | 101 | 204 | 000 | 014 |
| 022 | 123 | 102 | 210 | 011 | 020 |
| 023 | 124 | 103 | 211 | 012 | 021 |
| 024 | 120 | 104 | 212 | 013 | 022 |
| 100 | 201 | 210 | 213 | 014 | 023 |
| 101 | 202 | 211 | 214 | 010 | 024 |
| 102 | 203 | 212 | 220 | 021 | 000 |
| 103 | 204 | 213 | 221 | 022 | 001 |
| 104 | 200 | 214 | 222 | 023 | 002 |
| 110 | 211 | 220 | 223 | 024 | 003 |
| 111 | 212 | 221 | 224 | 020 | 004 |
| 112 | 213 | 222 |  |  |  |

such a way that the interactions of interest are not confounded with each other or the main effects (see Construction 2.3.6).

In the first example below we are only interested in the two-factor interactions between a subset of the attributes, and in the following example we wish to estimate the two-factor interactions between one attribute and each of the other attributes.

## EXAMPLE 8.2.4.

Let $k=4$ and $\ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=2$. Suppose that we are confident that two-factor interactions $\mathrm{AC}, \mathrm{BC}$ and CD , and all higher-order interactions are negligible. We wish to estimate the main effects and $f=3$ of the two-factor interactions $\mathrm{AB}, \mathrm{AD}$ and BD . Then the $2^{4-1}$ design of resolution 4 in Table 2.7 can be used as the starting design. We can check that none of the effects to be estimated is aliased by checking the aliasing structure of this design (see Section 2.2.1).

We use $C_{M T_{f}}$ to denote the information matrix for main effects and some two-factor interactions. The sets of generators are chosen so that there is a 1 entry in at least one $\mathbf{g}_{2}$ vector, and for each pair of attributes 1 and 2,1 and 4 , and 2 and 4 , there is at least one $\mathbf{g}_{2}$ with a 0 entry and a 1 entry in the corresponding attribute positions. The largest $\operatorname{det}\left(C_{M T_{f}}\right)$ can be obtained by adding the sets of generators

$$
G_{1}=(0000,0111), G_{2}=(0000,1011) \text { and } G_{3}=(0000,1110)
$$

to the starting design resulting in 24 choice sets. However, by adding just two of these we can get the design in 16 choice sets in Table 8.22. This design is $95.26 \%$ efficient relative to the largest $\operatorname{det}\left(C_{M T_{f}}\right)$ found.

For larger choice set sizes we will need only one set of generators to estimate all of the effects of interest in 8 choice sets.

$$
\begin{gathered}
G_{1}=(0000,0111,1011) \text { for } m=3 \\
G_{1}=(0000,0111,1011,1110) \text { for } m=4, \\
G_{1}=(0000,0111,1011,1101,1110) \text { for } m=5
\end{gathered}
$$

These designs are $100 \%, 97.67 \%$ and $98.67 \%$ efficient respectively, relative to the largest $\operatorname{det}\left(C_{M T_{f}}\right)$ found for the particular value of $m$.

Tahle 8.22 Choice Sets for $k=4$ Binary Attributes when $m=2$ for Main Effects and Interactions $A B, A D$, and $B D$

| $F$ | $F+0111$ | $F$ | $F+1011$ |
| :---: | :---: | :---: | :---: |
| 0000 | 0111 | 0000 | 1011 |
| 0011 | 0100 | 0011 | 1000 |
| 0101 | 0010 | 0101 | 1110 |
| 0110 | 0001 | 0110 | 1101 |
| 1001 | 1110 | 1001 | 0010 |
| 1010 | 1101 | 1010 | 0001 |
| 1100 | 1011 | 1100 | 0111 |
| 1111 | 1000 | 1111 | 0100 |

## EXAMPLE 8.2.5.

Let $k=6, \ell_{1}=3, \ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=2$, and $\ell_{6}=4$. Suppose that only the two-factor
interactions between the first attribute, and each of the other attributes, are to be estimated. In this example the $f=5$ interactions $\mathrm{AB}, \mathrm{AC}, \mathrm{AD}, \mathrm{AE}$, and AF are to be estimated, and all other interactions are assumed to be zero. We can construct a starting design by taking a $2^{4} \times 4$ resolution 3 design in 8 treatment combinations (available in Sloane (2006b)) and using Construction 2.3.6 to create the attribute with 3 levels. Three copies of the $2^{4} \times 4 / / 8$ OMEP were written down, one above the other. Then the 3 -level attribute was adjoined, as the first column, with 8 copies of level 0,8 copies of level 1 and 8 copies of level 2 . The $3 \times 2^{4} \times 4 / / 16$ OMEP is shown in column $F$ in Table 8.23.

When choosing the sets of generators to construct the choice sets, we need to make sure that each combination of entries in $\mathbf{g}_{2}$ for the first attribute and each of the other attributes contains a 0 entry and at least one non-zero entry. The sets of generators which we used to construct the choice sets are

$$
\begin{gathered}
G_{1}=(000000,111111) \text { and } G_{2}=(000000,011111) \text { for } m=2, \\
\quad G_{1}=(000000,111110) \text { for } m=3, \\
G_{1}=(000000,011111,1000003,111112) \text { for } m=4, \\
G_{1}=(000000,111111,2000003,011111,100000) \text { for } m=5 .
\end{gathered}
$$

These designs are $92.07 \%, 98.68 \%, 99.39 \%$, and $99.87 \%$ efficient, respectively, relative to the largest $\operatorname{det}\left(C_{M T_{f}}\right)$ we could find in each case. In all of these designs all effects to be estimated are uncorrelated. The choice sets for $m=3$ are given in Table 8.23.

### 8.3 OTHER STRATEGIES FOR CONSTRUCTING CHOICE EXPERIMENTS

In this section we compare a number of common strategies for constructing discrete choice experiments. We discuss each of the strategies in detail for one example, then give summary tables for several designs. This is done for designs for which the main effects only are of interest, assuming all of the interactions are negligible, as well as for main effects plus some or all of the two-factor interactions, assuming the other interactions are negligible.

We consider five design strategies that have been routinely adopted in the past and are commonly found in the published literature on DCEs in marketing, transportation, and applied economics. We also construct a design using the techniques given in the first part of this chapter to use as a comparison. The strategies consist of the following methods to allocate the treatment combinations to the choice sets:

1. Random method I;
2. Random method 2;
3. Satisfying the criteria in Huber and Zwerina (1996);
4. The $L^{M A}$ Method;
5. The SAS macros;
6. The techniques used earlier in this chapter.

For the purposes of this comparison we assume that we have no prior information about the parameters to be estimated. In other words, we assume that the treatment combinations

Table 8.23 Choice Sets for $k=6$ Attributes, $\ell_{1}=3, \ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=2$, and $\ell_{6}=4$ when $m=3$ for Main Effects and Interactions $\mathrm{AB}, \mathrm{AC}, \mathrm{AD}, \mathrm{AE}$, and AF

| $F$ | $F+111110$ | $F+011113$ |
| :---: | :---: | :---: |
| 000000 | 111110 | 011113 |
| 011110 | 100000 | 000003 |
| 000111 | 111001 | 011000 |
| 011001 | 100111 | 000110 |
| 001012 | 110102 | 010101 |
| 010102 | 101012 | 001011 |
| 001103 | 110013 | 010012 |
| 010013 | 101103 | 001102 |
| 100000 | 211110 | 111113 |
| 111110 | 200000 | 100003 |
| 100111 | 211001 | 111000 |
| 111001 | 200111 | 100110 |
| 101012 | 210102 | 110101 |
| 110102 | 201012 | 101011 |
| 101103 | 210013 | 110012 |
| 110013 | 201103 | 101102 |
| 200000 | 011110 | 211113 |
| 211110 | 000000 | 200003 |
| 200111 | 011001 | 211000 |
| 211001 | 000111 | 200110 |
| 201012 | 010102 | 210101 |
| 210102 | 001012 | 201011 |
| 201103 | 010013 | 210012 |
| 210013 | 001103 | 201102 |

are equally attractive. This assumption only applies to three of the strategies: the Huber and Zwerina criteria of utility balance; the SAS macros, in which the $\beta$ values are assumed to be zero; and the Street-Burgess method, in which the $\pi$ values are all equal to 1 . The other three strategies do not allow for the inclusion of prior information about the parameters.

We now discuss each strategy in detail when there are five attributes all with 4 levels and the choice sets are of size 2 . For all of the strategies except the $L^{M A}$ method, we construct choice experiments with 16 choice sets. For the $L^{M A}$ method we cannot construct a design in less than 64 choice sets.

Strategy 1: Random Method 1 For this strategy we take an OMEP in $t$ treatment combinations, where $t$ is divisible by $m$, then randomly place the treatment combinations into the $m$ options to create $N=t / m$ choice sets; see McKenzie et al. (2001) for a study in which this method was used to construct the choice sets. For the example in which there are five 4 -level attributes and $m=2$, we need a $4^{5}$ OMEP in $16 \times m$ treatment combinations. So for $m=2$ we take the first 5 columns of the $4^{9} / / 32$ OMEP from Sloane (2006b). The 32 treatment combinations were then randomly placed in the pairs resulting in a design with 16 choice sets. One such design is given in Table 8.24 with the $C_{M I}$ matrix displayed in Table 8.25. $C_{M}^{-1}$ can then be calculated, and since this matrix has no off-diagonal block matrices consisting of all 0 s , all pairs of main effects are correlated. This design is $44.44 \%$ efficient.

Table 8.24 Random Method 1 Choice Sets

|  | Option 1 | Option 2 |
| :---: | :---: | :---: |
|  | 21023 | $\begin{array}{llllll}0 & 0 & 3 & 1 & 1\end{array}$ |
|  | 1220 | 0300111 |
|  | 311113 | 32231 |
|  | 2120 | 22323 |
|  | 23230 | 12032 |
|  | $\begin{array}{lllll}3 & 1 & 1 & 3 & 1\end{array}$ |  |
|  | $\begin{array}{lllll}3 & 3 & 2 & 2\end{array}$ | 13121 |
|  | 333000 | $\begin{array}{lllll}0 & 1 & 2 & 0 & 2\end{array}$ |
|  | 1332 | 300022 |
|  | 300000 | $\begin{array}{llllll}3 & 2 & 2 & 1 & 3\end{array}$ |
|  |  0 1 3 0 | $1 \begin{array}{lllll}1 & 0 & 2 & 1\end{array}$ |
|  | 1) 30033 | 10203 |
|  | 2233001 | 11310 |
|  | $\begin{array}{llllll}0 & 3 & 3 & 3\end{array}$ | $\begin{array}{lllll}0 & 2 & 1 & 0 & 2\end{array}$ |
|  | 210001 | 12010 |
| $1$ | 3103 | $\begin{array}{llllll}2 & 0 & 1 & 1 & 2\end{array}$ |

No general comments can be made about designs that are constructed in this way. We constructed 100 different designs for $m=2$ for the five 4-level attributes, and the efficiency ranged from $32.04 \%$ up to $59.61 \%$, with an average of $45.08 \%$ for those that were non-zero. There were 12 with an efficiency of 0 , which means that at least one main effect was not able to be estimated. In none of the designs constructed was any pair of main effects uncorrelated.

Strategy 2: Random Method 2 The second design strategy is similar to the first but uses $m$ different OMEPs, the first OMEP to represent the treatment combinations that
Table 8.25 Random Method 1 Choice Sets: $C_{M}$ Matrix

| $\frac{1}{2560}$ 0 $\frac{-1}{5120}$ <br> 0 $\frac{3}{8192}$ 0 <br> $\frac{-1}{5120}$ 0 $\frac{29}{10960}$ | $\begin{array}{ll} \frac{-1}{81920} & \frac{3}{16384 \sqrt{5}} \\ \frac{-1}{40960} \\ \frac{-1}{16384 \sqrt{5}} & \frac{1}{16384} \\ \frac{-1}{8192 \sqrt{5}} \\ \frac{-1}{40960} & \frac{-1}{4096 \sqrt{5}} \end{array} \frac{-1}{20480}$ | $\begin{array}{ccc} \frac{1}{81920} & \frac{\sqrt{5}}{16384} & \frac{1}{40960} \\ \frac{-3}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{1}{4096 \sqrt{5}} \\ \frac{1}{40960} & 0 & \frac{1}{20480} \\ \hline \end{array}$ | $\begin{aligned} & \frac{1}{81920} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{3}{20480} \\ & \frac{3}{16384 \sqrt{5}} \\ & \frac{-1}{201} \\ & \frac{-1}{40960} \\ & \frac{16384 \sqrt{5}}{16384 \sqrt{5}} \\ & \frac{1}{81920} \end{aligned}$ | $\frac{3}{81922}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{1}{81920}$ <br> $\frac{-\sqrt{5}}{16384}$ $\frac{-1}{16384}$ 0 <br> $\frac{1}{20480}$ $\frac{3}{16384 \sqrt{5}}$ $\frac{7}{81920}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{lll} \frac{-1}{81920} & \frac{-1}{16384 \sqrt{5}} & \frac{-1}{40960} \\ \frac{3}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{-1}{4096 \sqrt{5}} \\ \frac{-1}{40960} & \frac{-1}{8192 \sqrt{5}} & \frac{-1}{20480} \end{array}$ | $\begin{aligned} & \frac{11}{20480} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{81920} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{2048} \\ & \frac{-7}{16384 \sqrt{5}} \\ & \frac{-7}{1920} \\ & \frac{-3}{16384 \sqrt{5}} \\ & \frac{23}{40960} \end{aligned}$ | $\begin{array}{ll} \frac{-3}{81920} & \frac{1}{8192 \sqrt{5}} \\ \frac{-1}{81920} \\ \frac{1}{8192 \sqrt{5}} & \frac{3}{16384} \\ \frac{-1}{16384 \sqrt{5}} \\ \frac{-1}{81920} & \frac{-1}{16384 \sqrt{5}} \\ \frac{1}{10240} \end{array}$ | 0 $\frac{1}{16384 \sqrt{5}}$ $\frac{1}{16384}$ <br> $\frac{-3}{1638 \sqrt{5}}$ $\frac{-1}{16384}$ $\frac{1}{4096 \sqrt{5}}$ <br> $\frac{1}{16384}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{-1}{16384}$ | $\begin{array}{lll} \frac{1}{16384} & \frac{1}{8192 \sqrt{5}} & \frac{1}{16384} \\ \frac{-3}{192 \sqrt{5}} & \frac{1}{16384} & \frac{3}{16384 \sqrt{5}} \\ \frac{1}{16384} & \frac{9}{16384 \sqrt{5}} & 0 \end{array}$ |
| $\frac{1}{81920}$ $\frac{-3}{16384 \sqrt{5}}$ $\frac{1}{40960}$ <br> $\frac{\sqrt{5}}{16384}$ $\frac{1}{16384}$ 0 <br> $\frac{1}{40960}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{1}{20480}$ | $\begin{array}{lll} \frac{-3}{81920} & \frac{1}{8192 \sqrt{5}} & \frac{-1}{81920} \\ \frac{1}{8192 \sqrt{5}} & \frac{3}{16384} & \frac{-1}{16384 \sqrt{5}} \\ \frac{-1}{81920} & \frac{-1}{16384 \sqrt{5}} & \frac{1}{10240} \end{array}$ | $\begin{aligned} & \frac{5}{8192} \\ & \frac{-1}{16384 \sqrt{5}} \\ & \frac{-3}{16384} \\ & \frac{-1}{1634 \sqrt{5}} \\ & \frac{1}{2048} \\ & \frac{-3}{16384 \sqrt{5}} \\ & \frac{-3}{16384} \\ & \frac{3}{16384 \sqrt{5}} \\ & \frac{1}{2048} \end{aligned}$ | $\frac{3}{81920}$ 0 $\frac{11}{81920}$ <br> $\frac{1}{4096 \sqrt{5}}$ $\frac{1}{16384}$ $\frac{3}{16384 \sqrt{5}}$ <br> $\frac{1}{81920}$ $\frac{\sqrt{5}}{16384}$ $\frac{3}{20480}$ | $\frac{1}{40960}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{1}{20480}$ <br> $\frac{3}{1638 \sqrt{5}}$ 0 $\frac{1}{16384 \sqrt{5}}$ <br> $\frac{-11}{81920}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{3}{81920}$ |
| $\frac{-1}{81920}$ $\frac{3}{16384 \sqrt{5}}$ $\frac{-1}{40960}$ <br> $\frac{1}{46384 \sqrt{5}}$ 0 $\frac{-3}{16384 \sqrt{5}}$ <br> $\frac{-3}{16}$ $\frac{1}{1}$ $\frac{1}{2}$ <br> $\frac{-3}{20480}$ $\frac{1}{16384 \sqrt{5}}$ $\frac{1}{81920}$ | 0 $\frac{-3}{16384 \sqrt{5}}$ $\frac{1}{16384}$ <br> $\frac{1}{16384}$ $\frac{-1}{16384}$ $\frac{1}{8192 \sqrt{5}}$ <br> $\frac{1}{16384}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{-1}{16384}$ | $\frac{3}{81920}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{1}{81920}$ <br> 0 $\frac{1}{16384}$ $\frac{\sqrt{5}}{16384}$ <br> $\frac{11}{81920}$ $\frac{3}{16384 \sqrt{5}}$ $\frac{3}{20480}$ | $\frac{17}{40960}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{1}{10240}$ <br> $\frac{1}{8192 \sqrt{5}}$ $\frac{1}{2048}$ $\frac{-3}{8192 \sqrt{5}}$ <br> $\frac{1}{10240}$ $\frac{-3}{8192 \sqrt{5}}$ $\frac{23}{40960}$ | $\frac{-3}{81920}$ $\frac{\sqrt{5}}{16384}$ $\frac{1}{20480}$ <br> $\frac{-1}{4096 \sqrt{5}}$ $\frac{-1}{16384}$ $\frac{7}{16384 \sqrt{5}}$ <br> $\frac{-1}{81920}$ 0 $\frac{-7}{81920}$ |
| $\begin{array}{ccc} \frac{3}{81920} & \frac{-\sqrt{5}}{16384} & \frac{-1}{20180} \\ \frac{1}{4096 \sqrt{5}} & \frac{-1}{16384} & \frac{3}{16384 \sqrt{5}} \\ \frac{1}{81920} & 0 & \frac{7}{81920} \end{array}$ | $\begin{aligned} & \frac{1}{16384} \\ & \frac{1}{8192 \sqrt{5}} \\ & \frac{1}{8192 \sqrt{5}} \\ & \frac{1}{1638384} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{16384} \\ & \frac{1}{16384 \sqrt{5}} \end{aligned}$ | $\begin{aligned} & \frac{1}{40960} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{8192 \sqrt{5}} \\ & \frac{-11}{81920} \\ & \frac{1}{20480} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{4096 \sqrt{5}} \\ & 81920 \end{aligned}$ | $\frac{-3}{81920}$ $\frac{-1}{4096 \sqrt{5}}$ $\frac{-1}{81920}$ <br> $\frac{\sqrt{5}}{16384}$ $\frac{-1}{16384}$ 0 <br> $\frac{1}{20480}$ $\frac{7}{16384 \sqrt{5}}$ $\frac{-7}{81920}$ | $\begin{array}{lll} \frac{21}{40960} & \frac{-1}{8192 \sqrt{5}} & \frac{1}{20480} \\ \frac{-1}{8192 \sqrt{5}} & \frac{5}{8192} & \frac{-1}{4096 \sqrt{5}} \\ \frac{1}{20480} & \frac{-1}{4096 \sqrt{5}} & \frac{3}{5120} \end{array}$ |

appear as the first option in the choice sets, the second OMEP to represent the treatment combinations that appear as the second option in the choice sets, and so on up to the $m$ th OMEP to represent the treatment combinations in the last option (see Louviere et al. (2000), p. 114).

For the situation with five 4 -level attributes and $m=2$, one such design is shown for $m=2$ in Table 8.26. The first OMEP is the $4^{5} / / 16$ which is shown in the first column of Table 8.8 . The second OMEP is also a $4^{5} / / 16$ design obtained by adding the treatment combination 01231 , using addition modulo 4 , to the first OMEP. This method of obtaining another OMEP, when we assume that the 16 treatment combinations in the first OMEP are unwanted, is described in Construction 2.3.9. We then check that none of the treatment combinations which appear in the first OMEP are in the second OMEP. Note that each level of each attribute appears equally often in each option but this does not preclude the possibility that all pairs may have the same level of one, or more, attributes.

The design in Table 8.26 is $31.17 \%$ efficient and the $C_{M}$ matrix for this design is given in Table 8.27. $C_{M}^{-1}$ can then be calculated, and since this matrix has no off-diagonal block matrices consisting of all 0 s , all pairs of main effects are correlated.

No general comments can be made about designs that are constructed in this way. We constructed 100 different designs for $m=2$ and the efficiency ranging from $21.54 \%$ up to $55.59 \%$, with an average of $35.46 \%$ for those that were non-zero. There were 53 with an efficiency of 0 , which means that at least one main effect was not able to be estimated. In none of the designs constructed were the main effects uncorrelated.

Table 8.26 Random Method 2 Choice Sets

| Option 1 | Option 2 |
| :---: | :---: |
| 000000 | 12223 |
| $\begin{array}{llllll}0 & 1 & 1 & 1 & 1\end{array}$ | 02302 |
| 02222 | 13132 |
| 03333 | $\begin{array}{llll}2 & 211\end{array}$ |
| 10123 | $\begin{array}{llll}01 & 2\end{array}$ |
| 11032 |  |
| 12301 | 3110 |
| 13210 | $\begin{array}{llllll}2 & 0 & 3 & 3 & 3\end{array}$ |
| 2023 | 23200 |
| $\begin{array}{lllll}2 & 1 & 3 & 2 & 0\end{array}$ | 0301 |
| 2201013 | 3332 |
| 231102 | 21022 |
| $\begin{array}{llllll}3 & 0 & 3 & 1 & 2\end{array}$ | 32030 |
| $\begin{array}{lllll}3 & 1 & 2 & 0 & 3\end{array}$ | $\begin{array}{lllll}3 & 0 & 2 & 1 & 2\end{array}$ |
| 32130 | $\begin{array}{llllll}11 & 1 & 1\end{array}$ |
| 33021 | 10001 |

Strategy 3: Huber \& Zwerina Criteria Huber and Zwerina (1996) give four criteria for efficient choice designs: level balance, orthogonality, utility balance, and minimal overlap (see Section 3.4.2). In this strategy we construct the choice sets by placing the treatment combinations from a fractional factorial design (an OMEP for main effects only) into the $m$ options, so that the four criteria are satisfied. Orthogonality and level balance are satisfied by using an OMEP for the treatment combinations in option 1.
Table 8.27 Random Method 2 Choice Sets: $C_{M}$ Matrix

| $\begin{aligned} & \frac{13}{40960} \\ & \frac{-1}{16384 \sqrt{5}} \frac{-3}{81920} \\ & \frac{-1}{16384 \sqrt{5}} \frac{5}{8192} \frac{-7}{16384 \sqrt{5}} \\ & \frac{-3}{81920} \frac{-7}{16384 \sqrt{5}} \frac{17}{40960} \end{aligned}$ | $\begin{array}{lll} \frac{1}{81920} & \frac{-3}{16384 \sqrt{5}} & \frac{1}{40960} \\ \frac{1}{4096 \sqrt{5}} & \frac{3}{16384} & \frac{3}{16384 \sqrt{5}} \\ \frac{17}{81920} & \frac{1}{4096 \sqrt{5}} & \frac{9}{81920} \end{array}$ | $\begin{array}{ccc} \frac{-3}{81920} & \frac{-\sqrt{5}}{16384} & \frac{7}{40960} \\ \frac{-1}{16384 \sqrt{5}} & \frac{-1}{16384} & \frac{-1}{8192 \sqrt{5}} \\ \frac{1}{20480} & 0 & \frac{-1}{40960} \\ \hline \end{array}$ | $\begin{aligned} & \frac{3}{20480} \\ & \frac{3}{16384 \sqrt{5}} \\ & \frac{3}{81920} \\ & \frac{1}{816384 \sqrt{5}} \\ & \frac{1}{16384} \\ & \frac{-1}{4096 \sqrt{5}} \\ & \frac{-1}{81920} \\ & \frac{-1}{8192 \sqrt{5}} \end{aligned} \frac{3}{81920}$ | $\begin{aligned} & \frac{1}{40960} \\ & \frac{-1}{16384 \sqrt{5}} \\ & \frac{-1}{81920} \\ & \frac{-1}{8192 \sqrt{5}} \\ & \frac{1}{16384} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{20480} \\ & \frac{-1}{8192 \sqrt{5}} \end{aligned} \frac{-1}{40960}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{ccc} \frac{1}{81920} & \frac{1}{4096 \sqrt{5}} & \frac{17}{81920} \\ \frac{-3}{16384 \sqrt{5}} & \frac{3}{16384} & \frac{1}{4096 \sqrt{5}} \\ \frac{1}{40960} & \frac{3}{16384 \sqrt{5}} & \frac{9}{81920} \end{array}$ | $\frac{13}{20480}$ 0 $\frac{1}{20480}$ <br> 0 $\frac{5}{8192}$ 0 <br> $\frac{1}{20480}$ 0 $\frac{29}{40960}$ | $\frac{-3}{81920}$ $\frac{-1}{4096 \sqrt{5}}$ $\frac{-11}{81920}$ <br> $\frac{3}{16384 \sqrt{5}}$ 0 $\frac{11}{16384 \sqrt{5}}$ <br> $\frac{1}{20480}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{-1}{40960}$ | $\begin{aligned} & \frac{-1}{81920} \\ & \frac{3}{16384 \sqrt{5}} \\ & \frac{-1}{40960} \\ & \frac{-1}{4096 \sqrt{5}} \\ & \frac{3}{81900} \\ & \frac{3}{8192 \sqrt{5}} \\ & \frac{1}{81984 \sqrt{5}} \\ & \frac{3}{40960} \end{aligned}$ | $\frac{-1}{20480}$ $\frac{3}{16384 \sqrt{5}}$ $\frac{-3}{81920}$ <br> $\frac{1}{16384 \sqrt{5}}$ 0 $\frac{-3}{1638 \sqrt{5}}$ <br> $\frac{-3}{81920}$ $\frac{1}{16384 \sqrt{5}}$ $\frac{1}{20480}$ |
| $\frac{-3}{81920}$ $\frac{-1}{16384 \sqrt{5}}$ $\frac{1}{20480}$ <br> $\frac{\sqrt{5}}{16384}$ $\frac{-1}{16384}$ 0 <br> $\frac{7}{40960}$ $\frac{-1}{8192 \sqrt{5}}$ $\frac{-1}{40960}$ | $\frac{-3}{81920}$ $\frac{3}{16384 \sqrt{5}}$ $\frac{1}{20480}$ <br> $\frac{-1}{4096 \sqrt{5}}$ 0 $\frac{1}{8192 \sqrt{5}}$ <br> $\frac{-11}{81920}$ $\frac{11}{16384 \sqrt{5}}$ $\frac{-1}{40960}$ | $\frac{13}{20480}$ $\frac{\sqrt{5}}{16384}$ $\frac{-1}{81920}$ <br> $\frac{\sqrt{5}}{16384}$ $\frac{1}{2048}$ $\frac{-\sqrt{5}}{16384}$ <br> $\frac{-1}{81920}$ $\frac{-\sqrt{5}}{16384}$ $\frac{19}{40960}$ | $\begin{array}{lll} \frac{1}{81920} & \frac{-1}{8192 \sqrt{5}} & \frac{-23}{81920} \\ \frac{1}{8192 \sqrt{5}} & \frac{3}{16384} & \frac{-1}{16384 \sqrt{5}} \\ \frac{-3}{81920} & \frac{1}{16384 \sqrt{5}} & \frac{-3}{40960} \end{array}$ | $\begin{array}{lll} \frac{-1}{40960} & \frac{-3}{8192 \sqrt{5}} & \frac{-1}{20480} \\ \frac{3}{16384 \sqrt{5}} & \frac{-1}{16384} & \frac{-1}{4096 \sqrt{5}} \\ \frac{1}{18920} & \frac{3}{16384 \sqrt{5}} & \frac{1}{40960} \\ \hline \end{array}$ |
| $\begin{array}{cc} \frac{3}{20480} & \frac{3}{16384 \sqrt{5}} \\ \frac{-1}{81920} \\ \frac{-1}{16384 \sqrt{5}} & \frac{1}{16384} \\ \hline \frac{-1}{8192 \sqrt{5}} \\ \frac{-11}{81920} & \frac{-1}{4096 \sqrt{5}} \\ \hline \frac{3}{81920} \end{array}$ | $\frac{-1}{81920}$ $\frac{-1}{4096 \sqrt{5}}$ $\frac{3}{81920}$ <br> $\frac{3}{16384 \sqrt{5}}$ 0 $\frac{1}{16384 \sqrt{5}}$ <br> $\frac{-1}{40960}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{3}{40960}$ | $\begin{aligned} & \frac{1}{81920} \\ & \frac{1}{8192 \sqrt{5}} \\ & \frac{-1}{81920} \\ & \frac{-1}{8192 \sqrt{5}} \\ & \frac{3}{16384} \\ & \frac{-23}{16384 \sqrt{5}} \\ & \frac{-23}{81920} \end{aligned} \frac{-1}{16384 \sqrt{5}} \frac{-3}{40960}$ | $\begin{array}{cc} \frac{11}{20480} & \frac{3}{16384 \sqrt{5}} \\ \frac{-7}{81920} \\ \frac{3}{16384 \sqrt{5}} & \frac{3}{4096} \\ \frac{1}{16384 \sqrt{5}} \\ \frac{7}{81920} & \frac{1}{16384 \sqrt{5}} \\ \frac{23}{40960} \\ \hline \end{array}$ | $\begin{array}{lll} \frac{1}{10240} & \frac{-3}{16384 \sqrt{5}} & \frac{11}{81920} \\ \frac{1}{8192 \sqrt{5}} & \frac{1}{16384} & \frac{-1}{16384 \sqrt{5}} \\ \frac{3}{40960} & \frac{-3}{8192 \sqrt{5}} & \frac{1}{40960} \end{array}$ |
| $\begin{array}{lll} \frac{1}{40960} & \frac{-1}{8192 \sqrt{5}} & \frac{1}{20480} \\ \frac{-1}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{-1}{8192 \sqrt{5}} \\ \frac{-1}{81920} & \frac{1}{16384 \sqrt{5}} & \frac{-1}{40960} \end{array}$ | $\begin{aligned} & \frac{-1}{20480} \frac{1}{16384 \sqrt{5}} \frac{-3}{81920} \\ & \frac{3}{16384 \sqrt{5}} 0 \quad 0 \quad \frac{1}{16384 \sqrt{5}} \\ & \frac{-3}{81920} \frac{-3}{16384 \sqrt{5}} \frac{1}{20480} \\ & \frac{1}{204} \end{aligned}$ | $\begin{aligned} & \frac{-1}{40960} \\ & \frac{-3}{16384 \sqrt{5}} \frac{1}{81920} \\ & \frac{-3}{8192 \sqrt{5}} \\ & \frac{-1}{16384} \\ & \frac{-1}{16384 \sqrt{5}} \\ & \frac{-1}{20480} \end{aligned} \frac{-1}{4096 \sqrt{5}} \frac{1}{40960}$ | $\begin{array}{lll} \frac{1}{10240} & \frac{1}{8192 \sqrt{5}} & \frac{3}{40960} \\ \frac{-3}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{-3}{8192 \sqrt{5}} \\ \frac{11}{81920} & \frac{-1}{16384 \sqrt{5}} & \frac{1}{40960} \end{array}$ | $\frac{27}{40960}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{-1}{40960}$ <br> $\frac{1}{4096 \sqrt{5}}$ $\frac{1}{2048}$ $\frac{-1}{8192 \sqrt{5}}$ <br> $\frac{-1}{40960}$ $\frac{-1}{8192 \sqrt{5}}$ $\frac{13}{40960}$ |

Minimal overlap is achieved when there are as many differences in the levels of an attribute as possible in a choice set. Under the null hypothesis, all treatment combinations have equal utility, which means we have utility balance. If this is not the case, then see Section 7.4. Some researchers have used these criteria to construct their choice sets (see, for example. Ryan et al. (2001)).

For $m=2$, we take a $4^{5} / / 16$ OMEP from Sloane (2006b), and this gives the treatment combinations in option 1. We then use the same OMEP for the treatment combinations in option 2, pairing the treatment combinations in a choice set so that the minimal overlap criterion is satisfied, or the pairs come as close to it as possible. In effect, this means that for each attribute there should be the maximum number of different levels in the choice set. Each level appears either 0 or 1 times in each pair and, over the whole choice experiment, each option displays the possible levels of each attribute equally often. One set of pairs that results from this approach is given in Table 8.28. Unfortunately, for this example, it is not possible for any pairs to have no repeated levels of one attribute. To see this, consider the profile 00000 . When this profile is paired with any of the other treatment combinations, one attribute will have a repeated level because every other profile contains one 0 . However, it is possible to change the attribute that is repeated from choice set to choice set. For the design in Table $8.28 \operatorname{det}\left(C_{M}\right)=0$ which means that at least one of the main effects can not be estimated from this design.

It is possible to get good designs this way, but, as noted in Section 3.4.2, satisfying these criteria does not guarantee that the design is optimal and optimal designs do not necessarily satisfy all four criteria. The $C_{M /}$ matrix for the design in Table 8.28 is given in Table 8.29, and since $\operatorname{det}\left(C_{M}\right)=0$ we cannot calculate $C_{M}^{-1}$.

Table 8.28 Choice Sets which Satisfy Huber \& Zwerina Criteria

| Option 1 | Option 2 |
| :---: | :---: |
| 000000 | 11032 |
| $\begin{array}{llllll}0 & 1 & 1 & 1 & 1\end{array}$ | 0222 |
| $\begin{array}{ll}0 & 2\end{array} 222$ | 2310 |
| $\begin{array}{llllll}0 & 3 & 3 & 3 & 3\end{array}$ | 1012 |
| 10123 | $\begin{array}{llll}0 & 1 & 1\end{array}$ |
| 11032 | 3031 |
| 12301 | 1321 |
| 13210 | 32113 |
| $\begin{array}{lllll}2 & 0 & 2 & 3 & 1\end{array}$ | $\begin{array}{llll}2 & 1 & 3\end{array}$ |
| $\begin{array}{lllll}2 & 1 & 3 & 2 & 0\end{array}$ | $\begin{array}{llll}0 & 3 & 3\end{array}$ |
| $\begin{array}{lllll}2 & 2 & 0 & 1 & 3\end{array}$ | 3302 |
| $\begin{array}{lllll}2 & 3 & 1 & 0 & 2\end{array}$ | 3120 |
| $\begin{array}{lllll}3 & 0 & 3 & 1 & 2\end{array}$ | 2201 |
| $\begin{array}{lllll}3 & 1 & 2 & 0 & 3\end{array}$ | 1230 |
| 32130 | 2023 |
| 33021 | 00000 |

Strategy 4: $\boldsymbol{L}^{\text {MA }}$ Method The fourth strategy requires an OMEP for $m \times k$ attributes. The first $k$ attributes become the treatment combinations in option 1 , the next $k$ attributes become the treatment combinations in option 2 , and so on until the last $k$ attributes which
Table 8.29 Choice Sets which Satisfy Huber \& Zwerina Criteria: $C_{M}$ Matrix

| $\begin{aligned} & \frac{9}{20480} \frac{3}{16384 \sqrt{5}} \frac{7}{81920} \\ & \frac{3}{16384 \sqrt{5}} \frac{3}{4096} \frac{1}{16384 \sqrt{5}} \\ & \frac{7}{81920} \frac{1}{16384 \sqrt{5}} \frac{17}{40960} \\ & \frac{1}{40} \end{aligned}$ | $\frac{-3}{81920}$ 0 $\frac{9}{81920}$ <br> 0 0 0 <br> $\frac{-1}{81920}$ 0 $\frac{3}{81920}$ | $\begin{array}{llll} \frac{1}{81920} & \frac{-3}{16384 \sqrt{5}} & \frac{3}{20480} \\ \frac{7}{16384 \sqrt{5}} & 0 & \frac{-1}{16384 \sqrt{5}} \\ \frac{1}{40960} & \frac{-1}{16384 \sqrt{5}} & \frac{-1}{81920} \\ \hline \end{array}$ | $\begin{array}{lll} \frac{1}{20480} & \frac{-1}{4096 \sqrt{5}} & \frac{-3}{20480} \\ \frac{1}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{1}{8192 \sqrt{5}} \\ \frac{13}{81920} & \frac{-3}{16384 \sqrt{5}} & \frac{-7}{40960} \end{array}$ | $\begin{aligned} & \frac{1}{40960} \frac{-1}{16384 \sqrt{5}} \frac{-1}{81920} \\ & \frac{-1}{8192 \sqrt{5}} \frac{1}{16384} \frac{1}{16384 \sqrt{5}} \\ & \frac{1}{20480} \frac{-1}{8192 \sqrt{5}} \frac{-1}{40960} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{-3}{81920}$ 0 $\frac{-1}{81920}$ <br> 0 0 0 <br> $\frac{9}{81920}$ 0 $\frac{3}{81920}$ | $\frac{11}{20480}$ 0 $\frac{1}{10240}$ <br> 0 $\frac{3}{4096}$ 0 <br> $\frac{1}{10240}$ 0 $\frac{7}{10240}$ | $\begin{array}{lll} \frac{-1}{16384} & \frac{1}{4096 \sqrt{5}} & \frac{1}{16384} \\ \frac{1}{4096 \sqrt{5}} & \frac{-1}{8192} & \frac{-1}{8192 \sqrt{5}} \\ \frac{-1}{16384} & \frac{-1}{8192 \sqrt{5}} & \frac{-1}{16384} \end{array}$ | $\begin{aligned} & \frac{13}{81920} \\ & \frac{1}{16384 \sqrt{5}} \frac{1}{40960} \\ & \frac{-1}{4096 \sqrt{5}} 0 \quad 0 \quad \frac{1}{8192 \sqrt{5}} \\ & \frac{1}{81920} \\ & \frac{163}{16384 \sqrt{5}} \frac{3}{20480} \end{aligned}$ | $\begin{array}{ccc} \frac{1}{40960} & \frac{-3}{16384 \sqrt{5}} & \frac{-1}{81920} \\ 0 & \frac{-1}{8192} & 0 \\ \frac{-3}{40960} & \frac{-1}{16384 \sqrt{5}} & \frac{3}{81920} \end{array}$ |
| $\frac{1}{81920}$ $\frac{7}{16384 \sqrt{5}}$ $\frac{1}{40960}$ <br> $\frac{-3}{16384 \sqrt{5}}$ 0 $\frac{-1}{16384 \sqrt{5}}$ <br> $\frac{3}{20480}$ $\frac{-1}{16384 \sqrt{5}}$ $\frac{-1}{81920}$ | $\begin{aligned} & \frac{-1}{16384} \\ & \frac{1}{4096 \sqrt{5}} \\ & \frac{1}{16384} \\ & \frac{1}{4096 \sqrt{5}} \\ & \frac{-1}{8192} \\ & \frac{1}{8192 \sqrt{5}} \\ & \frac{1}{16384} \\ & \hline \frac{-1}{8192 \sqrt{5}} \end{aligned} \frac{-1}{16384}$ | $\frac{3}{8192}$ $\frac{\sqrt{5}}{16384}$ $\frac{-1}{16384}$ <br> $\frac{\sqrt{5}}{16384}$ $\frac{1}{4096}$ $\frac{\sqrt{5}}{16384}$ <br> $\frac{-1}{16384}$ $\frac{\sqrt{5}}{16384}$ $\frac{3}{4096}$ | $\begin{array}{ccc} \frac{-1}{16384} & \frac{-3}{16384 \sqrt{5}} & 0 \\ \frac{-1}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{-1}{8192 \sqrt{5}} \\ \frac{-1}{8192} & \frac{1}{4096 \sqrt{5}} & 0 \\ \hline \end{array}$ | $\begin{aligned} & \frac{-1}{40960} \\ & \frac{-1}{4096 \sqrt{5}} \frac{-1}{20480} \\ & \frac{-1}{8192 \sqrt{5}} \frac{-1}{16384} \frac{1}{16384 \sqrt{5}} \\ & \frac{-7}{40960} \frac{-3}{16384 \sqrt{5}} \frac{-3}{81920} \end{aligned}$ |
| $\begin{aligned} & \frac{1}{20480} \\ & \frac{1}{16384 \sqrt{5}} \\ & \frac{-1}{81920} \\ & \frac{-1}{809 \sqrt{5}} \\ & \frac{1}{16384} \\ & \frac{-3}{16384 \sqrt{5}} \\ & \frac{-3}{20480} \\ & \frac{1}{8192 \sqrt{5}} \\ & \frac{-7}{10960} \end{aligned}$ | $\frac{13}{81920}$ $\frac{-1}{4096 \sqrt{5}}$ $\frac{1}{81920}$ <br> $\frac{1}{16384 \sqrt{5}}$ 0 $\frac{-3}{16384 \sqrt{5}}$ <br> $\frac{3}{40960}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{3}{20480}$ | $\begin{array}{ccc} \frac{-1}{16384} & \frac{-1}{16384 \sqrt{5}} & \frac{-1}{8192} \\ \frac{-3}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{1}{4096 \sqrt{5}} \\ 0 & \frac{-1}{8192 \sqrt{5}} & 0 \end{array}$ | $\frac{1}{2560}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{-3}{40960}$ <br> $\frac{1}{8192 \sqrt{5}}$ $\frac{1}{2048}$ $\frac{1}{4096 \sqrt{5}}$ <br> $\frac{-3}{40960}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{3}{5120}$ | $\begin{array}{ccc} \frac{3}{20480} & \frac{-\sqrt{5}}{16384} & \frac{-1}{81920} \\ \frac{1}{4096 \sqrt{5}} & \frac{-1}{16384} & \frac{3}{16384 \sqrt{5}} \\ \frac{1}{20480} & 0 & \frac{1}{10240} \\ \hline \end{array}$ |
| $\begin{array}{lll} \frac{1}{40960} & \frac{-1}{8192 \sqrt{5}} & \frac{1}{20480} \\ \frac{-1}{16384 \sqrt{5}} & \frac{1}{16384} & \frac{-1}{8192 \sqrt{5}} \\ \frac{-1}{81920} & \frac{1}{16384 \sqrt{5}} & \frac{-1}{40960} \end{array}$ | $\frac{1}{40960}$ 0 $\frac{-3}{40960}$ <br> $\frac{-3}{16384 \sqrt{5}}$ $\frac{-1}{8192}$ $\frac{-1}{16384 \sqrt{5}}$ <br> $\frac{-1}{81920}$ 0 $\frac{3}{81920}$ |  | $\frac{3}{20480}$ $\frac{1}{4096 \sqrt{5}}$ $\frac{1}{20480}$ <br> $\frac{-\sqrt{5}}{16384}$ $\frac{-1}{16384}$ 0 <br> $\frac{-1}{81920}$ $\frac{3}{16384 \sqrt{5}}$ $\frac{1}{10240}$ | $\frac{1}{2560}$ $\frac{1}{8192 \sqrt{5}}$ $\frac{1}{20480}$ <br> $\frac{1}{819 \sqrt{5}}$ $\frac{5}{8192}$ $\frac{-3}{819 \sqrt{5}}$ <br> $\frac{1}{80480}$ $\frac{-3}{8192 \sqrt{5}}$ $\frac{1}{40960}$ |

become the treatment combinations in the last option. This strategy is sometimes called an $L^{M A}$ approach, and the details can be found in Louviere et al. (2000).

In the example where we have five 4 -level attributes and $m=2$, we need an OMEP with ten 4 -level attributes. The smallest such design has 64 treatment combinations. For each treatment combination in the OMEP the first five attributes are used to represent the treatment combinations in the first option, and the final five attributes are used to represent the treatment combinations in the second option. So there are 64 pairs in the experiment in total.

The design, which is given in Table 8.30, is $75 \%$ efficient and the information matrix for the design is given by

$$
C_{\Lambda I}=\frac{1}{2048} I_{15}
$$

Since $C_{M}$, and therefore $C_{M}^{-1}$, are diagonal, the main effects of all the attributes are uncorrelated, although this is not always the case. The main disadvantage of this strategy is that it usually results in a lot more choice sets than the other strategies. Also pairs of main effects are often correlated and there can be repeated treatment combinations in the choice sets which must be deleted.

Strategy 5: SAS Macros This strategy uses the SAS macros (see Kuhfeld (2006)) to generate a starting OMEP and then construct choice sets using a search algorithm. An efficiency of the design constructed is provided by SAS, but it is not relative to the optimal design and there is no indication of how close to the best possible a design is. The user must nominate the number of treatment combinations in the candidate set from which the search algorithm selects treatment combinations for the choice sets. Bech (2003) has used this method to obtain the choice sets for his study.

For the example with five 4 -level attributes with $m=2$, we tried a number of different candidate sets, from which the choice sets were constructed. We have selected the choice sets with the highest efficiency (1.587), as calculated by SAS. The choice sets are displayed in Table 8.31 and we have calculated the efficiency of this design to be $94.49 \%$.

The $C_{M}^{-1}$ matrix for the design in Table 8.31 is given in Table 8.32. From this matrix we can see that the main effects of the first four attributes are correlated and only the main effects of the fifth attribute are independent of the main effects of the other attributes. Changing the contrasts does not affect the way the main effects are correlated.

It is worth noting that it is possible to get duplicate choice sets and also repeated treatment combinations within a choice set from the SAS macros.

Strategy 6: Street-Burgess Method This strategy uses the techniques described earlier in this chapter to construct the choice sets.

Again we use the $4^{5} / / 16$ from Sloane (2006b) as the starting design, which becomes the treatment combinations in option 1 (see the first column in Table 8.33). We then construct the other option by adding a set of generators to this starting design. For $m=2$ we use $G=(00000,11111)$, and this design is $94.49 \%$ efficient.

The design is given in Table 8.33. We use the third $B_{4}$ matrix given in Example 6.3.2, and the corresponding $C_{M}$ matrix is given in Table 8.34. Since $C_{M}$, and therefore $C_{M}^{-1}$. are diagonal, the main effects of all the attributes are uncorrelated.

Table 8.30 $L^{M A}$ Choice Sets

| Option | Option 2 | Option | Option |
| :--- | :--- | :--- | :--- |
| 01230 | 12301 | 01002 | 02203 |
| 10310 | 32023 | 10122 | 22121 |
| 22020 | 02130 | 22212 | 12032 |
| 33100 | 22212 | 33332 | 32310 |
| 02102 | 10313 | 02330 | 00211 |
| 13022 | 30031 | 13210 | 20133 |
| 21312 | 00122 | 21120 | 10020 |
| 30232 | 20200 | 30000 | 30302 |
| 03313 | 11320 | 03121 | 01222 |
| 12233 | 31002 | 12001 | 21100 |
| 20103 | 01111 | 20331 | 11013 |
| 31023 | 21233 | 31211 | 31331 |
| 00021 | 13332 | 00213 | 03230 |
| 11101 | 33010 | 11333 | 23112 |
| 23231 | 03103 | 23003 | 13001 |
| 32311 | 23221 | 32123 | 33323 |
| 01321 | 32102 | 01113 | 22000 |
| 10201 | 12220 | 10033 | 02322 |
| 22131 | 22333 | 22303 | 32231 |
| 33011 | 02011 | 33223 | 12113 |
| 02013 | 30110 | 02221 | 20012 |
| 13133 | 10232 | 13301 | 00330 |
| 21203 | 20321 | 21031 | 30223 |
| 30323 | 00003 | 30111 | 10101 |
| 03202 | 31123 | 03030 | 21021 |
| 12322 | 11201 | 12110 | 01303 |
| 20012 | 21312 | 20220 | 31210 |
| 31132 | 01030 | 31300 | 11132 |
| 00130 | 33131 | 00302 | 23033 |
| 11010 | 13213 | 11222 | 03311 |
| 23320 | 23300 | 23112 | 33202 |
| 32200 | 03022 | 32032 | 13120 |

## Table 8.31 Choice Sets from SAS Macros

| Option 1 | Option 2 |
| :---: | :---: |
| 31020 | 13203 |
| $\begin{array}{llllll}2 & 0 & 1 & 3 & 3\end{array}$ | 1320 |
| $\begin{array}{llllll}3 & 0 & 2 & 1 & 1\end{array}$ | 12032 |
| 22223 | 33332 |
| $\begin{array}{lllll}1 & 0 & 3 & 1\end{array}$ | 23010 |
| 12031 | $\begin{array}{llllll}0 & 3 & 1 & 2\end{array}$ |
| $\begin{array}{lllll}0 & 1 & 2 & 0\end{array}$ | 32101 |
| 11113 | 000002 |
| $\begin{array}{llllll}2 & 3 & 0 & 1 & 1\end{array}$ | 32100 |
| $\begin{array}{lllllll}0 & 2 & 1 & 1\end{array}$ | 200130 |
| $\begin{array}{llllll}0 & 3 & 1 & 2 & 1\end{array}$ | $\begin{array}{llllll}2 & 1 & 3 & 0 & 2\end{array}$ |
| $\begin{array}{llllll}0 & 1 & 2 & 3 & 1\end{array}$ | 10320 |
| $\begin{array}{llllll}3 & 3 & 3 & 3 & 3\end{array}$ | 11112 |
| $\begin{array}{lllll}0 & 0 & 0 & 0 & 3\end{array}$ | 22222 |
| $\begin{array}{llllll}2 & 1 & 3 & 0 & 1\end{array}$ | 310212 |
| 31023 | 02310 |

Table 8.32 Choice Sets from SAS Macros: $C_{M}^{-1}$ Matrix

| 1712 0 0 | 10 tr3G 0 | $"$ $"$ 1792 | 250 0 0 | 1 -512 0 | 0 3 256 | $\frac{768}{5}$ <br> 0 <br> -1024 <br> 5 | 0 0 0 | $\begin{gathered} \frac{-1024}{5} \\ 0 \\ \frac{-768}{5} \end{gathered}$ | -708 8 0 $\frac{1124}{5}$ | 1 0 0 | $\begin{gathered} \frac{1024}{5} \\ 0 \\ \frac{768}{5} \end{gathered}$ | " | $1)$ 0 0 | (1) <br> 1. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 256 | 1 | 1 | 1792 | 0 | $\because$ | $\frac{-768}{5}$ | 1 | $\frac{1024}{5}$ | $\frac{768}{5}$ | (1) | $\frac{-1024}{5}$ | 11 | ${ }^{11}$ | ${ }^{1+}$ |
| 11 | $-512$ | 11 | ${ }^{\prime}$ | 1536 | 1 | ${ }^{1}$ | ${ }^{3}$ | 1 | ${ }^{1}$ | i) | " | ! | ${ }^{1}$ | " |
| 1 | ${ }^{1}$ | 250 | 0 | ${ }^{\prime}$ | 1792 | $\frac{1024}{5}$ | 0 | $\frac{768}{5}$ | $\frac{-1024}{5}$ | 11 | $\frac{-768}{5}$ | 11 | (1) | It |
| $\frac{768}{5}$ | 1 | $\frac{-1624}{5}$ | $\frac{-708}{5}$ | 11 | 1424 | 1702 | ${ }^{0}$ | 0 | 256 | 1 | ${ }^{1}$ | 1 | ${ }^{9}$ | (1) |
| 11 | ${ }^{\prime \prime}$ | 19 | 1 | 1 | ${ }^{1}$ |  | 1536 | 0 |  | -512 | 1 | ${ }^{1}$ | 1 | ${ }^{11}$ |
| $\frac{-1024}{-\frac{5}{5}}$ | ${ }^{\prime}$ | -768 | $\frac{1024}{5}$ | 0 | $\frac{708}{5}$ | 0 | ${ }^{1}$ | 1792 | 11 | ${ }^{1}$ | 256 | " | $1)$ | 1 |
| $\underline{-768}$ | (1) | 1424 | $\frac{708}{5}$ | 11 | $\frac{-1624}{5}$ | 250 | 1 | $1)$ | 1702 | ${ }^{1}$ | 0 | 1 | \% | ${ }^{1}$ |
| 11 | 11 | 11 | 0 | 19 | ${ }^{\prime}$ | 0 | -512 | 0 | 11 | 1536 | $\square$ | 11 | 1 | 11 |
| $\frac{1024}{5}$ | ${ }^{\prime}$ | $\frac{708}{5}$ | $\frac{-1424}{5}$ | " | $\frac{-708}{5}$ | 0 | 0 | 250 | " | 1 | 1792 | 11 | 0 | 1 |
| ${ }^{1}$ | \% | ${ }^{1}$ | ' | 1 | 1 |  | ${ }^{1}$ | () | \% | 11 | " | $\frac{0216}{5}$ | 0 | $-\frac{2148}{5}$ |
| 1 | " | ${ }^{1}$ | ${ }^{1}$ | 1 | " | 0 | \% | ${ }^{1}$ | " | 11 | 0 | " | 20.48 | " |
| 11 | " | * | 0 | 1 | $\square$ | 0 |  | 0 | 1 |  | " | $-\frac{20148}{5}$ | 1 | 0144 |

Table 8.33 Street-Burgess Choice Sets

| Option 1 | Option 2 |
| :---: | :---: |
| 00000 | 11111 |
| $\begin{array}{llllll}0 & 1 & 1 & 1\end{array}$ | 12222 |
| $\begin{array}{lllll}13 & 3 & 3\end{array}$ | 02222 |
| 100000 | $\begin{array}{llllll}0 & 3 & 3 & 3\end{array}$ |
| 21230 | 10123 |
| $\begin{array}{lllll}1 & 1 & 0 & 3\end{array}$ | 221003 |
| 12301 | $\begin{array}{lllll}2 & 3 & 0 & 1 & 2\end{array}$ |
| 203321 | $\begin{array}{lllll}13 & 210\end{array}$ |
| 20231 |  |
| $\begin{array}{llllll}3 & 2 & 0 & 3 & 1\end{array}$ | 2132 |
| $\begin{array}{llllll}3 & 3 & 1 & 2 & 0\end{array}$ | 22013 |
| $\begin{array}{llllll}2 & 3 & 1 & 0 & 2\end{array}$ | $\begin{array}{lllll}3 & 0 & 2 & 1\end{array}$ |
| $\begin{array}{llllll}0 & 1 & 0 & 3\end{array}$ | $\begin{array}{lllll}3 & 0 & 3 & 1 & 2\end{array}$ |
| $\begin{array}{lllll}0 & 2 & 3 & 1\end{array}$ | $\begin{array}{lllll}3 & 1 & 2 & 0 & 3\end{array}$ |
|  | 0320 |
| 33021 |  |

Table 8.34 Street-Burgess Choice Sets: $C_{M}$ Matrix
$\left[\begin{array}{ccc|ccc|ccc|ccc|ccc}\frac{1}{2048} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{1024} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{1024} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{1024} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{1024} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2048} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{1024} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2048}\end{array}\right]$
$\qquad$

### 8.4 COMPARISON OF STRATEGIES

In this section we compare the different strategies for constructing choice sets for main effects only, then for main effects plus all two-factor interactions, and finally for main effects plus some two-factor interactions. We do this for different design specifications of attributes and levels, for choice set sizes from two to five, and for the different effects to be estimated. These design specifications were chosen to reflect a variety of numbers of attributes and the levels of these attributes. For the first five strategies, any choice set which contained a particular treatment combination more than once, or was a duplicate of another choice set. was deleted before calculating the efficiency of the design. These duplicates do not occur when using the Street-Burgess method.

For each design specification, the number of choice sets was chosen to be the minimum number of choice sets from which the effects of interest could be estimated independently, by any of the construction methods. It is possible to construct designs with non-7ero efficiencies in fewer choice sets for all of the strategies, but the effects are correlated.

We first compare designs, for estimating main effects only, constructed using the six strategies in the previous section. The results are shown in Table 8.35. All six strategies are considered for the $4^{5}$ design only, as the results for the two random strategies were similar for the other designs considered. The table shows the number of choice sets for each design constructed, as well as the efficiency relative to the optimal design (see Theorem 6.3.1), and an asterisk indicates that all the main effects are uncorrelated. For the two random strategies the efficiencies were averaged over 100 designs with non-zero efficiencies.

As can be seen in Table 8.35, the two random strategies do not produce efficient designs. and the main effects are almost always correlated. It is possible to construct optimal designs by satisfying the Huber \& Zwerina criteria, but it is also possible to create designs that cannot estimate all of the main effects or designs in which the main effects are correlated, even though the designs satisfy the four criteria. The main problems with the $L^{M / A}$ method are that the number of choice sets is larger than necessary and the efficiency is not as high as other methods. The designs produced by the SAS macros are, as expected from a search algorithm, highly efficient and sometimes optimal. However, these designs rarely provide uncorrelated estimates of the main effects, unlike the Street-Burgess designs which are highly efficient with uncorrelated estimates of the main effects.

We now consider designs for main effects and two-factor interactions. We compare designs that have been constructed using the $L^{M A}$ method, the SAS macros, and the Street-Burgess method, as these are the only strategies of the six that routinely produce designs that allow for the estimation of the main effects plus interactions. These results are displayed in Table 8.36; an asterisk denotes a choice experiment in which the main effects and two-factor interactions are uncorrelated. There are five different design specifications; the first three are for designs that estimate main effects plus all two-factor interactions, and the final two are for estimating main effects and only some of the two-factor interactions. For the $2^{4}$ design only the two-factor interactions involving the first, second, and fourth attributes are to be estimated - that is, $\mathrm{AB}, \mathrm{AD}$, and BD . For the $3 \times 2^{4} \times 4$ design the two-factor interactions between the first attribute and each of the other attributes are to be estimated - that is, $\mathrm{AB}, \mathrm{AC}, \mathrm{AD} A E$, and AF .

For the $2^{7}$ design we know the maximum value of $\operatorname{det}\left(C_{M I T}\right)$ (see Theorem 5.1.2), so it is possible to calculate the efficiency relative to the optimal design for any choice experiment we construct. However, if at least one of the attributes has more than two levels, then we do not know the maximum value of $\operatorname{det}\left(C_{M T}\right)$. In these cases the efficiencies in Table 8.36. which are in italics, are calculated relative to the largest det $\left(C_{M T T}\right)$ we could find.

Table 8.35 Comparison of Construction Methods for Main Effects Only

| Design | ConstructionMethod | Choice Set Size |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{m}=2$ | $\mathrm{m}=3$ | $\mathrm{m}=4$ | $\mathrm{m}=5$ |
| $4^{5}$ | Random 1 | $\begin{gathered} 45.08 \% \\ 16 \mathrm{ch} \text { sets } \end{gathered}$ | $\left\|\begin{array}{c} 68.96 \% \\ 16 \text { ch sets } \end{array}\right\|$ | $\begin{array}{\|c\|} \hline 72.48 \% \\ 16 \text { ch sets } \\ \hline \end{array}$ | $82.35 \%$ <br> 16 ch sets |
|  | Random 2 | $\begin{gathered} 35.46 \% \\ 16 \text { ch sets } \end{gathered}$ | $\left.\begin{gathered} 65.22 \% \\ 16 \text { ch sets } \end{gathered} \right\rvert\,$ | $\begin{gathered} 70.86 \% \\ 16 \mathrm{ch} \text { sets } \end{gathered}$ | $80.78 \%$ <br> 16 ch sets |
|  | H \& Z Criteria | $\begin{array}{\|c\|} \hline 0 \\ 16 \mathrm{ch} \text { sets } \end{array}$ | $\begin{array}{\|c\|} \hline 71.82 \% \\ 16 \text { ch sets } \end{array}$ | $\begin{aligned} & 76.70 \% \\ & 16 \text { ch sets } \end{aligned}$ | 83.97\% <br> 16 ch sets |
|  | $L^{\text {MA }}$ | $\begin{array}{l\|} \hline 75.00 \%^{*} \\ 64 \text { ch sets } \end{array}$ | $\begin{array}{\|l\|} \hline 75.00 \% * \\ 64 \text { ch sets } \end{array}$ | $\begin{array}{\|l\|} \hline 75.00 \%^{*} \\ 64 \mathrm{ch} \text { sets } \\ \hline \end{array}$ | $\begin{gathered} 83.33 \%^{*} \\ 128 \text { ch sets } \end{gathered}$ |
|  | SAS Macros | $\begin{gathered} 94.49 \% \\ 16 \text { ch sets } \end{gathered}$ | $\begin{gathered} 100 \% * \\ 16 \text { ch sets } \end{gathered}$ | $\begin{gathered} 100 \%^{*} \\ 16 \text { ch sets } \end{gathered}$ | $99.98 \%$ $16 \mathrm{ch} \text { sets }$ |
|  | S \& B | $\begin{array}{\|l\|} \hline 94.49 \%^{*} \\ 16 \text { ch sets } \\ \hline \end{array}$ | $\begin{gathered} 100 \% * \\ 16 \text { ch sets } \end{gathered}$ | $100 \% *$ <br> 16 ch sets | 100\%* 16 ch sets |
| $2 \times 3 \times 6$ | H\& Z Criteria | $\begin{array}{\|c\|} \hline 0 \\ 18 \mathrm{ch} \text { sets } \\ \hline \end{array}$ | $\begin{gathered} 99.39 \% \\ 12 \text { ch sets } \end{gathered}$ | $\begin{gathered} 99.39 \% \\ 18 \text { ch sets } \end{gathered}$ | 100\%* |
|  | $L^{\text {MA }}$ | $\begin{array}{\|l\|} \hline 73.94 \%{ }^{*} \\ 36 \text { ch sets } \end{array}$ | $\begin{gathered} 80.12 \% \\ 70 \text { ch sets } \end{gathered}$ | $\begin{gathered} 85.04 \% \\ 70 \text { ch sets } \end{gathered}$ | $\begin{gathered} 86.36 \% \\ 68 \text { ch sets } \\ \hline \end{gathered}$ |
|  | SAS Macros | $\begin{gathered} 99.39 \% \\ 18 \text { ch sets } \end{gathered}$ | $\begin{gathered} 99.71 \% \\ 12 \text { ch sets } \end{gathered}$ | $\begin{gathered} 99.92 \% \\ 18 \text { ch sets } \end{gathered}$ | 99.995\% <br> 36 ch sets |
|  | S \& B | 90.56\%* <br> 18 ch sets | $\begin{array}{\|l\|} \hline 99.39 \% * \\ 12 \text { ch sets } \end{array}$ | $\begin{aligned} & 99.78 \% * \\ & 18 \mathrm{ch} \text { sets } \end{aligned}$ | $\begin{gathered} 100 \% * \\ 36 \text { ch sets } \end{gathered}$ |
| $2^{6} \times 4^{6}$ | H \& Z Criteria | $\begin{gathered} 63.97 \% \\ 32 \text { ch sets } \end{gathered}$ | $\left.\begin{gathered} 83.70 \% \\ 32 \text { ch sets } \end{gathered} \right\rvert\,$ | $\begin{gathered} 85.19 \% \\ 32 \text { ch sets } \end{gathered}$ | 95.27\% <br> 32 ch sets |
|  | $L^{\text {MA }}$ | $\begin{gathered} 67.77 \%^{*} \\ 64 \text { ch sets } \end{gathered}$ | $\begin{array}{\|l\|} \hline 75.00 \% * \\ 96 \text { ch sets } \\ \hline \end{array}$ | $\begin{gathered} 78.20 \% \\ 124 \text { ch sets } \end{gathered}$ | 85.44\% <br> 124 ch sets |
|  | SAS Macros | $\begin{gathered} 87.63 \% \\ 32 \text { ch sets } \end{gathered}$ | $98.95 \%$ <br> 32 ch sets | $\begin{gathered} 99.33 \% \\ 32 \mathrm{ch} \text { sets } \\ \hline \end{gathered}$ | $\begin{gathered} 99.54 \% \\ 32 \text { ch sets } \end{gathered}$ |
|  | S \& B | $\begin{aligned} & 95.84 \%^{*} \\ & 32 \text { ch sets } \end{aligned}$ | $\begin{gathered} 100 \% * \\ 32 \text { ch sets } \end{gathered}$ | $\begin{gathered} 100 \% * \\ 32 \text { ch sets } \end{gathered}$ | $\begin{array}{\|c\|} \hline 100 \% * \\ 32 \text { ch sets } \\ \hline \end{array}$ |
| $2^{16} \times 13$ | SAS Macros | $\begin{gathered} 79.57 \% \\ 52 \text { ch sets } \end{gathered}$ | $\left\|\begin{array}{c} 97.72 \% \\ 52 \text { ch sets } \end{array}\right\|$ | $\begin{gathered} 95.50 \% \\ 52 \text { ch sets } \end{gathered}$ | $99.24 \%$ <br> 52 ch sets |
|  | S \& B | $86.23 \%^{*}$ <br> 52 ch sets | $\begin{aligned} & 98.30 \%^{*} \\ & 52 \text { ch sets } \end{aligned}$ | $\begin{gathered} 100 \% * \\ 52 \text { ch sets } \end{gathered}$ | $\begin{aligned} & 99.87 \% \%^{*} \\ & 52 \mathrm{ch} \text { sets } \end{aligned}$ |

An asterisk (*) indicates that all the effects are uncorrelated.

Table 8.36 Comparison of Construction Methods for Main Effects and Two-Factor Interactions

| Design\& Interactions | Construction Method | Choice Set Size |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{m}=2$ | $\mathbf{m}=\mathbf{3}$ | $\mathrm{m}=4$ | $m=5$ |
| $\begin{gathered} 2^{7} \\ \text { All } 2 \mathrm{fi} \text { 's } \end{gathered}$ | $L^{M A}$ <br> Resoln. 5 | $\begin{gathered} 88.36 \% \\ 253 \text { ch sets } \end{gathered}$ | $\begin{gathered} 88.64 \% \\ 1002 \mathrm{ch} \text { sets } \end{gathered}$ | $\begin{gathered} 82.10 \% \\ 2043 \text { ch sets } \end{gathered}$ | - |
|  | $\begin{gathered} \mathrm{L}^{\mathrm{MA}} \\ \text { Resoln. } 3 \\ \hline \end{gathered}$ | $\begin{gathered} 0 \\ 26 \text { ch sets } \end{gathered}$ | $\begin{gathered} 65.69 \% \\ 26 \mathrm{ch} \text { sets } \end{gathered}$ | $\begin{gathered} 82.10 \% \\ 51 \text { ch sets } \end{gathered}$ | $\begin{gathered} 80.05 \% \\ 34 \mathrm{ch} \text { sets } \end{gathered}$ |
|  | SAS Macros | $97.89 \%$ <br> 96 ch sets | $\begin{gathered} 99.60 \% \\ 128 \text { ch sets } \end{gathered}$ | $\begin{aligned} & 98.92 \% \\ & 64 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 99.15 \% \\ & 64 \text { ch sets } \end{aligned}$ |
|  | S \& B | $91.85 \% *$ <br> 96 ch sets | $\begin{gathered} 95.71 \%^{*} \\ 128 \text { ch sets } \end{gathered}$ | $98.98 \% *$ <br> 64 ch sets | $\begin{aligned} & 99.09 \%^{*} \\ & 64 \text { ch sets } \end{aligned}$ |
| $2^{4} \times 4$ <br> All 2fis | $\mathrm{L}^{\mathrm{MA}}$ <br> Resoln. 3 | $\begin{gathered} 59.47 \% \\ 32 \text { ch sets } \end{gathered}$ | $\begin{gathered} 76.02 \% \\ 32 \text { ch sets } \end{gathered}$ | $\begin{gathered} 0 \\ 64 \text { ch sets } \end{gathered}$ | $\begin{gathered} 0 \\ 64 \text { ch sets } \end{gathered}$ |
|  | SAS Macros | $96.65 \%$ <br> 96 ch sets | $99.38 \%$ <br> 64 ch sets | $\begin{gathered} 98.59 \% \\ 32 \mathrm{ch} \text { sets } \end{gathered}$ | $\begin{gathered} 99.02 \% \\ 32 \mathrm{ch} \text { sets } \end{gathered}$ |
|  | S \& B | $\begin{aligned} & 90.38 \% * \\ & 96 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 96.44 \% * \\ & 64 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 96.29 \% * \\ & 32 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 94.66 \% * \\ & 32 \mathrm{ch} \text { sets } \end{aligned}$ |
| $\begin{gathered} 3 \times 3 \times 5 \\ \text { All } 2 \mathrm{fi} \text { 's } \end{gathered}$ | SAS Macros | $\begin{aligned} & 98.15 \% \\ & 90 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 98.01 \% \\ & 45 \mathrm{ch} \text { sets } \end{aligned}$ | $\begin{gathered} 98.42 \% \\ 45 \mathrm{ch} \text { sets } \end{gathered}$ | $\begin{gathered} 99.45 \% \\ 45 \mathrm{ch} \text { sets } \end{gathered}$ |
|  | S \& B | $\begin{aligned} & 94.80 \% * \\ & 90 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 97.17 \% \% \\ & 45 \mathrm{ch} \text { sets } \end{aligned}$ | $\begin{aligned} & 98.51 \% * \\ & 45 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 99.14 \% * \\ & 45 \mathrm{ch} \text { sets } \end{aligned}$ |
| $\begin{gathered} \mathbf{2}^{4} \\ \mathrm{AB}, \mathrm{AD}, \mathrm{BD} \end{gathered}$ | SAS Macros | $\begin{aligned} & 97.79 \% \\ & 16 \text { ch sets } \end{aligned}$ | $100 \%$ <br> 8 ch sets | $96.76 \%$ <br> 6 ch sets | $100 \%$ <br> 7 ch sets |
|  | S \& B | $95.26 \% *$ <br> 16 ch sets | $100 \% *$ <br> 8 ch sets | $97.67 \% *$ <br> 8 ch sets | $98.67 \% *$ <br> 8 ch sets |
| $\begin{gathered} \mathbf{3} \times 2^{4} \times 4 \\ \mathrm{AB}, \mathrm{AC}, \mathrm{AD} \\ \mathrm{AE}, \mathrm{AF} \end{gathered}$ | SAS Macros | $\begin{gathered} 98.23 \% \\ 47 \text { ch sets } \end{gathered}$ | $\begin{aligned} & 98.34 \% \\ & 24 \text { ch sets } \end{aligned}$ | $\begin{aligned} & 99.64 \% \\ & 24 \text { ch sets } \end{aligned}$ | $\begin{gathered} 99.63 \% \\ 24 \text { ch sets } \end{gathered}$ |
|  | S \& B | $92.07 \% *$ <br> 48 ch sets | $\begin{aligned} & 98.68 \%^{*} \\ & 24 \text { ch sets } \end{aligned}$ | $\begin{gathered} 99.39 \% * \\ 24 \text { ch sets } \end{gathered}$ | $\begin{aligned} & 99.87 \% * \\ & 24 \text { ch sets } \end{aligned}$ |

An asterisk (*) indicates that all the effects are uncorrelated: numbers in italics indicate that the efficiency is relative to the largest $\operatorname{det}\left(C_{M T}\right)$ found.

The details of the method used for each of the Street-Burgess designs are given in Section 8.2.2.

As we have seen, the Street-Burgess designs are not necessarily the most efficient, nor are they in the smallest possible number of choice sets. However, these designs are highly efficient and can always independently estimate the effects of interest

### 8.5 REFERENCES AND COMMENTS

A comparison of the 6 strategies for one example, with five 4-level attributes and $m=2$, has appeared in Street et al. (2005).

## Appendix

8. A. 1 NEAR-OPTIMAL CHOICE SETS FOR $\ell_{1}=\ell_{2}=2$,
$\ell_{3}=\ell_{4}=\ell_{5}=\ell_{6}=4, \ell_{7}=8, \ell_{8}=36$, AND $m=3$ FOR MAIN EFFECTS ONLY

| $\cdots$ | $F+11111011$ | $\sqrt{7}+33330136$ | $F$ | $F+11111011$ | $F+33330136$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 00000000 | 11111011 | 33330136 | 1111101 | 22220112 | 00001037 |
| 22220002 | 33331013 | 11110138 | 33331103 | 00000114 | 22221039 |
| 21030013 | 32101024 | 10320149 | 3012:112 | 01230123 | 23011048 |
| 03210011 | 10321022 | 32100147 | 12301110 | 23010121 | 01231046 |
| 13120023 | 20231034 | 02010159 | 02031122 | 13100:33 | 31321058 |
| 31300021 | 02011032 | 20230157 | 20211120 | 31320131 | 13101056 |
| 32110030 | 03221041 | 21000166 | 23001131 | 30110142 | 12331067 |
| 10330032 | 21001043 | 03220168 | 01221133 | 12330144 | 30111069 |
| 23311042 | 30020053 | 12201178 | 32200143 | 03311154 | 21130079 |
| 01131040 | 12200051 | 30021176 | 10020141 | 21131152 | 03310077 |
| 02321051 | 13030062 | 31211107 | 13230150 | 20301161 | 02120006 |
| 20101053 | 31210064 | 13031109 | 31010152 | 02121163 | 20300008 |
| 30231061 | 01300072 | 23121117 | 21320160 | 32031171 | 10210016 |
| 12011063 | 23120074 | 01301119 | 03100162 | 10211173 | 32030018 |
| 11201072 | 22310003 | 00131128 | 00310173 | 11021104 | 33200029 |
| 33021070 | 00130001 | 22311126 | 22130171 | 33201102 | 11020027 |
| 00000004 | 11111015 | 333701310 | 11111105 | 22220116 | 000010311 |
| 22220006 | 33331017 | 111101312 | 33331107 | 00000118 | 222210313 |
| 21030017 | 32101028 | 103201413 | 30121116 | 01230127 | 230110412 |
| 03210015 | 10321026 | 321001411 | 12301114 | 23010125 | 012310410 |
| 13120027 | 20231038 | 020101513 | 02031126 | 13100137 | 313210512 |
| 31300025 | 02011036 | 202301511 | 20211124 | 31320135 | 131010510 |
| 32110034 | 03221045 | 210001610 | 23001135 | 30110146 | 123310611 |
| 10330036 | 21001047 | 032201612 | 01221137 | 12330148 | 301110613 |
| 23311046 | 30020057 | 122011712 | 32200147 | 03311158 | 211300713 |
| 01131044 | 12200055 | 300211710 | 10020145 | 21131156 | 033100711 |
| 02321055 | 13030066 | 312111011 | 13230154 | 20301165 | 021200010 |
| 20101057 | 31210068 | 130311013 | 31010156 | 02121167 | 203000012 |
| 30231065 | 01300076 | 231211111 | 21320164 | 32031175 | 102100110 |
| 12011067 | 23120078 | 013011113 | 03100166 | 10211177 | 320300112 |
| 11201076 | 22310007 | 001311212 | 00310177 | 11021508 | 332000213 |
| 33021074 | 00130005 | 223111210 | 22130175 | 33201106 | 110200211 |
| 00000008 | 11111019 | 333301314 | 11111109 | 222201110 | 000010315 |
| 222200010 | 333310111 | 111101316 | 333311011 | 000001112 | 22.210 .317 |
| 210300111 | 321010212 | 103201417 | 301211110 | 012301211 | 230110416 |
| 03210019 | 103210210 | 321001415 | 12301118 | 23010129 | 012310414 |
| 131200211 | 202310312 | 020101517 | 020311210 | 131001311 | 313210516 |
| 31300029 | 020110310 | 202301515 | 20211128 | 31320139 | 131010514 |
| 32110038 | 03221049 | 210001614 | 23001139 | 301101410 | 123310615 |
| 103300310 | 210010411 | 032201616 | 012211311 | 123301412 | 301110617 |
| 233110410 | 300200511 | 122011716 | 322001411 | 033111512 | 211300717 |
| 01131048 | 12200059 | 300211714 | 10020149 | 211311510 | -033100715 |
| 02321059 | 130300610 | 312111015 | 13230158 | 20301169 | 021200014 |
| 201010511 | 312100612 | 130311017 | 310101510 | 021211611 | 203000016 |
| 30231069 | 013000710 | 231211115 | 21320168 | 32031179 | 102100:14 |
| 120110611 | 231200712 | 013011117 | 031001610 | 102111711 | 320300116 |
| 112010710 | 223100011 | 001311216 | 003101711 | 110211012 | 332000217 |
| 33021078 | 00130009 | 223111214 | 22130179 | 332011010 | 110200215 |
| 000000012 | 111110113 | 333301318 | 111111013 | 222201114 | 000010319 |
| 222200014 | 333310115 | 111101320 | 333311015 | 000001116 | 222210321 |
| 210300115 | 321010216 | 103201421 | 301211114 | 012301215 | 230110420 |
| 032100113 | 103210214 | 321001419 | 123011112 | 230101213 | 012310418 |
| 131200215 | 202310316 | 020101521 | 020311214 | 131001315 | 313210520 |
| 313000213 | 020110314 | 202301519 | 202111212 | 3! 3201313 | 131010518 |
| 321100312 | 032210413 | 210001618 | 230011313 | 301101414 | 123310619 |
| 103300314 | 210010415 | 032201620 | 012211.315 | 123301416 | 301110621 |
| 233110414 | 300200515 | 122011720 | 322001415 | 033111516 | 211300721 |
| 011310412 | 122000513 | 300211718 | 100201413 | 211311514 | 033100719 |
| 023210513 | 130300614 | 312111019 | 132301512 | 203011613 | 021200018 |
| 203010515 | 312100616 | 130311021 | 310101514 | 021211615 | 203000020 |
| 302310613 | 013000714 | 231211119 | 213201612 | 320311713 | 102100118 |
| 120110615 | 231200716 | 013011121 | 031001614 | 102111715 | 320300120 |
| 112010714 | 223100015 | 00131:220 | 003101715 | 110211016 | 332000221 |
| 330210712 | 001300013 | 22311:218 | 221301713 | 332011014 | 110200219 |
| 000000016 | 111110117 | 333301322 | 1:1111:017 | 222201118 | 000010323 |
| 222200018 | 333310119 | 111101324 | 333311019 | 000001120 | 222210325 |
| 210300119 | 321010220 | 103201425 | 301211118 | 012301219 | 230110424 |
| 032100117 | 103210218 | 321001423 | 123011116 | 230101217 | 012310422 |
| 131200219 | 202310320 | 020101525 | 020311218 | 131001319 | 313210524 |
| 313000217 | 020110318 | 202301523 | 202111216 | 313201317 | 131010522 |
| 321100316 | 032210417 | 210001622 | 230011317 | 301101418 | 123.310623 |
| 103300318 | 210010419 | 032201624 | 012211319 | 123301420 | 301110625 |


| Fir | $6+1111011$ | $\bar{F}+33330130$ | $t i$ | $\mathrm{F}+11111011$ | $p^{2}+3.3330130$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 23.11048 | 300200519 | 122011724 | 322001419 | 033111590 | 211900729 |
| 011310416 | 122000517 | 300211722 | 100201417 | 211311518 | 033100723 |
| ก2.210517 | 130300618 | 312111029 | 132301516 | 203011677 | 021200022 |
| $2010+0519$ | 315100629 | 130311025 | 310101518 | 021211619 | 2030900024 |
| 302310617 | 013000718 | 231211123 | 213201616 | 320311717 | +02100122 |
| 120110619 | 231200720 | 013011125 | 0.31001618 | 102111719 | . 203040124 |
|  | 22, 1000119 | 001311224 | 00.301719 | 119211020 | 332000225 |
| 330210716 | 001300017 | 223111222 | 221301717 | .32011018 | 110250223 |
| 000000020 | 111110121 | 333301326 | 111111021 | 222201122 | 000010327 |
| 222200022 | 333310123 | 111101378 | 333311023 | 000011124 | 222:10, 29 |
| 210300123 | 321010224 | 109201429 | 301211122 | 012301223 | 23011042\% |
| 0.52100121 | 10.92102-2 | 321001427 | 1230111 0 | -30101221 | (0)12810426 |
| 131200223 | 202310324 | 020101529 | 020311232 | 131001323 | 313210528 |
| 313000231 | 020110322 | 202301927 | 202111230 | 313201321 | 131010526 |
| 321100530 | 0.32210421 | 210001620 | 230011.31 | 301101422 | 123210627 |
| 103300322 | 21001042.3 | 0.32201628 | 012211323 | 123301424 | (1)1110029 |
| 233110422 | 300200523 | 122011728 | 322001423 | 03.3111524 | 2113100729 |
| 011310420 | 122000521 | 300211726 | 100201421 | 211311523 | 03.3510727 |
| 1023210521 | 130300622 | 312111027 | 1.72301520 | 203011621 | 021200025 |
| 201010523 | 312100627 | 130311029 | 310101522 | 021211623 | 20.3010023 |
| 302910621 | 013000727 | 231211127 | 213201620 | 320311721 | 102100926 |
| 120110423 | 231200724 | 013011129 | 031001622 | 102111723 | 3203n0124 |
| 112010722 | 223100023 | 001311228 | 00.3101723 | 110211024 | 332050220 |
| 310210720 | 00170002 t | 223111226 | 221301721 | 332011072 | -10200297 |
| 000000024 | 111110125 | 333301330 | 1111:1025 | 222201126 | 0000103010 |
| 222200026 | 333310127 | 111101332 | 333311027 | 000001128 | 222210333 |
| 210.300127 | 321010228 | 10.2014 .3 .3 | 201211124 | 012301227 | 230110432 |
| 0.3100125 | 103210226 | 321001431 | 123011124 | 230101225 | (123104 ${ }^{\text {a }}$ |
| 1.1200227 | 202310.28 | 020101533 | 0203:1226 | 131001327 | 313210532 |
| . 113000225 | 020110326 | 202301531 | 202111224 | 313201325 | 171010.30 |
| 321300324 | 0.32210425 | 210001630 | 230011325 | 301101426 | 123:1063 |
| 103300326 | 210010427 | 032201632 | 012211327 | 123301428 | 3011106930 |
| 253110426 | 300200527 | 122011732 | 322001427 | 03.3111528 | 2113007 3.3 |
| 0)11310424 | 122000525 | 300211730 | 100201425 | 21:311524 | 03:1007:1 |
| 023210525 | 130300626 | 3121:1031 | 132301534 | 20.011625 | O21200030 |
| 201010537 | 31210062\% | 130311033 | 310101526 | 021211627 | 2030000.32 |
| 302310625 | 0131100726 | 231211131 | 21.3201674 | 320311725 | 1021001.03 |
| 120190627 | 23:200728 | 013011133 | 031001626 | 102111727 | 32030012 |
| 112010725 | 223100027 | 00:3:1232 | 00.3101727 |  | -32650233 |
| 330210724 | 001300025 | 223111230 | 221301725 | -32011026 | 11020023.1 |
| 000000028 | 111110129 | 3.3301.3.4 | 111111029 | 222201130 | 91100103, 5 |
| 222200030 | 333310131 | 11110130 | 33.33110 .3 i | 000001132 | 322 2071 |
| 210300131 | 321010232 | 10320141 | 301211130 | 012301231 | 23011040 |
| 032100129 | 103210230 | 321001435 | 123011128 | 230101220 | 0123104.34 |
| 111200231 | 202310332 | 192010151 | 020311230 | 131001331 | 31321090 |
| 313000220 | 020110.30 | 202301535 | 202111228 | 313201329 | 1310105534 |
| 32110032R | 032210429 | 2100016.34 | 230011329 | 301101430 | 123310635 |
| 103300330 | 210010431 | 1).3220160 | 012211331 | 123301432 | 30119061 |
| 23.3110430 | 300200.531 | 12201170 | 322001431 | 033111532 | 21120071 |
| 011310428 | 122000526 | 3002117.44 | 100201429 | 211.311530 | 037100735 |
| 023210529 | 130300630 | 312111035 | 132301528 | 203011639 | 0212000.34 |
| 201016531 | 312100632 | 1.3031101 | 315101530 | 02121163 | 203600000 |
| 302310800 | 01.3000730 | 231211135 | 21.3201628 | 320311720 | 1021901.34 |
| 120110631 | 231200732 | 0)1301111 | 0310016.30 | 1021117.1 | 32030010 |
| 112010730 | 223100031 | 00131120 | 00.3101731 | 1102110.22 | 3:200021 |
| 330210728 | 001300029 | 223111234 | 221301729 | 332011030 | 11020023 35 |
| 000000032 | 111110133 | 33.30132 | 1111110.33 | 2222011.44 | 00011933 |
| 2222000.34 | 333310135 | 11110134 | 333311075 | 00000110 | 22221035 |
| 2103001.35 | 32101020 | 10320145 | 301211134 | 012301235 | 23011044 |
| 0.32100133 | 103210234 | 3210014.3 | 123011132 | 230101233 | 012.1042 |
| 131200235 | 20231030 | 02010155 | 020311234 | 131001339 | 31321054 |
| 313000233 | 020110.34 | 20230153 | 202111232 | 313201333 | 13101052 |
| 32110033? | 032210433 | 21000162 | 230011333 | 3011014.4 | 12371867 |
| 1033003.4 | 210010435 | $032 \pm 0164$ | 012211335 | 12330:40 | 30111065 |
| 23.1104 .34 | 300200535 | 12201174 | 322001435 | 03.11150 | 21130075 |
| 011310432 | 122000533 | 30021172 | 100201433 | 211311534 | 0.3310073. |
| 02,210533 | 130300634 | 31211103 | 132301532 | 203011633 | 02:20002 |
| 201010535 | 31210060 | 13031105 | 310101534 | 021211635 | ? 03010004 |
| 302310633 | 013000734 | 23121113 | 2132016.32 | 320311733 | 10210012 |
| 120110635 | 23120070 | 01301115 | 031001634 | 162111735 | 32030014 |
| 11:20107.4 | 22.3100035 | 00131124 | 003101735 | 11021100 | 33200025 |
| 330210732 | 061300033 | 21311122 | 221301737 | 3.3011034 | 11020023 |

## 8. A. 2 NEAR-OPTIMAL CHOICE SETS FOR $\ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=4$, $\ell_{6}=2, \ell_{7}=\ell_{8}=8, \ell_{9}=24$, AND $m=3$ FOR MAIN EFFECTS ONLY

| F | $F+111111111$ | $\mathrm{F}+3333303310$ |
| :---: | :---: | :---: |
| 000000000 | 111111111 | 3333303310 |
| 000111567 | 111220678 | 3330010117 |
| 011121671 | 122230702 | 3000111211 |
| 011221712 | 122330023 | 3001112412 |
| 022231123 | 133300234 | 3111214513 |
| 022330234 | 133001345 | 3112205614 |
| 033300345 | 100011456 | 3222306715 |
| 033010456 | 100121567 | 3223007016 |
| 000000111 | 111111222 | 3333304411 |
| 000230653 | 111301764 | 3331201013 |
| 012311530 | 123020641 | 3012010610 |
| 013131304 | 120200415 | 3020216314 |
| 021320047 | 132031158 | 3102103717 |
| 023210472 | 130321503 | 3121007212 |
| 032101726 | 103210037 | 3210312516 |
| 031021265 | 102130376 | 3203115115 |
| 101110222 | 212221333 | 0300005512 |
| 102020376 | 213131407 | 0313106216 |
| 110200764 | 221311075 | 0031302114 |
| 112011640 | 223120751 | 0013011710 |
| 120131405 | 231200516 | 0130217315 |
| 121331051 | 232000162 | 0102213011 |
| 133320513 | 200031624 | 0222100413 |
| 133201137 | 200310248 | 0221314617 |
| 101110333 | 212221444 | 0300006613 |
| 103201241 | 210310352 | 0321315711 |
| 112030417 | 223101528 | 0013207417 |
| 110311175 | 221020206 | 0032014215 |
| 123120750 | 230231061 | 0120102010 |
| 121201506 | 232310617 | 0101310316 |
| 132031062 | 203100173 | 0213213112 |
| 130320624 | 201031735 | 0232101514 |
| 202221444 | 313330555 | 1311117714 |
| 201030735 | 312101046 | 1303202615 |
| 210301352 | 321010463 | 1032316012 |
| 213030521 | 320101632 | 1023200511 |
| 220311216 | 331020327 | 1132015416 |
| 223120160 | 330231271 | 1120104110 |
| 231210607 | 302321718 | 1201001317 |
| 232101073 | 303210104 | 1210313213 |
| 202221555 | 313330666 | 1311110015 |
| 203111014 | 310220125 | 1320013414 |
| 211130146 | 322201257 | 1000204716 |
| 211300463 | 322011574 | 1002307113 |
| 223001632 | 330110743 | 1123311612 |
| 220021327 | 331130438 | 1133116517 |

$$
\text { CHOICE SETS FOR } \ell_{1}=\ell_{2}=\ell_{3}=\ell_{4}=\ell_{5}=4, \ell_{6}=2, \ell_{7}=\ell_{8}=8, \ell_{9}=24, m=3
$$

| F | $\mathrm{F}+111111111$ | $\mathrm{F}+333303310$ |
| :---: | :---: | :---: |
| 230230270 | 301301301 | 1231205210 |
| 232310701 | 303021012 | 1212002.311 |
| 303331666 | 010000777 | 2322211116 |
| 302320102 | 013031213 | 2312104312 |
| 313210025 | 020321136 | 2021003515 |
| 312100257 | 023211368 | 2010305017 |
| 321000574 | 032111605 | 2103300214 |
| 320011743 | 031120054 | 2133012713 |
| 330121431 | 001230542 | 2230117611 |
| 331231310 | 002300421 | 2201216410 |
| 303331777 | 010000008 | 2322212217 |
| 301301420 | 012010531 | 2302317510 |
| 313021203 | 020130314 | 2023115313 |
| 310220036 | 021331147 | 2031103616 |
| 322210361 | 033321472 | 2111006111 |
| 322100615 | 033211726 | 2110301415 |
| 331011154 | 002120265 | 2203014014 |
| 330130542 | 001201653 | 2230200712 |
| 000000008 | 111111119 | 3333303318 |
| 0001115615 | 1112206716 | 333001011 |
| 011121679 | 1222307010 | 3000111219 |
| 0112217110 | 1223300211 | 3001112420 |
| 0222311211 | 1333002312 | 3111214521 |
| 0223302312 | 1330013413 | 3112205622 |
| 0333003413 | 1000114514 | 3222306723 |
| 0330104514 | 1001215615 | 322300700 |
| 000000119 | 1111112210 | 3333304419 |
| 0002306511 | 1113017612 | 3331201021 |
| 012311538 | 123020649 | 3012010618 |
| 0131313012 | 1202004113 | 3020216322 |
| 0213200415 | 1320311516 | 310210371 |
| 0232104710 | 1303215011 | 3121007220 |
| 0321017214 | 1032100315 | 321031250 |
| 0310212613 | 1021303714 | 3203115123 |
| 1011102210 | 2122213311 | 0300005520 |
| 1020203714 | 2131314015 | 031310620 |
| 1102007612 | 2213110713 | 0031302122 |
| 112011648 | 223120759 | 0013011718 |
| 1201314013 | 2312005114 | 0130217323 |
| 121331059 | 2320001610 | 0102213019 |
| 1333205111 | 2000316212 | 0222100421 |
| 1332011315 | 2003102416 | 022131461 |
| 1011103311 | 2122214412 | 0300006621 |
| 103201249 | 2103103510 | 0321315719 |
| 1120304115 | 2231015216 | 001320741 |
| 1103111713 | 2210202014 | 0032014223 |
| 123120758 | 230231069 | 0120102018 |
| 1212015014 | 2323106115 | 010131030 |
| 1320310610 | 2031001711 | 0213213120 |
| 1303206212 | 2010317313 | 0232101522 |


| F | $\mathrm{F}+111111111$ | $\mathrm{F}+333303310$ |
| :---: | :---: | :---: |
| 2022214412 | 3133305513 | 1311117722 |
| 2010307313 | 3121010414 | 1303202623 |
| 2103013510 | 3210104611 | 1032316020 |
| 213030529 | 3201016310 | 1023200519 |
| 2203112114 | 3310203215 | 113201540 |
| 223120168 | 330231279 | 1120104118 |
| 2312106015 | 3023217116 | 120100131 |
| 2321010711 | 3032101012 | 1210313221 |
| 2022215513 | 3133306614 | 1311110023 |
| 2031110112 | 3102201213 | 1320013422 |
| 2111301414 | 3222012515 | 100020470 |
| 2113004611 | 3220115712 | 1002307121 |
| 2230016310 | 3301107411 | 1123311620 |
| 2200213215 | 3311304316 | 113311651 |
| 230230278 | 301301309 | 1231205218 |
| 232310709 | 3030210110 | 1212002319 |
| 3033316614 | 0100007715 | 232221110 |
| 3023201010 | 0130312111 | 2312104320 |
| 3132100213 | 0203211314 | 2021003523 |
| 3121002515 | 0232113616 | 201030501 |
| 3210005712 | 0321116013 | 2103300222 |
| 3200117411 | 0311200512 | 2133012721 |
| 330121439 | 0012305410 | 2230117619 |
| 331231318 | 002300429 | 2201216418 |
| 3033317715 | 0100000016 | 232221221 |
| 301301428 | 012010539 | 2302317518 |
| 3130212011 | 0201303112 | 2023115321 |
| 3102200314 | 0213311415 | 203110360 |
| 322210369 | 0333214710 | 2111006119 |
| 3221006113 | 0332117214 | 2110301423 |
| 3310111512 | 0021202613 | 2203014022 |
| 3301305410 | 0012016511 | 2230200720 |
| 0000000016 | 1111111117 | 333330332 |
| 0001115623 | 111220670 | 333001019 |
| 0111216717 | 1222307018 | 300011123 |
| 0112217118 | 1223300219 | 300111244 |
| 0222311219 | 1333002320 | 311121455 |
| 0223302320 | 1330013421 | 311220566 |
| 0333003421 | 1000114522 | 322230677 |
| 0330104522 | 1001215623 | 322300708 |
| 0000001117 | 1111112218 | 333330443 |
| 0002306519 | 1113017620 | 333120105 |
| 0123115316 | 1230206417 | 301201062 |
| 0131313020 | 1202004121 | 302021636 |
| 0213200423 | 132031150 | 310210379 |
| 0232104718 | 1303215019 | 312100724 |
| 0321017222 | 1032100323 | 321031258 |
| 0310212621 | 1021303722 | 320311517 |


| F | $\mathrm{F}+111111111$ | $\mathrm{F}+333303310$ |
| :---: | :---: | :---: |
| 1011102218 | 2122213319 | 030000554 |
| 1020203722 | 2131314023 | 031310628 |
| 1102007620 | 2213110721 | 003130216 |
| 1120116416 | 2231207517 | 001301172 |
| 1201314021 | 2312005122 | 013021737 |
| 1213310517 | 2320001618 | 010221303 |
| 1333205119 | 2000316220 | 022210045 |
| 1332011323 | 200310240 | 022131469 |
| 1011103319 | 2122214420 | 030000665 |
| 1032012417 | 2103103518 | 032131573 |
| 1120304123 | 223101520 | 001320749 |
| 1103111721 | 2210202022 | 003201427 |
| 1231207516 | 2302310617 | 012010202 |
| 1212015022 | 2323106123 | 010131038 |
| 1320310618 | 2031001719 | 021321314 |
| 1303206220 | 2010317321 | 023210156 |
| 2022214420 | 3133305521 | 131111776 |
| 2010307321 | 3121010422 | 130320267 |
| 2103013518 | 3210104619 | 103231604 |
| 2130305217 | 3201016318 | 102320053 |
| 2203112122 | 3310203223 | 113201548 |
| 2231201616 | 3302312717 | 112010412 |
| 2312106023 | 302321710 | 120100139 |
| 2321010719 | 3032101020 | 121031325 |
| 2022215521 | 3133306622 | 131111007 |
| 2031110120 | 3102201221 | 132001346 |
| 2111301422 | 3222012523 | 100020478 |
| 2113004619 | 3220115720 | 100230715 |
| 2230016318 | 3301107419 | 112331164 |
| 2200213223 | 331130430 | 113311659 |
| 2302302716 | 3013013017 | 123120522 |
| 2323107017 | 3030210118 | 121200233 |
| 3033316622 | 0100007723 | 232221118 |
| 3023201018 | 0130312119 | 231210434 |
| 3132100221 | 0203211322 | 202100357 |
| 3121002523 | 023211360 | 201030509 |
| 3210005720 | 0321116021 | 210330026 |
| 3200117419 | 0311200520 | 213301275 |
| 3301214317 | 0012305418 | 223011763 |
| 3312313116 | 0023004217 | 220121642 |
| 3033317723 | 010000000 | 232221229 |
| 3013014216 | 0120105317 | 230231752 |
| 3130212019 | 0201303120 | 202311535 |
| 3102200322 | 0213311423 | 203110368 |
| 3222103617 | 0333214718 | 211100613 |
| 3221006121 | 0332117222 | 211030147 |
| 3310111520 | 0021202621 | 220301406 |
| 3301305418 | 0012016519 | 223020074 |
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