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Foreword

Consciousness and Cautiousness

There was a time, not so long ago, when the word “consciousness’” was not welcome in scientific papers.
This attitude, often based on a laudable sense of cautiousness but sometimes bordering on ‘taboo’, was
nicely captured by George Miller:

“consciousness is a word worn smooth by a million tongues.... Maybe we should ban the word
for a decade or two until we can develop more precise terms for the several uses which “con-
sciousness’ now obscures.” (in Psychology, The Science of Mental Life, 1962).

Fortunately, neither Miller himself nor many other great scientists including Michael Posner, Larry
Weiskrantz, Tim Shallice, or Dan Schacter heeded this advice. In the 1970s and 1980s, consciousness
research saw a slow but persistent progress, owing to the development of many paradigms as diverse as the
split-brain, neglect and blindsight conditions, sleep and anesthesia, the implicit—explicit dissociation, the
attention-orienting “Posner task”, or subliminal priming experiments. A steady flow of papers on con-
sciousness kept irrigating the field, but the C word itself was rarely used — only the attentive reader could
see that quite a lot of the research bore directly on problems related to consciousness.

Not until the late 1980s did we see an explosion of work directly aimed at exploring the nature of
consciousness. I will not attempt to identify all of the causes for this major change, as this is a task for
historians of science. In my opinion, however, the movement started under the impulse of highly visible
publications by several neuroscientists and psychologists. Jean-Pierre Changeux’s Neuronal Man (1983),
Gerald Edelman’s Remembered Present (1989), Bernard Baars’s Cognitive Theory of Consciousness (1989),
and Crick and Koch’s Towards a Neurobiological Theory of Consciousness (1990) all paved the way toward
the present state of affairs. Consciousness has now become an amazingly dynamical and almost dizzying
field of research, ripe with many interesting discoveries, and a constant buzzing, blooming confusion of
articles and books at the rate of hundreds per year.

This situation is justified, to some extent, by the breadth of the scientific database that suddenly appears
as relevant to consciousness research. Contributions in the field exhibit an extreme diversity that cuts across
the traditional boundaries of scientific disciplines. Whoever aims at understanding this domain must be
ready to jump from philosophy of mind to studies of coma, from minute psychological designs in artificial
sequence learning to mathematical definitions of information integration, from anatomical studies of
anterior cingulate to the complex methods of primate electrophysiology.

It is in this context that the present volume may be particularly valuable. The distinguished panel of
philosophers, modelers, psychologists, physicians, and neuroscientists assembled here provides an acces-
sible, yet in-depth perspective on many of those fields of research. Rarely has such a diversity of points of
view been made available in a single volume. Browsing through them provides an exciting window into the
forefront of consciousness research, as well as the associated philosophical, ethical, and clinical issues.

Yet has the pendulum swung too far? Shouldn’t we be a little bit more cautious in our broad use of
the word ““consciousness”? Many scientists — who also tend to be referees — still think that we would
be better off using only the technical terms of our trade (implicit/explicit, overt/covert, awake/asleep,
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masked/unmasked), and that appealing to the over-encompassing concept of consciousness does not add
much. In many circles, it is still considered as the wisest and most cautious approach to carefully avoid any
mention of the term “‘consciousness”. In the field of subliminal priming, for instance, it remains customary
to read papers in which awareness of the primes was not even measured.

I personally believe that black-outing consciousness is a major error. If some of our theories are even
partly correct, the absence or presence of consciousness corresponds to a major change in the activity of the
nervous system (Dehaene and Changeux, 2004; Dehaene and Naccache, 2001). Indeed, radical metabolic
changes occur in a highly distributed thalamo-cortical system when normal subjects or comatose patients
fall in and out of awareness (Laureys, Owen and Schiff, 2004). Such changes in state also imply changes in
access to consciousness: the brain activations evoked by the same stimulus can differ importantly as a
function of the state during which they occur (Portas et al., 2000). To take another example, recent
experiments using masked priming suggest that the results can change dramatically when one sorts the
subjects into two groups, those that perceived some of the primes and those that did not (Kouider and
Dupoux, 2001). This is hardly surprising, because conscious access makes available a diversity of processes
of immediate interest to any psychologist: access to episodic memory, verbal report, consumption of
attentional resources. Indeed, consciousness may permeate almost all fields of human research: the “stra-
tegic biases” that have been the curse of psychological experimentation for decades in fact reflect the
operation of a conscious brain that has its autonomy and cannot be enslaved by the experimenter’s
instructions.

I am therefore persuaded that, with the hindsight of time, our past neglect of consciousness will be
considered as a major error, one that delayed for decades the progress of our discipline. Still, we have to
sort the wheat from the chaff. Cautiousness remains deeply needed as we begin to converge on a set of
methodologies for studying consciousness, and of theories with which to assess the results. The present
volume, by confronting many points of view in the field, is likely to serve as an important landmark on the
way to this ultimate goal.

Suggested Readings:

Dehaene, S. and Changeux, J. P. (2004). Neural mechanisms for access to consciousness. In: M. Gazzaniga (Ed.), The Cognitive
Neurosciences (3rd ed.) vol. 82, Norton, New York, pp. 1145-1157.

Dehaene, S. and Naccache, L. (2001) Towards a cognitive neuroscience of consciousness: Basic evidence and a workspace framework.
Cognition, 79: 1-37.

Kouider, S. and Dupoux, E. (2001) A functional disconnection between spoken and visual word recognition: Evidence from un-
conscious priming. Cognition, 82(1): B35-B49.

Laureys, S., Owen, A.M. and Schiff, N.D. (2004) Brain function in coma, vegetative state, and related disorders. Lancet Neurol., 3(9):
537-546.

Portas, C.M., Krakow, K., Allen, P., Josephs, O., Armony, J.L. and Frith, C.D. (2000) Auditory processing across the sleep-wake
cycle: Simultaneous EEG and fMRI monitoring in humans. Neuron, 28(3): 991-999.

Stanislas Dehaene
President-elect ASSC
Onsay, France



Foreword

There are probably too many books on consciousness. The topic inspires the imagination of many scholars
but truly only a few neurologists. I have barely finished one or two books and I admit more books laid
down. The shortcomings of these works are blindly obvious — the material does not really apply to my
clinical practice.

This book is different. Laureys and contributors have taken up the task to link biocognitive theories,
functional neuroimaging, and clinical descriptions of known comatose states, and the result is impressive.
The authors have mined this complex and disputatious field and its entire consolidated work is very
readable. True, there are chapters that would make many clinical neurologists cringe, but there is nothing
wrong with that. There are several superb clinical chapters that should be required reading for anyone
treating patients in altered states of consciousness or is involved with long-term care of patients in a
vegetative state. Outstanding chapters are the chapter on brain death (one of my odd hobbies too) and an
important chapter on the minimally conscious state that contains a serious attempt to define its legitimate
use. Finally, there is a nice chapter on neuropathology of the vegetative state by Graham and associates.
Professor Jennett provides an important clinical chapter on vegetative state. The legal problems
surrounding withdrawal of support in a patient with a vegetative state continue to surface once in a
while, often with family members blaming each other, causing unnecessary tensions. I was particularly
interested in the chapter on near-death experience in cardiac arrest survivors, particularly because I thought
there would be an easy physiological explanation for this phenomenon. The book provides a good basis for
further studies.

Many clinicians have been laying the basis for the understanding of mechanisms of unconsciousness,
notably Plum, Posner, and Ropper. Others have defined death by neurological criteria (Schwab and
Adams). The role of the clinician — in these modern times often a neurointensivist — is important and new
observations are constantly published that help us understand how abnormal consciousness may occur.
MRI has been a godsend and now helps to understand why some patients do not awaken after meningitis
(e.g. infarcts in pons or thalami), general anesthesia (e.g. multiple territorial cerebral infarctions) and may
reassure when serial studies are normal (e.g. status epilepticus). Dr. Laureys’ book resists easy
simplification of the complex issue of impaired consciousness and comatose states. It is probably one of
the most ambitious monograph in this field.

Eelco F.M. Wijdicks
Mayo Clinic College of Medicine
Rochester, USA
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Preface

A genuine glimpse into what consciousness is would be the scientific achievement, before which all
past achievements would pale. But at present, psychology is in the condition of physics before
Galileo.

William James, 1899

This volume has a bold ambition. It aims to confront the latest theoretical, philosophical, and
computational insights in the scientific study of human consciousness with the most recent behavioral,
neuroimaging, electrophysiological, pharmacological, and neuropathological data on brain function in
states of impaired consciousness such as brain death, coma, vegetative state, minimally conscious state,
locked-in syndrome, near-death experiences, out-of-body experiences, hysteria, general anesthesia,
dementia, epilepsy, sleep, hypnosis, and schizophrenia.

i

Fig. 1. Lost ‘consciousnologist’. The challenging search for the neural correlate of consciousness (NCC) in the brain, the “most
complicated material object in the known universe”. Reproduced with permission—copyright C. Laureys.
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The interest of this is threefold. First, the exploration of brain function in diseases of consciousness
represents a unique lesional approach to the scientific study of consciousness and adds to the worldwide
effort to identify the “neural correlate of consciousness” (NCC) (Fig. 1). Second, patients with altered
states of consciousness continue to represent a major clinical problem in terms of clinical assessment,
treatment, and daily management. Third, new scientific insights in this field have major ethical and social
implications, which are the topic of the last part of this book.

There are many recent monographs on consciousness (e.g., Metzinger, 2000; Zeman, 2003; Cleeremans,
2003; Edelman, 2004; Koch, 2004 to name but a few) and this one certainly is not the best one around.
However, this book’s contributions demonstrate a rarely encountered fertile mixture that cuts across
traditional boundaries of scientific and medical disciplines and confronted distinguished philosophers,
modelers, physiologists, pharmacologists, psychologists, physicians, and neuroscientists from all over the
world. Even if still far away from unravelling all the mysteries of consciousness and the NCC, I believe
many of the 40 chapters in this book offer a genuine forefront glimpse on the solution to the millennia-old
mind-body conundrum.

“Consciousness is the guarantor of all we hold to be human and precious”, writes Gerald Edelman
(2004). 1 hope this book will not only be of some guidance to the ever increasing number of
“consciousnologists”, but, more importantly, might ultimately improve our care and understanding of
patients suffering from disorders of consciousness.

This book grew out of the Eighth Conference of the Association for the Scientific Study of Consciousness
(ASSC; www.assc.caltech.edu) held on June 26-28, 2004, and its satellite symposium on ‘Coma and
Impaired Consciousness’, which took place on June 24, 2004, both at the University of Antwerp, Belgium. I
had the honor to act as the principal organizer for the latter and co-organizer of the former, and it is
thrilling to present here a selection of the many excellent contributions that were made there. I am very
much indebted to Professor Erik Myin (Philosophy, University of Antwerp), chair of ASSCS.
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CHAPTER 1
What in the world i1s consciousness?

Adam Zeman™

Department of Clinical Neurosciences, Western General Hospital, University of Edinburgh, Edinburgh EH4 2XU, UK

Abstract: The concept of consciousness is multifaceted, and steeped in cultural and intellectual history.
This paper explores its complexities by way of a series of contrasts: (i) states of consciousness, such as
wakefulness and sleep, are contrasted with awareness, a term that picks out the contents of consciousness,
which range across all our psychological capacities; (i) consciousness is contrasted to self-consciousness,
which is itself a complex term embracing self-detection, self-monitoring, self-recognition theory of mind
and self-knowledge; (ii1) “narrow” and “broad” senses of consciousness are contrasted, the former re-
quiring mature human awareness capable of guiding action and self-report, the latter involving the much
broader capacity to acquire and exploit knowledge; (iv) an “inner” conception of consciousness, by which
awareness is essentially private and beyond the reach of scientific scrutiny, is contrasted with an “outer”
conception which allows that consciousness is intrinsically linked with capacities for intelligent behavior;
and finally (v) “easy” and “hard” questions of consciousness are distinguished, the former involving the
underlying neurobiology of wakefulness and awareness, and the latter the allegedly more mysterious
process by which biological processes generate experience — the question of whether this final distinction is
valid is a focus of current debate. Varied interests converge on the study of consciousness, from the sciences
and the humanities, creating scope for interdisciplinary misunderstandings, but also for a fruitful dialog.

Introduction

The current surge of excitement about the science of
consciousness, attested by this volume, flows from
several sources — the techniques of functional im-
aging are enabling us to see something of what
happens in the brain during experience, and during
its absence in states such as coma (Laureys et al.,
2001); the idea that much of the brain’s activity
proceeds without giving rise to awareness is encour-
aging a “contrastive analysis” of the neural subst-
rates of conscious and unconscious processes
(Baars, 2002); progress in the design of intelligent
machines is allowing us to glimpse what it might
take to create an artificial consciousness (see
Aleksander elsewhere in this volume). Interestingly,
these scientific developments are also bolstering our
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confidence in the value and veracity of first-person
testimony, as some of the most intriguing but elusive
phenomena of experience — imagery (Ishai et al.,
2000), hallucinations (Ffytche et al., 1998), shivers
down the spine (Blood and Zatorre, 2001; Griffiths
et al., 2004) — are shown to have informative, dis-
tinctive neural correlates. Against this intellectual
background, everyone interested in consciousness is
bound to look for ways of resolving the tension be-
tween the first- and third-person views of our lives,
and ways of understanding how experience can be at
once real, functional, and rooted in our physical
existence (Zeman, 2001, 2002).

This endeavor is of course an ancient one. The
contemporary ‘“‘problem of consciousness” flags
up our version of a time-honored quest for a fully
satisfying explanation of the relationship between
mind and body. How does what passes through
our minds relate to the events occurring in our
brains? How do the anatomy and physiology of



the hundred billion neurons inside our heads gen-
erate awareness — what the poet Louis MacNiece
described as “‘the sluice of hearing and seeing,” the
taste of honey, a needle’s prick, the scent of burn-
ing rubber, the bite of a cold wind, the vivid pro-
cession of moments of experience that composes
our conscious lives?

The belief that the key to a solution lies in a
fuller understanding of the brain is also ancient, as
revealed by this famous, and astonishingly presci-
ent, passage from Hippocrates™ text “On the Sa-
cred Disease”(Jones, 1923):

Men ought to know that from the brain,
and from the brain only, arise our pleas-
ures, joys, laughters and jests, as well as
our sorrows, pains, griefs and tears.
Through it...we think, see, hear, and
distinguish the ugly from the beautiful,
the bad from the good, the pleasant
from the unpleasant...sleeplessness, in-
opportune mistakes, aimless anxieties,
absent-mindedness, and acts that are
contrary to habit. These things that we
suffer all come from the brain... Mad-
ness comes from its moistness.

But progress in understanding how experience
“arises” from the brain has been disappointingly
slow over the ensuing two and half millennia. E.O.
Wilson, in 1998, could still identify the problem as
a central issue in science (Wilson, 1998):

...the master unsolved problem of biol-
ogy: how the hundred million nerve cells
of the brain work together to create
consciousness...

To make matters worse, there have always been
skeptics who have doubted that we will ever find
what we are seeking in the brain. Leibniz voiced
such doubts in Monadology, which invites us to
imagine walking into the midst of an artificial
brain (Leibniz, 1714):

Perception and that which depend on it
are inexplicable by mechanical causes,
that is by figures and motions. And
supposing there were a machine so con-
structed as to think, feel and have per-

ception, we could conceive of it as
enlarged and yet preserving the same
proportions, so that we might enter into
it as into a mill. And this granted, we
should only find on visiting it, pieces
which push against one another, but
never anything by which to explain per-
ception.

Such pessimism may seem unwarranted, even cur-
mudgeonly, set against the exciting recent work |
have referred to. Yet this skepticism is a recurring
theme. It has at least two possible sources. The
first is the thought that our experience, unlike the
brain from which it “arises”, is private, invisible,
immaterial, ghostly, and inaccessible to the meth-
ods of science. If so, no amount of peering and
poking in the brain will allow us to find what we
are seeking: in this case an orthodox scientific ex-
planation is simply not available for consciousness,
although it may be for behavior, and for events in
the brain. This thought suggests that we have been
seeking the wrong kind of explanation for the
phenomenon of interest. But there is another pos-
sibility: that we have been looking for the right
kind of explanation for the wrong kind of thing.
Perhaps experience is not what we took it to be.
This line of thought is currently popular. It sug-
gests that our concept of consciousness has misled
us into hunting for a theory of an illusion.

How could this happen? We need to acknowl-
edge, as Dan Dennett has repeatedly reminded us
(Dennett, 1991), that “consciousness” is not a
straightforward scientific term. On the contrary, it
belongs to a network of associated concepts that
has evolved over centuries under the pressure of a
host of cultural influences — scientific, artistic,
philosophical, and religious. The network includes
other terms such as “mind,” “self”” (Berrios and
Markova, 2003), “soul” and “spirit.” Making a
scientific sense of these, and all their connotations,
is a tall order. Figure 1 shows some of the beliefs of
250 undergraduates at the University of Edinburgh
on aspects of the relationship of mind to brain
(data submitted for publication), underlining the
distance that already exists between the beliefs of
most neuroscientists about consciousness and those
which are held by a wider but well-educated public.
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(Liew et al., submitted).

All of us may need to reconceive the scientific tar-
get of the quest for “consciousness” in the light of
the evidence emerging from the quest. This process
will take time.

The complexity and nuances of the concept
provide a reason for opening this volume with
some introductory thoughts on what we mean by
consciousness. I will not be able to resolve its
complexities here but can try, at least, to clarify the
concept, by way of a series of contrasts designed to
highlight its multiple dimensions of ambiguity.

Wakefulness versus awareness

Consciousness has two key senses in colloquial
English: wakefulness and awareness. Wakefulness
is a state of consciousness, distinguished from
other states such as sleep and coma. These states
admit of degrees: we can be wide awake or half
awake, lightly or deeply anesthetized. We are nor-
mally confident of our ability to judge an individ-
ual’s state of consciousness, in this first sense, with
the help of objective criteria, like those of the
Glasgow Coma Scale (Teasdale and Jennett,
1974): having one’s eyes open is generally an in-
dication of wakefulness — being able to converse
pretty much settles the matter.

We usually assume that anyone who is awake
will also be aware — in other words, not merely
conscious but conscious of something. Objective
criteria are still helpful in ascertaining the presence
of consciousness in this second sense — anyone
who can obey your instructions and tell you the
date is presumably aware — but it has a much
stronger connotation of subjectivity than the first
sense: as we all know, it is often hard to be sure
about what is passing through another person’s
mind on the basis of their behavior.

The general properties of awareness — the con-
tents of consciousness — have been much dis-
cussed. There is a consensus about the following
properties: the contents of consciousness are rela-
tively stable for short periods of a few hundred
milliseconds, but characteristically changeable over
longer ones; they have a narrow focus at a given
moment, but over time our awareness can range
across the spectrum of our psychological capacities,
allowing us to be aware of sensations, percepts,
thoughts, memories, emotions, desires, and inten-
tions (our current awareness often combines ele-
ments from several of these psychological domains);
our awareness is personal, allowing us a distinctive,
limited perspective on the world; it is fundamental
to the value we place on our lives: keeping people
alive once their capacity for awareness has been



permanently extinguished is widely regarded as a
wasted effort.

The relationships between wakefulness, aware-
ness, and their behavioral indices are more in-
volved than they appear at first sight (Fig. 2). As a
rule, while we are awake we are aware. But the
phenomena of wakefulness and awareness do not
always run parallel. The vegetative state, which
results from profound damage to the cerebral
hemispheres and thalami, with relative preserva-
tion of the brainstem, is a state of “wakefulness
without awareness.” Conversely, when we dream,
we are asleep yet aware. Nor can we always rely on
behavioral criteria to diagnose consciousness: pa-
tients paralyzed for surgery may be fully aware —
if the anesthetic drug has failed to reach them —
but completely unable to manifest their awareness;
patients “locked in” by a brain stem stroke may
appear unconscious until someone recognizes their
ability to communicate by movements of their eyes
or eyelids (see Laureys et al., elsewhere in this
volume).

This is not the place to embark on an account of
the science that bears on these two key senses of
consciousness, except to point out that a great deal
of contemporary neuroscience is relevant. The bi-
ological basis of conscious states has been eluci-
dated by work, exploring their electrical correlates
in the EEG, and their control by the structures in

Objective Subjective
Arousal Awareness
i ??Zombies
GCs Paralysis
15 Full behavioral Normal
integration awareness pitifaceted:
Perception
Memory
Language
Volition
e » Emotion
\ Vegetative state
Sleep
Absence of
3 Coma awareness
REM sleep

Fig. 2. Interrelationships between arousal and awareness. See
text for explanation. “Zombies” are theoretical beings discussed
by philosophers who display the signs of consciousness, yet lack
experience: the plausibility of such beings is controversial.

the brain stem, thalamus, and basal forebrain,
which regulate the sleep—wake cycle. The biolog-
ical basis of awareness is a major target of research
in cognitive neuroscience: the study of vision, for
instance, has revealed numerous detailed correla-
tions between aspects of visual experience and fea-
tures of neural processing (Zeman, 2001, 2002) (see
Naccache, elsewhere in this volume).

Consciousness versus self-consciousness

The term “‘self-consciousness” is sometimes used
in medical contexts as if its meaning were self-
evident. I doubt this: self-consciousness is a pe-
culiarly complex idea, not too surprisingly, as it
combines two others — “‘self”” and “‘conscious”
— each of which is multifaceted (Berrios and
Markova, 2003). I shall try to tease apart its
principle strands.

The distinction between “self” and ‘“‘other” is
biologically crucial: there are many activities that
we need to direct toward other objects in the world
— like eating them — which would be disastrous if
we directed toward ourselves. We should expect to
find strategies for drawing this distinction in the
simplest organisms. But “self-consciousness” im-
plies more than an ability to behave differently
toward self and other: it requires a representation
of self and other. A variety of different kinds of
representation fall out of the senses I shall discuss
(and number for ease of reference).

The colloquial sense of self-consciousness (i) — a
proneness to embarrassment in the presence of
others is rather sophisticated, as it implies the
subject’s awareness that the awareness of others is
directed on her. A second sense (ii), self-conscious-
ness as self-detection refers to a family of forms of
self-consciousness that are probably present in
many animals. This family includes awareness of
stimuli that directly impinge on the body (the ant
walking up your arm); of proprioceptive informa-
tion about bodily position that contributes sub-
stantially to our body image; of information about
actions that we are about to perform or are per-
forming, giving rise to a sense of agency; of infor-
mation about bodily state (hunger, thirst, etc.); and
of emotions, like fear or affection, which signal the




state of our relationship to objects and to people
around us, and without which we are liable to lose
the sense of our own reality or that of the world, as
in “depersonalization” and “‘derealization.”

A third sense, (iii) — self-consciousness as self-
monitoring extends self-detection in time into past
and future, and in range, to encompass more
plainly cognitive abilities. It refers to the ability to
recall the actions we have recently performed
(Beninger et al., 1974), and to our ability to predict
our chances of success in tasks which challenge
memory (Hampton, 2001) or perception (Smith
et al., 2003): we undoubtedly possess these abili-
ties, and ingenious experiments in comparative
psychology (Beninger et al., 1974; Hampton, 2001;
Smith et al., 2003) suggest that many other ani-
mals have them too.

Senses (ii) and (iii) require representation of
various activities and capacities of self rather than
any unified concept. Senses (iv) and (v), discussed
below, draw closer to what we normally have in
mind, I suspect, when we speak of self-awareness.
The fourth sense, (iv) — self-consciousness as self-
recognition alludes to our ability to recognize our
own bodies as our own, for example in mirrors
(i.e., mirror self-recognition). Human children de-
velop this ability at around 18 months (Parker
et al., 1994). Gordon Gallup discovered in the
1970s that if apes are given experience with a mir-
ror they will soon realize that they are looking at
themselves, while their monkey cousins apparently
fail to grasp this fact despite extensive exposure
(Gallop, Jr., 1970). Recent evidence suggests that
dolphins can also acquire mirror self-recognition
(Reiss and Marino, 2001); there are claims for
pigeons (Epstein et al., 1981) and magpies (Stoerig,
P., personal communication).

Between the ages of 18 months and around 5
years, human children take a further major intel-
lectual stride: they come to appreciate that as well
as being objects, that can be inspected in mirrors,
they are also subjects, of experience — they possess,
in other words, not only bodies, but also minds
(Parker et al., 1994). The awareness of ourselves as
subjects of experience opens up a world of new
possibilities for understanding our own behavior
and the behavior of others in terms of desires and
beliefs, and for implanting and manipulating these

(Baron-Cohen, 1995; Frith and Frith, 1999). It has
been described as the acquisition of a “‘theory of
mind.” Once we realize that others, like ourselves,
have a limited, personal perspective on the world,
we can choose to inform, misinform, and influence
them in a host of entertaining and profitable ways.
This “awareness of awareness” is the penultimate
sense (v) of self-consciousness. The degree to which
animals other than man possess this awareness is
debated.

Finally, we use “‘self-consciousness’ to refer to
our self-knowledge in its broadest sense (vi) —
one’s knowledge of oneself as the hero of a
personal narrative, deeply conditioned by one’s
circumstances and cultural background: contrast
our self-knowledge at 6, 16 and 60 years or the
conceptions of self in a medieval monk and a con-
temporary scientist. The capacity to relive our past
in the form of ““‘mental time-travel” constitutes the
“autonoetic awareness,” which Endel Tulving has
identified as the distinctively human intellectual
achievement (Tulving, 1985). Self-depiction is
a central focus of art, another distinctive human
activity.

What is the relationship between consciousness
and self-consciousness? The implication of the last
few paragraphs is that it would be unwise to give a
general answer to this question: one needs first to
specify the senses of consciousness and self-con-
sciousness one has in mind. Two contrasting, con-
troversial, but influential ideas about this
relationship deserve a mention here, although
space constraint prevents me from pursuing them
further: first, the notion that some form of prere-
flective self-awareness or “‘ipseity’ is presupposed
by even simple forms of perceptual awareness
(when I look at the glass I experience “my seeing
the glass™); and second, the idea that awareness is
summoned into being by self-awareness, specifi-
cally by the acquisition of a theory of mind, the
idea at the core of some “top-down” theories of
consciousness (Humphrey, 1978).

Consciousness narrow versus consciousness broad

The third distinction can be introduced via the
etymology of “consciousness.”” The Latin
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“conscientia,” the root of our ‘“consciousness,”
was formed by the combination of “‘cum,” mean-
ing “with,” and ‘“‘scio,” meaning “know” (Lewis,
1960). In its narrow, but strong, sense, conscientia
means knowledge shared with another, often
guilty knowledge of the kind one might share with
a fellow conspirator. By metaphorical extension it
could refer to “knowledge shared with oneself,”
but alongside this “‘strong’ usage, conscientia was
sometimes used in a broad, or weak, sense, in
which it meant, simply, knowledge.

The tension between these two senses lives on, 1
suspect, in our current use of “‘consciousness.” We
sometimes reserve the word for mental states the
contents of which we can “‘share” fully with our-
selves. For example, I am currently conscious of
the book lying on my desk: I could describe it to
you, read its cover, reach out and pick it up. In
other words, I can report my visual awareness of
the book and use it to guide a range of actions.
This is full-blooded awareness, consciousness
“narrow’’ and “‘strong.” Yet we are often inclined
to attribute consciousness to creatures who lack
the full repertoire of “conscious” behavior: alin-
guistic animals, prelinguistic infants, and dyspha-
sic adults for example. We are even tempted to
attribute consciousness in a certain sense in cases
where its absence in the strong sense is precisely
the focus of our interest. For example, consider
experiments in which subject’s improving perform-
ance in a psychological task reveals that they must
be learning a rule (or a “‘grammar’’) governing the
task, yet they are unable to explain how they are
improving their performance, unable to articulate
the rule (Berns et al., 1997) (see Destrebecqz and
Peigneux, elsewhere in this volume). There is an
inclination to say that “in some sense”’ they must
have become conscious of the rule even though, in
another sense, they are learning it unconsciously.
The first sense here is consciousness “‘broad” or
“weak,” consciousness as knowledge.

At the “broad” or “weak’ extreme of this spec-
trum lies a range of processes that we normally re-
gard as quintessentially ‘‘unconscious’: for
example, blindsight (Weiskrantz, 1998) and its ana-
logs blind touch and blind smell (Sobel et al., 1999),
priming by neglected stimuli (Rees et al., 2000),
priming by masked stimuli (Dehaene et al., 1998),

the processing of ““‘unseen” visual stimuli in exper-
iments using binocular rivalry (Kanwisher, 2000) or
binocular extinction (Moutoussis and Zeki, 2002)
or in states of impaired awareness, like the vegeta-
tive and minimally conscious states (Laureys et al.,
2001) (see Schiff, Giacino, and Owen et al., else-
where in this volume). Examples like these create an
opportunity for neuroscientists to contrast the fea-
tures of “conscious” and ‘“‘unconscious” neural
processing (Baars, 2002). These contrasts are in
their early days but so far indicate that several
plausible candidates can influence the chances that
a given stream of neural processing will give rise to
awareness: the amplitude and duration of the as-
sociated activity, its degree of synchronization (see
Ribary, elsewhere in this volume), its site (for ex-
ample, cortical or subcortical) and its neural
“reach” or connectivity.

The most popular current model of conscious
processing proposes that it occurs when individu-
ally unconscious modules of cognitive function —
conceived of in either psychological or anatomical
terms — join forces and communicate. In Baars’
global workspace theory (Baars, 2002) and De-
haene’s neuronal workspace model (Dehaene and
Naccache, 2003), information becomes conscious
when it is broadcast widely through the brain, al-
lowing forms of cognitive performance that are
otherwise unattainable (see Baars, elsewhere in this
volume). Dehaene suggests, for example, that these
include the bridging of delays, inhibition of habit-
ual responses, the planning, evaluation and mon-
itoring of novel strategies, and higher Ievel
semantics. Whether awareness really depends on
a qualitatively distinct style of neural processing or
rather is a straightforward function of variables
such as amplitude and site is a major empirical
question for the next decade.

Consciousness inner versus consciousness outer

Some readers will have a nagging sense that the
distinction between broad and narrow senses of
consciousness in the last section misses the real
point of interest: it fails to capture the essential
difference between conscious and unconscious
processes. Whether information is conscious, you



may want to say, does not depend at all upon
whether we can report or act on it. It simply de-
pends on whether it gives rise to “an experience”
— whether there is something it feels like to be
conscious of the information. And for any neural
process, however one discovers this, there either is
or there is not an associated experience. This no-
tion, that consciousness is a determinate, private,
invisible, and crucially important internal process
or event, is the “inner” concept of consciousness.

I suspect that this notion is the dominant cur-
rent conception of consciousness, which is widely
shared by scientists as well as non-scientists. It
suggests the following kind of picture of brain—
mind interaction: certain types of process in the
brain “‘generate’” consciousness, rather as, in the
tale of the Arabian Nights, rubbing Aladdin’s
magic lamp conjures up the genie (Fig. 3). The
product of the process, consciousness, is, indeed,
rather like the genie: magical and evanescent (al-
though consciousness is even less visible than the

genie). We tend to think that this picture of con-
sciousness is simply obvious, necessitated by a
range of basic facts about experience and the
brain: for example, dreams, hallucinations, mental
imagery, and brain stimulation experiments teach
us that certain kinds of brain activities are all that
is needed to produce experience. The resulting ex-
perience looks nothing like the brain activity that
causes it and must therefore be different from it in
kind, a stream of autonomous mental events,
which arises from the physical ones in the brain.
This widespread conception of consciousness im-
plies that that awareness is a deeply private matter,
inaccessible to observation by third parties (Zeman,
2004). On this view, awareness casts an “inner light”
on a private performance: in a patient just regaining
awareness we imagine the light casting a faltering
glimmer, which grows steadier and stronger as a
richer awareness returns. We sometimes imagine a
similar process of illumination at the phylogenetic
dawning of awareness, when animals with simple

Fig. 3. Our standard “inner” conception of consciousness makes its generation by the brain appear miraculous (copyright CIliff

Laureys).



nervous systems first became conscious. We wonder
whether a similar light might one day come to shine
in artificial brains. But, bright or dim, the light is
either on or off: awareness is present or absent, and
only the subject of awareness knows for sure. The
light of awareness is invisible to all but its possessor.

This inner concept creates some real difficulties
for the “‘science of consciousness.” It implies that
its chief focus of interest lies beyond the reach of
scientific observation. If so, we may never be able
to integrate consciousness fully into scientific the-
ory. If we cannot cash the language of conscious-
ness in the currency of neuroscience, we will
neither be able to provide a deeply satisfying ex-
planation of how matter creates mind, nor to give
an intuitive account of how mind, that is, our de-
sires and intentions influences matter. The best we
can hope for are correlations identifying the bare
mysterious fact that certain neural processes give
rise to certain kinds of experiences, which by
themselves play no part in the explanation of be-
havior. This inner view creates an explanatory gap
that seems unbridgeable. Things, in brief, look bad
for the science of consciousness.

Given the gravity of this impasse, we have a
reason to backtrack — to consider the possibility
that we might have been mistaken about the na-
ture of consciousness, and perhaps even about its
contents. This journey back through our assump-
tions is bound to be a tough one, as it tends to
strike us as being obvious that our experience is as
it seems to be and obvious also, in the light of what
we know from neuroscience, that experience is
generated by the brain. So, if we backtrack, does
any alternative offer itself?

One alternative emerges quite naturally when we
ask ourselves how we establish that others are
conscious. We do so by interacting with them, by
engaging with their behavior. When we do this,
when we communicate or dance or play with other
people, we are left with no genuine doubt about
their consciousness. This prompts the thought that
experience might not arise from the brain in the
way we normally envisage: perhaps, rather than
viewing it as a mysterious emanation from the
brain, we should think of it as a sophisticated form
of interaction with the world, an elaborate process
of exploration. This is the “outer” conception of

consciousness. If there is something to it, our cur-
rent efforts to account for consciousness may be
excessively “‘neurocentric” (Zimmer, 2004): per-
haps, we need to broaden the horizon of our ex-
planation, to consider the mind as “embodied,
embedded, and extended” (Broks, 2003) — em-
bodied in the wider frame of our biological being,
embedded in the culture in which it has developed,
and extended in space and time through which our
transactions with the physical world proceed.

To many of us this is an alien, disturbing view of
consciousness, a theory that snuffs out its essence.
Yet there are grounds for doubting that our grasp
of the contents and nature of experience is as firm
as we usually take it to be. The evidence from work
on change blindness (O’Regan and Noe, 2001) and
inattentional blindness suggests that our “internal
representation” of our visual surroundings is less
rich than we normally take it to be, shaking our
certainty about the contents of our experience;
evidence from sensory substitution experiments
(O’Regan and Noe, 2001) suggests that the “vis-
ual” properties of visual experience may be con-
ferred by the manner in which visual behavior
explores the world rather than by the ‘“‘specific
nerve energy’” of the normal visual pathways, un-
dermining our usual understanding of how expe-
rience arises from the brain (see O’Regan et al.,
elsewhere in this volume).

Neither the inner nor the outer concept of con-
sciousness alone seems to be fully equal to our
needs, yet it is not clear how we should reconcile
them. Which of these concepts you prefer, the pic-
ture of consciousness “inside the head” or the pic-
ture of consciousness “‘at large” in the world, will
determine your view of the final distinction I shall
draw, between the “hard” and the ‘“‘easy” ques-
tions of consciousness.

Hard versus easy questions of consciousness

If you are drawn to the inner notion of conscious-
ness, to the picture of experience as an entirely
private, invisible mental process, you will have the
sense that there is a gulf, an apparently unbridge-
able gulf, between all that we can learn about the
brain from science and the subjective essence of



awareness; whereas if you are attracted by the idea
that it may be possible to reconstrue the concept of
awareness in terms of complex interactions with
the world, you will be more optimistic about the
prospects for a science of consciousness.

The distinction between the “hard” and “‘easy”
questions of consciousness was drawn by the phi-
losopher David Chalmers to highlight the differ-
ence between explaining the neural events that
mediate conscious behavior and the (allegedly)
more mysterious process by which these events give
rise to awareness (Chalmers 1996) — “how the
water of the physical brain is turned into the wine
of experience” in the words of another philosopher,
Colin McGinn (1991). Given the inner notion of
consciousness this distinction becomes an impor-
tant one: science promises to solve the easy not the
hard question. Given the outer view, the distinction
collapses: explain how the brain facilitates con-
scious behavior, and consciousness is explained.

Conclusion

I have tried to give a guide, in this chapter, to the
ambiguous concept of consciousness. I began with
the uncontroversial distinction between its two key
colloquial senses, the relatively objective notion of
wakefulness and the more subjective concept of
awareness. We made a detour via self-conscious-
ness, teasing apart six related but separable senses
of the term. Returning to the main topic of con-
sciousness, we identified a spectrum of senses that
extends between consciousness “‘narrow’’ and con-
sciousness “‘broad” — consciousness in its strong
sense of knowledge shared with oneself, available
for report and the control of voluntary action, and
consciousness in its broad sense of “knowledge”
pure and simple. We then examined the intuition
that what really matters to us when we are deciding
whether a person or a state is conscious is simply
the occurrence of “‘experience,” not the possibility
of report or deliberate action: on this “inner” con-
ception of consciousness, experience is conceived as
an immaterial, invisible, and private process. I
contrasted this to an ““outer”” conception which re-
gards “consciousness” as shorthand for intelligent
behavior. Finally, we saw that those who are wed-

Philosophy of ) Arti_ficial Normal and altered

mind and brain intelligence states
Sleep/waking
Comalvegetative state
Seizures

The Arts Drugs/anesthesia
Hypnosis

Consciousness
Religion —

Normal and abnormal
contents
Perception/attentiocn
Memory

Unconscious Emotion/motivation
processes Thought
Intention/action
Language

Fig. 4. Sources of evidence for the study of consciousness.

ded to the inner conception are likely to see the
science of consciousness as confronted by an in-
surmountable challenge — to solve the ‘“hard”
problem of consciousness, bridging the explanatory
gap between the physical and the mental — while
for those who accept the outer conception there is
no worrying gap between the two.

The topic of consciousness is so rich because it
lies at the intersection of several intellectual do-
mains (Fig. 4), including some, in the Humanities,
which focus on the experiences of subjects, and
others, in the Sciences, which highlight processes
in objects. The study of the arts, of religion, and of
philosophy, all have their contribution to make
alongside the study of the brain and its biology.
This richness creates a risk of confusion and cross-
purposes alongside the possibility of cross-fertili-
zation. We should keep this rich but potentially
confusing context in the back of our minds as we
explore the fascinating work on disorders of con-
sciousness surveyed in the following chapters.
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CHAPTER 2
A neuroscientific approach to consciousness
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Abstract: For a neuroscientist, consciousness currently defies any formal operational definition. However,
the phenomenon is distinct from self-consciousness: after all, one can “let oneself go,”” when experiencing
extreme emotion, but still be accessing a sentient, subjective, conscious state. This raw, basic subjective state
does not appear to be an exclusive property of the human brain. There is no obvious qualitative trans-
formation in either the anatomy or the physiology of the central nervous system of human or non-human
animals, no phylogenetic Rubicon in the animal kingdom. Similarly, there is no clear ontogenetic line that
is crossed as the brain grows in the womb, no single event or change in brain physiology, and certainly not
at birth, when consciousness might be generated in an all-or-none fashion. A more plausible, and scientific,
view of consciousness might be therefore that it is not a different property of the brain, some magic bullet,
but that it is a consequence of a quantitative increase in the complexity of the human brain: consciousness
will grow as brains grow. Hence, consciousness is most likely to be a continuously variable property of the
brain, in both phylogenetic and ontogenetic terms. Here, we describe how modern techniques may be
utilized to determine the physiological basis of consciousness.

Introduction been suggested that these transient, three-dimen-

sional configurations of large-scale assemblies
The only way in which the physical brain can ac- throughout the brain, which need not respect con-
commodate the ebb and flow of a continuously ventional anatomical boundaries, will correlate
variable conscious state, would be at the interme- with different degrees of consciousness at any one
diate level between macro brain regions and indi- moment (Greenfield, 1997, 2000a, b). These as-
vidual neurons: the level of highly transient semblies will vary in size from one moment to the
assemblies of brain cells that wax and wane in next, according to (i) the strength of the trigger (a
size, from one moment to the next. As yet, this rate hub of neuronal circuitry, analogous to a stone in
of turnover of assemblies and their size at any one a puddle) that initiates their transient synchrony,
time has not been quantifiable. Perhaps in the fu- and also (ii) according to the ease with which the
ture, however, a unit of measure could be formu- neurons will be synchronized, in turn dependent
lated that could determine an “assemblage,” i.e., a on (iii) the availability of facilitating “modulato-
quantifiable measure reflecting the combined tem- ry” chemicals that, through synthesis/breakdown
poral and spatial dynamics of constantly changing and phosphorylation/dephosphorylation of cellu-
neuronal assemblies. Such assemblies, where 10 lar proteins, function as the physical correlate of
million neurons can synchronize in activity over “mood”. These chemicals will originate from
merely 230 ms, have been established for over a widespread sources in the brain, and also from
decade (Grinvald et al., 1994). It has previously the rest of the body, including the immune system.
- It is this two-way iteration of chemicals, of which
*Corresponding author. Tel.: +441865271852; the assembly size is a mere index, that can be
Fax: +441865271853; E-mail: susan.greenfield @pharm.ox.ac.uk viewed as ‘“‘consciousness’ (Fig. 1).
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Fig. 1. A possible mechanism for the generation of conscious-
ness. The two sets of concentric circles represent two transient
assemblies of tens of millions of brain cells: the largest assembly
will dominate at any one moment in the brain, and determine
that moment of consciousness. The degree to which cells are
recruited, and hence the degree of consciousness, will be deter-
mined by a variety of factors, such as vigor of sensory inputs,
pre-existing connections (“associations”), and degree of com-
petition (“‘distractions”), as shown by the smaller assemblies
starting to form. Signature chemicals, such as peptides, will be
released from the transient assembly. The type, number, and
concentration of these chemicals will thus represent the salient
assembly in the brain, and convey that information to the rest
of the body, via the circulation. In turn, chemicals released from
the immune system and the vital organs will modify the work-
ing assembly of neurons, as will other chemicals such as hor-
mones and the “amines” that are released in relation to arousal.
Consciousness is therefore dependent on the whole body work-
ing cohesively (see Greenfield, 2000b).

Imaging of these transient assemblies would
provide a net index of consciousness, a much
sought after, and as yet elusive, “correlate of con-
sciousness’ that is both necessary and sufficient
(Greenfield, 2000a). It is indeed possible to gener-
ate potentially falsifiable hypotheses as to how
different factors, in turn expressible simultaneous-
ly in both phenomenological and neuroscientific
terminologies, will result in neuronal assemblies of
varying size and hence varying degrees of con-
sciousness. In neuroscientific terms, let us there-
fore assume that a subjective state is a transient
neuronal assembly of varying degree, recruited by
the activation of a hard-wired hub, or network of
neurons. Such a hub, once activated by some in-
put, could trigger a temporary formation of a
much larger assembly of brain cells, rather like a
highly durable stone that can elicit far more ex-
tensive, yet highly transient, ripples in a pond. In

such a way, different mental states could be cor-
related with different sizes of neuronal assembly,
and as such provide a bridge between phenome-
nology and physiology (Table 1).

The appeal of the predictions made in Table 1 is
that they are testable, i.e., that different parame-
ters, such as amine availability, age, and stimula-
tion, could be differentially varied, and the
ensuing, corresponding assembly size, noted. The
primary problem, however, is with the limitations
of the techniques currently available.

The neuroscience portfolio: brain imaging

The most obvious means of monitoring the for-
mation of transient neuronal assemblies in the
conscious brain is by imaging technology. How-
ever, within the range of methodologies available,
no particular approach is ideal. First, there is
functional magnetic resonance imaging (fMRI).
This is a very powerful non-invasive method of
visualizing regions of activity within the intact
brain of human or animal patients (Hirsch, this
volume). Areas of neuronal activity have a higher
demand for oxygen, which is carried by the hem-
oglobin molecule. A powerful magnet is able to
detect the changes in the magnetic field that are
generated by a hemoglobin molecule when it re-
leases oxygen. The great advantage of this tech-
nique is that subjects do not need to be injected
with tracer substances, as with positron emission
tomography (PET), and since they are not re-
quired to be under anesthetic, can be fully coop-
erative and can perform necessary tasks and
receive instruction. The spatial resolution is high
and there is little or no long-term exposure damage
reported. On the other hand, the time delay in an
area of neuronal activity and its detection can be in
the region of 6-10s. Although this can be math-
ematically corrected, this temporal delay makes it
difficult to dissect the sub-second activity of the
brain, but instead is used to detect gross regions of
activation.

To combat the problem of time resolution, an
imaging technique based on changes in brain con-
ductivity has been developed for use on human
volunteers, called functional electrical impedance



Table 1. Net assembly size as a neural correlate of consciousness
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Neuronal Trigger Amine Assembly Assembly Physiology
connectivity modulators turnover size
Very extensive Strong High Low Large Pain
Extensive Strong Low Low Large Meditation
Extensive Weak Low Low Small Dreaming
Sparse Strong High High Small Childhood
Extensive Strong Medium Low Large Abstract thought
Very extensive Strong Low Very low Large Depression
Sparse Strong Medium Low Small Alzheimer’s Disease
Very extensive Strong High Low Large Anxiety
Extensive Strong High High Small Schizophrenia
Extensive Strong High High Small Fear
Age/species/mind + Stimulus/ + Thrill + Distraction Degree of Phenomenology
+ strength/ consciousness
significance

Note: This scheme links the physiological characteristics/features in the brain (e.g., assembly size, turnover, amine modulators, etc.) with phen-
omenological events (e.g., degree of consciousness, distraction, etc.). The model of neuronal assembly size can serve as a “Rosetta Stone” for extrap-
olating physiological states (e.g., assembly size) with phenomenological ones (e.g., pain, meditation, etc., right hand column) and vice versa. Four
independent parameters, describable in both physiological and phenomenological terms, can be differentially manipulated to yield assembly sizes and, in
turn, the relating degrees of consciousness and vice versa. For more details of underlying rationale see Greenfield (2000a).

tomography (fEIT) (Towers et al., 2000). fEIT is at
an early stage of development, but relies on an
array of electrodes (currently 16) placed externally
around the head of a patient, either human or an-
imal. Two of the electrodes provide an electric
current pulse and the other 14 electrodes within
the array act as receivers and the impedance gen-
erated is then calculated. This impedance varies
depending on the activity of the brain regions that
lie between the electrodes. The switching between
electrodes as pulse generators or receivers happens
on a microsecond resolution and this technique
already offers sub-second imaging of brain activity
in response to sensory stimuli.

Like fMRI, fEIT is completely non-invasive and
does not require any anesthesia. However, perhaps
the greatest advantage of this technique is that al-
though the spatial resolution is comparable to that
of fMRI, the temporal resolution is far greater and
can show activity on a sub-second scale. Moreo-
ver, in clear contrast to the massive magnets re-
quired for fMRI, the equipment is very compact
and is fully portable. It can be used in an operating
theater and can be used to assess the depth of
anesthesia of a patient in surgery or, like fMRI,
can be used to assess brain activity to command
tasks. Anxiety, often a further hazard with fMRI,

is reduced by using the equipment in comfortable
surroundings. There is no time limit for recording,
from minutes to hours and there is no use of in-
jected chemicals, making it safe and cheap. On the
other hand, this technique is still at an early stage
of development, although early trials look very
promising.

An imaging method that is not only well estab-
lished, but gives a time resolution commensurate
with the time scale of neuronal events, is based on
voltage-sensitive dyes. Molecules have been devel-
oped that have a natural fluorescence, i.e., they
absorb light of certain wavelengths and release
light of longer wavelengths. These molecules are
incorporated into the cellular membrane of neu-
rons and undergo a structural change when the
membrane is electrically activated by an action
potential. With this structural change there is a
shift in the wavelength of emitted light and it is this
shift of emitted fluorescence that is measured. It is
therefore possible to record the electrical activity
of regions of brain tissue, under different condi-
tions, and determine some of the physiological and
pharmacological mechanisms that exist.

Hence, the great advantage of this technique is
that with the fast acquisition rate of a charge-
coupled device (CCD) camera we can measure the
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activity of small or gross regions of tissue on a sub-
millisecond time scale. The dyes do not appear to
have any deleterious effect on the tissue. Recording
can be performed under a variety of different con-
ditions and on a variety of preparations. However,
the big drawback in this case, is that this technique
cannot be used on humans. The dyes are best used
on in vitro slices of tissue and so this is a fully
invasive procedure. Although in vivo studies can be
performed, it is essential that the subject is fully
anaesthetized with sufficient analgesia that makes
the study of conscious awareness very difficult.

In vivo studies with high time resolution can
also be performed using other fluorescent probes.
Recent years have seen a large increase in the use
of these chemicals, especially in the study of cal-
cium signaling and cellular processing. The probes
change their emitted fluorescence under certain
conditions, for example when binding to calcium.
It is possible to gain a temporal resolution in the
region of milliseconds and the spatial resolution,
with modern confocal or multiphoton micro-
scopes, of tens of micrometers.

To improve further on the spatial and temporal
resolutions it is possible to observe protein—protein
interactions using FRET (fluorescence resonance
energy transfer) producing nanometer-scale resolu-
tion. With multiphoton microscopy it is possible to
visualize dynamics at the subcellular level within a
living animal. But the big disadvantage is that these
techniques are restricted to animal models as they
require a degree of invasive surgery or genetic mod-
ification when certain fluorescent protein expression
is desired (e.g., green fluorescent protein — GFP).

Luminescent proteins offer an even better alter-
native to their fluorescent counterparts. They are
involved in the phenomenon of light emission in
living systems. Included are the enzymatic and
non-enzymatic types of system with or without the
presence of oxygen or cofactors, for example
aequorin, the photoprotein isolated from the bio-
luminescent jellyfish Aequorea. It emits visible light
by an intramolecular reaction when a trace
amount of a specific ion is bound. The probes, in
contrast to fluorescent dyes, have a very wide dy-
namic range and excellent signal to noise ratio.
Since all the electrical activity of the brain culmi-
nates in changes in intracellular calcium in differ-

ent parts of the neuron, the ability to measure
intraneuronal calcium changes in different brain
regions, give a real functional readout of neuronal
activity.

This technique offers a highly sensitive method
of measuring intracellular ion levels with good
temporal and spatial resolutions. An additional
advantage is that the costs of the necessary meas-
uring equipment is relatively low. Aequorin may
be targeted to specific cell types and even to dis-
tinct organelles and subcellular compartments by
genetic techniques. Then again, the technique is
restricted to animal models since they require ei-
ther surgery/injections or transgenic techniques.
Although transgenic zebrafish expressing aequorin
are available, more work is needed to generate
transgenic mice expressing aequorin.

The problem has been that transient assemblies
of neuronal activity that could be interpreted as
“moments of consciousness,” are on a sub-second
level, whereas the responses measured in standard
imaging approaches (fMRI) take some 7-10s to
develop. The net, final assembly would probably
be too fast and too small to detect with the spatial
and temporal limitations of non-invasive imaging.
In order to appreciate precisely the mechanisms
that are at work, on a time scale commensurate
with true events, we need to develop a means of
extrapolating from studies that give high time res-
olution, but are not possible in humans. Hence, if
we are to monitor the transient formation of neu-
ronal assemblies, ultimately, in the human brain,
the best way forward currently, would be to devise
a methodology whereby the speed, durability, and
sensitivity of neuronal connectivity changes can be
evaluated in the animal brain and extrapolated to
the human brain. A three-stage process might cir-
cumvent the problem to some extent, whereby
brain slice preparations are compared with human
in vivo imaging, by referral to an interim ‘“Rosetta
Stone,” i.e., in vivo animal imaging, using optical
probes (Fig. 2).

The neuroscience portfolio: beyond imaging

Although imaging is clearly essential for monitor-
ing the formation of neuronal assemblies in time
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fMRI

Whole
animal
In-vivo
imaging

Brain slice
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Fig. 2. The different approaches of this study and how they inter-relate to compensate for the respective shortcomings of each. The
limits of fMRI are primarily temporal, but by comparing human studies with those of lower mammals we can bridge the gap with
invasive optical imaging techniques. Optical imaging provides the necessary temporal and spatial resolutions needed to investigate the
characteristics of neural assemblies and the in vivo data can be compared with the commonly used in vitro brain slice preparation. See

Plate 2.2 in Colour Plate Section.

and space, it tells us little as to the physiological
mechanisms that enable neurons to behave in this
way. The nature of conscious experience may re-
flect the extent of neuronal assembly activation
across different interconnected regions of the
brain. Each brain area mediates different aspects
of cognitive processing, and so the question re-
mains as to how the activity across such dispersed
neuronal assemblies is precisely synchronized to
generate a single unified percept. This “binding”
problem cannot be solved readily by imaging tech-
niques alone, but might be solved by recording
background oscillations in cortical activity, which

can be synchronized across many different brain
regions, thereby providing discrete temporal
windows in which neuronal assemblies can be
corralled and then disbanded. These cortical oscil-
lations can be recorded from the scalp of human
subjects, and so it would be possible to explore
whether the coherence and frequency of these
brain rhythms can be correlated with the subjec-
tive experience of humans.

Synchronous oscillations in neuronal activity
can be recorded in the extracellular electrical fields,
generated by current flow in this excitable tissue. In
humans, these electrical fields would be measured
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by electrodes on the scalp, producing an electro
encephalogram (EEG; John, this volume). In an-
imal models, both in vitro and in vivo, neuronal
oscillations could be recorded using field electrodes
placed within the brain regions themselves. In or-
der to explore the mechanisms underlying the neu-
ronal oscillations in animal models, recordings
could also be made from single neurons using ex-
tracellular unit recordings and patch—clamp tech-
niques. Neocortical slices could be used to study
how fast oscillations become synchronized over
long distances. As well as monitoring neuronal as-
semblies electrophysiologically, we can also char-
acterize them neurochemically (Whittington et al.,
1995; Fisahn et al., 1998).

One major synchronizing system is the forebrain
cholinergic system that supplies many cortical ar-
eas and the hippocampus with cholinergic affer-
ents. It has been known since the earliest
neurochemical investigations that cortical acetyl-
choline levels correlated with conscious arousal,
for example release was greater during wakeful-
ness and dreaming and lower during light sleep
and when unconscious in deep-sleep stages (Jou-
vet, 1965). Cholinergic basal forebrain neurons
oscillate autosynchronously at a slow frequency,
even when isolated from other neurons (see
Khateb et al., 1992). This ability to generate ac-
tivity spontaneously, in the absence of sensory in-
put, may be an essential property of a system that,
through recruiting and synchronizing neuronal ac-
tivity of large areas of the cortex, is postulated to
be involved in consciousness. Electrical stimula-
tion of the forebrain cholinergic system in exper-
imental animals led to the activation of the EEG
and caused the phasic large amplitude, slow
“delta” oscillations (1-5Hz) to switch to a
“theta” rhythm and to tonic low amplitude, fast
(2040 Hz) gamma oscillations (Metherate et al.,
1992). The forebrain cholinergic system is respon-
sible, via the septo-hippocampal pathway, for hip-
pocampal theta activity. This activity is seen in
experimental animals during rapid eye movement
(REM) sleep, when they explore a new environ-
ment, or when learning a behavioral task. Gamma
oscillations are superimposed on the theta activity
and are synchronous between spatially separated
areas. Such synchrony is disrupted by anesthetics

(and morphine) and this may be the mechanism
by which they disrupt cognitive function (Faulkner
et al., 1998) or indeed consciousness itself. Hence,
measurement of cholinergic agents and related
substances in the hippocampus or cortex might
provide valuable neurochemical readout of assem-
bly dynamics. For example, using proteomics it
would be possible to monitor the modulatory ef-
fects of metabotropic muscarinic receptors, of
which there are several subtypes, on inhibition of
adenylyl cyclase (AC), excitation of phospholipase
C, and activation of K" channels. In turn, such
activation would alter the phosphorylation states
of intracellular proteins, ion channels, enzymes,
and transcription factors, from millisecond to
long-term time scales. The central cholinergic sys-
tem could play a role in the reactivation of a gene
(Zif268), where activity is markedly increased dur-
ing wakefulness and REM sleep (Jouvet, 1965).
Interestingly, when these animals later entered
REM sleep, Zif268 expression is then increased to
the high levels normally seen during wakefulness in
extra-hippocampal areas, e.g., cortex and am-
ygdala (Ribeiro et al., 2002).

Genetically modified mice, which lack the
GluR-A (glutamate receptor subunit A, also
known as GluR1) subunit of the glutamate z-ami-
no-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) receptor do not show normal hippocam-
pal long-term potentiation (LTP) (Zamanillo et
al., 1999). It has been recently shown that these
mice can nonetheless learn spatial memory tasks
that depend on the integrity of the hippocampus,
so long as the spatial goals that the animals must
find remain in constant positions from day to day.
However, the same mice are quite incapable of
learning spatial tasks in which the animal’s re-
sponse must flexibly vary from trial to trial, signa-
led by some other item of information that the
animal must remember at the time it makes its
spatial choice (Reisel et al., 2002; Schmitt et al.,
2003). These mice thus seem to lack a mechanism
that normally allows spatially or temporally sep-
arated pieces of information to be integrated into
coherent, moment-to-moment cognitive states. By
comparing them to their wild-type normal siblings,
it could be possible to establish the gene and
protein expressions associated with the ability to



assemble coherent cognitions from spatiotempo-
rally separated underlying eclements. It seems
therefore that neuronal assemblies could be mon-
itored by a variety of imaging, electrophysiogical,
and neurochemical techniques — ideally a combi-
nation of all three approaches. The critical issue
then is: what will they be used to measure?

A paradigm for evaluating neuronal assemblies as
indices of depth of consciousness: pain

One of the most empirically tractable paradigms
for exploring neuronal correlates of consciousness
is pain. Acute pain is an unpleasant sensation that
serves as an alerting mechanism to warn the or-
ganism of the potential for injury. There are many
good animal models of acute pain and these have
led to the development of many effective analge-
sics, ranging from non-steroidal anti-inflammatory
drugs (NSAIDs), to opioids and local anesthetics.
Moreover, painful stimulation and its alleviation
can be readily standardized within an experimental
protocol; on the other hand, the subjective sensa-
tion of pain is highly variable and dependent on a
host of other factors within the brain/body. Indeed,
a distinction is traditionally made between ‘‘no-
ciception,” i.e., the physiological process of pain
signals, as opposed to the subjective experience of
pain: the former does not require an ongoing con-
scious state, while the latter does. It has previously
been suggested that these diverse factors, both
cognitive and chemical, contribute to the net size of
a prevailing neuronal assembly, and in turn the size
of that assembly will be the final common factor in
determining the degree of subjective pain. Thus it
follows, the greater the assembly, the greater the
pain (Table 2). However, as yet there is no quan-
tifiable measure for the depth of analgesia.

If the net assembly size does indeed correlate
with a degree of pain, then different anti-pain
strategies should each reduce, albeit in different
ways and to different extents, the net size of tran-
sient neuronal assemblies forming in the brain
during the experience of pain. It would be inter-
esting to identify subsequently any common fac-
tors in such strategies and attempt to interpret
them in neuroscientific terms (e.g., high turnover
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Table 2. Degree of pain is correlated with size of neuron as-
sembly

Pain is expressed in terms of associations, e.g. pricking,
stabbing, burning

Pain thresholds to the same stimulus change throughout the
day (and as an aside vary according to point in menstrual cycle
in women = hormonal influence?)

Under some conditions, the greater the anxiety, the greater the
pain

Phantom limb pain due to stimulation of neuron “matrix,” i.e.,
assembly

Absent in dreams

Morphine (analgesic) gives dreamlike (small assembly state)
euphoria

Morphine disrupts assembly formation (Whittington et al.,
1998)

Schizophrenia, high pain threshold

Depression, changes in pain threshold

Diverse anesthetics explicable as common final factor: reducing
assembly size

Note: Diverse findings suggesting that the greater the pain, the greater
the net size of neuronal assembly. For references, see Greenfield (2000a)
unless stated otherwise.

of neuronal assemblies; Greenfield, 2000a, b), as
characterized by imaging (invasive and non-inva-
sive), as well as by electrophysiological, biochem-
ical, molecular biological, and morphological
markers. Indeed, a third step would then be to
test whether different strategies with nonetheless
similar neuroscientific correlates, are indeed inter-
changeable in the alleviation of pain. How well can
the techniques outlined in the preceding section,
monitor pain and its alleviation?

Pain and its alleviation, monitored by the
neuroscience portfolio

Non-invasive brain imaging in human subjects

To date, fMRI has revealed key brain areas (e.g.,
cingulate, insula, somatosensory, and motor corti-
ces, the thalamus and basal ganglia) activated dur-
ing the experience of pain, as shown in Fig. 3,
(Peyron et al., 2000; Tracey et al., 2002a). This
technique has also highlighted additional regions,
such as the hippocampus (Ploghaus et al., 2001),
which will contribute to states of anxiety that in
turn exacerbate pain sensation. By the same token,
other areas, such as the periaqueductal gray (PAG),
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Fig. 3. PAG matter activation in response to noxious thermal stimulation. The right panel shows that activation in this region is
increased when subjects do not attend to the noxious thermal stimulus and that this increased activation is concomitant with a

decreased perceived pain intensity.

if activated, contribute to pain alleviation, seen at
the behavioral level as the shift in attention used by
some as an effective non-invasive strategy (see
above). This mindset of distraction is characterized
not just by an activated PAG, but by a decreased
activity in the circuitry otherwise related to pain
(Tracey et al., 2002b; Kupers et al., this volume).

Invasive (optical) imaging in non-human brains

To date, our laboratory has succeeded in complet-
ing a pilot set of experiments to examine the effects
of anesthetics on the spatiotemporal patterns of
neuronal assembly formation in the cortex and
hippocampus in vitro, using the mammalian brain
slice model. Indeed, we found that in response to
electrical paired-pulse stimulation, two anesthetics
(thiopental and propofol) reduced the spatial
spread and diminished the amplitude of neuronal
assemblies, despite the two chemicals having di-
verse chemical structures. It has been reported pre-
viously that these two anesthetics induce the release

of an amino acid neurotransmitter, y-aminobutyric
acid (GABA), which leads to the activation of
chloride channels. Interestingly, another compound
used to treat neuropathic pain, gabapentin, is very
similar in structure to GABA; however, it is not an
anesthetic and it does not produce the same effects,
following repeated stimulation, as do the two an-
esthetics (Fig. 4). These data suggest that loss of
awareness with anesthesia does not depend on any
one transmitter, such as GABA, but on some high-
er-order property of neuronal organization, such as
macro assembly formations, and most importantly,
their duration. Indeed, given that anesthesia itself is
well known to be graded in stages (i.e., not all or
none) (Rang and Dale, 1991), it would be appro-
priate for its neural correlate to be correspondingly
analogue too (Fiset, this volume, Alkire, this vol-
ume). A current monitor for depth of anesthesia
relies on a number of collated parameters from a
patients EEG trace, which provides a numerical
output, the Bispectral index (BIS) (Pomfrett, 1999).
If a measure of neuronal “assemblage” (see the
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Fig. 4. Analgesic and anesthetic effects on hippocampal activ-
ity. Optical measurements of analgesic and anesthetic action in
the brain. Voltage-sensitive dye imaging of neuronal population
activity in in vitro hippocampal slices of rat brain in response to
paired-pulse electrical stimulation along the Schaffer Collater-
als. The left panels show the responses under control conditions
(in artificial cerebrospinal fluid, ACSF) and the right panels
show treatment conditions. Both analgesics and anesthetics are
linked with the actions of the inhibitory GABAergic system and
so two compounds from each class were tested (analgesics:
gabapentin and morphine) and (anesthetics: propofol and
thiopental). Warmer colors show a higher degree of depolar-
izing excitation. The analgesic treatments do not significantly
differ from their controls (a) and (b) but the anesthetics (c) and
(d) cause a prolonged period of excitation that lasts for up to
500 ms after the second stimulating pulse. The optical record-
ings are also represented by traces below; black, control; red,
treatment (Collins and Greenfield, submitted). See Plate 2.4 in
Colour Plate Section.
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Introduction section) can be developed in the future
it would be very interesting to compare the corre-
lation between the two indices.

Electrophysiology in human subjects

A complementary means of comparing functional
states in humans with the neural mechanisms un-
derlying those states is, as described earlier, with
electrophysiology. Data are already accumulating
that characterize the synchronous oscillations of
brain cells within a working assembly (Traub et al.,
1998), recorded with arrays of extracellular elec-
trodes. Just as the in vivo animal preparation
serves as a bridge for comparing imaging data from
the high time resolution of brain slices with the less
experimentally tractable cognitive states of whole
human brains, so the same rationale could be used
for studying the significance of the oscillatory ac-
tivity of neurons within an assembly. Often, par-
ticularly after strokes or amputations, severe pain
is experienced that is not generated by peripheral
pain receptors, but by spontaneous oscillatory ac-
tivity of the whole central nervous system (CNS)
pain matrix; and it is notoriously difficult to treat.
Stimulation of the periventricular/PAG region can
dampen down these oscillations and with it the
patients’ experience of pain (Fig. 5).

Neurochemical readout from brain to body

It has been shown in a neuroma model of chronic
pain (sciatic nerve transection) that autotomy,
an indicator of spontaneous pain, was reduced by
depleting cortical noradrenaline with the neuro-
toxin N-ethyl-N-(2-chloroethyl)-2-bromobenzyla-
mine hydrochloride (DSP-4; Al-Adawi et al.,
2002). At the spinal level, the cyclic adenosine
monophosphate (CAMP) signaling cascade is also
important in mediating chronic pain. In rats with
excitotoxic lesions of the spinal cord, excessive
grooming was associated with increased serine
phosphorylation of the NR1 (NMDA (N-methyl-
D-aspartate) receptor subunit) of spinal tissue
(Caudle et al., 2003). Similar results were report-
ed by Zou et al. (2002) after intradermal injection
of capsaicin. In a model of mechanical hype-
ralgesia, spinal blockade of adenylate cyclase pre-
vented the expected increase in phosphorylated
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Fig. 5. Measuring thalamic potentials in response to deep brain stimulation. Often, particularly after strokes or amputations, severe
pain is experienced that is not generated by peripheral pain receptors, but by spontaneous oscillatory activity of the whole CNS pain
matrix; and it is notoriously difficult to treat. Stimulation of the periventricular/PAG region can dampen down these oscillations and
with it the patients’ experience of pain. With no stimulation in the periventricular/PAG region, the oscillations are evident in the
thalamus (top trace). With specific stimulation paradigms, the thalamic oscillations can be reduced (5 Hz, second trace), and com-
pletely abolished (10 Hz, third trace) but return again when the frequency is too high (50 Hz, bottom trace) (data taken from Nandi

et al., 2003).

cAMP-response-element-binding protein (p-CREB;
Hoeger-Bement and Sluka, 2003).

Therefore, it is to be expected that many of the
signaling mechanisms that have been implicated in
cognitive processing have also been implicated in
pain processes because they utilize the same neuro-
transmitters. The ability to remember painful
events, such as electric shock, is important to sur-
vival and therefore pain necessarily involves asso-
ciative memory. Indeed, the meaning of the word
“pain” is learned by experience. However, experi-
ments with Calmodulin-dependent protein kinase
IV (CaMKIV) knockout mice have shown that it is
possible to dissociate memory of the shock from the
behavioral response to the shock (Wei et al., 2002b).

Lesions of the anterior cingulate cortex reduce
chronic pain in humans and produce antinociceptive
effects in animals (for references see Wei et al.,

2002a). The anterior cingulate cortex contains high
levels of two ACs, AC1 and ACS, that couple
NMDA receptor activation to cAMP signaling
pathways. Transgenic mice lacking these enzymes
did not show allodynia (i.e., pain from stimuli that
are not normally painful) in response to intraplan-
tar injection of Freund’s adjuvant, a model of in-
flammatory pain but this could be rescued by focal
injections of forskolin (Wei et al., 2002a). In a
proteomic study of chronic pain, intraplantar in-
jection of Freund’s adjuvant increased the con-
centration of five proteins in rat cerebrospinal fluid
(CSF) (Gineste et al., 2003). Fear conditioning and
synaptic potentiation in the anterior cingulate and
amygdala was significantly reduced in CaMKIV
knockouts (Wei et al., 2002b).

There have been a number of proteomics anal-
yses of brain proteins in animals, for example



changes in protein expression during varying sleep
conditions (Pavlides and Ribeiro, 2003; Krueger et
al., 2003; see Figs. 13 and 14) and analysis of
postsynaptic density in rat brain (Li et al., 2004),
but no one as yet seems to have combined pro-
teomic technology with changes in brain states re-
sulting from experience/the environment. This
lacuna is somewhat surprising, given the wealth of
literature on changes in specific proteins as a result
of relatively subtle changes in the environment, for
example: synaptogenesis and memory on apoE4
(apolipoprotein E4; Levi et al., 2003); enriched
housing on synaptophysin and neurotrophic factors
(Koo et al., 2003); wheel running on nerve growth
factor (Dahlqvist et al., 2003); exposure to toys on
glutamic acid decarboxylase (GAD) activity (Frick
et al., 2003). In general, we also need to study ne-
urochemical readout, not just from the brain per se,
but between the brain and the rest of the body.

It is well established that feedback from the vital
organs and, indeed, from the immune and endo-
crine systems all strongly influence conscious ex-
perience (Martin, 1997). Subjective states surely
then must entail integration of the three control
systems of the body: the immune, endocrine and,
nervous systems. ““Somatic” markers (Parvizi et
al., 2000), such as peptides (Pert, 1997) for exam-
ple in blood (Greenfield, 2000b, 2003), would have
impartial, bioactive access to all three systems.
Peptides such as the encephalins might therefore
serve as additional parameters for influencing and
reflecting baseline states of consciousness during
pain and its alleviation, as measured by analytical
high-pressure liquid chromatography (HPLC) on
peptide-containing fractions of plasma for identi-
fication by matrix-assisted laser desorption—
ionization—time-of-flight (MALDI-TOF) mass
spectrometry. In this way, the paradigm of acute
pain might serve as an example, albeit the proto-
type protocol, for testing the hypothesis that tran-
sient neuronal assemblies could be a valuable
neuronal correlate of consciousness.

Conclusions

Neuroscience offers a wide portfolio of techniques
that nonetheless, on their own, do not inspire
any new insights into how the brain generates
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consciousness. On the other hand, once a hypoth-
esis is developed, then this portfolio can be used to
falsify or prove the validity of that model. We
suggest that the concept of variable degrees of
consciousness as reflected in varying size of neu-
ronal assemblies, is indeed tractable to this type of
empirical scrutiny and that the methodologies are
all currently possible. The paradigm of pain and its
alleviation, as described here, would be particu-
larly appropriate, but should not exclude similar
studies on other mental states, for example de-
pression and its alleviation with selective serotonin
uptake inhibitors.

If the general concept was indeed validated, then
transient neuronal assembly size could serve as the
much sought after neural correlate of conscious-
ness. However, it would be important to bear in
mind that a transient neuronal assembly would be
at best an index of degree of consciousness, not
consciousness itself. Beyond the type of study out-
lined here, it would be the issue of how that index,
an assembly of neurons, releasing signature sub-
stances to the rest of the brain and body, would in
turn contribute to the holistic state of the con-
scious experience. By the same token, experiments
characterizing assembly formation and its func-
tional correlates would not in and of themselves,
provide any insight beyond correlation, into the
causal relationship between physical and phen-
omenological descriptions. Nonetheless, the con-
tribution of neuroscience to an understanding of
consciousness would be of value, not just in ena-
bling the elimination or espousing of hypotheses,
but more immediately in prompting new strategies
for the alleviation of specific mental disorders.

Abbreviations

AC adenylyl cyclase

ACSF artificial cerebrospinal fluid

AMPA a-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid

APO E4 apolipoprotein E4 — (increased
levels in Alzheimer’s disease)

BIS bispectral index

CaMKIV calmodulin-dependent  protein
kinase IV

cAMP cyclic adenosine monophosphate
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CCD charge-coupled device

CNS central nervous system

CSF cerebrospinal fluid

DSP-4 N-ethyl-N-(2-chloroethyl)-2-
bromobenzylamine hydrochloride

EEG electroencephalogram

fEIT functional electrical impedance
tomography

fMRI functional magnetic resonance
imaging

FRET fluorescence resonance energy
transfer

GABA y-aminobutyric acid

GAD glutamic acid decarboxylase

GFP green fluorescent protein

GluR-A glutamate receptor subunit A

HPLC high-pressure liquid chromato-
graphy
LTP long-term potentiation

MALDI-TOF matrix-assisted laser desorpt-
ion—ionization—time-of-flight

NMDA N-methyl-p-aspartate

NRI1 NMDA receptor subunit 1

NSAIDs non-steroidal anti-inflammatory
drugs

PAG periaqueductal gray

p-CREB phosphorylated cAMP-response-
element-binding protein

PET positron emission tomography

REM rapid eye movement
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CHAPTER 3

Functional neuroimaging during altered states of
consciousness: how and what do we measure?

Joy Hirsch®

Departments of Radiology and Psychology, Center for Neurobiology and Behavior, Columbia University, New York,
NY 10032, USA

Abstract: The emergence of functional neuroimaging has extended the doctrine of functional specificity of
the brain beyond the primary stages of perception, language, and motor systems to high-level cognitive,
personality, and affective systems. This chapter applies functional magnetic resonance imaging to another
high-level realm of cognition and neurology to characterize cortical function in patients with disorders of
consciousness. At first pass, this objective appears paradoxical because conventional investigations of a
cognitive process require experimental manipulation. For example, to map the location of language-
sensitive cortex, a language-related task is performed according to a temporal sequence that alternates the
task with rest (no-task) periods. Application of this approach to the study of consciousness would require
that levels of consciousness be similarly varied, this is an unlikely technique. Alternatively, another strategy
is presented here where the focus is on functional brain activity elicited during various passive stimulations
of patients who are minimally conscious. Comparisons between patients with altered states of consciousness
due to brain injury and healthy subjects may be employed to infer readiness and potential to sustain
awareness. As if a behavioral microscope, fMRI enables a view of occluded neural processes to inform
medical practitioners about the health of the neurocircuity-mediating cognitive processes. An underlying
point of view is that assessment of recovery potential can be enhanced by neuroimaging techniques that
reveal the status of residual systems specialized for essential cognitive and volitional tasks for each patient.
Thus, development of imaging techniques that assess the functional status of individual unresponsive
patients is a primary goal. The structural integrity of injured brains is often compromised depending on the
specific traumatic event, and, therefore, images cannot be grouped across patients, as is the standard
practice for investigations of cognitive systems in healthy volunteers. This chapter addresses these chal-
lenges and discusses technique adaptations associated with passive stimulation, paradigm selection, and
individual patient assessments, where there is ““zero tolerance for error,” and confidence in the results must
meet the highest standards of care. Similar adaptations have been previously developed for the purpose of
personalized planning for neurosurgical procedures by mapping the locations of essential functional systems
such as language, perception, and sensory—motor functions for each individual patient. Rather than ad-
dressing the question of “how does the brain do consciousness” with these techniques, this chapter presents
methods for assessment of neurocognitive health in specific patients with disorders of consciousness.
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Lesions, deficits, and historical milestones leading to
the neurobiology of cognition

The organizational principle that drives neuroim-
aging research is that specific brain areas are
involved in specific aspects of behavior such as
action, perception, memory, cognition, affect, and
consciousness. Francis Crick refers to this as “The
Astonishing Hypothesis™ (1994):

“You, your joys, and your sorrows,
your memories and your ambitions,
your sense of personal identity and free
will, are in fact no more than the be-
havior of a vast assembly of nerve cells
and their associated molecules.”

Accordingly, the biological principles that underlie
cognition fundamentally link the structure and
function of the brain.

Active cortical areas associated with cognitive
processes in healthy human volunteers are observ-
able using conventional neuroimaging methods,
and these techniques have stimulated a renewed
focus on the physiological bases of cognition. In
particular, the development of non-invasive, func-
tional imaging techniques offers an unprecedented
multi-scalar view of the complexities of the intact
working human brain including isolated regions of
interest and global large-scale systems of intercon-
nected regions. Associations between specific pat-
terns of activity with specific mental processes,
such as seeing, hearing, feeling, moving, talking,
and thinking provide a basis to undertake a neural
foundation for cognition.

Conventional definitions of cognition do not
directly address the biological underpinnings of
mental events. For example, Dorland’s Illustrated
Medical Dictionary (1988) defines cognition as

“operations of the mind by which we
become aware of objects of thought or
perception; it includes all aspects of per-
ceiving, thinking and remembering.”

The American Heritage Dictionary (2000) offers a
similar definition for cognition as

“the mental process of knowing, includ-
ing aspects such as awareness, perception,

reasoning and judgment, and that which
comes to be known, as through per-
ception, reasoning, or intuition, and
knowledge.”

However, in his seminal book, Cognitive Psychology,
Ulrich Neisser (1967) defines cognition as “all proc-
esses by which the sensory input is transformed, re-
duced, elaborated, stored, recovered, and used.”
This definition could be interpreted to encompass
biological processes. Here lies an essential advantage
of neuroimaging, which is to link models of cogni-
tion and awareness to biological processes.

Within this context, the goal of this chapter is to
explore the link between brain biology and disor-
ders of consciousness as revealed by neuroimaging.
The approach is limited to the medical (rather than
the philosophical) aspects of consciousness. In
these instances, an observable lesion is present
and the functional deficit of loss of consciousness
follows. The objectives of this chapter include first
the presentation of methodologies to assess the
functional consequences of the brain damage lead-
ing to deficits of consciousness. In particular, the
focus is on patients diagnosed as minimally con-
scious, a recently defined diagnostic category where
severe injury to the brain results in unequivocal,
but intermittent, behavioral evidence of awareness
of self or the environment (Giacino et al., 2002;
Giacino, this volume). The second objective of this
chapter is to explore new approaches to guide and
inform possible new treatment options for this
population of patients for whom few current
options for rehabilitation and aggressive therapy
exists. The former constitutes the primary objective
of this chapter, whereas the latter is a future di-
rection and “wishful thinking.”

Medical reports of associations between specific
brain injuries and functional deficits provided the
initial basis for the linkage between specific brain
areas and behavior. As early as 1841, Broca re-
ported language production deficits in patients
with specific damage to the left frontal lobe, and
in 1874 Wernicke reported deficits in language
comprehension in patients following specific dam-
age to the left temporal lobe. Thus, Broca’s and
Wernicke’s areas became established as regions of
cortex associated with aspects of speech production



and comprehension, respectively, and, the notion
that “regions of the mind” correspond to ‘“‘regions
of the brain” became embedded in the foundation
of scientific thought. This provided a context to
understand well-established observations, such as a
severed segment of the optic nerve always results in
visual field loss, and a severed primary motor pro-
jection pathway always results in a contralateral
plegia. These well-established medical facts are the
origin of our understanding of functional specifi-
city. Nonetheless, not all reported functional def-
icits at the time contributed to understanding the
brain-to-mind relationships. For example, in 1861,
Phineas Gage recovered from an injury resulting
from a dynamite tampering rod propelled through
the frontal lobe of his brain with a completely
transformed personality and “moral compass.”
Although his physician, John Harlow, reported
this as evidence that personality and even morality
might be functions of the brain, those ideas were
not accepted (see Damasio et al., 1994). However,
the recent emergence of functional imaging tech-
nologies has elaborated and developed this notion
by enabling investigations on healthy volunteers
and hypothesis-based research that probes the
complex and less obvious systems of high-level
cognition, perception, and volition.

Nearly a century after Broca and Wernicke,
Penfield (1975) pioneered the experimental tech-
nique of direct cortical stimulation during neuro-
surgical procedures to directly test the emerging
views of functional specificity. His observations
confirmed the functional specializations of the
speech-related areas, and demonstrated topo-
graphical maps associated with sensory and mo-
tor functions. His reports of cortical stimulations
that elicited memories, tastes, and other mental
events enhanced appreciation of the precise link
between brain structure and function widely ac-
cepted within the mainstream of clinical neurology
and neurosurgery (Fig. 1).

Coupling of hemodynamic and neural processes
One of the key principles that links brain function

and mental events is the relationship between neu-
ral activity and blood flow. In 1881, Angelo
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Mosso, a physiologist, studied a patient who had
survived an injury to the skull. Owing to the nature
of the injury it was possible to observe blood flow-
related pulsations to the left frontal lobe which
occurred during certain cognitive events. Mosso
concluded that blood flow within the brain was
coupled to mental events, and Roy and Sherring-
ton subsequently proposed a specific mechanism
to couple blood flow and neural activity based on
direct measurements on dogs. More recently using
HJ°0 as a tracer of blood flow in the human brain,
Raichle et al. (1983) confirmed this fundamental
relationship between blood flow and local neural
activity. This seminal physiology provided the ba-
sis for imaging active cortical tissue during execu-
tion of a task, and the early positron emission
tomography (PET) studies provided the “proof of
principle” that imaging of cognitive process was
possible.

The first neuroimaging study of cognitive proc-
esses relating to language (Fox and Raichle, 1984;
Peterson et al.,, 1989) determined that different
cortical patterns of activation were associated with
four separate word tasks: passively viewing words,
listening to words, speaking words, and generating
words. These early PET investigations firmly es-
tablished the notion that activity associated with
language was observable in the living human brain
by tracing the coupled hemodynamic variations
within the locally active neural areas. However,
owing to the risks associated with injections of ra-
dioactive tracers, the limitations to the number of
times a subject can be studied, the relatively coarse
spatial resolution, the need for registration to
high-resolution structural images, and the relative-
ly few PET facilities available for research, the
imaging of cortical activity associated with cogni-
tive processes has advanced rapidly using a newer,
non-invasive, higher resolution and more available
technique, i.e., functional magnetic resonance im-
aging (fMRI).

Magnetic resonance imaging (MRI) and
visualization of brain structure

Starting with the microscope, imaging technologies
have guided the mainstream of basic translational
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HISTORICAL MILESTONES IN BRAIN MAPPING

PHYSIOLOGY AND BEHAVIOR

PHYSICS AND ENGINEERING

. . Year
1. Lesion Studies
BROCA
—_ 1841
Aphasia and lesions in GFi
HARLOW —{ 1861 PAULING
Phineas Gage Change of magnetic state of
hemoglobin with oxygenation
WERNICKE — 1874
Aphasia and lesions In GTs
2. Mechanism Studies RABI
MOSSO — 1881 Discavery of Magnetic Resonance
Blood flow and cognifive events
ROY & SHERRINGTON — 1890
PURCELL / BLOCK
Relationship between neural activity 1909
and vascular changes Demonstration of NMR in condensed
matter
BRODMANN 128
Cytoarchitectonic regions of 1945
cortex HAHN
Discoverer of spin echo phenomenon
(A)
PHYSIOLOGY AND BEHAVIOR v PHYSICS AND ENGINEERING
ear
3. Stimulation Studies DAMADIAN
PENFIELD — 1950 Discovery that biological tissues have
different relaxation rates
Intraoperative cortical maps
1671 HOUNSFIELD CORMACK
Invention of Computed Tomography
TER-POGOSSON SOKOLOFF
. 2 ;. : 1972 pP——— LAUTERBUR
First PET studies of brain metabolism, ] )
blood flow, and correlates of human First MR image
1976
behavior
1077 MANSFIELD
First MRI of a body part
PETERSON/FOX POSNER/RAICHLE — 1881 invention of EPI
PET study of human language (scans whole brain in secs.}
Radiolabeled blood flow and neural
events 1984 e HILAL
OGAWA First clinical MRI scanner
Blood Oxygen dependent signal —] %0
EPI/MRI and neural events
Calcarine Sulcus
BELLIVEAU
s 1982
fMRI map of the human visual system

(B)

Fig. 1. Historical milestones in human brain mapping. The timeline marks milestone discoveries in physiology and behavior orig-
inating with lesion studies and continuing to studies of mechanism, direct cortical stimulation, and hypothesis-based neuroimaging
studies in parallel with physics and engineering advances that lead to the development of fMRI and the ability to image active human
cortical tissue corresponding to specific cognitive function. The inset illustrates the fundamental “‘structure to function” relationship
between the occipital cortex (calcarine sulcus) and human vision. Cortical activity (assessed by means of fMRI) is observed during
viewing of full-field 8 Hz on—off stimulation. The proximity of the activity patterns and the calcarine sulcus (primary visual cortex) is

consistent with the hypothesis of functional specificity for this simple stimulation.



research in life sciences by revealing structures
not visible to the biological eye including the cell,
organelles, molecules, and even atoms. These
structures could then be related to physiological
mechanisms and subsequently to therapy. The mi-
croscope, however, with all its electronic and com-
putational developments, is not suited for the
imaging of living structures occluded beneath the
surface of the body. However, this “occlusion”
problem has been solved with the development of
magnetic resonance imaging, where internal struc-
tures within the living body are resolved at sub
millimeter scales for routine medical and transla-
tional research purposes.

Functional magnetic resonance imaging and
visualization of brain function

The most recent advances in MRI extend imaging
of brain structures to imaging of active neural tis-
sue within the cortex. The chain of discoveries
which led to the generation of images that show
working brains using MR include Michael Fara-
day’s discovery that blood has magnetic proper-
ties, and Linus Pauling’s discovery in 1936 that the
magnetic properties of hemoglobin change with
the state of oxygenation (see National Academy of
Sciences, 2001) These discoveries became relevant
to functional neuroimaging after the development
of high-speed MRI of brain structure, and after
it was known that active neural tissue based on the
coupling of blood flow was detectable. The
fundamental breakthrough of the Blood Oxygen
Level Dependent (BOLD) signal was made by Seiji
Ogawa, et al. (1990), following the observation
that the MR signal originating from the occipital
lobe (the area of the brain specialized for visual
processing) in rats was higher when the room
lights were on than when the lights were off.
Ogawa reasoned that oxygenated hemoglobin as-
sociated with blood flow coupled to neural activity
was related to the increased amplitude of the MR
signal. The basic physiological and physics ele-
ments are summarized in Table 1.

John Belliveau et al. (1991) and colleagues rep-
licated Ogawa’s visual stimulation studies in hu-
mans using echo planar MRI demonstrating the
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potential to reveal not only brain structure, but
also brain function using the endogenous signal
based on the coupling of hemodynamics and neu-
ral dynamics. This signal was based on blood flow
and blood volume, and reflected neural events
underlying these variations. For example, in the
Belliveau experiment a full-field flashing light was
viewed by the subject revealing the hemodynamic
effects of neural activity along the calcurine sulcus,
the location of primary visual cortex. A replication
of that experiment is illustrated in Fig. 1b.

Figure 2 illustrates a BOLD signal (right panel)
originating from a single voxel located in the left
hemisphere, inferior frontal gyrus (indicated by the
arrows). The yellow cluster indicates locations of
multiple contiguous voxels where the MR signal
during an object-naming task was significantly el-
evated relative to the baseline (rest) period. The
active region is well established as an area special-
ized for language production (Broca’s area), and
provides a classical example of “functional spe-
cialization” as observed by fMRI.

Neuroimaging of individual brains: identification of
functionally specialized cortical areas

One of the distinctions between basic research and
clinical applications is the focus on the individual
patient in clinical applications and the goal of a
complete medical summary that is unique and tai-
lored for a specific patient. This is in contrast to
the normed and grouped evidence for a conserved
feature relating to a general mechanism that is of-
ten the goal of basic science (Friston et al., 1999).
Although the methods for group studies are well
established, the new emphasis on clinical applica-
tions calls for establishment of highly reliable
methods to accurately describe a single patient.
One example of functional mapping that is well
developed to serve clinical objectives is the map-
ping of critical functions to inform neurosurgical
procedures by locating the centers of critical func-
tions. These well-established methods guide our
efforts to access functional systems in minimally
conscious patients (MCS) and are introduced in
the following section.
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Table 1. The blood oxygen level dependent (BOLD) signal

Physiology

Physics

Neural activation is associated with an increase in blood flow.
O, extraction is relatively unchanged

Result

Reduction in the proportion of deoxyhemoglobin in the local
vasculature

Deoxyhemoglobin is paramagnetic and distorts the local
magnetic field causing signal loss

Result

Less distortion of the magnetic field results in local signal
increase

Fig. 2. Cortical activity associated with naming visual objects. Signals illustrate the BOLD changes in MR susceptibility observed in
response to naming visually presented objects in a healthy volunteer. Signals originate from a single voxel (1.5 x 1.5 x 4.5 mm) on two
separate runs. Each run lasted 2 min 24 sec, during which 36 images were acquired, including 10 images for each of three epochs: initial
resting baseline (blue bar), task (naming) (pink bar), and final resting baseline (blue bar). All voxels in the brain for which the statistical
criteria were met (the average amplitude of the signal during the activity epoch was statistically different from the baseline signal) are
indicated by either a yellow, orange, or red color superimposed on the T2"-weighted image at the voxel address, and signify decreasing
levels of statistical confidence. Arrows point to the source voxel, which is centered within a cluster of similar (yellow) voxels and located
in the left hemisphere of the brain in the inferior frontal gyrus, putative Broca’s area. This slice of brain also shows activity in left
superior temporal gyrus, putative Wernicke’s area, and in the right lateral occipital extra striate area (putative object processing area),
and along the medial and posterior occipital regions (putative primary visual cortex). See Plate 3.2 in Colour Plate Section.

Methods for neuroimaging of cognitive processes in
individual brains

Functional maps for individual subjects aim to
identify critical functional specializations specific to
that subject or patient. For example, in the case of
functional mapping prior to a surgical procedure,
the goal is to identify regions of the individual pa-
tient’s brain that are employed for functions, such
as motor movements, tactile sensation, language,
vision, and audition that might be at risk because
of the location of the surgery. The presence of a
space-occupying lesion or long-term seizure-genic
conditions can modify the foci of functional brain
tissue, and normal assumptions of functional

specificity do not necessarily apply. In these cases,
functional brain maps are acquired at the highest
possible resolution to locate the functionally elo-
quent cortex, and this information is integrated in-
to the appropriate treatment plan for the patient.
Because the preservation of function during a
brain tumor resection for an individual patient is an
essential goal of neurosurgery, various conventional
intraoperative and preoperative brain-mapping
techniques are routinely employed for this purpose
(Burgess, 1995; George et al., 1995; Pujol et al.,,
1998). These techniques aim to identify cortical ar-
eas involved in sensory, motor, and language func-
tions and have become standard practice. They
include intraoperative electrophysiology with mo-



tor and language mapping, preoperative Wada
tests, and visual field examinations. However, the
added risk, time, and expense of multiple mapping
procedures favors noninvasive, preoperative proce-
dures. MRI maps of sensory and motor functions,
either alone or in combination with other neuron-
avigation techniques, have become widely accepted
as effective in directing brain tumor resection pro-
cedures away from cortical regions with residual
function (George et al., 1995; Latchaw et al., 1995;
Puce et al., 1995; Puce, 1995; Yousry et al., 1995;
Atlas et al., 1996; Mueller et al., 1996; Stapleton
et al., 1997; Lee et al., 1998; Schulder et al., 1998;
Nimsky et al., 1999).

Similarly, functional mapping of language areas
has also been accomplished by a range of tasks
and procedures including object naming and verb
generation (Herholz et al., 1997), production of
the names of animals starting with a given letter
(Latchaw et al., 1995), word generation in alpha-
betical order (Hinke et al., 1993), or auditory noun
presentations with a required category response
(Binder et al., 1996). Assessment of cortical activ-
ity associated with visual stimulation has been ac-
complished with intermittent binocular photic
stimulation (Fried et al., 1995, Latchaw et al.,
1995; Kollias et al., 1998), as well as with various
projected pattern stimuli (Tootell et al., 1995). Al-
though all of these tasks for sensory, motor, lan-
guage, and visual functions may be individually
effective, there are strong arguments in favor of an
integrated and standardized battery of tasks to fa-
cilitate validation and enhancement.

One such battery of fMRI tasks targets cortical
regions associated with tactile, motor, language, and
visual-sensitive cortical areas considered most crit-
ical for surgical decisions (Hirsch et al., 2001). In
this battery, all functions are repeated using both
“active” (volitional) and “‘passive” (receptive)
modes to assure that it is applicable to patients
with a wide range of symptoms and abilities to
comply with task directions. This feature also facil-
itates use in MCS patients where passive stimulation
is required. Any subset of these tasks may be se-
lected for specific clinical objectives while retaining
the advantages of the standardized procedures with
validations based on responses of both healthy vol-
unteers and patients. Thus, objectives of mapping
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cognitive functions in unresponsive patients requir-
ing passive stimulation techniques are served by
these prior validations. These advantages are essen-
tial for mapping residual functions in MCS patients.

A multi-function task battery

The specific tasks selected for this task battery are
nearly universally applicable and employ simple
stimuli and procedures. The tasks consist of four
separate procedures (Fig. 3) including:

(1) Passive tactile stimulation of a hand (either
the dominant hand or the hand relevant to
the hemisphere of surgical interest) is per-
formed with a mildly abrasive plastic surface
that is gently rubbed on the palm and fin-
gers. Simultaneously, the patient views a re-
versing checkerboard pattern (8 Hz). This
visual stimulation also aids the patient with
head stabilization.

(2) Active hand movement (finger—thumb tap-
ping) using either the same hand as in the
passive tactile stimulation or both hands
during repeat of the simultaneous visual
stimulation (reversing checkerboard).

(3) Picture naming by internal (silent) speech is
performed in response to visually displayed,
black-and-white, line-drawings presented at
4 sec intervals. These drawings are selected
from an appropriate range of the Boston
Naming test (Kaplan et al., 1983).

(4) Listening to recordings of spoken words
(names of objects) that are presented

Task Battery for Cortical Mapping of Sensory, Motor,
Language, Auditory and Vision-Related Functions

1. SENSORY + VISION

Touch/hand Reversing Checkerboard
2. MOTOR VISION

Finger/Thumb tapping + Reversing Checkerboard
3. LANGUAGE/active + VISION

Picture Naming Pictures
4. LANGUAGE/passive + AUDITION

Listening to Words Spoken words

Fig. 3. A summary of each of the functions mapped by the four
conditions in the standardized fMRI task battery for neuro-
surgical planning.
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through headphones is designed to reduce
scanner noise. A visual “cross-hair” remains
present throughout the run to help prevent
head movement.

The aims of these four conditions include: locali-
zation of primary and secondary visual areas, lo-
calization of sensory and motor cortices, and by
inference, prediction of the location of the central
sulcus, and localization of language-related activity,
and by inference, prediction of the locations of
Broca’s and Wernicke’s areas and the dominant
hemisphere for speech. The language areas are re-
dundantly targeted by expressive (active) and re-
ceptive (passive) language tasks, and by visual and
auditory modalities.

In the case of this test battery, development was
based upon a total of 63 healthy volunteers
(24 females and 39 males), who participated in
the evaluation of the specific set of tasks targeted
to identify brain regions that are most likely to be
surgical regions of interest for (1) primary brain
tumor, (2) brain metastasis, (3) seizure disorder, or
(4) cerebral vascular malformation (Hirsch et al.,
2000). A total of 125 patients also participated.
These patients were surgical candidates and pre-
sented with surgical regions of interest that in-
cluded sensorimotor (n = 63), language (n = 56),
or visual (n = 6) functions. The importance of
valid imaging techniques for assessment of cortical
responses in patients who give no bedside evidence
of responsiveness motivates inclusion of the vali-
dation procedures here.

Accuracy of brain maps: comparison with
intraoperative electrophysiology

In the same study, accuracy of the fMRI observa-
tions was assessed for these 125 surgical patients.
Comparison between conventional and MRI map-
ping procedures were made when both were in-
cluded in the treatment plan by comparison of the
fMRI maps with conventional intraoperative map-
ping (Fandino et al., 1999). This method of com-
parison also serves validity assessments of the same
technique when applied to situations where surgical
confirmations are not made. Both fMRI preoper-
ative maps and intraoperative electrophysiology

were performed in 16 cases. Intraoperative record-
ing of somatosensory evoked potentials (SSEPs)
were performed to localize the central sulcus
(Dinner et al., 1987), and successful intraoperative
recordings were obtained in 15 cases. Direct cor-
tical stimulation (Ojemann et al., 1989) was per-
formed in 11 of these cases with successful
stimulations in 9. The areas of electrophysiologi-
cal response were referenced to axial images with
the use of an intraoperative frameless-based ster-
eotactic navigation device and compared to the
preoperative fMRI images. In each case where a
successful SSEP or a direct stimulation occurred,
the surgeon judged the correspondence as consist-
ent with the functional maps (Hirsch et al., 2001).

The fMRI maps revealed precentral gyrus ac-
tivity in 16/16 (100%) cases and postcentral gyrus
in 13/16 (81%) cases. However, the combined
maps revealed the location of the central sulcus in
all cases. When both methods (fMRI and electro-
physiology) reported the central sulcus, the loca-
tions concurred in 100% of the cases for the SSEPs
(15/15) and also 100% for the direct cortical stim-
ulation (9/9), as determined within the spatial ac-
curacy of both methods, and are in accord with
similar investigations (Puce et al., 1995; Cedzich
et al., 1996). Thus, functional mapping based on
voxed-by-voxed threshold criteria (see below) is
relatable to conventional mapping techniques and
serves to validate the methodology.

Comparison of fMRI, Wada, and intraoperative
language mapping

The identification of the dominant hemisphere for
language determined by Wada testing (Wada and
Rasmussen, 1960) was consistent with fMRI results
in 100% of cases (n = 16) with both examinations
in a double-blind study, and is consistent with
findings of previous investigations (Hirsch et al.,
2000). In a subsequent cohort of five patients, this
integrated battery of tasks was applied prior to in-
traoperative language mapping with consistent
findings between the two methods (Ruge et al.,
1999). Since language functions are highly relevant
to emergence from MCS, these tools to passively
assess language systems are considered essential. In



particular, the passive listening task in this bat-
tery was 100% effective in stimulating putative
Wernicke’s area and 93% effective in stimulating
putative Broca’s area in 45 healthy individuals who
performed this task without volition.

In our clinical experience (nearly 1500 cases to
date), this fMRI task battery serves both pre- and
intraoperative objectives. On the preoperative side,
the fMRI maps have contributed to our estimates
of the risk/benefit ratio and to the decision wheth-
er or not to offer surgery to the patient, although
these decisions are based on the entire medical sit-
uation taken together, and not on any single as-
sessment. Communication between the surgeon
and the patient is also facilitated by images that
summarize the relevant structure and function is-
sues. On the intraoperative side, the fMRI results
also serve to direct the intraoperative electrophys-
iology, and thereby contribute to the efficiency of
the intraoperative procedures. Although the accu-
racy and sensitivity of the maps are evaluated in
each case where the corresponding intraoperative
tasks are managed, the overall validity of the
methodology for individual patients is well estab-
lished and thus serves as a foundation to assess
functional systems in unresponsive patients.

Considerations that differentiate single subject
mapping from group investigations

As noted above, functional mapping for clinical
applications is focused on the individual patient
rather than sample or population average respons-
es. The objective to contribute to the plan for a
single patient imposes additional burdens of proof
and confidence. The relevance of these considera-
tions for functional mapping of patients with def-
icits of consciousness justifies inclusion here.

Zero tolerance for error

In contrast to population-based studies where
grouped results are taken as evidence and error
bars are considered to be variations largely due to
individual differences, clinical tests focus on the
individual for diagnosis, treatment, and follow up.
Thus, the burden for accuracy for the “n of one”
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case is 100%, and dictates methodological adap-
tations to meet this standard. These adaptations
include an extraordinary standard for high image
quality as well as clarity, accuracy, and precision
for interpretation.

The “zero tolerance for error” standard is fur-
ther complicated by the special circumstances of
many patients. Some key factors include function-
al deficits that challenge execution of the task, high
levels of anxiety leading to claustrophobia, inabil-
ity to remember or perform instructions, excessive
head movements, probability of a seizure or other
sudden event that interrupts a scan, the effects of
therapeutic drugs, and susceptibility artifacts often
resulting from a previous surgical bed, implant, or
a vascular abnormality. The methodological ad-
aptations developed to accommodate these special
circumstances are discussed in the following text.
They include standardized paradigms and tasks
that map most relevant functions, employ short-
imaging runs, high-resolution grids, and least
number-of-assumptions for data analysis. All of
these adaptations are relevant to the even more
challenging task of imaging unresponsive patients
with disorders of consciousness where passive
(rather than volitional) responses are required.

Most relevant functions and task selection

Task selection is one of the key aspects of func-
tional imaging because the task defines the inter-
pretations of the functional map. In the case of
mapping for surgical planning, a high priority is
placed on ‘“most-feared morbidity” including
aphasia and paraplegia. Thus, tasks that identify
motor and sensory-sensitive cortices and, there-
fore, the central sulcus landmark on the targeted
hemisphere as well as tasks that reliably engage
essential language areas are essential. Tasks that
utilize features already in use in conventional in-
traoperative mapping including hand-related sen-
sory/motor tasks and object-naming tasks are also
an advantage. Active and passive (listening) modes
of object naming exhibits activity in both visual
and auditory systems in addition to the language
systems, which also serve to enrich the maps by
verifying the status and location of these eloquent
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areas even though they are often not the primary
focus of the surgical plan.

Although a specific task elicits a specific brain
map, interpretation of the function that each of the
areas contributes usually requires careful followup
attention and control experiments. For example, in
the language listening task, it is possible that the
activity patterns employ specific regions involved
in attention, languages, audition, imagery, associ-
ations, emotion, and memory. Even if each of the
repetitions of the task elicit common responses,
this diverse group of putative functions cannot be
disambiguated. Thus, interpretation of the factors
that actually elicit the BOLD signal remains a
pivotal issue.

In the case of patients with disorders of con-
sciousness, the tasks must be limited to passive
stimulations, and the most relevant questions cen-
ter around inferences regarding cognition and
awareness. The challenge is to illicit evidence that
sheds light on the question of internal cognitive
processes and potential for recovery. Options for
testing with the advantage of prior validation pro-
cedures (mentioned above) are tasks that employ
listening to spoken language and tactile stimulation
of the hands. The tactile stimulation can serve as a
procedural control, whereas the passive listening
offers possible information regarding the status of
language-related cognitive systems. However, the
extent to which the BOLD response in MCS can be
interpreted similarly to the BOLD response in
healthy volunteers must be examined carefully.

Procedure adaptations: short runs

Under conditions where constant monitoring and
assessments are necessary, anxiety and claustro-
phobia are frequent issues for patients, and imag-
ing runs may need to be repeated due to confusion
regarding instructions, failure to comply, or other
unexpected events. In these instances, the shorter
the imaging epoch, the better. The tradeoff, of
course, is accuracy and statistical confidence, and
both are optimized by increased numbers of ac-
quisitions. One technique that balances these pro-
cedural concerns is sometimes referred to as a
“double pass” strategy. Short runs are performed
for each task consisting of an initial and ending

baseline epoch (minimum of 10 acquisitions each)
and a central “activity” epoch. Both runs are iden-
tical block designs and if not successfully imple-
mented can be repeated without compromising the
other (Fig. 4). The optimal analysis rule is that two
good runs must be acquired for standardized qual-
ity assurance. However, in the case where only one
run is possible, a map can be produced that offers
meaningful results at a reduced level of certainty.

Analysis adaptation: confidence

The short-run, double-pass method employs an
analysis strategy based on a combination of statis-
tical signal-to-noise models and physiological re-
peatability. Basically, voxel-by-voxel “t” maps are
generated separately for each run, and the final
report requires that all reported voxels meet that
statistical criteria on both runs. This “‘conjunction”
strategy tends to filter out highly significant voxels
based solely on signal-to-noise factors that are due
to spurious noise events, and adds the criteria that
the event is replicable Nichols et al., 2005. Al-
though signals due to spurious sources occurring
sequentially at the same place are possible, the
likelihood is greatly reduced relative to a single
occurrence. Probabilities of false-positive events
using this conjunction criteria can be determined
empirically, based on a resting brain or phantom.
Probabilities of a false-positive result using this
technique are conventionally adjusted to be in the
range of p<0.0005 to <0.0001 (Hirsch et al.,
1995a, b, 2000, 2001; Kim et al., 1997; Ruge et al.,
1999; Victor et al., 2000; Wang et al., 2003). These
empirically determined probabilities are consistent
with calculated expected probabilities using the
Bonferoni correction for multiple determinations,
assuming an appropriate cluster size and our high
resolution of 1.5x 1.5mm (Fig. 5). Because of
the extensive validation and ease of implementa-
tion, the short-run, double-pass method is well
suited for imaging patients who are not responsive
or cooperative.

Imaging adaptations: field strength, and resolution
Although high-field scanners promise advantages
in sensitivity, the increased susceptibility to arti-
facts within the field of view in some cases favors
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Fig. 4. Double-pass short-block paradigm. Time series for the two short runs, double-pass method of image acquisition. The total run
time is 2 min and 24 sec for each run, and each line illustrates the 4-sec bin boundary separating whole brain acquisition (right columns)
into image acquisitions (column 2). The stimulation prescription (column 3) indicates the stimulation cycle where images 0-12 are
acquired during resting baseline (with visual fixation), images 13-24 are acquired during the task performance (Fig. 3), and images
25-36 are acquired during the final resting period as in acquisitions 0-12.

the 1.5T field strength scanners for patients with
implants, surgical beds, and vascular abnormali-
ties for functional maps. These postsurgical con-
ditions often apply to patients with head trauma,
thus favoring the conventional strength scanners.
Nonetheless, high-quality descriptions of func-
tional systems on individual patients requires
high-resolution acquisitions for the functional im-
ages. In basic science applications where images
from multiple subjects are registered together, the
potential advantages to high-resolution acquisi-
tions are often not realized due to the multiple
registrations and normalizations. However, for a
single individual the alignments are restricted to
motion correction, whose shifting facilitates high-
resolution acquisitions Woods et al., 1993. An
example of an optimal set of high-resolution im-
aging parameters includes a field of view of
19 x 19cm and an array size of 128 x 128. The
in-plane voxel size with these parameters is
1.5 x 1.5mm, which assures a high standard of

spatial accuracy. Most scanners can acquire 20—-40
slices for these parameters allowing slice thickness
to vary from approximately 2.0-4.0 mm under
these conditions. Another advantage to the high-
resolution T2* acquisition is the reduced need to
display the functional maps on an alternative
(such as T1) acquisition for anatomical detail.
This avoids distortions due to image registrations
and preserves the best description of structure and
function for the individual patient. In patients
with head injury and altered cortical topography,
these advantages have particular relevance.

Functional mapping during sedation

Following the development of the basic standard
battery of tasks for neurosurgical planning, we were
challenged again by the need to provide similar
maps for patients who were sedated during the im-
aging procedure (Chapman et al., 1995). The pop-
ulation for which this was generally necessary
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Fig. 5. Double-pass method. Illustrations of voxels that meet statistical criteria at each stage of statistical decision for the brain
(coronal slice) of a subject (left panel) and for the copper sulfate phantom simulating the brain (right panel). The stages of the analysis
are outlined. Each average signal must be higher during the stimulation epoch than the initial baseline (stage 1) and the recovery
baseline (stage 2) on two independent test-runs (runs 1 and 2). The task performed was finger-thumb tapping using the left hand. As
would be expected, the right hemisphere of the precentral gyrus (motor strip) is activated (circled activity). The location of activity
within the motor strip matches the known location of the hand in the motor strip in the Homonculus, as shown in the schematic on the
right. The conjunction-across-2 runs is based on the principle that real signals can be differentiated from the noise by the probability of
a repeat occurrence in the same place through multiple acquisitions. This double-pass acquisitions simulation (described above) is
shown for a copper sulfate phantom control. Activity passing all conjunction criteria includes only three “active” voxels. This
procedure is repeated many times, using both copper sulfate phantoms and also human brains under resting conditions, to empirically
determine that the average rate of a false-positive signal is less than 1 part in 10,000, i.e., on average there is one voxel observed by
chance for each brain slice. See Plate 3.5 in Colour Plate Section.

included children under 6 years of age. In the face of
specific medical needs, the passive tasks (listening,
tactile, and visual photic stimulation) were adapted
for use under sedation with propofol (Hirsch et al.,
1997; Souweidane et al., 1999). One of the adapta-
tions was the use of a familiar speaker for the pas-
sive listening, and meaningful narratives were
recorded for the purpose of the functional maps.
As illustrated for the case of a 15-month-old sedated
girl (Fig. 6), this technique yields a system of regions
consistent with known language-related areas. In
the case of this patient, the language-dominant
hemisphere was on the right side which is consistent
with the absence of morbidity following a complete
and total resection on the left hemisphere. These
studies confirm that “consciousness” is not a pre-
requisite to confirming the presence of an active
language-related system in the cortex.

Neuroimaging of cortical areas specialized for high-
level cognitive tasks

In contrast to sensory/motor, and visual systems,
current understanding of the mechanisms of high-
er cognitive functions is not closely linked to a
specified neurophysiological substrate. Posner and
Raichle (1994) note that

“While there has been general agree-
ment that operations performed by the
sensory and motor systems are local-
ized, there has been much more dispute
about higher-level cognitive processes.
It is still undetermined whether higher-
level processes have defined locations,
and if so, where these locations would
be.”
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Broca's area Supplementary motor

Fig. 6. Sedated child “listening” to mother’s narrative. Fifteen-month-old girl with an aggressive tumor in the left hemisphere
(hyperintense region). In-plane resolution was 1.5 x 1.5mm and the double-pass paradigm and analysis (see text) was employed. The
patient was sedated with propofol and maintained at the lightest level that prevented movement of the head. A recorded passage of the
mother talking to the patient was played through earphones worn by the patient while scanning. The circles indicate putative
Wernicke’s area, Broca’s area, and supplementary motor area, consistent with the expected language network in preparation for the

emerging language function. See Plate 3.6 in Colour Plate Section.

The emergence of neuroimaging, however, pro-
vides a new opportunity to test hypotheses about
the underlying networks that sustain cognition in
healthy individuals without reliance on lesions or
disease processes (Cabeza and Nyberg, 2000). De-
terminations of the anatomy and topography of
cortical areas specialized for cognitive tasks in-
forms models of attention, working memory, and
executive processes as well as consciousness.

As discussed above the functional neural anato-
my of cognitive processes is revealed by comparing
the BOLD response elicited by various experimen-
tal and control tasks, and is typically characterized
by a voxel-by-voxel statistical comparison of the
signal amplitude during the activity with the signal
amplitude during a baseline resting or control
event. The basic assumption is that neuronal activ-
ity is increased in a functionally specialized area
during the execution of a task that employs that
specialization. Locations of active areas, cluster
sizes, and dynamical properties of the signal can be
compared across cognitive conditions. Tasks are
designed to either include or exclude the cognitive
component of interest, and the signals elicited from
these tasks are compared (Price et al., 1997).

Neural systems and cognitive processes

Although differentiation of brain areas by func-
tional specificity is a well-established principle of
cortical organization, recent approaches to study
human cognition have focused on the integration

of groups of specialized areas into long-range units
that collectively serve as the comprehensive neural
substrate for specific cognitive tasks. According to
Mesulam (1998):

“A central feature in the organization of
the large-scale network is the absence of
one-to-one correspondences among an-
atomical sites, neural computations and
complex behaviors.”

Thus, an individual cognitive or behavioral do-
main is subserved by several interconnected sites,
leading to a distributed neural system with func-
tional specificity. An early empirical foundation
for this emerging view is found in the work of
Mishkin and Ungerleider (1982), who described
ventral and dorsal pathway segmentation during
visual tasks that required either object identifica-
tion or object localization, respectively. More re-
cently, direct interactions between multiple brain
regions that participate in a variety of complex
functions and behaviors have been proposed as
evidence for this systems model. For example, co-
variations between BOLD responses in separate
cortical areas during complex attention tasks
(Buchel and Friston, 1997) have been described
using a statistical approach called structural equa-
tion modeling to determine whether the covari-
ances between areas are due to direct or indirect
interactions. Models of fear, anxiety, and cognitive
control have been similarly studied using this tech-
nique and other more recent and emerging ap-
proaches to determine various interactions
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between psychophysical and behavioral measures
and signal modulations within specific brain areas.
These analyses identify the involved groups of ar-
eas associated with a task, and characterize chang-
es in regional activity and interactions between
regions over time. Other current and related ap-
proaches to identify functionally specific long-
range systems associated with high-level cognitive
and attentive processes include covariation of re-
gional activities with either other areas or other
data like reaction time or individual assessments of
behavior like personality inventories.

Functional neuroanatomy of language:
a large-scale network

The fundamental relevance of the language system
to recovery from MCS motivates focus on the un-
derlying network for language. Models of the neural
correlates for elementary language processes often
include left hemisphere regions involved in a variety
of language functions, including Broca’s and Wer-
nicke’s areas and are generally consistent with a
network model. This network is easily demonstrated
using an object-naming task and multiple modalities
including auditory, visual, and tactile stimuli (Hi-
rsch et al., 2001). A cross-modality conjunction
technique isolates effects that are observable in all
cases and, therefore, not dependent upon sensory
processes (Price et al., 1997). Results are consistent
with the view that the task of naming objects elicits
activity from a set of areas within a neurocognitive
system specialized for language-related functions.
The colored circles on the normalized “glass brain”
(Fig. 7) represent average locations of activity cent-
roids from a large group of healthy subjects on the
standard atlas brain (x-, y-, z-coordinates) as indi-
cated in Table 1 (Talairach and Tournoux, 1988).
There are five regions in this neurocognitive system
(all located within the left hemisphere) including
putative Broca’s area (inferior frontal gyrus, BA 44
and 45), putative Wernicke’s area (superior tempo-
ral gyrus, BA 22), and medial frontal gyrus (BA 6).
Thus, these results are consistent with the view that
the functional specialization for this elementary lan-
guage task involves a system of language-related
areas rather than a single area. This simple “active”
task is clearly similar to the results of the “passive”

task under sedation (even for a young child, above),
suggesting that both approaches stimulate a com-
mon system.

Functional neuroanatomy of attention and volitional
processes: a large-scale network

Like language, the ability to attend is involved in a
wide range of cognitive tasks. Functional imaging
studies by Mesulam and others suggest that spatial
attention is also mediated by a large-scale distrib-
uted network of interconnected cortical areas
within the posterior parietal cortex, the region of
frontal eye fields, and the cingulate cortex. Kim et
al. (1999), used a conjunction analysis to compare
activity associated with two different types of vis-
uospatial attention shifts: one based on spatial
priming and the other based on spatial expectancy
to test the hypothesis of a fixed area network for
both tasks. The activation foci observed for the
two tasks were nearly overlapping indicating that
both were subserved by a common network of
cortical and subcortical areas. The main findings
were consistent with a model of spatial attention
that is associated with a fixed large-scale distrib-
uted network specialized to coordinate multiple
aspects of attention. Alternative hypotheses which
predict that task variations are associated with an
increase in the number of involved areas were re-
jected. However, an observed rightward bias for
the spatial priming task suggested that activation
within the system showed variations specific to the
attributes of the attentional task.

Neuroimaging and deficits of consciousness

Guided by the ‘“Astonishing Hypothesis” of
Francis Crick (1994), we assume that the biolog-
ical underpinnings of consciousness are observable
and are represented by specific neurocorrelates.
However, the question is, how and which ones?
Although still in a nascent stage, the study of con-
sciousness is an ‘“‘emerging”’ area of research
(Zeman, 2001, 2002, this volume). According to
Antonio Damasio (1998)

“The fact that consciousness is a pri-
vate, first-person phenomenon makes
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Brodmann Center of mass

Common Name Anatomical Region Area X y z
@ Supplementary Motor Maedial Frontal Gyrus (GFd) 6 9 -6 53
@ Wernicke's Area Superior Temporal Gyrus (GTs) 22 57 -28 9
@ Broca’s Area Inferior Frontal Gyrus (Gfi) 44 49 10 25
@ Broca's Area Inferior Frontal Gyrus (Gfi) 45 40 25 8

Fig. 7. A fixed large-scale network for object naming. The network of areas which subserve object naming as determined by con-
junction across three sensory modalities consists of medial frontal gyrus (GFd, BA 6), superior temporal gyrus (GTs, BA 22; putative
Wernicke’s area), and inferior frontal gyrus (Gfi, BA 44,45; putative Broca’s area), in the left hemisphere. These areas are portrayed as
colored circles in a three-dimensional glass brain based upon the Talairach and Tournoux Human Brain Atlas and stereotactic
coordinate system. The table appearing below contains the average group coordinates (x, y, z) of the included regions (from Hirsch

et al., 2001). See Plate 3.7 in Colour Plate Section.

it more difficult to study than other
cognitive phenomena that, although
being equally private, also have char-
acteristic behavioral signatures. None-
theless, by combining cognitive and
neurobiological methods, it is possible
to approach consciousness, to describe
its cognitive nature, its behavioral cor-
relates, its possible evolutionary origin
and functional role; last but not least,
it is possible to investigate its neuro-
anatomical and neurophysiological un-
derpinnings.”

As in the neuroimaging of related cognitive proc-
esses such as language, attention, working memory,

and executive control, an investigation of con-
sciousness is largely dependent upon the develop-
ment of appropriate paradigms and relevant theory.
A major obstacle in the application of neuroimag-
ing techniques to the investigation of consciousness
is the inability to establish a task to vary the state of
consciousness. That is, consciousness is not started
and stopped in synchrony with a particular imaging
sequence.

To circumvent this obstacle, we employed
a variation of the passive language tasks devel-
oped for neurosurgical procedures in both con-
scious and sedated patients, as described above.
The neuroimaging of patients with disorders of con-
sciousness who are exposed to stimulation intended
to provoke neural circuitry underlying cognition is a
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novel and developing area of investigation. Tech-
niques employed by our group are based on the
methodology, described earlier in this chapter, orig-
inating from clinical needs to map critical functions
in single patients (Hirsch et al., 2000).

An illustrative case

A 33-year-old, right-handed male without prior his-
tory of neurological disorders suffered severe head
trauma secondary to a blow in the right frontal
region with a blunt object leading to bilateral sub-
dural hematoma and brainstem compression injury
(Hirsch et al., 2003; Schiff et al., 2005). Bedside ex-
aminations were consistent with the diagnosis of
MCS (Giacino et al., 2002), and the functional im-
aging study was performed 24 months after the in-
jury. Neurological examination at the time of the
study revealed oculocephalic responses with intact
visual tracking and saccades to both stimuli and to
commands, marked increased motor tone bilateral-
ly, and frontal release signs. The highest level of
behavior observed in this patient was his ability to
inconsistently follow complex commands including
g0, no-go, countermanding tasks, and occasional
verbalization. Right frontal lobe encephalomalacia
and paramedian thalamic infarction were present on
the structural MRI and on the functional (T2%*)
scans. Resting FDG-PET demonstrated 40.6% of
normal regional cerebral metabolic rate.

Imaging methods were as described previously
for neurosurgical patients, and employed passive
auditory stimulation by presenting a prerecorded
narrative of a family member recalling past expe-
riences that she had shared with the patient. The
narrative was also presented as reversed speech in-
cluding the same content but without linguistic
meaning. Passive tactile stimulation was also em-
ployed. Single epoch runs, each lasting 2min and
24 sec and the double-pass short-block paradigm
was employed (Fig. 4). Single-voxel confidence
levels were set at p< 0.0001 corrected for false
positives (Fig. 2). Voxel size was 1.5 x 1.5 x 4.5 mm
and 21 continuous slices covered the whole brain.
The scanner was a 1.5T GE equipped for EPI with
a standard fMRI sequence (TR = 4000, TE = 60,
flip = 60).

The three panels in Fig. 8 show the results of
activity associated with the forward speech exclud-
ing any areas associated with the backward speech
in order to evaluate the hypothesis that the subjects
were responsive to the ““meaning” of the narrative
and not just the sound. The three panels show the
results of 10 healthy normal subjects performing a
similar task (left panel); a 29-year-old male imaged
as a healthy volunteer at the same time as the pa-
tient and listened to the same narrative (middle
panel); and the MCS patient (right panel). Most
notable is the similarity between the patient and
both the group and individual results. In particu-
lar, activity observed in the left temporal (GTs) and
inferior frontal gyres (GFi) are consistent with
Wernicke’s and Broca’s areas, respectively. Of no-
table interest is the additional activity in the oc-
cipital region (calcarine sulcus, SCa, and middle
occipital gyres, GOm) of the patient suggestive of
mental imagery and/top-down information
processing in response to the narrative. Although
not shown owing to space and summary con-
straints, other acquired slices were consistent with
the findings as illustrated in these slices. Further,
the passive tactile stimulation was indistinguishable
in all three cases (see Schiff et al., 2005).

A notable comparison

The neural activity associated with this stimulation
is not only remarkably robust for the patient, it is
basically indistinguishable from the normals. To-
gether with the inconsistent evidence for receptive
and expressive language evident in the bedside ex-
amination, and the low resting cerebral metabolic
rate, these imaging findings were unexpected.
There was, however, one notable difference be-
tween this patient and the group of normals. When
the stimulating narrative was in time-revered order
(lacking linguistic content but containing speech-
like qualities), it elicited robust responses from the
normals, whereas the MCS patient response was
markedly reduced (Schiff et al., 2005). This failure
of the time-reversed narratives to elicit robust
activity may reflect a failure to provoke a global
change in neuronal firing patterns based on stim-
ulus salience. One preliminary interpretation sug-
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Fig. 8. Passive listening to narratives presented as normal speech (forward) excluding responses elicited when the same speech was
presented backwards. Results from the healthy volunteers are shown on one slice of an average brain (left panel), results from an age-
and sex-matched healthy volunteer acquired at the same session and using the same narratives as the patient in an MCS are shown on a
comparable slice (middle panel), and results from the MCS patient (see text) are shown at a similar slice level (right panel). Note the
structural abnormalities in the anterior right hemisphere secondary to the injury responsible for the patient’s altered state of con-
sciousness. All three brains show activity in the left inferior frontal gyrus (GFi), Brodmann’s area (BA) 44, putative Broca’s area; left
hemisphere temporal gyrus (GTs), BA 22, putative Wernicke’s area; and middle temporal gyrus (GTm), BA21, bilaterally, putative
auditory-cortex. Additionally, the MCS subject shows activity in the extrastriate visual cortex (middle occipital gyrus, GOm, BA18),
and in the primary visual cortex (calcarine sulcus, SCa, BA17). The levels of statistical stringency and analysis procedures were
identical for the patient and comparison healthy volunteer, suggesting that the responses elicited by the patient were (1) more robust as
they activated a large volume of cortex (larger number of significant voxels) and (2) more distributed as the global pattern of activity
included visual system responses. This was unexpected since there was no visual stimulation (only auditory), and the patient had his
eyes closed. We cannot rule out the possibility that this patient was “visualizing” some representation of the narrative which was

personalized for him. See Plate 3.8 in Colour Plate Section.

gests that for his patient MCS may be related to a
deficit of ““baseline” responsiveness consistent with
known effects associated with compression of the
thalamus and brainstem that occurred during the
acute phase of the injury.

What does this mean?

These findings and other similar cases (Schiff et al.,
2005) raise a number of complex questions includ-
ing “Does this patient have an inner cognitive life
that is not reflected by his bed-side responses?” If so,
what can we do about it? Are any of these findings
evidence for “neural preparedness” for emergence?
What ethical issues do these findings raise (Fins,
2003, this volume)? What investigations need to be
done to lead us to informed and aggressive thera-
pies? Can neuroimaging contribute to assessments
that will guide and inform therapies for individual
patients? The content of this paper suggests that
imaging paradigms established to investigate the
neural underpinnings of cognition in normals also
provide foundations for emerging investigations of
the neural underpinnings of consciousness (Hirsch,

2005). Both bring neural science closer to the goal of
understanding the biological underpinnings of the
mind, and perhaps closer to the goal of treating
patients with disorders of consciousness.
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CHAPTER 4

Global workspace theory of consciousness: toward a
cognitive neuroscience of human experience

Bernard J. Baars™

The Neurosciences Institute, 10640 John Jay Hopkins Dv., San Diego, CA 92121, USA

Abstract: Global workspace (GW) theory emerged from the cognitive architecture tradition in cognitive
science. Newell and co-workers were the first to show the utility of a GW or “blackboard” architecture in a
distributed set of knowledge sources, which could cooperatively solve problems that no single constituent
could solve alone. The empirical connection with conscious cognition was made by Baars (1988, 2002). GW
theory generates explicit predictions for conscious aspects of perception, emotion, motivation, learning,
working memory, voluntary control, and self systems in the brain. It has similarities to biological theories
such as Neural Darwinism and dynamical theories of brain functioning. Functional brain imaging now
shows that conscious cognition is distinctively associated with wide spread of cortical activity, notably
toward frontoparietal and medial temporal regions. Unconscious comparison conditions tend to activate
only local regions, such as visual projection areas. Frontoparietal hypometabolism is also implicated in
unconscious states, including deep sleep, coma, vegetative states, epileptic loss of consciousness, and gen-
eral anesthesia. These findings are consistent with the GW hypothesis, which is now favored by a number of
scientists and philosophers.

Introduction events are therefore assessed by way of reportabil-

ity. We now know of numerous brain events that
Shortly after 1900, behaviorists attempted to purge are reportable and comparable ones that are not.
science of mentalistic concepts like consciousness, This fact invites experimental testing: why are we
attention, memory, imagery, and voluntary con- conscious of these words at this moment, while a
trol. “Consciousness,” wrote John B. Watson, “is few seconds later they have faded, but can still be
nothing but the soul of theology.” But as the facts called to mind? Why is activity in visual occipito-
accumulated over the 20th century, all the tradi- temporal lobe neurons reportable, while visually
tional ideas of James (1890) and others were found evoked activity in parietal regions is not? Why
to be necessary. They were reintroduced with more does the thalamocortical system support conscious
testable definitions. Memory came back in the experiences, while the comparably large cerebel-
1960s; mental imagery in the 1970s; selective at- lum and basal ganglia do not? How is waking
tention over the last half century; and conscious- consciousness impaired after brain damage? These
ness last of all, in the last decade or so. are all testable questions. The empirical key is to

It is broadly true that what we are conscious of, treat consciousness as a controlled variable.

we can report with accuracy. Conscious brain A growing literature now compares the brain

effects of conscious and unconscious stimulation.
*Corresponding author. Tel.: +1925-283-2601; Precise experimental comparisons allow us to ask
Fax: +1925-283-2673; E-mail: baars@nsi.edu what conscious access does “‘as such.” Many
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techniques are used for this purpose. In visual
backward masking, a target picture is immediately
followed by a scrambled image that does not block
the optical input, but renders it unconscious
(Dehaene et al., 2001). Binocular rivalry has been
used for the same reason: it shows that when two
competing optical streams enter the two eyes, only
one consistent interpretation can be consciously
perceived at any given moment (Leopold and
Logothetis, 1999). Most recently, several studies
have demonstrated inattentional blindness, in
which paying attention to one visual flow (e.g., a
bouncing basketball) blocks conscious access to
another one at the very center of visual gaze (e.g.,
a man walking by in a gorilla suit) (Simons and
Chabris, 1999). These studies generally show that
unconscious stimuli still evoke local feature activ-
ity in sensory cortex. But what is the use of making
something conscious if even unconscious stimuli
are identified by the brain? More than a score of
studies have shown that although unconscious vis-
ual words activate known word-processing regions
of visual cortex, the same stimuli, when conscious,
trigger widespread additional activity in frontopa-
rietal regions (e.g., Dehaene et al., 2001).

A rich literature has arisen comparing conscious
and unconscious brain events in sleep and waking,
general anesthesia, epileptic states of absence, very
specific damage to visual cortex, spared implicit
function after brain damage, attentional control
(also see Posner, this volume), visual imagery, in-
ner speech, memory recall, and more (Crick and
Koch, 2003). In state comparisons, significant
progress has been made in understanding epileptic
loss of consciousness (Blumenfeldt and Taylor,
2003; Blumenfeld, this volume), general anesthesia
(Fiset et al., 2001; John et al., 2001; Alkire and
Fiset et al., this volume) and sleep' (Steriade, 2001;
Maquet, this volume).

'At the level of cortical neurons, bursting rates do not change
in deep sleep (Steriade, 2001). Rather, neurons pause together
at <4 Hz between bursts. Synchronous pausing could disrupt
the cumulative high-frequency interactions needed for waking
functions such as perceptual continuity, immediate memory,
sentence planning, motor control, and self-monitoring. It is
conceivable that other unconscious states display similar neu-
ronal mechanisms.

The global access hypothesis

The idea that consciousness has an integrative
function has a long history. Global workspace
(GW) theory is a cognitive architecture with an
explicit role for consciousness. Such architectures
have been studied in cognitive science, and have
practical applications in organizing large, parallel
collections of specialized processors, broadly com-
parable to the brain (Newell, 1994). In recent
years, GW theory has been found increasingly
useful by neuroscientists. The theory suggests a
fleeting memory capacity that enables access be-
tween brain functions that are otherwise separate.
This makes sense in a brain that is viewed as a
massive parallel set of specialized processors. In
such a system, coordination and control may take
place by way of a central information exchange,
allowing some processors — such as sensory sys-
tems in the brain — to distribute information to
the system as a whole. This solution works in
large-scale computer architectures, which show
typical “limited capacity” behavior when infor-
mation flows by way of a GW. A sizeable body of
evidence suggests that consciousness is the primary
agent of such a global access function in humans
and other mammals (Baars, 1988, 1997, 2002). The
“conscious access hypothesis” therefore implies
that conscious cognition provides a gateway to
numerous capacities in the brain (Fig. 1). A
number of testable predictions follow from this
general hypothesis (Table 1).

A theater metaphor and brain hypotheses

GW theory may be thought of as a theater of
mental functioning. Consciousness in this meta-
phor resembles a bright spot on the stage of im-
mediate memory, directed there by a spotlight of
attention under executive guidance. Only the
bright spot is conscious, while the rest of the
theater is dark and unconscious. This approach
leads to specific neural hypotheses. For sensory
consciousness the bright spot on stage is likely to
require the corresponding sensory projection areas
of the cortex. Sensory consciousness in different
modalities may be mutually inhibitory, within
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Self
Intentions
Expectations

Perceptual
contexts

Sensory stimuli

Images, Ideas
(Input)
Speech &

Action
(Output)

Unconscious
Resources:

Interpreters

Memories

Language

The conscious spotlight
in Working Memory

Y

Automatisms

Fig. 1. A schematic diagram of GW theory, viewed metaphorically as a theater of mind. Conscious contents correspond to the bright
spot on the stage of working memory. Once conscious, they activate many unconscious regions of the brain, including interpreters,
memories, language capacities, and automatisms. In brain terms, those would be involved in certain cortical regions, hippocampus, and
basal ganglia, which are believed not to directly support conscious experiences. However, conscious cognitions themselves are always
shaped by unconscious contexts. Executive functions (self) may be considered as one set of such contexts (Adapted from Baars, 1997).

Table 1. Theoretical claims: brain capacities enabled by conscious events

1. Conscious perception enables access to widespread brain sources; unconscious sensory processing is much more limited
2. Conscious perception, inner speech, and visual imagery enable working memory functions; there is no evidence for unconscious

access to working memory

3. Conscious events enable almost all kinds of learning: episodic and explicit learning, but also implicit and skill learning
4. Conscious perceptual feedback enables voluntary control over motor functions, and perhaps over any neuronal population and even

single neurons

5. Conscious contents can evoke selective mechanisms (attention) and be evoked by it
6. Consciousness enables access to the “observing self” — executive interpreters, involving parietal and prefrontal cortex

approximately 100ms time cycles (Baars and
Franklin, 2003). Sensory cortex can be activated
internally as well as externally, resulting in the
“internal senses” of conscious inner speech and
imagery. Once a conscious sensory content is es-
tablished, it is distributed widely to a decentralized
“audience” of expert networks sitting in the dark-
ened theater, presumably using corticocortical and
corticothalamic fibers. The transfer of information

from conscious visual episodes to the (uncon-
scious) hippocampal system is a clear example of
such distribution of conscious information in the
brain (Moscovitch, 1995). This is the primary
functional role of consciousness: to allow a theater
architecture to operate in the brain, in order to
integrate, provide access, and coordinate the func-
tioning of very large numbers of specialized net-
works that otherwise operate autonomously. All
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the elements of GW theory have reasonable brain
interpretations, allowing us to generate a set of
specific, testable brain hypotheses about con-
sciousness and its many roles in the brain. Some
of these ideas have now received considerable em-
pirical support (Baars, 2002; Baars et al., 2003).

The theory has been implemented in compu-
tational and neural net models and bears a fam-
ily resemblance to Neural Darwinist models
(Edelman, 2003). Franklin and colleagues have im-
plemented GW theory in large-scale computer
agents, to test its functionality in complex practi-
cal tasks (Franklin, 2001). IDA (for “intelligent
distributed agent™), the current implementation
of the extended GW architecture directed by
Franklin, is designed to handle a very complex ar-
tificial intelligence task normally handled by
trained human beings (also see Aleksander on ma-
chine consciousness in this volume). The particular
domain in this case is interaction between U.S.
Navy personnel experts and sailors who move from
job to job. IDA negotiates with sailors via e-mail,
and is able to combine numerous regulations, sail-
ors’ preferences, time, location and travel consid-
erations into human-level performance. While it
has components roughly corresponding to human
perception, memory, and action control, the heart
of the system is a GW architecture that allows the
content or meanings of the messages to be widely
distributed, so that specialized programs called
“codelets” can respond with solutions to centrally
posed problems. Franklin writes that “The fleshed
out global workspace theory is yielding hopefully
testable hypotheses about human cognition. The
architectures and mechanisms that underlie con-
sciousness and intelligence in humans can be ex-
pected to yield information agents that learn
continuously, adapt readily to dynamic environ-
ments, and behave flexibly and intelligently when
faced with novel and unexpected situations.”
(http://csrg.cs.memphis.edu/). Similar architectures
have been applied to difficult problems like speech
recognition. While such autonomous agent simu-
lations do not prove that GW architectures exist in
the brain, they give an existence proof of their
functionality. It is worth noting that few integrative
theories of mind or brain show functional utility in
applied settings.

Sensory consciousness as a test case

Visual consciousness has been studied in depth,
and there is accepted evidence that visual features
that become conscious are identified by the brain
in the ventral stream of visual cortex. There, fea-
ture-sensitive cells support visual experiences of
light, color, contrast, motion, retinal size, location,
and object identity; small lesions can selectively
abolish those conscious properties without affect-
ing other aspects of conscious vision (Zeki, 2001;
Naccache, in this volume).

However, to recollect the experience of a human
face, we need the hippocampal system. To respond
to it emotionally, neurons in amygdala may be
activated. But hippocampus and amygdala do not
seem to support conscious contents directly
(Moscovitch, 2001). Thus, the ventral visual
stream, which is needed for specific conscious con-
tents, seems to influence regions that are not.

Dehaene and colleagues have shown that back-
ward-masked visual words evoked brain activity
confined to the well-known visual word recogni-
tion areas of cortex (Dehaene et al., 2001). Iden-
tical conscious words triggered higher levels of
activity in these areas, but more importantly, they
also evoked far more widely distributed activity in
parietal and prefrontal cortex. That result has now
been replicated more than a dozen times, using
different brain imaging techniques and different
methods for comparing conscious and uncon-
scious input. Such methods have included binoc-
ular rivalry (Sheinberg and Logothetis, 1997),
inattentional blindness (Rees et al., 1999), neglect
and its extinction (Rees et al., 2002), and different
sense modalities, such as audition (Portas et al.,
2000), pain perception (Rosen et al., 1996), and
sensorimotor tasks (Haier et al., 1992; Raichle
et al., 1994). In all cases, conscious sensory input
evoked wider and more intense brain activity than
identical unconscious input.

Complementary findings come from studies of
unconscious states. In deep sleep, auditory stimu-
lation activates only primary auditory cortex
(Portas et al., 2000). In vegetative states following
brain injury, stimuli that are ordinarily loud or
painful activate only the primary sensory cortices
(Laureys et al., 2000, 2002). Waking consciousness



is apparently needed for widespread of input-driv-
en activation to occur. These findings support the
general notion that conscious stimuli mobilize
large areas of cortex, presumably to distribute in-
formation about the input.

Inner speech, imagery, and working memory

Both auditory and visual consciousness can be ac-
tivated endogenously. Inner speech is a particularly
important source of conscious auditory-phonemic
events, and visual imagery is useful for spatial
memory and problem-solving. The areas of the left
hemisphere involved in outer speech are now
known to be involved in inner speech as well
(Paulesu et al., 1993). Likewise, mental imagery is
known to involve visual cortex (Kosslyn et al.,
2001). Internally generated somatosensory imagery
may reflect emotional and motivational processes,
including feelings of psychological pain, pleasure,
hope, fear, sadness, etc. (Damasio, 2003). Such in-
ternal sensations may communicate to other parts
of the brain via global distribution or activation.

Prefrontal executive systems may sometimes con-
trol motor activities by evoking motivational im-
agery, broadcast from the visual cortex, to activate
relevant parts of motor cortex. Parts of the brain
that play a role in emotion may also be triggered by
global distribution of conscious contents from sen-
sory cortices and insular cortex. For example, the
amygdala appears necessary to recognize visual fa-
cial expressions of fear and anger. Thus, many
cortical regions work together to transform goals
and emotions into actions (Baars, 1988).

The attentional spotlight

The sensory “bright spot” of consciousness in-
volves a selective attention system, the ability of
the theater spotlight to shine on different actors on
the stage. Like other behaviors like breathing and
smiling, attention operates under dual control,
voluntary, and involuntary. Voluntary attentional
selection requires frontal executive cortex, while
automatic selection is influenced by many areas,
including the brain stem, pain systems, insular
cortex, and emotional centers like the amygdala
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and peri-aqueductal grey (Panksepp, 1998). Pre-
sumably, these automatic attentional systems that
allow significant stimuli to “break through” into
consciousness, as when a subject’s name is sound-
ed in an otherwise unconscious auditory source.

Context and the first-person perspective

When we step from a tossing sailboat onto solid
ground, the horizon can be seen to wobble. On an
airplane flight at night passengers can see the cabin
tilting on approach to landing, although they are
receiving no optical cues about the direction of the
plane. In those cases unconscious vestibular sig-
nals shape conscious vision. There are numerous
examples in which unconscious brain activities can
shape conscious ones, and vice versa. These un-
conscious influences on conscious events are called
“contexts’” in GW theory (Fig. 1). Any conscious
sensory event requires the interaction of sensory
analyzers and contextual systems. In vision, sen-
sory contents seem to be produced by the ventral
visual pathway, while contextual systems in the
dorsal pathway define a spatial domain within
which the sensory event is defined. Parietal cortex
is known to include allocentric and egocentric
spatial maps, which are not themselves objects of
consciousness, but which are required to shape
every conscious visual event. There is a difference
between the disorders of content systems like the
visual ventral stream, compared to damaged con-
text systems. In the case of ventral stream lesions,
the subject can generally notice a missing part of
normal experience; but for damage to context, the
brain basis of expectations is itself damaged, so
that one no longer knows what to expect, and
hence what is missing. This may be why parietal
neglect is so often accompanied by a striking loss
of knowledge about one’s body space (Bisiach and
Geminiani, 1991). Patients suffering from right
parietal neglect can have disturbing alien experi-
ences of their own bodies, especially of the left arm
and leg. Such patients sometimes believe that their
left leg belongs to someone else, often a relative,
and can desperately try to throw it out of bed.
Thus, parietal regions seem to shape contextually
both the experience of the visual world and of
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one’s own body. Notice that neglect patients still
experience their alien limbs as conscious visual
objects (a ventral stream function); they are just
disowned. Such specific loss of contextual body
information is not accompanied by a loss of gen-
eral intelligence or knowledge.

Vogeley and Fink (2003) suggest that parietal
cortex is involved in the first-person perspective,
the viewpoint of the observing self. When subjects
are asked to adopt the visual perspective of another
person, parietal cortex became differentially active.

Self-systems

Activation by of visual object regions by the sight
of a coffee cup may not be enough to generate
subjective consciousness of the cup. The activated
visual information may need to be conveyed to
executive or self-systems, which serve to maintain
constancy of an inner framework across perceptu-
al situations. When we walk from room to room in
a building, we must maintain a complex and mul-
tileveled organization that can be viewed in GW
theory as a higher-level context. Major goals, for
example, do not change when we walk from room
to room, but conscious perceptual experiences do.
Gazzaniga (1996) has found a number of condi-
tions under which split-brain patients encounter
conflict between right and left hemisphere execu-
tive and perceptual functions. He has proposed the
existence of a “narrative self”” in the left frontal
cortex, based on split-brain patients who are clear-
ly using speech output in the left hemisphere to
talk to themselves, sometimes trying to force the
right hemisphere to obey its commands. When
that proves impossible, the left hemisphere will
often rationalize the sequence of events so as to
repair its understanding of the interhemispheric
conflict. Analogous repairs of reality are observed
in other forms of brain damage, such as neglect.
They also commonly occur whenever humans are
confronted with major, unexpected life changes.
The left-hemisphere narrative interpreter may be
considered as a higher-level context system that
maintains expectations and intentions across many
specific situations. Although the inner narrative

itself is conscious, it is shaped by unconscious
contextual influences.

If we consider Gazzaniga’s narrative interpreter
of the dominant hemisphere to be one kind of self-
system in the brain, it must receive its own flow of
sensory input. Visual input from one-half of the
field may be integrated in one visual hemicortex, as
described above, under retinotopic control from
area V1. But once it comes together in late visual
cortex (presumably in inferotemporal object re-
gions), it needs to be conveyed to frontal areas on
the dominant hemisphere, in order to inform the
narrative interpreter of the current state of per-
ceptual affairs. The left prefrontal self system then
applies a host of criteria to the input, such as “did
Iintend this result? Is it consistent with my current
and long-term goals? If not, can I reinterpret it to
make sense in my running account of reality?” It is
possible that the right hemisphere has a parallel
system that does not speak but that may be better
able to deal with anomalies via irony, jokes, and
other emotionally useful strategies. The evidence
appears to be good that the isolated right prefron-
tal cortex can understand such figurative uses of
language, while the left does not. Full conscious-
ness may not exist without the participation of
such prefrontal self systems.

Relevance to waking, sleeping, coma, and general
anesthesia

Metabolic activity in the conscious resting state is
not uniformly distributed. Raichle et al. (2001) re-
ported that mesiofrontal and medial parietal areas,
encompassing precuneus and adjacent posterior
cingulate cortex, can be posited as a tonically ac-
tive region of the brain that may continuously
gather information about the world around, and
possibly within, us. It would appear to be a default
activity of the brain. Mazoyer et al. (2001) also
found high prefrontal metabolism during rest. We
will see that these regions show markedly lower
metabolism in unconscious states.

Laureys (1999a, b, 2000) and Baars et al. (2003)
list the following features of four unconscious
states, that are causally very different from each
other: deep sleep, coma/vegetative states, epileptic



loss of consciousness, and general anesthesia under
various agents. Surprisingly, despite their very dif-
ferent mechanisms they share major common fea-
tures. These include: (i) widely synchronized slow
waveforms that take the place of the fast and flex-
ible interactions needed for conscious functions;
(i1) frontoparietal hypometabolism; (iii)) widely
blocked functional connectivity, both corticocor-
tical and thalamocortical; and (iv) behavioral un-
consciousness, including unresponsiveness to
normally conscious stimuli. Fig. 2 shows marked
hypofunction in the four unconscious states com-
pared with conscious controls, precisely where we
might expect it: in frontoparietal regions.

In a related study, John and co-workers showed
marked quantitative electroencephalogram (EEG)?
changes between conscious, anesthetic, and post-
anesthetic (conscious) states (John et al., 2000). At
loss of consciousness, gamma power decreased
while lower frequency bands increased in power,
especially in frontal leads. Loss of consciousness
was accompanied by a significant drop in coher-
ence between homologous areas of the two hem-
ispheres, and between posterior and anterior
regions of each hemisphere. However, there was
hypersynchronous activity within anterior regions.
The same basic changes occurred across all six an-
esthetics,” and reversed when patients regained
consciousness (see John, in this volume).

From the viewpoint of globalist theories, the most
readily interpretable finding is the coherence drop in
the gamma range after anesthetic loss of conscious-
ness. It suggests a loss of coordination between
frontal and posterior cortex, and between homolo-
gous regions of the two hemispheres. The authors
also suggest that the anteriorization of low frequen-
cies “must exert a profound inhibitory influence on

2Although the spike-wave EEG of epileptic seizures appears
different from the delta waves of deep sleep and general an-
esthesia, it is also synchronized, slow, and high in amplitude.
The source and distribution of spike-wave activity varies in
different seizure types. However, the more widespread the
spike-wave pattern, the more consciousness is likely to be im-
paired (Blumenfeldt and Taylor, 2003). This is again marked in
frontoparietal regions.

3There is a debate whether ketamine at relatively low doses
should be considered an anesthetic. All anesthetic agents in this
study were used at dosages sufficient to provide surgical-level
loss of consciousness.
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cooperative processes within (frontal) neuronal pop-
ulations. This functional system then becomes de-
differentiated and disorganized” (p. 180). Finally,
the decoupling of the posterior cortex with anterior
regions suggests “a blockade of perception” (p. 180).
These phenomena appear to be consistent with the
GW notion that widespread activation of nonsen-
sory regions is required for sensory consciousness.

The role of frontoparietal regions in conscious
contents and states

Could it be that brain regions that underlie the
contextual functions of Fig. 1 involve frontal and
parietal regions? In everyday language, the “ob-
serving self”” may be disabled when those regions
are dysfunctional and long-range functional con-
nectivity is impaired. Frontoparietal association
areas have many functions, but several lines of
evidence suggest that they could have a special re-
lationship with consciousness, even though they
do not support the sensory contents of conscious
experience directly. (i) Conscious stimulation in
the waking state leads to frontoparietal activation,
but unconscious input does not; (ii) in unconscious
states, sensory stimulation activates only sensory
cortex, but not frontoparietal regions; (iii) the
conscious resting state shows high frontoparietal
metabolism compared with outward-directed cog-
nitive tasks; and (iv) four causally very different
unconscious states show marked functional decre-
ments in the same areas. Although alternative hy-
potheses must be considered, it seems reasonable
to suggest that ““self”” systems supported by these
regions could be disabled in unconscious states.
From the viewpoint of the narrative observer, this
would be experienced as subjective loss of access
to the conscious world. Unconscious states might
not necessarily block the objects of consciousness;
rather, the observing subject might not be at home.

Conclusion

GW theory suggests that consciousness enables
multiple networks to cooperate and compete in
solving problems, such as retrieval of specific items
from immediate memory. Conscious contents may
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Fig. 2. Neural activity in four types of unconscious states, subtracted from conscious controls. Positron emission tomography scans
showing regional decreases in metabolism or blood flow when unconscious states are compared with resting consciousness. Coma,
persistent vegetative state, sleep, and general anesthesia all show regional decreases in frontoparietal association cortices. Column 1:
the right lateral aspect of the brain; column 2: the left lateral aspect; column 3: a medial view of the left hemisphere. Abbreviations: F,
prefrontal; MF, mesiofrontal; P, posterior parietal cortex; Pr, posterior cingulate/precuneus (from Baars et al., 2003).

correspond to brain processes that work much like
brief memories whose contents activate wide-
spread regions in the brain. Physiologically such
interactions seem to involve multiple high-fre-
quency oscillatory rhythms. The overall function
of consciousness is to provide widespread access,
which in turn may serve coordination and control.
Consciousness is the gateway to the brain.
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Abstract: We suggest that within a skill-based, sensorimotor approach to sensory consciousness, two
measurable properties of perceivers’ interaction with the environment, “corporality’” and “‘alerting capac-
ity”, explain why sensory stimulation is experienced as having a “sensory feel”’, unlike thoughts or mem-
ories. We propose that the notions of “corporality”” and “alerting capacity’’ make possible the construction
of a ““phenomenality plot”, which charts in a principled way the degree to which conscious phenomena are
experienced as having a sensory quality.

Introduction a distinctive qualitative character or sensory ““feel”
lies at the heart of the explanatory gap problem.
Although knowledge is rapidly accumulating con- Indeed philosopher Ned Block has noted that be-
cerning the neurobiological mechanisms involved ing conscious of something involves two aspects.
in consciousness (cf. Rees et al., 2002 for an over- First, it involves having ““‘conscious access” to that
view), there still remains the problem of how to thing, in the sense that one can make use of that
capture the “qualitative” aspects with a scientific thing in one’s decisions, judgments, rational be-
approach. There would seem to be an unbridge- havior and linguistic utterances (Block, 1995,
able ‘“‘explanatory gap” (Levine, 1983) between 2005). This ‘‘access consciousness” is amenable
what it is like to have a sensory experience, and the to scientific explanation, since it can be formulated
neural correlates or physical mechanisms involved. in functional terms. On the other hand, being con-
The purpose of this paper is to show how a step scious of something also involves a second “‘phe-
can be made toward bridging this gap. We pur- nomenal” aspect, which corresponds to the
posefully leave aside many interesting problems of enigmatic “what it’s like” to experience that thing.
consciousness, such as self-awareness, the distinc- It is not clear how this “phenomenal conscious-
tion between awake and unconscious states, being ness’’ could be approached scientifically.
aware of facts, etc., and concentrate on the ques- Our approach to this question will be to suggest
tion of the nature of sensation. The fact that con- that there is a way of thinking about sensations
trary to other mental phenomena, sensations have that is different from the usually accepted way. A
first aspect of this new way of thinking involves
*Corresponding author. E-mail: emyin@vub.ac.be; taking a counterintuitive stance at first sight,
Erik.Myin@ua.ac.be namely that sensation consists in the exercise of

DOI: 10.1016/S0079-6123(05)50005-0 55



56

an exploratory skill (cf. O’Regan and Noég, 2001a;
Myin and O’Regan, 2002; see Torrance, 2002, for
further references to skill theories). Taking the skill
approach allows a first problem about the experi-
ential quality of sensation to be addressed, namely
why the experienced qualities of different sensa-
tions differ the way they do.

Second, when skill theories are supplemented by
two concepts, which we refer to as “corporality”
and “‘alerting capacity”, then a second, more pro-
found problem about the experienced quality of
sensations can be addressed, namely why they
have an experienced sensory quality at all.

We have organized our paper in a main body in
which the concepts crucial to our approach are in-
troduced and described, and three “application”
sections, in which they are put to use in the context
of more specific issues, namely intra- and intermo-
dal differences, dreaming and imagery, and change
blindness. In a final section, we consider the issue
of whether our approach really constitutes an ex-
planation of phenomenal sensory consciousness.

Sensation as a skill: explaining intra- and
intermodal sensory differences

The basic tenet of the skill theory from which we
take our start is that having a sensation is a matter
of the perceiver knowing that he is currently ex-
ercising his implicit knowledge of the way his bod-
ily actions influence incoming sensory information
(O’Regan and Noé, 2001a).

An illustration is provided by the sensation of
softness that one might experience in holding a
sponge (Myin, 2003). Having the sensation of soft-
ness consists in being aware that one can exercise
certain practical skills with respect to the sponge:
one can, for example, press it, and it will yield un-
der the pressure. The experience of softness of the
sponge is characterized by a variety of such pos-
sible patterns of interaction with the sponge, and
the laws that describe these sensorimotor interac-
tions we call, following MacKay (1962), laws of
sensorimotor contingency (O’Regan and NOog,
2001a). When a perceiver knows, in an implicit,
practical way, that at a given moment he is exer-
cising the sensorimotor contingencies associated

with softness, then he is in the process of experi-
encing the sensation of softness.

Note that in this account, the softness of the
sponge is not communicated by any particular
softness detectors in the fingertips, nor is it char-
acterized by some intrinsic quality provided by the
neural processes involved, but rather it derives
from implicit, practical knowledge about how sen-
sory input from the sponge currently might change
as a function of manipulation with the fingers.

This approach to sensation has a tremendous
advantage. It avoids a fundamental problem that is
encountered by any approach that assumes that
sensation is generated by a neural mechanism:
namely the problem why one particular neural
process (whatever its neural specification) should
give rise to one specific sensation (and not to an-
other one). In addition, the skill-based sensorimo-
tor description of experiencing softness in terms of
an exploratory finding out that the object yields
when one presses ““fits” the experience of softness in
a way a description in terms of a correlated neural
process cannot. Thus, for example, while under a
“neural correlate” explanation it is always possible
to imagine the presumed neural process for softness
to be paired with the sensation of hardness (i.e.,
nothing of the specifics of the neural description
seems to forbid this), it would seem impossible to
imagine one is going through the exploratory pat-
tern of softness, yet experiencing hardness.

Application 1 on intra- and intermodal differ-
ences in sensory quality (see below) describes how
the sensorimotor way of thinking can be applied to
perceptual sensations in general, even to cases like
color perception where no active exploration ap-
pears necessary. Just as the difference between
hard and soft can be accounted for in terms of the
different exploratory strategies required to sense
hard and soft objects, the differences between red
and blue, for example, can be accounted for in
terms of the different exploratory strategies in-
volved in exploring red and blue surfaces.

Another, related question can also be dealt with
by this approach, namely the question of the dif-
ferences between the sensory qualities of the differ-
ent sensory modalities. As suggested in Application
1, the difference, for example, between hearing and
seeing is accounted for in terms of the different laws



of sensorimotor contingency that characterize hear-
ing and seeing. Again, under this approach, no
appeal is necessary to special, as yet unexplained
intrinsic properties of neural mechanisms.

The sensorimotor theory and its explanation of
intra- and intermodal sensory differences, as just
reviewed, has previously been treated in a number
of papers (O’Regan and Noég, 2001a, b, ¢; Myin
and O’Regan, 2002; Nog&, 2002a, b; Noé&, 2004).
We now come to the main purpose of this chapter,
which is to address a more profound question,
namely the question of why sensations have a sen-
sory experiential quality at all.

Corporality and alerting capacity: explaining
sensory presence

What is special about sensory experience that makes
it different from other mental phenomena, like con-
scious thought or memory? In particular, consider
the difference between actually feeling a terrible
pain and merely imagining or thinking that you are
feeling one. Or consider actually feeling softness or
seeing red, compared to thinking that you are feel-
ing softness or seeing red (see Application 2 for a
discussion of dreams, imagery and hallucinations).
Theorists have tried to describe and capture
such differences in various ways. Hume, for ex-
ample, opposed (perceptual) sensations and “‘ide-
as” (recollections of sensations and thoughts), in
terms of “vivacity” and ‘““force” (Hume, 1777/
1975). Husserl proposed the notion of an object
being experienced as “‘being present in the flesh”
(having “Leibhaftigkeit™) as an essential ingredi-
ent for truly perceptual experience (Husserl, 1907/
1973; Merleau-Ponty, 1945; cf. Pacherie, 1999) for
similar use of the notion ‘“‘presence’. In contem-
porary descriptions of perceptual consciousness,
such a distinction is often made in terms of
“qualia’, those special qualitative or phenomenal
properties that characterize sensory states, but not
cognitive states (Levine, 1983; Dennett, 1988).
While these notions seem descriptively ade-
quate, we propose they should and can be com-
plemented with an explanatory story that accounts
for why sensory experience differs in these respects
from other conscious mental phenomena. Our
claim is that, within a skill-based, sensorimotor
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theory, the notions of corporality and alerting ca-
pacity provide precisely this missing explanatory
addition. Corporality and alerting capacity are
complementary aspects of an observer’s interac-
tion with the environment: corporality concerns
the way actions affect incoming sensory informa-
tion, and, conversely, alerting capacity concerns
the way incoming sensory information potentially
affects the attentional control of behavior.

Again we wish to claim that corporality and
alerting capacity are not merely descriptive, but
actually possible first steps toward explanations.
We will return to this distinction later.

Corporality or “bodiliness”

We define corporality as the extent to which acti-
vation in a neural channel systematically depends
on movements of the body (in previous publications
we used the term “bodiliness” (O’Regan and Nog,
2001b; Myin and O’Regan, 2002; O’Regan et al.,
2004). Sensory input from sensory receptors like the
retina, the cochlea, and mechanoreceptors in the
skin possesses corporality, because any body mo-
tion will generally create changes in the way sensory
organs are positioned in space, thereby causing
changes in the incoming sensory signals. Prop-
rioceptive input from muscles also possesses corpo-
rality, because there is proprioceptive input when
muscle movements produce body movements.
Note that we intend the term corporality to ap-
ply to any neural channels in the brain whatsoever,
but because of the way it is defined, with the ex-
ception of muscle commands themselves and prop-
rioception, only neural activation that corresponds
to sensory input from the outside environment will
generally have corporality. For example, neural
channels in the autonomic nervous system that
measure parameters such as the heartbeat or di-
gestive functions, because they are not very sys-
tematically affected by movements, will have little
corporality even though they may carry sensory
information. Note also that memory processes or
thinking have no corporality, because body move-
ments do not affect them in any systematic way.
We shall see below that corporality is an im-
portant factor that explains the extent to which a
sensory experience will appear to an observer as
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being truly sensory, rather than non-sensory, like a
thought, or a memory. In Philipona et al. (2003) it
is shown mathematically how this notion can be
used by an organism to determine the extent of its
own body and the fact that it is embedded in a
three-dimensional physical world in which the
group-theoretic laws of Euclidean translations and
rotations apply.

Alerting capacity or “grabbiness”

We define the alerting capacity of sensory input as
the extent to which that input can cause automatic
orienting behaviors that peremptorily capture the
organism’s cognitive processing resources. Alerting
capacity could also be called: capacity to provoke
exogenous attentional capture, but this would be
more cumbersome. In previous papers, we have al-
so used the term “‘grabbiness” (O’Regan and Noé,
2001b; Myin and O’Regan, 2002; O’Regan et al.,
2004).

Pain channels, for example, have alerting capac-
ity, because not only can they cause immediate,
automatic and uncontrollable withdrawal reac-
tions, but they also can cause cognitive processing
to be modified and attentional resources to be at-
tributed to the source of the pain. Retinal, cochlear
and tactile sensory channels have alerting capacity,
since not only can abrupt changes in incoming sig-
nals cause orienting reflexes, but the organism’s
normal cognitive functioning will be modified to be
centered upon the sudden events. For example, a
sudden noise not only can cause the organism to
turn toward the source of the noise, but the noise
will also additionally, peremptorily, modify the
course of the organism’s cognitive activity so that if
it is human, it now takes account of the noise in
current judgments, planning, and linguistic utter-
ances. Autonomic pathways do not have alerting
capacity, because sudden changes in their activa-
tion do not affect cognitive processing. For exam-
ple, while sudden changes in vestibular signals
cause the organism to adjust its posture and blood
pressure automatically, these adjustments them-
selves do not generally interfere in the organism’s
cognitive processing (interference occurs only indi-
rectly, when, for example, the organism falls to the

ground and must interact in a new way with its
environment). Like corporality, we take alerting
capacity to be an objectively measurable parameter
of the activation in a sensory pathway.

Using corporality and alerting capacity to explain
“sensory presence”

We now consider how the notions of corporality
and alerting capacity can contribute to under-
standing what provides sensory experiences with
their particular sensory quality, and more precise-
ly, what makes for the difference between truly
sensory and other experiences.

To see our notions at work, consider the differ-
ence between seeing an object in full view, seeing an
object partially hidden by an occluding object, be-
ing aware of an object behind one’s back, and
thinking, remembering or knowing about an object.
It is clear that these different cases provide diffe-
rent degrees of sensory “presence” (Merleau-Ponty,
1945; O’Regan and Noég, 2001a; Nog&, 2002b). Our
claim is that these different degrees of sensory
presence precisely reflect different degrees in cor-
porality and alerting capacity.

Thus, when an object is in full view, it comes with
the fullest intensity of sensory presence. But it is
precisely in this case that observer motion will im-
mediately affect the incoming sensory stimulation.
Also, any change that occurs in the object, such as a
movement, a shape, color, or lightness change, will
immediately summon the observer’s attention. This
is because low-level transient-detection mechanisms
exist in the visual system that peremptorily cause an
attention shift to a sudden stimulus change. In
terms of the concepts we defined above, this means
that an object in full view has both high corporality
and high alerting capacity.

Contrast this with just knowing that an object is
somewhere, but out of view. While knowledge
about an object in another room might certainly
be conscious, it lacks real sensory presence. Clear-
ly, in this case, there is no corporality, since the
stimulus changes caused by bodily movements do
not concern that object. Similarly, there is no
alerting capacity, as the changes that the object
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perceiver’s attention.

An object that is only partially in view because
of an occluding object or an object known to be
behind one’s back provides borderline cases. For
example, the occluded part might be said to still
have some presence (Merleau-Ponty, 1945;
Gregory, 1990; O’Regan and Noé, 2001a; Noé
and O’Regan, 2002; Noé¢, 2002b) because it has a
degree of corporality, as we can easily bring it into
view by a slight movement. The “boundary exten-
sion” phenomenon of Intraub and Richardson
(1989), according to which observers overestimate
what can be seen of a partially occluded object, is
coherent with this view. Amodal completion may
be an example where one has an intermediate kind
of ““almost-visual” feeling of presence of a shape
behind an occluder. Application 3 gives examples
of “change blindness”, showing that when alerting
capacity is interfered with, the experience of per-
ception ceases.

These examples show that the differing deg-
rees of what one might call “‘sensory presence”
(perhaps Hume’s “‘vividness” or Husserl’s
“Leibhaftigkeit”) can be accounted for plausibly
in terms of the physically measurable notions of
corporality and alerting capacity.

The “‘sensory phenomenality plot”

The exercise of contrasting sensations with other
mental phenomena can be systematized in a “sen-
sory phenomenality plot” (Fig. 1).

By plotting the degree of corporality and alert-
ing capacity for different mental phenomena, such
a figure reveals that those states that possess both
corporality and alerting capacity correspond pre-
cisely to cases that provide true sensory experi-
ences. (But note, importantly: we consider that our
plot only charts the degree to which mental phe-
nomena have sensory or perceptual quality, and
not consciousness per se. In particular, when we
claim that thought has no sensory quality, we are
not saying that thought is not conscious—more on
this in section “Consciousness’’.

Thus, vision, touch, hearing, and smell are the
prototypical sensory states and indeed have high
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Fig. 1. A sensory phenomenality plot.

corporality and high alerting capacity, as men-
tioned above in the definition of these terms. High
corporality derives from the fact that changes in
head or limb positions have an immediate effect on
visual, auditory or tactile sensory input (smell is
less clear, but sniffing, blocking the nose, and
moving the head do affect olfactory stimulation;
Steriade, 2001). High alerting capacity is provided
by the fact that sudden changes in visual, tactile,
auditory, or olfactory stimulation provoke imme-
diate orienting behaviors that peremptorily modify
cognitive processing.

What characterizes pain is its particularly large
amount of alerting capacity. Here it is virtually
impossible to prevent oneself from attentively fo-
cusing on the noxious stimulation. Pain also has
corporality, but to a lesser extent. Moving one’s
body can generally modify the pain (one can re-
move one’s finger from the fire; rub the aching
limb and change the incoming sensations), but
there are cases like headaches or toothaches, which
are more problematic. Headaches and toothaches
are characterized by the fact that associated sen-
sory input changes only moderately as a function
of things that one can do such as press on the head
or chew with one’s teeth. This lack of an ability to
easily modulate the sensory stimulation by body
motions, i.e., a reduced corporality, could possibly
correspond to a particular aspect of pain, such as
headaches, which distinguishes them from vision,
touch, hearing, and smell, namely that they have
an interior quality, often not clearly localized.

We have plotted thinking and recalling from
memory at the other extreme, because they have
neither corporality or alerting capacity, as we have
pointed out above.
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Proprioception is the neural input that signals
mechanical displacements of the muscles and
joints. Motor commands that give rise to move-
ments necessarily produce proprioceptive input, so
proprioception has a high degree of corporality.
On the other hand, proprioception has no alerting
capacity: changes in body position do not peremp-
torily cause attentional resources to be diverted to
them. We therefore expect that proprioception
should not appear to have an experienced sensory
quality. Indeed it is true that though we generally
know where our limbs are, this position sense does
not have a sensory nature.

The vestibular system detects the position and
motion of the head, and so vestibular inputs have
corporality. However, they have no alerting capac-
ity. This is because although sudden changes in
body orientation immediately result in re-adjusting
reactions, these do not per se interfere with current
cognitive processing. Coherent with our expecta-
tions, therefore, the vestibular sense is not per-
ceived as corresponding to an experience. We know
we are standing vertical, but we do not have the
experience of this in the same sense as we have the
experience of hearing a bell or seeing a red patch.

Speculatively, we suggest our plot also can track
phenomena intermediate between sensory and
mental states. Richness is one of the several exam-
ples very tentatively included as points in Fig. 1.
The feeling of being rich is a case where there is a
limited form of corporality (there are things one
can do when one is rich, like getting money from
the bank teller, buying an expensive car, but this is
nothing like the immediate and intimate link that
action has on visual perception, for example), and
little alerting capacity (there is no warning signal
when one’s bank account goes empty). As a con-
sequence, the feeling of being rich is somewhat,
though not entirely, sensory.

Application 1: intra- and intermodal differences in
sensory quality

One important aspect of sensory experience con-
cerns the differences and the similarities between
sensations of a same modality. Why, for example,
is the sensation of red different from the sensation

of blue? It seems that any account in terms of dif-
ferent neural processes correlated with red and
blue immediately encounters an insurmountable
problem: why should this particular neural proc-
ess, say (whatever its specification in neural terms),
provide the red sensation, rather than the blue
sensation?

In the preceding sections, it was claimed, with
reference to the example of softness, that an ac-
count in terms of sensorimotor contingencies side-
steps such difficulties. This same approach can
now be applied to color. The incoming sensory
data concerning a fixated patch of color depend on
eye position. Because of non-uniformities in mac-
ular pigment and retinal cone distributions, eye
movements provoke different patterns of change
in sensory input, depending on which colors are
being fixated. Such sensorimotor contingencies are
part of what constitute the sensations of the dif-
ferent colors. Another type of sensorimotor con-
tingency associated with colors depends on body
motions. Consider the light reflected from a colo-
red piece of paper. Depending on where the
observer is positioned with respect to ambient il-
lumination, the paper can, for example, reflect
more bluish sky light, more yellowish sunlight, or
more reddish lamplight. Such laws of change con-
stitute another type of sensorimotor contingency
that constitute the sensations of different colors.
The fact that color sensation can indeed depend on
body motions has been suggested by Broackes
(1992) and further philosophical work on color
from a related perspective is reported in Myin
(2001); cf. also Pettit (2003). A mathematical ap-
proach applied to the idea that the differences
between color sensations are determined by dif-
ferences in sensorimotor laws has recently been
used to quantitatively predict the structure of hu-
man color categories (Philipona and O’Regan,
submitted).

Research by Ivo Kohler (1951) provides empir-
ical confirmation for this application of the sen-
sorimotor approach to color. Kohler’s subjects
wore goggles in which one side of the field was
tinted one color (e.g., yellow) and the other another
color (e.g., blue). Within a period of some days the
subjects came to see colors as normal again. The
sensorimotor theory would indeed predict such an



adaptation to the new sensorimotor contingencies
associated with each color. Kohler’s experiments
have been criticized (e.g., McCollough, 1965), but
recent further work using half-field tinted specta-
cles (see Fig. 2) shows that adaptation of this kind
is indeed possible (O’Regan et al., 2001; Bompas
and O’Regan, in press).

A second important aspect of sensory experi-
ence concerns intermodal differences in sensory
quality: the fact that hearing involves a different
quality as compared with seeing, which has a dif-
ferent quality as compared with tactile sensation.

We propose to again apply the idea that sensa-
tion involves the exercising of sensorimotor con-
tingencies: differences between modalities come
from the different skills that are exercised. The
difference between hearing and seeing amounts to
the fact that among other things, one is seeing if,
when one blinks, there is a large change in sensory
input; one is hearing if nothing happens when one
blinks, but, there is a left/right difference when one
turns one’s head, etc. Some other modality-specific
sensorimotor contingencies are specified in Table 1.

In addition to providing a more principled ac-
count of sensory modality, the sensorimotor ap-
proach leads to an interesting prediction. According
to this approach, the quality of a sensory modality
does not derive from the particular sensory input

Fig. 2. Half-field tinted spectacles worn by A. Bompas. See
Plate 5.2 in Colour Plate Section.
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channel or neural circuitry involved in that modal-
ity, but from the laws of sensorimotor contingency
that are implicated. It should, therefore, be possible
to obtain a visual experience from auditory or tac-
tile input, provided the sensorimotor laws that are
being obeyed are the laws of vision (and provided
the brain has the computing resources to extract
those laws).

The phenomenon of sensory substitution is co-
herent with this view. Sensory substitution has
been experimented with since Bach-y-Rita (1967)
constructed a device to allow blind people to “see”
via tactile stimulation provided by a matrix of vi-
brators connected to a video camera. Today there
is renewed interest in this field, and a number
of new devices are being tested with the purpose
of substituting different senses: visual-to-tongue
(see Fig. 3, from Sampaio et al., 2001); visual-to-
auditory (Veraart et al., 1992); auditory-to-visual
(Meijer, 1992); and auditory-to-tactile (Richardson
and Frost, 1977). One particularly interesting find-
ing is that the testimonials of users of such devices
at least sometimes come framed in terms of a
transfer of modalities. For example, a blind woman
wearing a visual-to-auditory substitution device
will explicitly describe herself as seeing through it
(cf. the presentation by Pat Fletcher at the Tucson
2002 Consciousness Conference, available on
http://www.seeingwithsound.com/tucson2002.html).
Sensory substitution devices are still in their infan-
cy. In particular, no systematic effort has been
undertaken up to now to analyze the laws of sen-
sorimotor contingency that they provide. From the
view point of the sensorimotor approach, it will be
the similarity in the sensorimotor laws which such
devices recreate, that determines the degree to
which users will really feel they are having sensa-
tions in the modality being substituted.

Related phenomena which also support the idea
that the experience associated with a sensory mo-
dality is not wired into the neural hardware, but is
rather a question of sensorimotor contingencies,
comes from the experiment of Botvinick and
Cohen (1998), where the “feel” of being touched
can be transferred from one’s own body to a rub-
ber replica lying on the table in front of one (see
Fig. 4; also related work on the body image in tool
use: Iriki et al., 1996; Farne and Ladavas, 2000;
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Table 1. Some sensorimotor contingencies associated with seeing and hearing

Action Seeing Hearing
Blink Big change No change
Move eyes Translating flowfield No change

Turn head
Move forward

Some changes in flow
Expanding flowfield

Left/right ear phase and amplitude difference
Increased amplitude in both ears

Fig. 3. Tongue stimulation device. This device, connected to a video camera, creates a 12 x 12 sensory pattern on the tongue (from

Sampaio et al., 2001) (Photo courtesy of Paul Bach-y-Rita).

Yamamoto and Kitazawa, 2001). The finding of
the Sur group (Roe et al., 1990), according to
which ferrets can see with their auditory cortex
can also be interpreted within the context of the
present theory (Hurley and Nog, 2003).

Application 2: dreaming and mental imagery

Dreams are characterized by the fact that while
people are dreaming they seem to assume that they
are having the same full-blown perceptual experi-
ences that they have in real life. Clearly, however
dreams do not involve corporality or alerting ca-
pacity in the normal fashion, since there is no sen-
sory input at all.

On the other hand, it is also clear that it is pre-
cisely corporality that ultimately allows people to
realize that they are actually dreaming — the clas-
sic way of knowing that you are dreaming is to try
to switch on the light: this kind of “reality-check-
ing” is nothing more than testing for corporality
— checking that your actions produce the normal
sensory changes expected when you are having real
sensory experiences.

It is important to note however that what counts
in giving the particular “sensory” feel of sensation
is not the actual sensory input itself, but the
knowledge that the sensory input possesses corpo-
rality and alerting capacity. This means that an
observer can have a sensation even though he is, at
a given moment, doing nothing at all, and even
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Fig. 4. Tllustration of the experiment of Botvinick and Cohen (1998). The subject’s arm is placed behind a screen. The subject only sees
a rubber arm replica placed in front of him. The experimenter simultaneously stimulates the replica and the arm with a brush. After a
few minutes the subject has the impression that the rubber arm is his own arm.

though he is receiving no sensory input at all. It
suffices for this that he be in the same mental state
that he would usually be in when he has implicit
knowledge that the sensorimotor contingencies as-
sociated with a sensation are currently applicable.

We can therefore understand how it might hap-
pen that a person would have experience of reality
without sensory input, and therefore no corpora-
lity and alerting capacity. The person merely has
to be in a state where he thinks (in point of fact
incorrectly) that if he were to move, then those
changes would occur that normally occur when he
moves. He just has to implicitly think (incorrectly)
that were there to be a sudden event, his attention
would be automatically attracted to it.

Dreaming therefore poses no problem for the
sensorimotor approach that we are proposing. In-
deed the approach actually makes it easier to en-
visage brain mechanisms that enable convincing
sensory experiences without any sensory input,
since the sensation of richness and presence and
“ongoingness” can be produced in the absence of

sensory input merely by the brain implicitly “sup-
posing” (in point of fact incorrectly) that if the
eyes were to move, say, they would encounter
more detail. This state of “supposing that one can
get more detail” would be a much easier state to
generate than having to actually recreate all the
detail somewhere in the brain. In dreaming, fur-
thermore, the state would be particularly easy to
maintain because what characterizes dreaming
would seem to be a lack of attention to the ab-
sence of disconfirming evidence, which is quite
unsurprising, since one is asleep. This lowering of
epistemic standards implies that, while dreaming,
one is easily led into thinking one is perceiving,
while — if only one were to pay attention — it
would be obvious that one is not. Thus one can
remain convinced for the whole duration of one’s
dream that one is experiencing reality. A whole
series of different bizarre dream events may be
taken at face value.

Similar remarks apply to mental imagery. As for
dreams, mental imagery would correspond to a
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kind of perceptual action without an actual stim-
ulus and without “going through” the motions — it
would involve having implicit expectancies without
these being actually fulfilled by worldly responses
(for a detailed account of mental imagery along
roughly “‘sensorimotor” lines, see Thomas, 1999).

Application 3: spatial and temporal completeness of
the visual world — ““change blindness”

When one looks out upon the world, one has the
impression of seeing a rich, continuously present
visual panorama. Under the sensorimotor theory,
however, the richness and continuity of this sen-
sation are not due to the activation of a neural
representation of the outside world in the brain.
On the contrary, the “ongoingness’ and richness
of the sensation derive from implicit knowledge of
the many different things one can do (but need not
do) with one’s eyes, and the sensory effects that
result from doing them. Having the impression of
seeing a whole scene comes, not from every bit of
the scene being present in the mind, but from every
bit of the scene being immediately available for
handling by the slightest flick of the eye. In terms
of the core concepts of this paper: the “feeling of
seeing everything” comes from exercise of implic-
itly knowing one is in a relation with the visually
perceived part of the environment which has a
high degree of both corporality (moving the body
causes changes in sensory input coming from the
visual field) and alerting capacity (if something
suddenly changes inside the visual field, attention
will immediately be drawn to it).

But now a curious prediction can be made. Only
one aspect of the scene can be “handled” at any one
moment. The vast majority of the scene, although
perceived as present, is not actually being ‘“han-
dled”. If such currently “‘unhandled” scene areas
were to be surreptitiously replaced, such changes
should go unnoticed. Under normal circumstances,
the alerting capacity of visual input ensures that any
change made in a scene will provoke an eye move-
ment to the locus of the change. This is because low-
level movement detectors are hard-wired into the
visual system and detect any sudden change in local
contours. Attention is peremptorily focused on the

change, and visual “handling” is the immediate re-
sult. But if the alerting capacity could be inactivat-
ed, then we predict that it should indeed be possible
to make big changes without this being noticed.

An extensive current literature on ‘‘change
blindness” confirms this prediction (for a review
see Simons, 2000). By inserting a blank screen or
“flicker”, or else an eye movement, a blink, ‘““‘mud-
splashes™ (see Fig. 5), or a film cut between suc-
cessive images in a sequence of images or movie
sequence, the local transients that would normally
grab attention and cause perceptual “handling” of
a changing scene aspect are drowned out. Under
such conditions, observers remain unaware of very
large changes. Another method of obviating the
usual alerting action of local changes is to make
them so slow that they are not detected by the low-
level transient detectors in the visual system (see
Fig. 6, from Auvray and O’Regan, 2003; also
Simons et al., 2000). Demonstrations of change
blindness phenomena can be found on the web
sites: http://nivea.psycho.univ-paris5.fr and http://
viscog.beckman.uiuc.edu/change/.

A related phenomenon is the phenomenon of
“inattentional blindness™ pioneered by Neisser and
Becklen (1975) and Mack and Rock (1998) and re-
cently convincingly extended by Simons and co-
workers (Simons and Chabris, 1999). In this, a
movie sequence of a complex scene is shown to ob-
servers, and they are told to engage in an attention-
ally demanding task, like counting the number of
ball exchanges made in a ball game. An unexpected
event (like an actor dressed in a gorilla suit) can go
totally unnoticed in such circumstances, even though
the event is perfectly visible and in the very center of
the visual scene. Demonstrations can be seen on
http://nivea.psycho.univ-paris5.fr and http://viscog.
beckman.uiuc.edu/djs_lab/demos.html.

Consciousness

The argument made in this paper concerns the
nature of sensation: what gives sensation its “‘ex-
perienced” quality, what makes sensory qualities
the way they are. But note that we have purpose-
fully not touched upon the question of why and
when sensations are conscious. Our claim would
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Fig. 5. Change blindness using “‘mudsplashes” from O’Regan et al. (1999). If the white line in the street changes simultaneously with
the occurrence several brief splashes on the screen, the change is very difficult to notice unless it is known in advance.

Fig. 6. Progressive change from red to blue is very difficult to notice if it occurs very slowly (10s from Auvray and O’Regan, 2003). See
Plate 5.6 in Colour Plate Section.

now be that a sensation is conscious when a pers Why does this constitute progress toward an-
on is poised to cognitively make use of the sensa- swering the question of the explanatory gap,
tion in their judgments, decisions, and rational namely the problem of how a physicochemical

behavior. mechanism in the brain could ever give rise to an
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experience? The answer is that first, having cogni-
tive access to a fact is something that is generally
considered not to offer particular problems with
scientific description and explanation (see Dennett,
1978, Baars, 1988). It amounts to what Block
(1995) has called Access Consciousness, and is
something which, though it may constitute a dif-
ficult thing to implement in a machine, is never-
theless describable in broadly functionalist terms.
There is no a priori logical difficulty (although
there may be practical difficulties) in using scien-
tific methods to understand Access Consciousness.

Second, we have defined sensation in a way that
does not seem problematic from a scientific point
of view, namely in terms of sensorimotor skills.
The different types of sensations and their expe-
rienced characteristics — their similarities and dif-
ferences, their experienced ““presence” — can all be
accounted for in terms of the differences between
the skills, and in terms of way the neural channels
are tuned to the environment, namely by the
properties of corporality and alerting capacity. If
having a conscious experience amounts to having
cognitive access to sensations, then what has pre-
viously been considered mysterious, namely what
Block has called Phenomenal Consciousness, can
now be decomposed into two scientifically tracta-
ble components: conscious experience would in
our approach consist in having Access Conscious-
ness of sensations. Since Access Consciousness is
amenable to scientific methods, and since sensa-
tions, being sensorimotor skills, are also amenable
to scientific methods, under our approach Phe-
nomenal Conscious now also comes within the
domain of science.

Description or explanation?

It is interesting to consider finally the explanatory
status of the concepts put forward in this paper.
The question of accounting for the experienced
quality of sensation is the question of accounting
for why certain mental processes are taken to have
a sensory nature, while others, like doing arithme-
tic or making a decision, are not. If one does not
espouse a sensorimotor approach, one could claim
that saying that sensations involve neural channels

possessing corporality and alerting capacity is sim-
ply describing something about sensations, and
has no explanatory status.

But if one espouses the sensorimotor approach,
then the question of accounting for the experi-
enced quality of sensation becomes tractable by
the scientific method, since we can see that each of
the aspects of the experienced quality of sensory
experience, which previously seemed difficult to
explain, actually correspond to objectively describ-
able aspects of the skills that are involved. One
important such aspect, one which has posed many
problems to classical approaches to phenomenal
consciousness, is the problem of “presence’”. We
have dealt with this in the sensorimotor approach
by noting that sensory stimulation possesses cor-
porality and alerting capacity, thereby providing
the skills involved in exploring sensory stimulation
with its particular intimate, vivid, inescapable
quality. These seem to deal adequately with what
we mean by ‘“‘presence’’.

We also think our approach holds the promise of
accounting for further fine-grained features of sen-
sation that have been noticed by various theorists
(see, for example, the list of features in Humphrey,
1992, 2000; O’Regan and Nog, 2001b; Myin and
O’Regan, 2002). Consider, for example, ineffability
and subjectivity: Under an approach where sensa-
tion is neurally generated, it would be difficult to
explain why certain neural processes generate qual-
ities which are felt, but which cannot be described
(ineffability); equally, it would be difficult to ex-
plain why certain neural processes appear to gen-
erate subjective quality, whereas others do not.

Within the sensorimotor approach, the appear-
ance of both properties is predicted and is thus
explainable: sensory experiences are subjective,
and are the sole property of the experiencer
because they involve the experiencer himself
potentially undertaking actions and exercising sen-
sorimotor skills (see Humphrey (1992, 2000) for a
similar explanation). Similarly, sensory experienc-
es are ineffable because they involve exercising
implicit, practical skills. Like tying one’s shoe lac-
es, exercising the sensorimotor contingencies asso-
ciated, say, with red, involves putting into practice
a practical skill that one cannot describe with
words, but that one knows one possesses.



While it may at first sight be unclear how we
have made the passage from description to expla-
nation by changing our view of what sensation is,
it should be noted that such a shift in theoretical
paradigm occurred in the 20th century as regards
the question of life. Whereas at the beginning of
the 20th century, cell division, metabolism, respi-
ration, etc., were considered to be caused by an as
yet unexplained vital essence, today we consider
these phenomena to be constitutive of life. The
notion of life has been redefined: instead of being
caused by some underlying mechanism, it is con-
sidered now to be constituted by all the various
ways the organism can act within its environment.
In the same way, by changing one’s viewpoint on
what sensation is, and espousing the sensorimotor,
skill-based approach, one can avoid the issue of
generation and thus of the explanatory gap, and
immediately see how each of the characteristics
that people attribute to sensation arise from as-
pects of neural machinery and their interaction
with the environment.

Thus, we think we have shown that, contrary to
the idea that there is an unbridgeable gap between
neural processes and ‘‘sensory consciousness’’, a
connection may be made between the two domains
if neural systems are conceived not as generating
sensations, but as allowing organisms to deploy
sensorimotor skills.
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CHAPTER 6

Methods for studying unconscious learning
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Abstract: One has to face numerous difficulties when trying to establish a dissociation between conscious
and unconscious knowledge. In this paper, we review several of these problems as well as the different
methodological solutions that have been proposed to address them. We suggest that each of the different
methodological solutions offered refers to a different operational definition of consciousness, and present
empirical examples of sequence learning studies in which these different procedures were applied to dif-
ferentiate between implicit and explicit knowledge acquisition. We also show how the use of a sensitive
behavioral method, the process dissociation procedure, confers a distinctive advantage in brain-imaging
studies when aiming to delineate the neural correlates of conscious and unconscious processes in sequence

learning.

Introduction

With the recent development of brain-imaging
methods, the study of consciousness tends more
and more to be considered as a relatively easy
problem that does not require any particular
methodological approach. From this perspective,
consciousness is merely viewed as another aspect
of human cognition such as, for instance, motor
action, memory, learning, or perception.

About 10 years ago, Chalmers (1995) proposed
a distinction between hard and easy problems in
the study of consciousness. According to Chal-
mers, the hard problem relates to studies aimed at
understanding the relationship between brain ac-
tivity correlated with awareness and the particular
subjective experience that proceeds from this neu-
ral activity. The easy problems of consciousness
are, among others, the conceptual and methodo-
logical issues faced by researchers studying the
ability to report mental states, or the voluntary
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control of behavior. Chalmers claims that easy
problems are those that seem accessible to the
standard methods of cognitive science, i.e., they
would be explainable in terms of computational or
neural mechanisms, whereas hard problems resist
these methodological and explanatory frame-
works. In this view, and given the current devel-
opment of brain-imaging techniques that allow for
in-depth investigation of the neural correlates of
higher-level cognitive processes, the search for the
neural correlates of consciousness should belong
to Chalmers’s easy problems.

In this chapter, however, we argue that func-
tional brain-imaging approaches to the cerebral
correlates of conscious and unconscious processes
do not obviate the need for powerful behavioral
methods as one is still confronted with the need to
carefully determine the conscious versus uncon-
scious character of the knowledge expressed in any
task. We acknowledge that Chalmers’ distinction
underlines important differences between first and
third person aspects of consciousness that certain-
ly involve different levels of conceptual complex-
ity. It is, for instance, difficult to formulate an
explanation of the relationship between a given
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stimulation and the corresponding subjective ex-
perience (e.g., the redness of red). It is compara-
tively easier to imagine how brain-imaging
methods may constitute a powerful tool to differ-
entiate between conscious and unconscious cogni-
tion. However, we will show that when one is
trying to devise a sensitive and reliable methodo-
logical procedure to address this latter question,
easy problems might turn out to be not so easy
after all.

The definition of an accurate and sensitive
methodological approach for differentiating be-
tween conscious and unconscious cognitive proc-
esses has always been a controversial issue. This is
because there is no obvious way to find a proper
measure of awareness in the absence of a satisfac-
tory operational definition of the concept. How
can one describe what it means for somebody else
to be conscious of some knowledge? How can one
measure the amount of conscious knowledge held
by another individual? These questions have been
fiercely debated across several domains of cogni-
tive psychology, including the literature on implicit
memory, learning, and perception. In this paper
we will focus on implicit sequence learning, which
is one of the most popular paradigms for studying
unconscious learning.

Sequence learning as an example of unconscious
cognition

In a typical sequence learning situation (see Clegg
et al., 1998), participants are asked to react to each
element of a sequentially structured and typically
visual sequence of events in the context of a serial
reaction time (SRT) task. On each trial, a stimulus
appears at one of several locations on a computer
screen. Subjects are instructed to press a spatially
corresponding key as fast and as accurately as
possible. Unknown to them, the sequence of suc-
cessive stimuli follows a repeating pattern (Nissen
and Bullemer, 1987). Reaction times (RT) tend to
decrease progressively with continued practice, but
then dramatically increase when the repeating pat-
tern is modified in any of the several ways (Cohen
et al., 1990; Curran and Keele, 1993; Reed and
Johnson, 1994). This suggests that subjects learn

the repeated pattern and prepare their responses
based on their knowledge of the sequence. Never-
theless, subjects often fail to exhibit verbal knowl-
edge of the pattern — a dissociation that has led
many authors to consider learning to be implicit in
this situation.

As discussed elsewhere Cleeremans et al. (1998),
sequence learning can be described as implicit in
several different ways depending on whether one
focuses on the acquisition or retrieval processes, or
on the knowledge resulting from the learning ep-
isode. Here, we will focus on this latter aspect of
implicit learning and discuss how one can establish
the extent to which the knowledge acquired during
the SRT task can be described as conscious or
unconscious.

Recall, however, that the methodological and
conceptual issues raised by this question are by no
means limited to the implicit learning literature,
and a fortiori to the sequence learning paradigm.
Indeed, as previously pointed out by Goschke
(1997), ever since the 1960s these same issues have
also been the object of controversy in the sublim-
inal perception literature (e.g., Ericksen, 1960;
Holender, 1986).

Dissociation studies

Most studies aimed at demonstrating the existence
of implicit knowledge have taken the form of dis-
sociation experiments in which performance in an
initial learning or exposure task — often consider-
ed as exclusively dependent on implicit processes
— is compared with performance in a subsequent
test task, which is assumed to give an index of
participants’ conscious knowledge. According to
this dissociation logic (Erderlyi, 1986), knowledge
is implicit if performance exceeds baseline in the
first task — indicating that learning took place —
but is at chance in the test phase, suggesting that
participants do not have conscious access to the
knowledge that has been acquired.

Several different measures of conscious knowl-
edge have been used in the sequence learning par-
adigm, each of them corresponding to a different
operational definition of consciousness (see Table
1). In the following sections, we will examine these
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Table 1. Synoptic table of different operational definitions of consciousness and the corresponding tasks used to measure con-

sciousness

Operational definitions of consciousness

Measurements of conscious knowledge

Consciousness allows verbal access to the acquired knowledge
Consciousness allows recollection of the acquired knowledge

Conscious learning allows control on the expression of the acquired

knowledge

Conscious learning is associated with the acquisition of meta-
knowledge (i.e., participants know that they have learned
something and that they are using this knowledge to perform a
task)

Verbal reports, questionnaires
Recognition and generation tasks
Direct and indirect tasks, inclusion and exclusion tasks

Guessing judgment tasks, confidence judgment tasks

separate procedures and compare their ability to
provide accurate measures of consciousness.

Verbal reports

Since awareness can naturally be described as an
essentially private, first-person phenomenon, ver-
bal reports and questionnaires have been used as
the prior measurement method to estimate con-
scious knowledge. Accordingly, the initial claims
for the existence of an implicit form of learning are
based on reported dissociations between, on the
one hand, a significant decrement in reaction time
during the SRT task and, on the other, the ina-
bility of some but not all participants to report the
regularities of the sequence (Willingham et al.,
1989; Curran and Keele, 1993).

Several authors have recently argued that first-
person methodologies constitute an essential way
of understanding and measuring consciousness
(Overgaard, 2001). However, while these methods
might indeed capture gross and simple features of
conscious experience (Chalmers, 1999), they might
not actually be sensitive enough to provide an ac-
curate measurement tool for dissociating between
conscious and unconscious knowledge and fur-
thermore for differentiating between the different
features of conscious experience. For instance, al-
though there is no doubt that sequence learning
can be defined as conscious if participants are able
to describe verbally the regularities of the training
sequence, the opposite may not be true, i.e., a poor
performance in questionnaire or verbal report
tasks does not necessarily imply that learning
was implicit.

From this perspective, Shanks and St. John
(1994) have pointed out that verbal reports do not
always satisfy the two criteria that they consider to
be critical; the information and sensitivity criteria.
According to the information criterion, the task
used to measure conscious knowledge must tap into
the same knowledge base upon which learning is
based. Otherwise, learning could be described as
unconscious not because participants are unable to
access their knowledge consciously but simply be-
cause they are probed about irrelevant features of
the training material that they did not need to proc-
ess in order to perform the task. For instance, this
might be the case in sequence learning studies in
which participants are asked to report first- or sec-
ond-order sequential regularities between successive
elements, while zero-order information, such as var-
iations in the frequencies of the sequence elements,
are sufficient to account for RT performance.

According to Shanks and St. John’s (1994) sen-
sitivity criterion, the test used to measure con-
scious knowledge must be sensitive to all of the
relevant information. If this criterion is not met,
unconscious influences on performance might be
overestimated because some conscious knowledge
remains undetected by the awareness test. There
are several reasons to argue that verbal reports
fail the sensitivity criterion and, therefore, do not
constitute an adequate measure of awareness.
Firstly, subjects might fail to report fragmentary
knowledge held with low confidence. Secondly,
in the case of verbal reports, performance and
awareness tests implement very different retrieval
contexts (Shanks and St. John, 1994). With respect
to the sequence learning paradigm, none of the
contextual cues that are available to support
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performance in the RT task (such as the visual
presentation of the stimuli, the requirement of
motor responses, and a sustained pace of respond-
ing) are available to support verbal reports.

It is possible to improve the sensitivity of the
awareness test by using questionnaires that involve
more specific queries about the relevant knowl-
edge. However, the use of questionnaires impose
conditions on the test phase that are rather differ-
ent from those in the training phase. Many authors
have therefore suggested that valid tests of aware-
ness should involve forced-choice tasks such as
recognition tasks. It has been argued that these are
able to detect conscious knowledge left undetected
by verbal reports or questionnaires (Willingham
et al., 1989; Perruchet and Amorim, 1992; Frensch
et al., 1994; Shanks and St. John, 1994; Shanks and
Johnstone, 1998; Shanks and Johnstone, 1999).

Forced-choice tasks

In order to improve the sensitivity of the aware-
ness test, forced-choice tasks (which implement
retrieval conditions closer to the learning task it-
self) have been used to measure conscious knowl-
edge. Under the assumption that consciousness
allows recollection of the acquired knowledge,
these tests have generally taken the form of gen-
eration or recognition tasks at the end of sequence
learning. In a typical generation task, participants
are requested to reproduce the training sequence
themselves by pressing the key corresponding to
the location of the next stimulus instead of react-
ing to the current target. In the recognition task,
they are presented with a sequence fragment, and
after reacting to each element as they did in the RT
task (i.e., by pressing as fast and as accurately as
possible on the corresponding key), are asked to
identify whether or not the fragment was part of
the training sequence. In sequence learning studies,
forced-choice tests of conscious knowledge that
prompt reproduction of the training sequence or
differentiation of old and new sequence fragments
have quite systematically indicated that partici-
pants were able to express a great deal of the
knowledge they acquired in the SRT task (e.g.,
Perruchet and Amorim, 1992).

These results have frequently been interpreted as
an indication of the conscious nature of sequence
learning and have led into questioning the very
existence of an implicit form of learning. However,
others have challenged the assumption that gener-
ation or recognition performance depends solely
on conscious knowledge (e.g., Jiménez et al.,
1996). It is indeed true that these tasks involve
the same type of retrieval conditions as the SRT
task: participants have to react to visual stimuli by
giving motor responses and, at least in the case of
recognition tasks, at the same pace of responding.
As a result there is little reason to believe that SRT
tasks and awareness tests tap into different knowl-
edge bases, and thus that implicit knowledge does
not contribute to generation or recognition per-
formance. Indeed, it has been shown that partic-
ipants are able to reproduce the training sequence
in a generation task even when they claim to guess
the location of the next sequence element (Shanks
and Johnstone, 1998). Furthermore, in a recogni-
tion task, subjects may tend to respond faster to
old sequence fragments than to novel ones; recog-
nition ratings may therefore reflect this improved
feeling of perceptual and motor fluency rather
than explicit recollection of the training material
(see Perruchet and Amorim, 1992; Perruchet and
Gallego, 1993; Willingham et al., 1993, for rele-
vant discussion, Cohen and Curran, 1993). Per-
formance in both recognition and generation
tasks, rather than depending exclusively on con-
scious knowledge, is thus likely to depend on both
implicit and explicit influences. By the same token,
it must also be emphasized that sequence acquisi-
tion during the SRT task is itself likely to involve
both implicit and explicit components.

In sum, forced-choice tasks are more prone to
meet the information and sensitivity criteria than
free reports or questionnaires. This improvement,
however, is at the cost of the so-called exclusive-
ness assumption (Reingold and Merikle, 1988), ac-
cording to which the test of awareness must be
sensitive only to the relevant conscious knowledge.
Unfortunately, the most sensitive tests of aware-
ness are also the most likely to be contaminated
by implicit knowledge (Neal and Hesketh, 1997).
The logic of quantitative dissociation has therefore
been questioned by the argument that no task can



be used as an absolute test of awareness that
would be both sensitive to all a subject’s conscious
knowledge, and only to the relevant conscious
knowledge. In other words, it is highly implausible
that any task can be considered as ““process-pure”.
To further improve awareness tests, different
solutions have been proposed to overcome this
so-called “‘contamination” problem. These proce-
dures, which we discuss in the following sections,
were initially proposed in the fields of subliminal
perception and implicit memory, and later applied
to the domain of implicit learning.

Subjective measures of awareness

Cheesman and Merikle (1984) have introduced the
notion of subjective and objective thresholds in
subliminal perception. In a typical experiment, the
task simply consists in identifying a series of visual
targets that are briefly flashed on a computer
screen. Perception is said to be under the subjective
threshold when participants are able to identify the
target at above chance performance while stating
that they did not perceive it consciously. Percep-
tion is said to be under the objective threshold
when identification is at chance. Hence, perception
is under the subjective threshold when a subject
does not know that he knows the identity of the
target, or in other words, when he has no meta-
knowledge. Perception is under the objective
threshold when the target has simply not been
perceived. According to Cheesman and Merikle,
perception is unconscious when it is under the
subjective threshold.

Dienes and Berry (1997) have suggested the ap-
plication of the same threshold criteria to the study
of implicit learning. In this framework, the ac-
quired knowledge would be over the objective
threshold when performance in a forced-choice
task is above baseline. Learning could be described
as unconscious if knowledge remains under the
subjective threshold at the same time, i.e., if par-
ticipants claim to respond at chance in the forced-
choice task used to measure conscious knowledge.
This procedure can indeed be extremely fruitful
when attempting to disentangle conscious and un-
conscious knowledge given that, as discussed
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above, both types of knowledge can subtend per-
formance in a forced-choice task.

Dienes et al. (1995), see also Dienes and Perner
(1999), have described two criteria that make it
possible to demonstrate unconscious knowledge
acquisition. The first one, the guessing criterion,
corresponds to the criterion used by Cheesman
and Merikle: knowledge is unconscious when per-
formance is above chance while participants claim
to perform at chance. The second one, the zero-
correlation criterion, is met when confidence levels
and performance rates are uncorrelated.

These two procedures have seldom been applied
in sequence learning studies. In one experiment,
using the guessing criterion after the generation
task, Shanks and Johnstone (1998) asked partic-
ipants to say whether they felt that they were re-
producing the training sequence or that they
respond randomly. Only 3 out of 15 participants
felt that some fragments of the sequence were fa-
miliar and part of the training sequence. When
these three subjects were excluded from the anal-
ysis, generation performance was still above
chance level. In another experiment of the same
study, these authors applied the zero-correlation
criterion by asking participants to rate how con-
fident they were in their generation performance
on a scale ranging from 0 to 100. They observed
that the experimental subjects reproduced more of
the training sequence than a control group pre-
sented with a random sequence during training.
However, some of the experimental subjects did
not show a higher level of confidence than the
control participants.

These results seem to suggest that learning was
at least partly unconscious. However, Reingold
and Merikle (1990) have insisted that subjective
measurement of unconscious knowledge must be
interpreted with caution given that subjective
measures of awareness depend on the participants’
interpretation of the task instructions. Indeed,
participants might essentially give a larger inter-
pretation to the term ‘‘guess” than the experi-
menter. Accordingly, Shanks and Johnstone have
argued that, in their first study, participants’ sub-
jective experience might have become confused
and discontinued during the generation task, lead-
ing them to consider that they were guessing the
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next location when this was not actually the case.
A similar interpretative problem may arise in
Shanks and Johnstone’s second study, which used
the zero-correlation criterion; in this study partic-
ipants were able to evaluate their confidence level
based not only on the accessibility to conscious-
ness of the acquired knowledge but also on how
much they believed was expected from them. For
instance, a given subject might have underestimat-
ed his level of confidence because he assigned a
high level of expectancy to the experimenter.

To summarize, the criticisms previously laid
against verbal reports may also be applied to sub-
jective measures because, in both cases, subjects
have to decide themselves whether they have access
to some knowledge or whether they were able to
perform a task effectively. Subjective measures of
awareness should therefore, be combined with oth-
er measurement methods that do not raise the
same problems of interpretation. In the following
sections, we describe two such methodological
frameworks that consider, as a starting point, that
conscious knowledge supports intentional control.

Comparison between direct and indirect tasks

Given that no task can be considered as a process-
pure measure of awareness, Reingold and Merikle
(1988) (in the field of subliminal perception) have
proposed to compare the relative sensitivity of di-
rect and indirect tasks to conscious influences. In
an indirect task, participants are not explicitly re-
quired to make a response based on relevant in-
formation (e.g., the identity of a visual target in a
perception study or the sequential regularities in a
sequence learning study). Conversely, in a direct
task participants have to respond on the basis of
this information. In Reingold and Merikle’s
framework, both tasks must be matched as much
as possible in all characteristics, such as retrieval
context and demands. It is only the instructions
that must differ. This method is based on the hy-
pothesis that both conscious and unconscious
knowledge may influence performance in direct
and indirect tasks. In addition, it is also posited
that conscious influences will not be higher in the
indirect task than in the direct task given that

participants are required to respond on the basis of
explicit knowledge in the latter but not in the
former case. Therefore, if the indirect task detects
some knowledge that is left undetected by the di-
rect task, this knowledge can be considered as un-
conscious. This procedure has later been applied to
different domains such as subliminal perception
(Greenwald et al., 1995), unconscious memory
(Merikle and Reingold, 1991), and sequence learn-
ing (Jiménez et al., 1996).

In the study of Jiménez et al., the sequence of
stimuli was produced according to the rules of an
artificial grammar. In 15% of the trials, the stim-
ulus generated by the artificial grammar was re-
placed by another one that violated the rules of the
grammar. The relevant information was thus the
difference between the grammatical and ungram-
matical sequential transitions. In this context, the
RT difference between regular and irregular trials
in the SRT task can be considered as an indirect
measure of sequence learning since participants
do not have to respond on the basis of this in-
formation: they merely have to indicate the loca-
tion of the current target irrespective of its gram-
matical or ungrammatical status. As a direct
measure of learning, Jiménez et al., this time, used
a generation task in which participants were re-
quired to reproduce the grammatical transitions
of the training sequence. By comparing the per-
formance in both tasks, they were able to show
that some knowledge about the sequence was
exclusively expressed in the indirect task but not
in the direct generation task. For some sequential
transitions, participants responded faster for
grammatical stimuli than for ungrammatical stim-
uli. However, there was no accompanying increase
in the production of the corresponding regularities
in the generation task — leading the authors to
conclude that this knowledge was unconscious.

A limitation of this comparative method is that
the indirect measure must always be more sensitive
than the direct measure in order to show uncon-
scious influences on performance (Toth et al., 1994).
Some results, however, suggest that this might not
always be the case in sequence learning (Shanks and
Johnstone, 1998; Perruchet et al., 1997). In the next
section, we describe another methodological frame-
work, which compares subjects’ performance on



two tasks that differ only with respect to their in-
structions: this procedure makes it possible to cir-
cumvent this particular issue of sensitivity.

The process dissociation procedure

Similar to Reingold and Merikle’s framework, the
process dissociation procedure (PDP), initially de-
scribed by Jacoby (1991) in the field of implicit
memory research, is formed from the idea that
consciousness subtends intentional control. By
contrast, it is assumed that unconscious knowl-
edge influences performance independently from,
or against, task instructions. According to the log-
ic of the procedure, conscious and unconscious
influences can be estimated from the comparison
of two situations in which both these influences
either contribute to performance — the inclusion
task — or are set in opposition — the exclusion
task. The inclusion and exclusion tasks differ only
with respect to their instructions. In the context of
sequence learning, consider for instance a gener-
ation task performed under inclusion instructions.
Participants are told to produce a sequence that
resembles the training sequence as much as pos-
sible. To do so, they can either explicitly recollect
the regularities of the training sequence, or they
can guess the location of the next stimulus based
on intuition or familiarity. Hence, under inclusion
instructions, both conscious (C, e.g., recollection)
and unconscious (U, e.g., intuition) processes can
contribute to improve performance (C+ U). Now
consider the same generation task, but this time
performed under exclusion instructions. Partici-
pants are now told to generate a sequence that
differs as much as possible from the training se-
quence. Conscious and unconscious influences are
now set in opposition, for the only way to suc-
cessfully avoid producing familiar sequence ele-
ments is to consciously know what the training
sequence was and to produce something different.
Continued generation of familiar elements under
exclusion instructions would thus clearly indicate
that generation is automatically influenced by un-
conscious knowledge (U). Within the PDP, an es-
timate of conscious influences (C) can therefore be
obtained by computing the difference between in-
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clusion and exclusion performance and an estimate
of unconscious influence (U) can be derived from
the amount of which exclusion performance ex-
ceeds baseline.

The PDP has also raised many controversies.
However, these are mainly concerned with the
specific measurement model used to obtain the
quantitative estimate of the implicit influences on
performance. Different models that reflect the hy-
pothetical relationship between both conscious
and unconscious influences have indeed been pro-
posed (see Richardson-Klavehn et al., 1996). A
complete discussion of this issue is largely beyond
the scope of this paper. However, it has been pro-
posed that this measurement problem can be cir-
cumvented by focusing on inclusion and exclusion
performance only (Neal and Hesketh, 1997).

Goschke (1997) using the PDP in this way, re-
ported that a secondary tone-counting task im-
paired explicit knowledge acquisition but left
implicit learning unaffected. With a similar proce-
dure, Destrebecqz and Cleeremans (2001) have
shown that slowing the pace of the SRT task by
increasing the response-to-stimulus interval (RSI)
tends to improve explicit learning. Other authors
have put forward the notion that the pace of the
SRT task only influences the expression of knowl-
edge rather than learning per se (Willingham et al.,
1997) or does not influence the quality of sequence
learning, the acquired knowledge being always
conscious whatever the pace of the SRT task
(Wilkinson and Shanks, 2004). It must be noted,
however, that the importance of timing factors has
been emphasized in theoretical accounts of se-
quence learning (Keele et al., 2003) and specifically
in relation to the conscious or unconscious nature
of learning (Stadler, 1997). Recent studies are also
in line with the idea that conscious processes re-
quire more time than unconscious ones (Rabbitt,
2002). In the next section, we present additional
data supporting this hypothesis.

In search of the neural correlates of conscious and
unconscious processes

As evidenced in the above discussion, the identi-
fication of the neural correlates of conscious and
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unconscious processes crucially requires the use of
sensitive behavioral methods that overcome po-
tential methodological flaws. Capitalizing on pre-
vious behavioral results, we have adapted the PDP
in a brain-imaging study in order to identify the
neural correlates of conscious and unconscious se-
quence processing (Destrebecqz et al., 2003; Des-
trebecqz et al., submitted). In two H2O Positron
Emission Tomography (PET) studies, volunteers
were trained on the SRT task (15 blocks of 96
trials using a repeated 12-element sequence) before
being scanned during three consecutive inclusion
and three consecutive exclusion blocks. During
training, the pace of the SRT task was manipu-
lated by modifying the value of the RSI, i.e., the
amount of time that elapses between the motor
response and the onset of the next target. Partic-
ipants were either trained with a standard 250 ms
RSI (RSI250 condition) or with a RSI reduced to
0ms (RSIO condition). In this latter RSIO condi-
tion, each target was immediately replaced by
the next one, reducing the likelihood of partici-
pants developing conscious expectancies regarding
the identity of the next element (Destrebecqz and
Cleeremans, 2001).

Inclusion scores were higher than exclusion
scores in both RSI0 and RSI250 conditions, indi-
cating that participants had gained conscious se-
quence knowledge in both conditions. Inclusion
scores, however, were higher in the RSI250 con-
dition than in the RSIO condition. By contrast,
exclusion scores (that reflect the production of the
training sequence against the instructions) were
higher in the RSIO condition than in the RSI250
condition, suggesting that unconscious influences
were higher in the former than in the latter con-
dition. The mean difference between inclusion and
exclusion scores was higher in the RSI250 than in
the RSIO condition indicating that control over
behavior was improved in the former condition
and, therefore, according to the PDP logic driven
by explicit, conscious learning.

At the neuroanatomical level, we reasoned that
those brain areas in which variations of regional
cerebral blood flow (rCBF) closely follow the
variations of the generation scores obtained at
each scan in the inclusion or the exclusion condi-
tion should be part of the neural network that

subtends conscious and unconscious contributions
to performance.

Firstly, to identify the neural correlates of
conscious sequence processing, we looked for
brain regions in which the correlation between
rCBF and generation score was higher in the in-
clusion than in the exclusion task, irrespective
of the duration of the RSI. Indeed, inclusion
scores are thought to reflect both conscious and
unconscious contributions (C+U) to perform-
ance, whereas rCBF variations related to the
exclusion scores only reflect unconscious contri-
butions (U). The interaction [(C+ U)— U = C]
effect should therefore indicate the brain areas that
specifically subtend conscious contributions to
performance. Results showed that the anterior
cingulate/medial prefrontal cortex (ACC/MPFC)
supports the conscious component of sequence
processing in both the RSI250 and RSIO condi-
tions (see Fig. 1C).

Secondly, to identify the neural correlates of
unconscious sequence knowledge, we looked for
brain areas in which the correlation between rCBF
and exclusion scores was modulated by the train-
ing condition, i.e., was higher in the RSIO than in
the RSI250 condition (exclusion results suggested
that knowledge was more implicit in the RSIO than
in the RSI250 condition). This analysis revealed
that caudate activity supported implicit contribu-
tions to performance in the sequence generation
task (see Fig. 1B). This result is in line with pre-
vious data showing the involvement of the caudate
nucleus during implicit sequence acquisition in a
probabilistic version of the SRT task (Fig. 1A;
Peigneux et al., 2000).

PET data analysis also evidenced a tight cou-
pling between activity measured in ACC/MPFC
and in striatum in the exclusion task in the RSI250
condition, in which learning was essentially ex-
plicit, whereas the activity of these regions was
uncoupled in the RSI0 condition, in which implicit
influences were stronger. These results suggest that
the ACC/MPFC exerts control on the activity of
the striatum during sequence generation in the
former but not in the latter condition — indicating
that implicit processes can be successfully control-
led by conscious knowledge when learning is es-
sentially explicit.
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Fig. 1. Brain correlates of conscious and unconscious knowledge. (A) Sequence acquisition in a probabilistic SRT task: increase
cerebral blood flow (CBF) in the caudate nucleus was observed only when subjects’ performances demonstrated implicit knowledge of
sequential regularities (Peigneux et al., 2000). (B) Implicit sequence generation after practice to the SRT task: caudate CBF correlates
more with exclusion scores when learning is essentially unconscious (i.e., higher correlation in the RSI0 ms than the RSI250 condition;
Destrebecqz et al., submitted). (C) Explicit sequence generation after practice to the SRT task: CBF correlations in ACC/mesial
prefrontal cortex with generation scores is modulated by the instruction condition (i.e., higher in the inclusion than in the exclusion
condition) both in the RSI0 and RSI250 conditions (Destrebecqz et al., 2003). (See text for details.) All activations are displayed at

uncorrected p<0.001, on subjects’ averaged T-1 weighted MRI.

Concluding remarks

In this paper, we have described the numerous in-
tricacies of the arguments surrounding a theoretical
dissociation between conscious and unconscious
knowledge, as well as the various methodological
solutions that have been proposed to address these
questions. We have shown that each of these pro-
posed solutions refers to a different operational
definition of consciousness, and have presented
empirical examples of sequence learning studies in
which these procedures have been used to differ-
entiate between implicit and explicit knowledge ac-
quisition. Altogether, these studies indicate that a
single measure of awareness is unable to offer a
precise assessment of the extent to which knowl-
edge has been consciously acquired during a learn-
ing episode. Only a few studies, however, have
systematically applied several awareness tests at the
same time in order to measure correlations among
those tasks or to show possible dissociations be-
tween them (e.g., Shanks and Johnstone, 1998;
Destrebecqz and Cleeremans, 2003).

Interestingly, some proposed models of con-
sciousness — the global workspace framework
(Baars, 1988; this volume) — predict systematic
associations between all the different possible
measures of awareness. According to Dehaene

and Naccache (2001), for instance, once a piece of
information becomes conscious, it becomes glo-
bally available to a variety of processes including
categorization, memorization, evaluation and in-
tentional action. Their hypothesis is that this glo-
bal availability constitutes conscious subjective
experience.

However, other reports have shown that learn-
ing can, under some conditions, result in knowl-
edge that is under intentional control but not
systematically and simultaneously associated with
meta-knowledge (Destrebecqz and Cleeremans,
2003). Such learning would thus be described as
conscious with respect to the PDP but as uncon-
scious with respect to the subjective threshold cri-
terion. Based on results from connectionist
simulations, it has also been suggested that these
behavioral dissociations can be accounted for
within a framework in which conscious access is
viewed as resulting from continuous, gradual
changes in a single dimension involving ‘“quality
of representation”. This dimension designates sev-
eral properties of memory traces, such as their
relative strength, their distinctiveness, or their sta-
bility in time (see Cleeremans and Jiménez, 2002;
Cleeremans, forthcoming). Depending on training
conditions, the quality of the developed represen-
tations varies along a continuous dimension and
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determines the extent to which memory traces can
influence performance in different awareness tests.
Subjective measures would, in this framework, en-
tail higher quality representations than procedures
based on intentional control.

In the same perspective, Marcel (1993) conduct-
ed a visual target detection study in which partic-
ipants were asked to respond in three different
ways: verbally, by blinking, or by pressing a key.
When the three responses were required at the
same time, they often tended to be dissociated.
Participants could, for instance, claim to detect the
target in one modality but not in another. Marcel
further noted that subjective confidence levels var-
ied consistently between response modalities. Oth-
er reports, in the field of unconscious perception,
have shown that stimulus recognition can occur in
the absence of stimulus detection either when chro-
matic flashes (Rollman and Nachmias, 1972) or
when words (Merikle and Reingold, 1990) are
presented. In other words, participants may be
able to recognize a color or a word at a better level
of accuracy than the accuracy level produced by
chance even when they claim that they did not
previously detect its presence. According to
Merikle and Reingold (1990, p. 582), however,
this pattern of results may be related to differences
between tasks in bias or in criterion (i.e., the min-
imum level of certainty that is necessary for a par-
ticipant to say that some stimulus has been
presented). As noted by Merikle and Reingold,
dissociations are indeed expected if criterion place-
ment changes independently across the different
tasks used to measure conscious knowledge.

At first sight, these dissociation results might
seem to be at odds with global workspace theories
of consciousness. However, further research is
needed in order to determine whether these
dissociations merely reflect sensitivity differences
between the tasks used to measure awareness or
whether they represent more fundamental differ-
ences between the nature of the mental represen-
tations and the neural mechanisms that subtend
conscious processing in those tasks. We believe
that the understanding of the cognitive and neural
mechanisms subtending conscious processes will
benefit from the simultaneous use of different
measurement procedures. An accurate theory

of consciousness will have to explain the condi-
tions under which all of these measures are asso-
ciated or dissociated.
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CHAPTER 7
Computational correlates of consciousness
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Abstract: Over the past few years numerous proposals have appeared that attempt to characterize con-
sciousness in terms of what could be called its computational correlates: Principles of information process-
ing with which to characterize the differences between conscious and unconscious processing. Proposed
computational correlates include architectural specialization (such as the involvement of specific regions of
the brain in conscious processing), properties of representations (such as their stability in time or their
strength), and properties of specific processes (such as resonance, synchrony, interactivity, or information
integration). In exactly the same way as one can engage in a search for the neural correlates of conscious-
ness, one can thus search for the computational correlates of consciousness. The most direct way of doing is
to contrast models of conscious versus unconscious information processing. In this paper, I review these
developments and illustrate how computational modeling of specific cognitive processes can be useful in
exploring and in formulating putative computational principles through which to capture the differences
between conscious and unconscious cognition. What can be gained from such approaches to the problem of
consciousness is an understanding of the function it plays in information processing and of the mechanisms
that subtend it. Here, I suggest that the central function of consciousness is to make it possible for cognitive
agents to exert flexible, adaptive control over behavior. From this perspective, consciousness is best char-
acterized as involving (1) a graded continuum defined over quality of representation, such that availability
to consciousness and to cognitive control correlates with properties of representation, and (2) the impli-
cation of systems of meta-representations.

Introduction and cannot be further explained by any
sort of description. Everything that lies
In a surprisingly lucid passage, Sigmund Freud in between is unknown to us, and the
(1949), reflecting on the prospects of developing a data do not include any direct relation
scientific approach to psychological phenomena, between these two terminal points of our
wrote the following: knowledge. If it existed, it would at the
most afford an exact localization of the
We know two kinds of things about processes of consciousness and would
what we call our psyche (or mental life): give us no help towards understanding
firstly, its bodily organ and scene of ac- them.
tion, the brain (or nervous system) and,
on the other hand, our acts of con- Freud’s insightful but rather pessimistic thoughts
sciousness, which are immediate data about the possibility of developing a ““Science of
- Consciousness’™ thus illustrates the most funda-
*Corresponding author. Tel.: +3226503296; mental problem that cognitive neuroscience must
Fax: +3226502209; E-mail: axcleer@ulb.ac.be confront in this context: That of establishing
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causal relationships between fundamentally pri-
vate, subjective states (what Freud calls “our acts
of consciousness’’) on the one hand, and objective,
observable states (e.g., behavioral and neural
states) on the other hand.

This program of establishing direct correspond-
ences between subjective and objective states now
finds a contemporary echo in the unfolding search
for the “Neural Correlates of Consciousness
(NCC).” The expression “Neural Correlates of
Consciousness’ was first used by Crick and Koch
(1990) and has since attracted, as an empirical
program, the attention of a large community of
researchers — from scientists to philosophers alike
(see Metzinger, 2000, for an extensive collection of
relevant contributions).

According to Chalmers (2000, p. 31), a “‘neural
correlate of consciousness” is ““a minimal neural
system N such that there is a mapping from states
of N to states of consciousness, where a given state
of N is sufficient, under conditions C, for the cor-
responding state of consciousness’.

Candidate’s NCC, to mention just a few of those
listed in Chalmers (2000), include, for instance,
40-Hz oscillations in the cerebral cortex (Crick
and Koch, 1990; also Ribary, this volume; John,
this volume), reentrant loops in thalamocortical
systems (Edelman, 1989; also see Tononi, this
volume), neural assemblies bound by N-methyl-D-
asparate (NMDA) (Flohr, 1985; also see
Greenfield, this volume), or extended reticular-
thalamic activation systems (Newman and Baars,
1993, also see Baars, this volume).

Chalmers (2000) is quick to point out several
potential shortcomings of this definition, such as
the facts that there might not be a single NCC,
NCCs might not consist of circumscribed regions of
the brain, or it might be the case that some aspects
of consciousness simply fail to correlate in some
sense with brain activity (a view to which few would
subscribe). Noé and Thompson (2004) likewise cri-
tique — but in a somewhat different direction —
what they call the “matching-content doctrine,”
that is, the idea that the representation of a partic-
ular content in a neural system is sufficient for rep-
resentation of that same content in consciousness.
Specifically, Noé¢ and Thompson aim to suggest
that the search for the NCC might be misguided to

the extent that it eschews the fact that conscious
states cannot be analyzed independent of the envi-
ronment with which the agent interacts constantly
(also see O’Regan et al., this volume).

In a rather pessimistic article, Haynes and I
raised similar points about the possibility of de-
veloping a “‘science of consciousness’ (Cleeremans
and Haynes, 1999). How are we to proceed, we
asked, given not only that one has no clear idea of
what it is exactly that one is measuring when using
methods such as functional magnetic resonance
imaging (fMRI), but also, and perhaps more im-
portantly, that we lack the conceptual tools that
would be necessary to develop a scientific ap-
proach to phenomenology? I do not have direct
access to your mental states, and, some would ar-
gue, neither do I have perfect access to my own
mental states (or if I do, I am likely to be mistaken
in different ways, see Nisbett and Wilson, 1977;
Dennett, 1991; Wegner, 2002).

This assessment will strike many as overly grim,
and yet, the challenges are both substantial and
numerous. In this respect, it is worth pointing out
that renewed interest in consciousness has trig-
gered rather unrealistic expectations in the com-
munity. Somehow, many continue to expect that
there will be a single “aha’ moment when an ob-
scure neuroscientist suddenly comes up with “the”
mechanism of consciousness. Needless to say, this
is not going to happen: functional accounts of
consciousness that take it as a starting point that it
is a single, static property associated with some
mental states and not with others are doomed to
fail, for consciousness is neither “‘a single thing”
nor is it static. Instead, consciousness refers to
several, possibly dissociable, aspects of informa-
tion processing, and it is a fundamentally dynamic,
graded, process.

Despite these caveats, many have now rightfully
opted for a pragmatic approach focused on the
following simple assumption, namely that “for any
mental state (state of consciousness) there is an as-
sociated neural state; it is impossible for there to be
a change of mental state without a corresponding
change in neural state” (Frith et al., 1999, p. 105).

On the basis of this rather non-controversial
assumption (for materialists, at least), Frith et al.
(1999, p. 107) continue by offering a straightforward



Table 1. Characterization of different experimental paradigms (adapted from Frith et al., 1999)
through which to study differences between conscious and unconscious cognition in normal (clear
cells) and abnormal (shaded cells) cases (see text for details)

Perception

Memory

Action

Subjective
experience change,
stimulation and/or
behavior remains
constant

Stimulation changes,
subjective
experience remains
constant

Binocular rivalry

Episodic Recall

Awareness of
intention

Hallucinations

Stimulation changes

without awareness

Confabulation

Unrecognized “old”
items

Delusion of control

Stimuli eliciting
action without
awareness

Blindsight

Unrecognized items
in Amnesia

Stimuli eliciting
unintended action

Behavior changes,
subjective
experience remains
constant

Correct guessing
without awareness

Implicit learning

Implicit motor
behavior

Correct reaching in

Implicit learning in
amnesia

Unintended action
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canvas with which to guide the search for the neural
correlates of consciousness:

A major part of the program for stud-
ying the neural correlates of conscious-
ness must be to investigate the difference
between neural activities that are asso-
ciated with awareness and those that are
not.

This contrastive approach to consciousness (see
Baars, 1988, 1994) now constitutes the core of
many current efforts to understand the neural
bases of consciousness. Frith et al., in their superb
review, usefully propose an analysis of the differ-
ent paradigms through which one can pursue this
contrastive approach. Table 1 summarizes the dif-
ferent possibilities delineated by Frith and col-
leagues, who suggested to organize paradigms to
study the “neural correlates of consciousness” in
nine groups resulting from crossing two dimen-
sions: (1) three classes of psychological processes
involving knowledge of the past, present, and fu-
ture — memory, perception, and action — and (2)
three types of cases where subjective experience is
incongruent with the objective situation — cases
where subjective experience fails to reflect changes
in either (a) the stimulation or (b) behavior, and (c)
cases where subjective experience changes, whereas
stimulation and behavior remain constant. This

approach can be further applied to either normal
or pathological cases.

The paradigmatic example of a situation where
one seeks to identify the neural correlates of per-
ception is binocular rivalry (see e.g., Lumer et al.,
1998; Logothethis and Schall, 1989; Naccache, this
volume), in which an unchanging compound stim-
ulus consisting of two elements presented sepa-
rately and simultaneously to each eye produces
spontaneously alternating complete perceptions of
each element. By asking participants (or certain
animals) to indicate which stimulus they perceive
at any moment, one can then strive to establish
which regions of the brain exhibits activity that
correlates with subjective experience and which do
not, in a situation where the actual stimulus re-
mains unchanged. Research on the neural corre-
lates of implicit learning, in contrast, instantiates
the reverse situation, where people’s subjective
experience fails to reflect the fact that they are be-
coming increasingly sensitive to novel information
they are learning about over the course of pract-
icing a task such as sequence learning (Cleeremans
et al., 1998). Here again, by contrasting cases
where learning is accompanied by conscious
awareness with cases where it is not, one can
strive to explore which regions of the brains sub-
tend implicit and explicit learning, and to what
degree (Destrebecqz et al., 2003; Destrebecqz and
Peigneux, this volume). Literally, dozens of other
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studies have now followed the same logic in varied
domains, as illustrated in Table 1.

However, there are reasons to claim that the
search for the NCC should now be (and indeed, is)
augmented by similar efforts aimed at unraveling
what one could call, on the one hand, the behavi-
oral correlates of consciousness (BCC), and, on the
other hand, the computational correlates of con-
sciousness (CCC, see Mathis & Mozer, 1996). One
could thus paraphrase Frith et al.’s quote in the
following manner:

A major part of the program for stud-
ying the behavioral correlates of con-
sciousness must be to investigate the
difference between behaviors that are
associated with awareness and those
that are not.

and:

A major part of the program for stud-
ying the computational correlates of
consciousness must be to investigate
the difference between computations
that are associated with awareness and
those that are not.

While what I have called the “search for the be-
havioral correlates of consciousness’ is nothing
new, the search for the computational correlates of
consciousness is barely beginning. There is, how-
ever, a small community of scientists specifically
interested in pursuing the goal of building “‘con-
scious machines” (Holland, 2003; Alexsander, this
volume) through the development of implemented
computational models aimed either at fleshing out
broad theories of consciousness (Cotterill, 1998;
Dehaene et al., 1998; Franklin and Graesser, 1999;
Taylor, 1999; Aleksander, 2000; Sun, 2001;
Perruchet and Vinter, 2003) or at providing de-
tailed accounts of the difference between conscious
and unconscious cognition (Farah et al., 1994;
Mathis and Mozer, 1996; Dehaene et al., 2003;
Fragopanagos, Kockelkoren and Taylor, in press;
Colagrosso and Mozer, in press). Also relevant is
the growing computationally oriented literature
dedicated to the phenomena of implicit learning
(Cleeremans et al., 1998).

A joint search for the NCC, BCC, and CCC sets
up a clear multidisciplinary program for the sci-
entific study of consciousness — one that involves
systematically manipulating variables that will re-
sult in producing differences between conscious
and unconscious neural states, behaviors, or com-
putations. The latter contrast is in my view par-
ticularly important, for it may result in the
identification of computational principles that dif-
ferentiate between cognition with and without
consciousness. This is the issue that I will focus on
in the rest of this chapter. To do so, I will first
briefly overview different existing, broad proposals
with the goal of establishing how they differ from
each other and on which information-processing
principles they rely to account for differences be-
tween conscious and unconscious cognition. Next,
I will suggest that, from a computational point of
view, consciousness can be analyzed as involving
two central aspects.

The first is what one could call “quality of rep-
resentation” (see also Farah, 1994) — properties
associated with representations in the brain or in
artificial systems, such as their strength, their sta-
bility in time, or their distinctiveness. Quality of
representation, by this account, determines, in a
graded manner, the extent to which a particular
representation becomes available to conscious ex-
perience and to cognitive control, and is viewed as
a necessary condition for a particular representa-
tion to become available to consciousness. The
second is the extent to which a given representa-
tion is accompanied by further (re-)representation
of itself — in other words, whether the system is
capable of meta-representation.

Finally, I will close with a brief discussion of a
novel class of computational models, — the so-
called “forward models,” — and their potential in
capturing many insights into the computational
correlates of consciousness within a single broad
computational framework. Before undertaking
this analysis, however, it seems important to re-
flect upon the functions of consciousness. Indeed,
as Taylor (1999) points out, *“...without a function
for consciousness, we have no clue as to a mech-
anism for it. Scientific modeling cannot even begin
in this case; it has nothing to get its teeth into”

(p- 49).



The functions of consciousness

Analyzing consciousness in terms of its underly-
ing mechanisms first requires us to identify the
functions that it may play within a cognitive sys-
tem. There are several different manners in which
this question can be approached depending on
which aspect of consciousness one focuses on. The
fact that consciousness is not a unitary concept
(Zeman, this volume) is important, particularly
because many recent experiments tend to treat it as
though it were a “‘single thing”, whereas it is nei-
ther a thing nor a unitary concept.' Block’s (1995)
well-known analysis is useful here as a starting
point. Block distinguishes between access con-
sciousness, phenomenal consciousness, monitoring
consciousness, and self-consciousness.

Access consciousness (A-consciousness) refers to
our ability to report and act on our experiences.
For a person to be in an A-conscious state entails
that there is a representation in that person’s brain
whose content is available for verbal report and for
high-level processes such as conscious judgment,
reasoning, and the planning and guiding of action.
There is wide agreement around the idea that con-
scious representations differ from unconscious ones
in terms of such global accessibility: Conscious
representations are informationally available to
multiple systems in a manner that unconscious rep-
resentations are not. Accessibility is in turn viewed
as serving the function of making it possible for
an agent to exert flexible, adaptive control over ac-
tion. Tononi (Tononi, 2003, in press; Tononi and
Edelman, 1998) proposes that the main function of
consciousness is to rapidly integrate a lot of infor-
mation — a function that would clearly endow
agents who possess this ability with an evolutionary
advantage over others who lack it. In a recent
overview article, Dehaene and Naccache (2001)
state that ““The present view associates conscious-
ness with a unified neural workspace through which
many processes can communicate. The evolutionary

IContrast, for instance, cases where one asks whether a sub-
ject is conscious of a single stimulus presented to her to cases
where one asks what is it is like to walk in the Alps or to sample
an excellent wine. Our concept of consciousness is radically
different in each case.
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advantages that this system confers to the organism
may be related to the increased independence that it
affords.” (p. 31). Dehaene and Naccache thus sug-
gest that consciousness allows organisms to free
themselves from acting out their intentions in the
real world, relying instead on less hazardous sim-
ulation made possible by the neural workspace.
Most existing computational models of conscious-
ness are explicitly targeted toward capturing the
computational consequences of A-consciousness
rather than the phenomenal qualities associated
with conscious states — Block’s second concept of
phenomenal consciousness.

Phenomenal consciousness (P-consciousness) re-
fers to the qualitative nature of subjective experi-
ence: What it is like to smell a particular scent, to
feel a particular pain, to remember the emotions
associated with a particular event, to be a bat
chasing insects at nightfall. There is no agreement
concerning the putative functions of P-conscious-
ness. Some authors argue that there is nothing to
be explained, that qualia are illusory, or that they
are purely epiphenomenal and hence play no caus-
al role in information processing. For instance,
O’Regan and Noé (2001) hold that qualia reflect
nothing more than mastery of learned senso-
ry-motor contingencies: What it means to con-
sciously experience something is simply to know
about the consequences of one’s actions (O’Regan
et al., this volume). For Dennett (1991, 2001),
conscious contents merely reflect the dominance of
some representations over others at some point in
time — ““fame in the brain”, as he calls it. Others
have proposed that conscious experience might
serve error-correcting functions. For instance,
Gray’s “‘comparator hypothesis’ (2004) states that
the function of P-consciousness is to make it pos-
sible for the agent to rehearse and deliberate upon
the conditions under which something unexpected
happened (such as the consequences of an error).
Koch proposes that the function of P-conscious-
ness is to provide an ‘“‘executive summary”’ to
those parts of the brain involved in planning and
deliberation (Crick and Koch, 1995; Koch, 2004).
This executive summary is assumed to be the result
of constraint satisfaction processes, and reflects
the best interpretation of the current situation.
Another interesting hypothesis concerning the
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function of conscious experience was put forward
by Gregory (2003), according to whom P-con-
sciousness might serve the function of “flagging
the present”, so making it possible for the agent to
distinguish between actual, remembered, and an-
ticipated states. More generally, perhaps the func-
tion of conscious experience is to associate
emotional valence to the consequences of one’s
actions. If nothing ever is done to an agent, there
seems to be little basis for learning and adapting
behavior in general. On the other hand, one might
also argue that it is simply misguiding to look for
putative functional accounts of phenomenal con-
sciousness since, by definition, it is what is “‘left
over” once all functional aspects of consciousness
have been accounted for.

Monitoring consciousness refers to thoughts
about or awareness of one’s sensations and per-
cepts, as distinct from those sensations and per-
cepts themselves. Functionally, some form of
monitoring consciousness appears to be necessary
to support adapted control over behavior, through
appraisal of one’s internal states and metacogni-
tion in general.

Finally, self-consciousness refers to thoughts
about or awareness of oneself. Studying the self is
a huge undertaking in and of itself, and the domain
is currently witnessing fascinating developments
(see e.g., Knoblich et al., 2003 for a review). It
would be too long to develop this aspect of con-
sciousness in this chapter, but a basic fact about
conscious experience is simply that it would not
make any sense unless there was a self-aware agent
experiencing the experience. Hence, consciousness
of self is clearly a very important component of
what it means to be conscious (Damasio, 1999).

Having delineated a few possible functions for
consciousness in its different aspects, we can now
ask the following questions: What sorts of mech-
anisms have been proposed to fulfill these func-
tions? What are the computational correlates of
consciousness? These will be the object of the next
section.

The search for the CCC

Computational models of the differences between
conscious and unconscious information processing

are few and far between. This is not surprising, for
the challenge of exploring the mechanisms of
something as complex and ill-defined as conscious-
ness is enormous. This is also the main reason why
most existing computational models of conscious-
ness have been directed at accounting for A-con-
sciousness as opposed to P-consciousness: The
former at least receives some sort of functionalist
interpretation, while the functions of the latter, if
any, clearly remain controversial at this point.
Monitoring- and self-consciousness, on the other
hand, require accounts that necessarily involve a
great deal of complexity before they can even get
off the ground, and are hence challenging to ex-
plore from a computational point of view.

This being said, existing models generally fall
into two classes: Overarching models — often only
partially implemented — that aim to offer a gen-
eral blueprint for information processing with or
without consciousness on the one hand, and very
specific models of particular empirical situations
on the other. Each suffers from its own set of lim-
itations (which they share with computational
models in general). Overarching models are often
difficult to compare with existing data because
they often fail to make testable predictions. Spe-
cific models, on the other hand, can always be
dismissed as convincing accounts of the mecha-
nisms of consciousness precisely because of their
limited scope. In either case, one could question
the extent to which such modeling efforts are
worth it, though this would clearly invalidate any
scientific approach to the problem. For instance, if
you assume that consciousness crucially includes
properties that can never be amenable to func-
tionalist and cognitive analyses — Chalmers’
(1996) “‘hard problem” — then clearly such mod-
els are doomed to fail, and so would the possibility
of understanding conscious experience from a
third-person perspective. Some authors have also
pointed out that while it might be possible to build
conscious machines, we would never be able to
decide whether such machines actually have expe-
riences of any kind (Prinz, 2003).

Nevertheless, both types of models can play a
substantial role in helping us converge onto a set
of computational principles to characterize the
differences between conscious and unconscious



cognition. Identifying such principles is an impor-
tant endeavor, for it would clearly make it possible
to go beyond establishing mere relationships be-
tween conscious states and their neural or behavi-
oral correlates. In other words, if we are able to
define such principles, we would be in a position to
address the mechanisms through which conscious-
ness is achieved in cognitive systems.

Current theories of consciousness sometimes
make very different assumptions about its under-
lying mechanisms. Farah (1994) distinguishes
between three types of neuroscientific/computa-
tional accounts of consciousness: “‘privileged
role” accounts, ‘“integration” accounts, and
“quality of representation’ accounts. “Privileged
role” accounts take their roots in Descartes’
thinking and assume that consciousness depends
on the activity of specific brain systems whose
function it is to produce subjective experience.
“Integration’ accounts, in contrast, assume that
consciousness only depends on processes of inte-
gration through which the activity of different
brain regions can be synchronized or made co-
herent. Finally, “quality of representation’ ac-
counts assume that consciousness depends not on
particular processes, but on particular properties
of neural representations, such as their strength or
their stability in time.

In a recent overview article (see also O’Brien
and Opie, 1999; Atkinson et al., 2000), my co-au-
thors and I proposed to organize computational
theories of consciousness along two dimensions, as
depicted in Fig. 1% A process versus vehicle di-
mension, which opposes models that characterize
consciousness in terms of specific processes oper-
ating over mental representations to models that
characterize consciousness in terms of intrinsic
properties of mental representations, and a spe-
cialized versus non-specialized dimension, which
contrasts models that posit information-processing
systems dedicated to consciousness with models
for which consciousness can be associated with

%Figure 1 is aimed at providing a few illustrative examples
and is by no means intended to be exhaustive. Your favorite
theory (or your own theory!) may thus not be on the map,
which I urge you not to interpret as a suggestion that it is not
important.
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Fig. 1. A conceptual 2-D map in which to locate theories of
consciousness. (Adapted from Atkinson et al., 2000.) The map
is defined by two dimensions relevant to computational theories
of consciousness: Whether the theory assumes the involvement
of specialized structures or not (Y-axis), and whether the theory
assumes that consciousness depends on properties associated
with representational vehicles or with processes (X-axis).

any information-processing system as long as this
system has the relevant properties.

Farah’s three categories can be subsumed in this
analysis in the following manner: “privileged role”
models, which assume that some brain systems
play a specific role in subtending consciousness,
are specialized models that can be instantiated ei-
ther through ““vehicle” or through ““process” prin-
ciples. “Quality of representation”, models, on the
other hand, are typical vehicle theories in that they
emphasize that what makes some representations
available to conscious experience are properties of
those representations rather than their functional
role. Finally, Farah’s “integration” models are
examples of non-specialized theories, which can
again be either instantiated in terms of the prop-
erties of the representations involved or in terms of
the processes that engage these representations.
Atkinson et al.’s analysis thus offers four broad
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categories of computational accounts of con-
sciousness.

(M

(@)

(©)

Specialized vehicle theories assume that con-
sciousness depends on the properties of the
representations that are located within a
specialized system in the brain. An example
of such accounts is Atkinson and Shiffrin’s
(1971) model of short-term memory, which
specifically assumes that representations
contained in the short-term memory store
(a specialized system) only become conscious
if they are sufficiently strong (a property of
representations).

Specialized process theories assume that con-
sciousness arises from specific computations
that occur in a dedicated mechanism, as
in Schacter’s (1989) Conscious Awareness
System (CAS) model. Schacter’s model as-
sumes that the CAS’s main function is to
integrate inputs from various domain spe-
cific modules, and to make this information
available to executive systems. It is therefore
a specialized model in that it assumes that
there exist specific regions in the brain whose
function is to make its contents available to
conscious awareness. It is a process model to
the extent that any representation that enters
the CAS will become available to conscious
awareness in virtue of the processes that
manipulate these representations, and not in
virtue of properties of those representations
themselves. More recent computational
models of consciousness also fall into this
category, most notably Dehaene and col-
leagues’ (1998) neural workspace model and
Crick and Koch’s (2003) framework, both of
which assume, albeit somewhat differently,
that the emergence of consciousness depends
on the occurrence of specific processes in
specialized systems.

Non-specialized vehicle theories include any
model that posits that availability to con-
sciousness only depends on properties of
representations, regardless of where in the
brain these representations exist or of which
processes engage these representations.
O’Brien and Opie’s (1999) “‘connectionist

theory of phenomenal experience” is the
prototypical example of this category, to the
extent that it specifically assumes that any
stable neural representation will both be
causally efficacious and form part of the
contents of phenomenal experience. Mathis
and Mozer (1996) likewise propose to asso-
ciate consciousness with stable states in neu-
ral networks, though Mozer’s more recent
PIT framework (Colagrosso and Mozer,
2005) also puts emphasis on the existence
of functional connectivity between different
modules as critical for A-consciousness
Zeki’s notion of ‘“‘micro-consciousness’ is
also an example of this type of perspective
(Zeki and Bartels, 1998).

(4) Non-specialized process theories finally, are
theories which assume that representations
become conscious whenever they are en-
gaged by certain specific processes, regard-
less of where these representations exist in
the brain. Many recent proposals fall into
this category. Examples include Tononi
and Edelman’s (1998) “dynamic core” mod-
el; Crick and Koch’s (1995) idea that syn-
chronous firing constitutes the primary
mechanisms through which disparate repre-
sentations become integrated as part of a
unified conscious experience or Grossberg’s
(1999) characterization of consciousness as
involving processes of “‘adaptive resonance”
through which representations that simulta-
neously receive bottom-up and top-down
activation become conscious because of their
stability and strength.

There are two important caveats to this analysis.
Firstly, the taxonomy is defined by how specific
computational theories of consciousness charac-
terize the difference between conscious and un-
conscious cognition rather than by a sharp
distinction between vehicles versus processes on
the one hand, and specialized versus non-special-
ized systems on the other. Thus, it should be clear
that representation and process cannot be con-
sidered independently from each other, to the ex-
tent that the effects of particular processes will
necessarily result in changes in the nature of the



representations involved. For instance, processes
like resonance, amplification, or reentrant process-
ing (Lamme, 2004), all of which basically involve
constraint satisfaction processes as they occur in
interactive networks, will all result in stabilizing
and in strengthening specific patterns of activity in
the corresponding neural pathways. The distinc-
tion between specialized and non-specialized mod-
els similarly fails to be as sharp as depicted above,
for there are multiple ways in which a system can
be described as specialized. For instance, a system
can be specialized to the extent that it involves a
single ““box’ or cerebral region whose function it
would be to make whatever contents are repre-
sented in that system conscious (no current ne-
uroscientific theory of consciousness adopts this
assumption this bluntly). On the other hand, a
system can be specialized to the extent that it in-
volves specific connectivity between different cer-
ebral regions. Dehaene and Changeux’s (2004)
notion that the neural workspace relies on specific
long-distance cortico-cortical connections is an ex-
ample of the latter case of specialization, and so
contrasts with other proposals that put less em-
phasis on the involvement of dedicated systems
(Tononi and Edelman, 1998).

Secondly, several proposals also tend to be
somewhat more hybrid, instantiating features and
ideas from several of the categories described by
Atkinson et al. Baars’ influential “‘global work-
space” model (Baars, 1988, this volume), for in-
stance, incorporates features from specialized
process models as well as from non-specialized
vehicles theories, to the extent that the model as-
sumes that consciousness involves a specialized
system (the global workspace), but also character-
izes conscious states in terms of the properties as-
sociated with their representations (i.e., global
influence and widespread availability) rather than
in terms of the processes that operate on these
representations. Likewise, Dehaene et al. (1998)
assume that consciousness depends on (1) active
firing, which can be construed as a property of
representation, (2) long-distance connectivity (a
specialized system), and (3) dynamic mobilization,
a selective process depending on simultancous
bottom-up and top-down activation of the repre-
sentations contained in the linked modules. Thus,
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this model acknowledges both the existence of
specific, dedicated mechanisms to support con-
sciousness as well as specific properties of repre-
sentations brought about by particular processes
(e.g., dynamic mobilization).

Lastly, Tononi and Edelman’s (1998) analysis
recognizes the importance of the thalamo-cortical
system in subtending consciousness (and could
hence be viewed as specialized theory), but reaches
this conclusion based on computational principles
that are explicitly non-specialized to the extent
that they could occur in any system properly
structured.

A final comment on this analysis is that pure
vehicle theories of consciousness remain problem-
atic from a computational point of view, for they
fail to make it clear how any aspect of conscious-
ness could be produced exclusively by properties of
the representational vehicles involved in informa-
tion processing. Simply equating consciousness
with stability in time (see, e.g., O’Brien and Opie,
1999), for instance, would not only force us to
consider many physical systems to be conscious to
some degree (thus raising the specter of panpsych-
ism), but also appears to eschew any sort of com-
putational explanation short of resorting to
hitherto unknown causal properties of neural pat-
terns of activity.

Toward computational principles for the distinction
between conscious and unconscious cognition

What can we conclude from this brief overview of
current computational approaches to conscious-
ness? A salient point of agreement shared by sev-
eral of the most popular current theories is that all
such models, regardless of whether they assume
specialized or non-specialized mechanisms, and
regardless of whether they focus primarily on ve-
hicles or on processes, converge toward assuming
the following: Conscious representations differ
from unconscious representations in that the
former are endowed with certain properties such
as their stability in time, their strength, or their
distinctiveness. Cleeremans (Cleeremans and
Jiménez, 2002; forthcoming) proposes the follow-
ing definitions for these properties:
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Stability in time refers to how long a represen-
tation can be maintained active during processing.
There are many indications that different neural
systems involve representations that differ along
this dimension. For instance, the prefrontral cor-
tex, which plays a central role in working memory
(Baddeley, 1986), is widely assumed to involve cir-
cuits specialized in the formation of the enduring
representations needed for the active maintenance
of task-relevant information (Frank et al., 2001;
Norman and O’Reilly, 2001). Stability of repre-
sentation is clearly related to availability to con-
sciousness, to the extent that consciousness takes
time. For instance, the brief stimuli associated with
subliminal presentation will result in weaker rep-
resentations than supraliminal presentation does.

Strength of representation simply refers to how
many processing units are involved in a given rep-
resentation, and to how strongly activated these
units are. Strength can also be used to characterize
the efficiency of a an entire processing pathway, as
in the Stroop model of Cohen et al. (1990). Strong
activation patterns exert more influence on ongo-
ing processing than weak patterns, and are most
clearly associated with automaticity, to the extent
that they dominate ongoing processing.

Finally, distinctiveness of representation refers
to the extent of overlap that exists between repre-
sentations of similar instances. Distinctiveness, or
discreteness, has been hypothesized as the main
dimension through which cortical and hippocam-
pal representations differ (McClelland et al., 1995;
O’Reilly and Munakata, 2000), with the latter be-
coming active only when the specific conjunctions
of features that they code for are active themselves.
In the context of the terminology associated with
attractor networks, this contrast would thus be
captured by the difference between attractors with
a wide basin of attraction, which will tend to re-
spond to a large number of inputs, and attractors
with a narrow basin of attraction, which will only
tend to respond to a restricted range of inputs. The
notion also overlaps with the difference between
episodic and semantic memory, that is, the differ-
ence between knowing that Brutus the dog bit you
yesterday and knowing that all dogs are mammals:
There is a sense in which the distinctive episodic
trace, because it is highly specific to one particular

experience, is more accessible and more explicit
than the semantic information that all dogs share a
number of characteristic features. This latter
knowledge can be made explicit when the task at
hand requires it, but is only normally conveyed
implicitly (as a presupposition) by statements
about or by actions directed toward dogs.

Strong, stable, and distinctive representations
are thus explicit representations, at least in the
sense put forward by Koch (2004): They indicate
what they stand for in such a manner that their
reference can be retrieved directly through proc-
esses involving low computational complexity (see
also Kirsh, 1991, 2003). Conscious representa-
tions, in this sense, are explicit representations that
have come to play, through processes of learning,
adaptation, and evolution, the functional role of
denoting a particular content for a cognitive sys-
tem. Importantly, quality of representation should
be viewed as a graded dimension.

The analysis presented above resonates well with
recent computational models of overall cerebral
function. O’Reilly and colleagues (McClelland
et al., 1995; O’Reilly and Munakata, 2000; Atallah
et al., 2004), for instance, have recently proposed
that different regions of the brain have evolved to
solve different — and incompatible — computa-
tional problems by using different representational
formats and different learning regimes (McClel-
land et al., 1995). In their “tripartite” proposal,
the brain is organized in three broad interacting
systems: The hippocampus (HC), prefrontal cor-
tex/basal ganglia (FC), and posterior cortex (PC).
In this framework, each system uses similar, but
not identical learning mechanisms and representa-
tional formats. The main function of HC is to
rapidly learn about specific novel facts (episodic
memory). Function of PC, in contrast, is to learn
about the statistical regularities shared by many
exemplars of a given domain (semantic memory).
Finally, the main function of FC is to maintain
information in an active state (active maintenance,
subtending working memory) and to rapidly
switch between active representations. Achieving
each of these functions require different (but
germane) learning mechanisms and different rep-
resentational formats. Thus, HC uses the sparse,
conjunctive representations necessary to avoid



catastrophic interference, and a high learning rate
that makes it possible to rapidly bind together the
various elements of the current percept. PC, in
contrast, slowly accumulates information over
largely overlapping, distributed representations,
so that broad semantic knowledge can progressive-
ly emerge over learning and development. Finally,
FC is characterized by self-sustaining representa-
tional systems involving the recurrent connectivity
necessary for active maintenance as well as the
gating mechanisms necessary for rapid switching.

The three systems also differ from each other in
terms of processing and learning mechanisms.
Thus, O’Reilly and Munakata (2000) argue that
the functions typically attributed to FC (i.e., work-
ing memory, inhibition, executive control, and
monitoring or evaluation of ongoing behavior) re-
quire ‘“‘activation-based processing’, characterized
by mechanisms of active maintenance through
which representations can remain strongly activat-
ed for long periods of time as well as rapidly up-
dated so as to make it possible for these
representations to modulate processing elsewhere
in the brain. Note how this is consistent with Crick
and Koch’s (2003) notion that “‘the front of the
brain is looking at the back.” Because of these
properties, frontal representations are thus more
accessible to verbalization and other reporting
systems.” To this, they oppose ‘“weight-based
processing”, characteristic of PC, in which knowl-
edge is encoded directly by the pattern of connec-
tivity between processing units and hence tends to
remain tacit to the extent that this knowledge only
manifests itself through the effects it exerts on on-
going processing rather than through the form of
representations themselves.

In terms of learning mechanisms, O’Reilly and
Munakata (2000) also propose an interesting dis-
tinction between model learning (Hebbian learn-
ing) and task learning (error-driven learning).
Again, their argument is framed in terms of the
different computational objectives each of these

3In this respect, O’Reilly and Munakata (2000) rightfully
point out that a major puzzle is to understand how the FC
comes to develop what they call a “rich vocabulary of frontal
activation-based processing representations with appropriate
associations to corresponding posterior-cortical representa-
tions” (p. 382).
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types of learning processes fulfills: Capturing the
statistical structure of the environment so as to
develop appropriate models of it on the one hand,
and learning specific input—output mappings so as
to solve specific problems (tasks) in accordance
with one’s goals on the other hand. There is a very
nice mapping between this distinction — expressed
in terms of the underlying biology and a consid-
eration of computational principles — and the
distinction between incidental learning and inten-
tional learning on the other hand.

It is tempting to relate the different aspects of
the quality of a representation delineated ecarlier
with the functions of each system identified by
O’Reilly and colleagues (McClelland et al., 1995;
O’Reilly and Munakata, 2000; Atallah et al.,
2004). Stability in time is what most saliently
characterizes FC representations. Distinctiveness
is a property most clearly associated with HC. Fi-
nally, PC representations are best characterized by
their strength. Importantly, in this computational
framework, there is no single system that is
uniquely associated with the occurrence of con-
scious representations. Rather, conscious repre-
sentations emerge as a result of the joint
involvement of each system in ongoing processing.

Stability, strength, or distinctiveness can be
achieved by different means. They can result, for
instance, from the simultaneous top-down and
bottom-up activation involved in the so-called
“reentrant processing”’ (Lamme, 2004), from proc-
esses of “‘adaptive resonance” (Grossberg, 1999),
from processes of ‘“‘integration and differentia-
tion” (Edelman and Tononi, 2000), or from con-
tact with the neural workspace, brought about by
“dynamic mobilization” (Dehaene and Naccache,
2001). It is important to realize that the ultimate
effect of any of these putative mechanisms is
to make the target representations stable, strong,
and distinctive. These properties can further be
envisioned as involving graded or dichotomous
dimensions.

Hence, a first important computational principle
through which to distinguish between conscious
and unconscious representations is the following:

“Availability to consciousness depends
on quality of representation, where
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quality of representation is a graded di-
mension defined over stability in time,
strength, and distinctiveness.”

While high-quality representation thus appears to
be a necessary condition for their availability to
consciousness, one should ask, however, whether it
is a sufficient condition. Cases such as hemineglect,
blindsight (Weiskrantz, 1986), or, in normal
subjects, attentional blink phenomena (Shapiro
et al., 1997), or some instances of change blindness
(Simons and Levin, 1997), for instance, suggest
that quality of representation alone does not suf-
fice, for even strong patterns can fail to enter con-
scious awareness unless they are somehow
attended. Likewise, merely achieving stable repre-
sentations in an artificial neural network, for in-
stance, will not make this network conscious in
any sense — this is the problem pointed out by
Clark and Karmiloff-Smith (1993) about the lim-
itations of what they called first-order networks: In
such networks, even explicit knowledge (e.g., a
stable pattern of activation over the hidden units
of a standard back-propagation network that has
come to function as a “‘face detector’”) remains
knowledge that is in the network as opposed to
knowledge for the network. In other words, such
networks might have learned to be informationally
sensitive to some relevant information, but they
never know that they possess such knowledge.
Thus, the knowledge can be deployed successfully
through action, but only in the context of per-
forming some particular task.

Hence, it could be argued that it is a defining
feature of consciousness that when one is con-
scious of something, one is also, at least poten-
tially so, conscious that one is conscious of being
in that state. This is the gist of the so-called higher
order thought (HOT) theories of consciousness
(Rosenthal, 1997), according to which a mental
state is conscious when the agent entertains, in a
non-inferential manner, thoughts to the effect that
it currently is in that mental state. Importantly, for
Rosenthal, it is in virtue of current HOTs that the
target first-order representations become con-
scious. Dienes and Perner (1999) have developed
this idea by analyzing the implicit-explicit distinc-
tion as reflecting a hierarchy of different manners

in which the representation can be explicit. Thus, a
representation can explicitly indicate a property
(e.g., “yellow”), predication to an individual (the
flower is yellow), factivity (it is a fact and not a
belief that the flower is yellow) and attitude
(I know that the flower is yellow). Fully conscious
knowledge is thus knowledge that is “attitude-
explicit™.

This analysis suggests that another important
principle that differentiates between conscious and
unconscious cognition is the extent to which a
given representation endowed with the proper
properties (stability, strength, distinctiveness) is it-
self the target of meta-representations. Note that
meta-representations are de facto assumed to play
an important role in any theory that assumes in-
teractivity. Indeed, for processes such as reso-
nance, amplification, integration, or dynamic
mobilization to operate, one minimally needs to
assume two interacting components: A system of
first-order representations, and a system of meta-
representations that take first-order representa-
tions as their input.

Hence, a second important computational prin-
ciple through which to distinguish between con-
scious and unconscious representations is the
following:

Availability to consciousness depends
on the extent to which a representation
is itself an object of representation for
further systems of representation.

It is interesting to consider under which conditions
a representation will remain unconscious based on
combining these two principles (Cleeremans, forth-
coming). There are at least four possibilities. First-
ly, knowledge that is embedded in the connection
weights within and between processing modules
can never be directly available to conscious aware-
ness and control. This is simply a consequence of
the fact that consciousness necessarily involves
representations (patterns of activation over
processing units). The knowledge embedded in
connection weights will, however, shape the repre-
sentations that depend on it, and its effects will
therefore be detectable — but only indirectly, and
only to the extent that these effects are sufficiently
marked in the corresponding representations. This



is equivalent to Dehaene’s principle of “active fir-
ing” (Dehaene and Changeux, 2004).

Secondly, to enter conscious awareness, a rep-
resentation needs to be of sufficiently high quality
in terms of strength stability in time, or distinc-
tiveness. Weak representations are therefore poor
candidates to enter conscious awareness. This,
however, does not necessarily imply that they re-
main causally inert, for they can influence further
processing in other modules, even if only weakly
so. This forms the basis for a host of subthreshold
effects, including subliminal priming, for instance.

Thirdly, a representation can be strong enough
to enter conscious awareness, but fail to be asso-
ciated with relevant meta-representations. There
are thus many opportunities for a particular
conscious content to remain, in a way, implicit,
not because its representational vehicle does not
have the appropriate properties, but because it
fails to be integrated with other conscious con-
tents. Dienes and Perner (2003) offer an insightful
analysis of the different ways in which what I have
called high-quality representations can remain im-
plicit. Likewise, phenomena such as inattentional
blindness (Mack and Rock, 1998) or blindsight
(Weiskrantz, 1986) also suggest that high-quality
representations can nevertheless fail to reach con-
sciousness, not because of their inherent proper-
ties, but because they fail to be attended to or
because of functional disconnection with other
modules.

Finally, a representation can be so strong that its
influence can no longer be controlled — automa-
ticity. In these cases, it is debatable whether the
knowledge should be taken as genuinely uncon-
scious, because it can certainly become fully con-
scious as long as appropriate attention is directed to
them, but the point is that such very strong repre-
sentations can trigger and support behavior with-
out conscious intention and without the need for
conscious monitoring of the unfolding behavior.

Forward models
How might one go about capturing intuitions

about the importance of both quality of represen-
tation and of meta-representations in the form of a
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ACTUAL OUTCOME (t+1)

FORWARD MODEL

ACTION MODEL

Fig. 2. A Forward Model. Two interconnected networks in-
teract continuously: The action (inverse) model, the task of
which is to produce appropriate actions given a representation
of the current state and a goal (an intention), and the forward
model, the task of which is to anticipate the sensory conse-
quences (the next state) resulting from the model’s actions.

computational model? There is an extremely in-
teresting class of models that might provide a good
starting point for exploring the computational
principles described above (Fig. 2). These mod-
els are called ‘“forward models” (Jordan and
Rumelhart, 1992) and have been applied mostly
in the domain of motor control so far (Miall and
Wolpert, 1996; Jordan and Wolpert, 1999). Many
control problems (and acting adaptively is the
control problem per excellence) are difficult be-
cause they require solving two separate problems:
(1) learning about the effects of particular actions
on the environment, that is, developing a model of
the system one is attempting to control (the “for-
ward” model), and (2) learning which particular
actions to take so as to achieve a desired goal, that
is, learning how to control the system (the “in-
verse”’ problem). Forward models make it possible
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to solve both problems simultaneously. To do so,
they generally consist of two interconnected net-
works. The first takes as input a goal and a de-
scription of the current state as input, and
produces actions. The second, that is the forward
model, takes the response of the first network (an
action) and a description of the current state as
input, and produces a prediction of how the to-be-
controlled system (the “plant”, in control theory
parlance) would change if the produced action
were carried out.

Crucially, the forward component of the model
necessarily turns, as a result of training, into an
internal model of the environment with which the
network as a whole interacts. This sort of model
can thus form the basis for a complex system of
meta-representations that takes perceptual states
and self-produced actions as input. It is also in-
teresting to note that consistently with enac-
tive and embodied perspectives on consciousness
(Varela et al., 1991; O’Regan and Noé&, 2001;
Clark, 2002; Noé&, 2005; O’Regan et al., this vol-
ume), this model is totally dependent on action:
Not only will it be shaped by the sorts of actions
the model can enact on its environment, but it
would not even be able to bootstrap itself were the
system as a whole unable to act.

The fact that sophisticated internal models
emerge as a result of the perception—action—antic-
ipation loop that the system implements becomes
particularly interesting when one additionally con-
siders (1) that socialized agents not only interact
with physical environments, but also with other
agents, and (2) that agents also interact with them-
selves by recycling their expectations about the
consequences of their own actions as perceptual
input. The main implication of the first point is
that a forward model that interacts with other
agents will end up developing a model of the in-
ternal states of those agents (their “‘state of mind”’,
so to speak). The main implication of the second
point is that we now have a mechanism through
which to flesh out the idea that thought is simu-
lation (Hesslow, 2002; Grush, 2004). When com-
bined, however, the implications of these two
points become particularly stimulating, for they
suggest a mechanism through which represen-
tations of self could emerge out of an agent’s

understanding of the internal states of other agents
(Cleeremans, forthcoming) — an idea already
hinted at by Rumelhart et al. (1986).

Several authors have recently begun to use such
models as the cornerstone of theories in rather
disparate domains ranging from motor behavior
to cultural cognition and the development of the-
ory of mind (Wolpert et al., 1998; Frith et al.,
2000; Grush, 2004; Hesslow, 2002; Holland and
Goodman, 2003; Taylor, 2003; Wolpert et al.,
2004). Frith and colleagues (2000), for instance,
have proposed to analyze some of the symptoms of
schizophrenia (i.e., delusions of control) or autism
through lesions at various sites in the different
components of forward models. Taylor’s (1999)
CODAM model is built around the same assump-
tions (also see Aleksander, this volume). Miall
(2003) noted the connection between such models
and the mirror system discovered by Rizzolati and
colleagues (1996). Forward models thus appear to
be one of the most promising avenues for further
exploration of the CCC, for they suggest a possible
integrated functional account of different aspects
of conscious experience — both low-level and
high-level — as they occur in a system that is
tightly coupled with its environment and with oth-
er agents.

Discussion and conclusions

In this paper, I have offered a survey of some re-
cent computational models of consciousness, with
the overall goal of suggesting that the unfolding
search for the NCC should be augmented by a
search for the CCC. I have suggested that whether
a representation becomes available to conscious-
ness depends on both properties associated with
the representation (strength, stability, distinctive-
ness) and properties associated with the mecha-
nisms through which the representation is
redescribed in further, meta-representational sys-
tems.

An important benefit of engaging in a search for
the CCC is that traditional dichotomies in the
cognitive neurosciences (declarative versus proce-
dural memory; implicit versus explicit learning;
conscious versus unconscious perception, and so



on) are now progressively replaced by accounts
that take it as a starting point that such distinc-
tions, rather than being set in stone and subtended
by dedicated systems, instead emerge out of the
interactions between different regions of the brain
that have evolved to solve particular computa-
tional problems characterized by the fact that they
are incompatible with each other. This focus on
function and on mechanisms will undoubtedly
contribute to naturalize consciousness. Architec-
tures such as the forward models described in the
previous section, while they remain very abstract,
offer an intriguing avenue for further research in
this direction.

In conclusion, a few pending issues relevant to
the search for the CCC:

1. Should consciousness be viewed as a graded or
as an all-or-none phenomenon? Some compu-
tational theories of consciousness, in partic-
ular global workspace models, assume that
once a representation has entered the work-
space, it is fully conscious. Dehaene specifi-
cally refers to this process as ‘““ignition”, and
accordingly predicts that all measures of con-
scious awareness should systematically be
strongly associated with each other (Dehaene
et al., 1998, 2003; Dehaene and Naccache,
2001; Dehaene and Changeux, 2004). In this
view, consciousness is thus an all-or-none
phenomenon. Other frameworks, in contrast,
predict that consciousness is fundamentally
graded (Cleeremans and Jiménez, 2002;
Moutoussis and Zeki, 2002; Lamme, 2004).
While there is a clear sense in which one is
either aware or unaware of a stimulus (i.e., I
perceive the stimulus or I do not), there are
also other cases where there is a clear sense of
gradedness in conscious experience (e.g., am-
bient noises, for instance, or perhaps chronic
pains). Perceptual awareness also seems to
depend in a graded manner on action sys-
tems; Marcel (1993) likewise suggests that it is
far from being all-or-none. Note that it might
also be the case that consciousness is both
graded and all-or-none: Any complex system
will exhibit non-linearities, and the physical
word is replete with cases where continuous,
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graded changes in some dimension result in
abrupt changes in some other dimension
(e.g., continuous changes in the temperature
of a body of water result in a change of state,
say from liquid to solid).

What is the relationship between attention and
conscious awareness? What is the nature of the
distinction between phenomenal and access
consciousness? Whether attention is necessary
for consciousness or not remains a point of
debate. Note that this debate is really one
about how we should think about what best
characterizes conscious states. Some authors
take it that unattended perceptual states
should simply be considered as unconscious
(Dehaene and Changeux, 2004), whereas oth-
ers consider that such states can form part of
the global phenomenology of a conscious
subject even when unattended (O’Brien and
Opie, 1999; Lamme, 2004). Defenders of the
first perspective put more emphasis on the
processes (access by systems of meta-repre-
sentations), while defenders of the second put
more emphasis on properties of representa-
tional vehicles themselves (strength, stability,
distinctiveness). This is related to the distinc-
tion between A- and P-consciousness, which
Block (1997) describes as involving a battle
between biological and computational ap-
proaches to the mind. Whether A- and
P-consciousness should be taken as different
kinds of consciousness or whether they con-
stitute points on a continuum thus remains an
object of debate.

What is the function of meta-representational
systems? While some functions of meta-rep-
resentations are clear (e.g., monitoring and
control), it is nevertheless challenging to build
computational models that develop ““interest-
ing” (i.e., rich, structured) meta-representa-
tions. As suggested by the discussion of
forward models, the difficulty arises likely
from the fact that computational models are
often developed in isolation rather than in
interaction with other agents. However, one
probable function of meta-representations is
that they are necessary to communicate one’s
internal states to others, and to infer internal
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states from the observation of others’ be-
havior. Building models that acknowledge
this extended character of consciousness is
certainly one of the promising avenues of re-
search in the context of the search for the
CCcC.
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CHAPTER 8
Machine consciousness
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Abstract: The work from several laboratories on the modeling of consciousness is reviewed. This ranges, on
one hand, from purely functional models where behavior is important and leads to an attribution of
consciousness to, on the other hand, material work closely derived from the information about the anatomy
of the brain. At the functional end of the spectrum, applications are described specifically directed at a job-
finding problem, where the person being served should not discern between being served by a conscious
human or a machine. This employs an implementation of global workspace theories. At the material end,
attempts at modeling attentional brain mechanisms, and basic biochemical processes in children are dis-
cussed. There are also general prescriptions for functional schemas that facilitate discussions for the pres-
ence of consciousness in computational systems and axiomatic structures that define necessary architectural
features without which it would be difficult to represent sensations. Another distinction between these two
approaches is whether one attempts to model phenomenology (material end) or not (functional end). The
former is sometimes called ““‘synthetic phenomenology.” The upshot of this chapter is that studying con-
sciousness through the design of machines is likely to have two major outcomes. The first is to provide a
wide-ranging computational language to express the concept of consciousness. The second is to suggest a
wide-ranging set of computational methods for building competent machinery that benefits from the
flexibility of conscious representations.

Introduction control system for a jet airplane. This can only be
created by bringing together aerodynamics, jet en-

Few would dispute that consciousness is the prod- gine behavior equations, fuel science, mathemati-
uct of the most complex machine on Earth: the cal control theory, computing, electronics, and
living brain. Machine Modeling of Consciousness much more. From these emerges the comfort,
or Machine Consciousness (MC) is the name given safety, and convenience of airline passengers. Sim-
to the work of those who use not only their an- ilarly, designing machine models of consciousness
alytic skills, but also their ability to design ma- is an exceedingly multidisciplinary process that not
chines to wunderstand better what ‘being only involves computing, mathematics, control,
conscious” might mean as the property of a chaos, and automata theory, but also all that can
machine. be gathered from the contributions of psycholo-
While science progresses through a process of gists, clinicians, neuroscientists, and philosophers.
analysis of complex matter, engineering advances This approach to the understanding of con-
through a process of synthesis based on knowledge sciousness is a relatively new enterprise. Although
gleaned from analysis. An example of probably the suggestions for the constructive method were field-

most complex product of such synthesis is the ed in the 1990s (e.g., Aleksander, 1996; Taylor,
1999), May 2001 was a seminal date for establish-
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neurologist Christof Koch, and computer engineer
Rod Goodman of the California Institute of Tech-
nology organized a small meeting of computer sci-
entists, neuroscientists, and philosophers at Cold
Spring Harbor Laboratories (CSHL) in New Jersey.
The purpose of the meeting was to discuss the ex-
tent to which an attempt to design a conscious ma-
chine could contribute to an understanding of
consciousness in general. There was a surprising
degree of agreement that the concept was beneficial
for the following reason: to define a conscious ma-
chine one has to be clear, with regard to the pre-
cision of designing a jet airplane—about the
difference between a machine that is said to be con-
scious and one that is not. There is also the promise
of tests that can be applied to claims that a machine
is conscious. This helps to address the third-person
problem of discerning consciousness in organisms
to be human, animal, or indeed, machines.

In this chapter I pursue some of the arguments
initiated at the CSHL meeting and others that
have taken place at a symposium at the 2003
meeting of the Association for the Scientific Study
of Consciousness in Memphis, Tennessee; work-
shops by the European Science Foundation in
Birmingham, UK (2003) and the European Com-
munity complexity community, Turin, Italy, 2003;
and other more recent workshops. I review various
contributions to MC recognizing that there are
also many others who are currently contributing to
this rapidly growing paradigm.

The chapter concludes with a speculative look at
the benefits of MC not only in computational
analyses, but also in the design of practical ma-
chines and the difficulties that lie ahead. One of
these is the consideration of using such machines
for prosthetic use.

The conscious machine

It should be said at the outset that there is no race
among contributors to MC to produce the ulti-
mate and undisputed human-designed conscious
machine. As suggested earlier, the key intention of
the paradigm is to clarify the notion of what it is to
be conscious through synthesis. Of course, what-
ever is synthesized can also be built, and if the

" SORRY RO M AFRAD L CNT LET ou 8K INu."

Fig. 1. Space odyssey: illustration of human fear for autono-
mous machine consciousness (Reproduced with permission —
copyright CIiff Laureys).

resulting artifact captures consciousness in some
way, then it can, in some sense, be said to be con-
scious. At the end of this chapter I return to this
point. But whichever way a machine can be said to
be conscious, there might be a performance payoff
brought by the influence that attempting to cap-
ture consciousness in a machine has on its design.
It is likely that a ““‘conscious” machine will produce
an advanced ability, with respect to the artificial
intelligence and neural network machines pro-
duced to date, for better autonomy, freedom from
pre-programing, and an ability to represent the
machine’s own role in its environment. This would
improve the capacity for action based on an inner
‘contemplative’ activity, rather than reactive ac-
tion largely based on table lookup of pre-stored
contingency-action couplings. Therefore, a con-
scious machine ought to have a significant capac-
ity for dealing with circumstances unforeseen by
the program (Fig. 1).

A spectrum and a paradigm

Not all designers approach MC in the same way.
While what unites them is the desire to clarify,



what often divides them is the question whether
the isomorphism with brain mechanisms is impor-
tant or not. In fact, the differences reflect the
functionalist/physicalist spectrum in theories of
consciousness. At the functionalist end of the
spectrum, the main concern with the mental state
is the way it serves the purposes of the organism.
That is, consciousness is said to be in evidence in
what the organism does, where the details of the
mechanism responsible for the mental state are not
important. Among physicalists, on the other hand,
the concern is largely with the material nature of
mechanisms and what it is about these that can be
said to capture a conscious state. This inevitably
examines living neurological machinery for appro-
priate design clues.

Technologically, the functional work relates
more closely to conventional computation and
‘artificial intelligence’ styles of programing, where
achieving a certain behavior is paramount. The
physicalist end is closer to neural network ideas,
where network dynamics and their emergent prop-
erties are important elements of conscious machine
model design. Obviously, some models fall bet-
ween the two extremes drawing on the useful as-
pects of each method.

At the time of writing, MC workers have shown
considerable determination to accept the work any-
where on this spectrum as contributing to the MC
paradigm, hoping to learn from one another and
work toward a unified understanding. There is also
considerable shared hope that the improved ma-
chinery mentioned earlier will arise from this effort
as dictated by the need for achieving as yet unat-
tained performance. For example, it might be pos-
sible to design exploratory robots that understand
the mission, are aware of their environment and
their own self in it, and currently rely heavily on
pre-programed control or human intervention
from the control base. Other applications are sys-
tems that go beyond intelligence, requiring under-
standing and sensitivity of the behavior of their
environment or their users.

Franklin’s intelligent distribution agent system

A good example of a machine that requires
understanding and sensitivity is the Intelligent
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Distribution Agent (IDA) designed by Stan
Franklin of Memphis University (Franklin, 2003)
(http://csrg.cs.memphis.edu/). Franklin’s IDA was
based on Bernard Baars’ global workspace theory
of consciousness (see Baars, this volume), and de-
signed to replace human operators in a seaman
billeting task. The communication link between a
seaman seeking a new billet and IDA is e-mail.
IDA receives information about the current po-
stings, and the seaman’s skills and desires for a
new location. It then attempts to match this to the
current state of available billets perhaps having
several cycles of interaction in order to achieve a
result. The key feature is that the seaman using the
system should not feel that there has been a change
from human billeters to a machine in terms of the
sensitivity and concern with which their case is
handled.

As shown in Fig. 2, the system contains process-
ing modules that implement, in traditional com-
puting formats, various forms of memory (working,
autobiographical, associative, and episodic). These
are addressed from external stimuli (‘I, sailor, need
to work in a warm climate’) as well internal stimuli
(‘I, IDA, might suggest Florida’). Memories pro-
duce cues and associations that compete to enter
the area of ‘consciousness.” In IDA this takes the
form of a coalition manager, an attention mecha-
nism and a broadcast mechanism. Communication
is based on ‘codelets,” which are structured pro-
grams, also called ‘mini agents’ in computing. So
the content of the consciousness area starts as a
partially formed thought that broadcasts informa-
tion back to address memory areas. This results in
new cues and the process repeats until the ‘thought’
is sufficiently well formed to activate an action se-
lection mechanism that communicates with the sail-
or and initiates a new set of internal and external
inputs for further consideration. In recent versions
of IDA, ‘emotional’ information (such as ‘guilt’ for,
say, not achieving all of a sailor’s requests) enters
the operation of a large number of modules.

Franklin makes no claim that there is any phen-
omenological consciousness in this system and is
content with the functional stance, which is suffi-
ciently effective to leave users satisfied that they
are interacting with a system that is ‘conscious’ of
their needs.



102

External Input
“ I want to Concept —»
work +—— N Decoding >
somewhere | v Memory
warm”

Internal Input
“I'll suggest
Florida”

Threshold
OUTGOING

SUGGESTION

BROADCAST

Conscious
area

<4— MEMORIES _—>
Episodic | | Working || Autobiog | ------
. L .0
% H ”

“ v ¥

Emotion driven competition
for attention

d

WINNER

Fig. 2. IDA’s (Intelligent Distributed Agent) “cognitive cycle.” (Taken from Stan Franklin, Memphis University, with permission.)

Consciousness in virtual machines

In the United Kingdom, Aaron Sloman of
Birmingham University and Ron Chrisley of
Sussex University have set out to discuss func-
tional, computational ideas as a way of clarifying
seemingly arbitrary opinions that enter discussions
about consciousness (Sloman and Chrisley, 2003)
(http://www.cs.bham.ac.uk/~axs/).

For example, some think that dreams are in
consciousness (see Maquet et al., this volume),
others do not, some think that consciousness is a
matter of degree, others think it is either-or; and so
on. They argue that a computational model has
the power of making these issues explicit (see
Cleeremans, this volume).

The authors evoke the concept of a virtual ma-
chine that can possess a mixture of states that are
important in clarifying consciousness. Virtuality
permits one to distinguish the properties of an
emulated machine that models aspects of con-
sciousness from those of the underlying host
mechanism, that is, a general purpose computer.
This ‘virtual machine functionalism’ is illustrated
by an architectural ‘schema’ (a discussion frame-
work for architectures of consciousness) called
CogAff (Cognition and Affect) and a specific ar-
chitecture called H-CogAff (Human-like architec-
ture for Cognition and Affect). With information

processes rather than physical processes being the
elements of the schema, these can be structured to
represent perception, internal processing, and ac-
tion as well as the relationships between them. This
‘three-tower’ vertical division is further divided
into three horizontal layers. The first layer is re-
active mechanisms that link perception to action in
a direct way (e.g., reflexes). The second represents
deliberative mechanisms that are capable of what-if
computations for planning (e.g., ‘I use a stick to
knock the banana off the tree”). The third is a
meta-management layer that senses the lower plan-
ning process and is capable of modifying it (e.g.,
“Using sticks is unfriendly, I should try something
else.”). Nestling among the reactive mechanisms is
an ‘alarm’ process that has rapid access to all the
other parts of the architecture should an emergen-
cy be discovered (see Fig. 3).

Sloman and Chrisley’s Virtual-Machine Func-
tionalism (VMF) is distinguished from a more gen-
eral (atomic) form of functionalism where the latter
treats a mental state as just one overall internal
state of a machine from which stems the organism’s
behavior. VMF, on the other hand, permits models
of interacting architectural features that give rise to
many, concurrently acting, interacting mental
states. There are several characteristics of VMF
that permit the modeling of phenomena that, at the
outset, appear puzzling. For example, Chrisley and
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Sloman see emotion as an ill-defined concept
which, in their scheme, becomes separated out as
being of at least three types that relate closely to the
horizontal layers. These are reactive emotions such
as anger, deliberative ones such as frustration, and
meta-management disruptions such as grief or jeal-
ousy. Another example where modeling is helpful is
in vision where there are multiple ‘what’ and
‘where’ paths, which are explicit in the CogAff
structure clarifying their parallel functions and in-
teractions. Further, localized disruptions due to le-
sions can be modeled, explaining how some
functions are disadvantaged while others are left
intact. The model also makes clear how resources
that control learning must be distributed. The au-
thors also use the model to approach explanations
of perceptual failures such as inattention blindness
(we think we see everything, but we only see that to
which we attend; see O’Regan et al., this volume).
Abstract thinking, as when doing mathematics, be-
comes a task for the meta-management layer. Fi-
nally, ‘qualia’ are explained as the observation
exercised by the meta-layer on the activity of lower
layers and its ability to monitor and interpret these
lower-level processes.

Cognitive neural architectures

Pentti Haikonen of the Nokia Company in
Helsinki, Finland, has created architectural mod-
els that capture consciousness by having a com-
prehensive set of cognitive competences
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(Haikonen, 2003) (www.control.hut.fi/STeP2004/
cv_pentti.html). This relies heavily on the ability of
recursive or reentrant neural networks to store and
retrieve states. Based very roughly on the opera-
tion of a brain cell, an artificial neuron is a device
that receives input signals and ‘learns’ to output an
appropriate response. Recursive networks have
stable states by virtue of the fact that neurons not
only receive signals from external sources such as
vision or audition, but also from the signals gen-
erated by other neurons in the same network. So,
for example, if a network has learned to represent
the image of a cat, this image can be sustained
as each neuron will output its feature of the cat
image in response to other neurons outputting cat
features. This means that such a network can store
several images as stable states and, if the net is
given only a fragment of an image ‘it knows’ it will
reconstruct the whole image as more and more
neurons will be recruited to output the same im-
age. This kind of reentrant, dynamic mechanism is
thought to be important in living brains (see
Tononi, this volume) and it is for this reason that
Haikonen’s models are sited closer to the physica-
list end of the functional/physicalist spectrum in
the earlier examples in this chapter.

Haikonen’s cognitive architecture (see Fig. 4) is
based on a collection of similar modules. Each
module consists of sensory input and a preprocess
that extracts important features from the input.
This is followed by a perception generator that
feeds ‘a distributed representation of a percept’ to
a neural network called the inner process. But the
network also feeds back to the perception gener-
ator. The resulting feedback loop causes the sys-
tem both to be able to represent both sensory
inputs, and inner reconstructions of meaningful
states in the absence of input.

There is one such module for each sensory
modality. Some modalities, primarily vision, are
divided into more detailed submodules that spe-
cialize in features such as shape, color, and motion
that reflect some divisions known to exist in the
brain. The key feature of this architecture is that
there is feedback at an even higher level: each inner
process of a module receives input from the per-
ception generators of other modules. That is, a
module is influenced by what other modules are
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Fig. 4. Haikonen’s reentrant structure showing three modules. (Kindly provided by Pentti Haikonen, Nokia Research Center).

representing, leading to overall states in the system
that are capable of associating, for example, the
image of a cat represented in a visual module with
the word ‘cat’ represented in another module. This
collection of modules is the cognitive part of the
architecture. Haikonen also envisages a ‘motor’
part which processes the state of the cognitive part,
leading to actions such as the generation of speech
or motion (this ‘decodes’ the state of the associ-
ative neuron system in Fig. 4).

Another feature of the architecture is that one of
the modules is positioned to act at a level higher
than the sensory processing of the others. This
module monitors the patterns of activity of the
lower level modules. This can assign word-meaning
to this overall state that can then use the word ‘I in
a meaningful way. Emotions too are not neglected.
They are the product of central sensing of the re-
actions to certain sensory input (e.g., forward-go-
ing for pleasure and retracting for fear). Haikonen
sees ‘conscious’ as being an accurate term to de-
scribe the normal modes and styles of operation of
his architecture. He distinguishes between con-
scious and unconscious modes through the degree
of engagement that the inner mechanisms have
with a task. For example, he quotes ‘the bedtime
story effect,” where a parent reads automatically to
a child while thinking of something. The reading
does not reach consciousness as it goes directly
from sensor to actuator without entering the rep-
resentational loops. In summary, in common with
other physicalist approaches, Haikonen suggests
that consciousness is a product of the firing of
neurons, which sometimes can be due to sensory
information and importantly, at other times, to the
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Fig. 5. Taylor’s CODAM model (COrollary Discharge of At-

tention Movement). (Taken from John Taylor, Kings’ College
London, with permission.)

sustained states of several levels of feedback in the
machinery of the artificial or the living brain.

Attention and consciousness

Close to the physicalist end of the spectrum is the
work of John Taylor, a mathematician and theo-
retical physicist at Kings’ College London
(www.mth.kcl.ac.uk/"jgtaylor/). The key to his
model (CODAM: COrollary Discharge of Atten-
tion Movement) is based on the principle that
without attention to an input there can be no
awareness of it (Taylor, 2002). Consequently he
investigates a specific brain mechanism called the
‘corollary discharge’ that is responsible for changes
in attention. He expresses this within a framework
of control engineering as shown in Fig. 5. The
control model involves an object map within which
objects are selected for ‘coming into consciousness’
by a competitive process involving working mem-
ory and the corollary discharge mechanism. Taylor
distinguishes a ‘pre-reflective self,” i.e., the feeling
of ownership of the content of being conscious,



with the corollary discharge, and equates it to ‘pure
consciousness experience’. He reasons that there
exists a buffer in the model, the neural activity of
which is the correlate of the consciousness of the
organism. The corollary discharge signal appears
in this buffer briefly, to be immediately followed by
the sensory signal of that which has been attended
as selected by the discharge. Therefore the pure
conscious state is a temporal extension of the con-
tent-less pre-reflective self state.

The CODAM model allows Taylor and his col-
leagues to arrive at several important conclusions.
For example, they explain the meditational proc-
esses aimed at achieving a state of ‘pure con-
sciousness’ found in several Eastern religions.
They argue that advanced forms of meditation
force the attentional corollary discharge to block
sensory input and turn to attending only to itself.
Another application is the explanation of the at-
tentional blink which occurs when someone is
asked to attend to several objects presented in
succession to one another. Schizophrenia, inatten-
tion blindness and blindsight are also approached
through the CODAM model.

At the physicalist end of the spectrum

Rodney Cotterill, a British scientist working at the
Danish Technical University in Copenhagen con-
tributes to MC by searching for consciousness in a
young developing child (Cotterill, 2003) (http://
info.fysik.dtu.dk/Brainscience/people/rodney.html).
Called “Cyberchild,” this simulation is a compre-
hensive model not only of the cortical regions that
may be present and necessary in a very young child,
but also of the endocrine system (blood control
glands), the thalamic regions, and the autonomic
nervous system. The model makes it possible to
study a biochemical state that could be described as
hunger. It can then be given “milk” to increase its
simulated glucose levels. Should these fall to zero,
the system stops functioning and the child dies.
However, the child has a vocal output that enables
it to cry and alert an observer that action is needed
either to provide milk or change the nappies as the
model is capable of urinating and sensing a wet
nappy. The crying reaction is built into the system
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but differs from the ‘tamagoshi’ object in the sense
that it is triggered by proper models physiological
parameters rather than simple rules. The model has
only two sensory modalities, hearing and touch,
these being dominant in the very young child and
sufficient to model the effect of sensory input.

Cotterill raises important questions as to wheth-
er even a perfectly executed model of a young
child is likely to capture being conscious in
some way. He remains skeptical of this, reflecting
that his work is a salutary experience in under-
standing the neural mechanisms of a living child
which clearly contribute to its, albeit rudimentary,
consciousness.

A depictive model

Also close to the physicalist end of the spectrum,
the author’s own approach has sought to identify
mechanisms, which through the action of neurons
(real or simulated), are capable of representing the
world with the ‘depictive’ accuracy that is felt in-
trospectively in reporting a sensation (Aleksander,
2005). The model of being conscious stems from
five features of consciousness which appear im-
portant through introspection. Dubbed ‘axioms’
(as they are intuited but not proven) they are:

(1) Perception of oneself in an ‘out-there’ world
(2) Imagination of past events and fiction

(3) Inner and outer attention

(4) Volition and planning

(5) Emotion

This is not an exhaustive list, but is felt to be nec-
essary for a modeling study. In the belief that
consciousness is the name given to a composition
of the above sensations, the methodology seeks a
variety of mechanistic models each of which can
support a depiction of at least one of the above
basic sensations.

Perception necessitates a neural network that is
capable of registering accurately (i.e., depicting) the
content of a current perceptual sensation. Out-there-
ness, particularly in vision, is ensured through the
mediation of muscles: eye movement, convergence,
head movement, and body movement, all create
signals that integrate with sensory signals to produce
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depictions of being an entity in an out-there world
(indexing cells in this way this is called locking).

Imagination requires classical mechanisms of re-
cursion in neural networks. That is, memory of an
experienced state creates a reentrant set of states in
a neural net or set of neural modules with feedback
(as explained for Haikonen’s work, above). That
this is experienced as a less accurate version of the
original stems from the known characteristic of re-
cursive networks that their depictive power weak-
ens as the network learns a significant number of
states. The experience of fiction uses a mechanism
where memory states are entered as controlled
from natural language sensory input, a property
that has been demonstrated in simulations.

Outer attention (such as foveal movement) is due
to a completion of the loop of objects being depict-
ed and triggering further need for muscular
movement to complete the depiction. Inner atten-
tion requires a ‘vetoed’” movement signal (i.e., the
initiation of a movement that is not actually carried
out) to imagine, say, looking around a remembered
scene. Mechanisms that lead to sensations of voli-
tion, planning, and emotions have been shown to
emerge from the interaction of neural modules that
are involved in imagination (in which state sequenc-
es constitute ‘what if” plans) and particular modules
that non-depictively (unconsciously) evaluate emo-
tions associated with predicted outcomes of planned
events. The engineering upshot of this approach is
that it is possible to envisage a ‘kernel’ architecture
that illustrates the meshing together of the mecha-
nistic support of the five axioms (Fig. 6). The per-
ceptual module directly depicts sensory input and
can be influenced by bodily input such as pain and
hunger. The memory module implements non-per-
ceptual thought for planning and recall of experi-
ence. The memory and perceptual modules overlap
in awareness as they are both locked to either cur-
rent or remembered world events. The emotion
module evaluates the ‘thoughts’ in the memory
module and the action module causes the best plan
to reach the actions of the organism.

This structure has been used in a variety of ap-
plications ranging from the assessment of distor-
tions of visual consciousness in Parkinson’s
sufferers (Aleksander and Morton, 2003) to iden-
tifying the possibility of a brain-wide spread of the

neural correlates of ‘self,” models of visual aware-
ness that explain inattention and change blindness,
and a possible mechanism for volition as mediated
by emotion (Aleksander, 2005).

The emerging paradigm

So is there evidence to show that MC serves to
clarify concepts of consciousness? This chapter
has described a spectrum of methods that attempt
to achieve an understanding of consciousness
through synthesis based on notions gleaned from
psychology, neurology, and introspection. While
the differences between approaches have been
highlighted, important common ground has also
been found that contributes to an emerging ex-
planatory paradigm. First, most designers see the
role of the brain as a control mechanism, which
ensures that the organism deals appropriately with
its environment and its internal parameters. But
consciousness is not present in all control mech-
anisms. Room thermostats are not conscious.
Ricardo Sanz, a control engineer of Madrid Uni-
versity, points out that only control systems with
non-trivial representational powers qualify as ‘be-
ing conscious of something’ (Sanz, 2000).

This has been refined by Owen Holland of Essex
University and Rod Goodman of the California
Institute of Technology (Holland and Goodman,
2003), who argue that the internal representation
required for consciousness can be engineered
through a structure that contains both a world-
model and an agent-model. These are control
systems where the two models are interconnected
and improve their mutual performance. Owen
Holland is, at the time of writing, building a robot
that will test designs of inner modeling of the
working environment and the ‘self” of the robot in
it (http://cswww.essex.ac.uk/staff/owen/).

It was said at the outset that the MC paradigm
helps to assess the presence of consciousness in an
organism. This mainly relies on the discovery of
the presence of the above control mechanisms
with the ability to model the world and them-
selves. It cuts out thermostats, but includes bees
and properly designed planetary exploration ro-
bots. So the ‘sense’ in which a robot could be said
to be conscious is that it passes the structural and
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Fig. 6. The “kernel” architecture for implementing Aleksander’s axiomatic mechanisms.

architectural assessments that satisfy the condi-
tions of world and self modeling.

Another point of agreement is that conscious-
ness should be seen as having different degrees. A
robot conscious of the needs of an exploratory
mission on Mars may not have the complex con-
sciousness of a human immersed in daily life, but
may have a higher level of consciousness than a
bee on a pollen-finding mission. The important
common belief is that these differences are due to
mechanisms that are similar at some level of ab-
straction and so constitute a model that explains
what is needed by an organism to be conscious. At
least, this is the promise of the emergent paradigm
of Machine Models of Consciousness.

Future prospects

In imagining future research in MC, it should be
remembered that the paradigm is still young and
diverse as described. The most pressing need is to
address phenomenological issues as without this,
the validity of the computational approach is harder

to sustain. A start has been made with the 5-axiom
approach above, but there is much scope to extend
the set of axioms particularly into areas of language
depiction and production. There is also scope for
hybrid schemes in which the phenomenology is
handled through neural or cellular methods while
the control aspects of the cellular system remain
closer to classical computational intelligence. Op-
portunities exist for a deeper approach to the role of
emotions that, while included in most examples of
the above work, are some way of modeling what is
currently found in developed approaches that one
finds in neurology and psychology.

Further opportunities exist for the machine con-
sciousness community to share their findings with
those working in other computational assessments
of the biological brain. For example, mutual ben-
efit may arise from taking note of such work as the
likely effects of computational prostheses for the
enhancement of memory (e.g., Mussa-Ivaldi and
Miller, 2003) or engineering assessments of the role
of brain areas such as the hippocampus as carried
out by Theodore Berger and his colleagues at the
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University of Southern California, LA (Tsai et al.,
1998).

On the applications side, projects such as
Holland’s robot cited above should be encouraged,
as the old adage is as true as ever: “when discus-
sions get too abstract, make something, even if it’s
a mistake.” The current effort on machine con-
sciousness may drift up many blind alleys, but
there is an increasing feeling among contributors to
the paradigm that they are focusing on some con-
crete and shared ideas in terms of both gaining an
understanding of the important computational de-
scriptions of consciousness (supporting Cleermans,
this volume) and leading to novel machinery that
will benefit from the autonomy that the presence of
a computational conscious self may provide.
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