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                  Lightning flashes, 
                   Sparks shower, 
              In one blink of your eyes, 
               You have missed seeing.

       It is too clear and so it is hard to see, 
A dunce once searched for fire with a lighted lantern, 
          Had he known what fire was, 
    He could have cooked his rice much sooner.

       Whoever understands the first truth, 
      Should understand the ultimate truth, 
               The last and first, 
             Are they not the same? 
 
             Hyakujo Ekai (720-814)
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Introduction: 
The Case for Internal Credit Risk Models

It is no big secret that the 1988 Basle Capital Accord underlying the risk-based capital adequacy requirement imposed on banks* has serious 
flaws even though its original intent was noble''to strengthen the soundness and stability of the international banking system" and to promote a 
fair and a "high degree of consistency in its application to banks in different countries with a view to diminishing an existing source of 
competitive inequality among international banks" (Basle Committee on Banking Supervision, 1988).

It is also no longer a secret that the anomalies in the Capital Accord have been universally exploited by big banking institutions through 
clever innovations in the capital markets with the use of such vehicles as asset securitisation programmes, credit derivatives and other 
recent technological and financial innovations. In effect, banks have been able to lower their risk-based capital requirements significantly 
without actually reducing the material credit risk embedded in their banking portfolios.

While the 1996 Amendment to the 1988 Capital Accord requiring capital adequacy for market risk is an attempt to correct some of these 
anomalies by allowing banks to use their own internal models (under the broad heading "value-at-risk" (VAR)) for their trading books, it is at best 
an inadequate solution that addresses the dichotomy between the banking book and the trading book of an institutionthe former subject to the 
Accord; the latter subject to

*Throughout the book "banks" is used as a generic term referring to bank holding companies, insurance companies and other financial 
institutions that are subject to capital adequacy standards.
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market risk standards. For the most part, the basic core of the 1988 Capital Accord regarding credit risk remains unchanged.

Furthermore, under this amendment and the capital arbitrage opportunities the Accord imprudently provides, a bank, through the use of 
internal VAR models, can in principle reduce its minimum risk-based capital requirement from 8% to much smaller percentages by 
judiciously shifting the risks of these assets from its banking book to its trading book, whenever accounting rules allow it.

The irony of it all is that the Accord, which originally provided an international credit risk capital standard for G10 countries, was 
subsequently more widely adopted as the global benchmark for regulatory credit risk capital adequacy standards for the world's largest banks. 
Within the European Union, the Accord was first adopted for banks through two directives, the Solvency Ratio and the Own Funds directives, 
and was later also applied to investment banks. Within the United States the Prompt Corrective Action and other provisions of the FDIC 
Improvement Act of 1991 explicitly linked regulatory policies to the Basle framework on required capital ratios. The continued usage of a 
flawed framework with such global implications is definitely unconscionable and, therefore, irresponsible.

A further irony is that the regulators themselves are perplexed:

With the formal RBC (risk-based capital) ratios rendered less useful, judgmental assessments of capital adequacy through the examination 
process necessarily have assumed heightened importance. Yet, this process, too, has become problematic as regulatory capital arbitrage has 
made credit risk positions less transparent. While examination assessments of capital adequacy normally attempt to adjust reported capital ratios 
for shortfalls in loan loss reserves relative to expected future charge-offs, examiners' tools are limited in their ability to deal effectively with 
credit riskmeasured as the uncertainty of future credit losses around their expected levels. (Federal Reserve System Task Force on Internal 
Credit Risk Models, 1998)

Indeed, banks themselves, having recognised the inadequacy of these risk-based capital rules and the quandary within regulatory circles, have 
begun in earnestfor some time now since the industry's acceptance of trading VAR models for market riskto develop their own internal credit 
risk models for quantifying the
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credit risk in their banking books. Analogous to the trading book VAR models, internal credit risk models are rapidly being developed to 
support internal capital allocation schemes and economic capital adequacy in lieu of regulatory capital. These laudable initiatives not only 
provide the banks with a more sophisticated and appropriate mechanism for managing portfolio credit risk, but an internal credit risk model can 
also serve as a basis for estimating the risk-adjusted profitability of the various lines of business, which, in turn, can be used to evaluate 
performance and compensation.

More importantly, the combined effort invested in internal credit risk modelling and economic capital allocation schemes has, slowly but 
surely, been incorporated into the risk management processes of these banks, directly affecting day-to-day portfolio credit risk management, the 
risk-adjusted pricing and hedging of transactions, portfolio concentration and diversification effects, collateral management and other strategic 
decision-making processes. All of these are important ingredients of prudent risk management across the enterprise and, consequently, of the 
prudential assessment of bank capital adequacy - the basic tenet of the Capital Accord.

Objectives of the Book



So, what really is an internal credit risk model? What is it supposed to do? And what components must it have? This book seeks to answer these 
questions (readers are referred to the last part of chapter 2 for a preview of its contents). Given the inadequacy of the 1988 Capital Accord and the 
developmental efforts of major banking institutions, it is only a matter of time before internal models for credit risk are the main risk management 
tool of the banking book. In the meantime, it is important for both the industry and the regulatory supervisors to agree swiftly on a common 
framework for measuring and managing credit risk, thereby accelerating the near-term use of internal models and promoting greater transparency 
in the market.

It is not too early to start a dialogue along the lines of a possible near-term use of internal credit risk models. In fact, there is no better place to 
begin the experiment than within the banks themselves. The regulators concurred with this thought by announcing recently that:
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Given the ongoing progress in credit risk modeling techniques, it is conceivable that further improvements could redress many, if not most, of 
the concerns raised by the Task Force. However, in the interim, as traditional techniques for assessing capital adequacy are rapidly becoming 
outmoded, improved supervisory methods are needed if capital-based prudential policies are to remain viable even over the shorter term. 
Because the most accurate information regarding risks in likely to reside within a bank's own internal risk measurement and management 
systems, supervisors should utilize this information to the extent possible. (Federal Reserve System Task Force on Internal Credit Risk 
Models, 1998)

This book is written in response to that call to action. Through simple explanations and accessible mathematics, the intention is to make 
the fundamental building blocks of the modelling effort, albeit quantitative, more transparent and accessible to a wider audience. Given the 
paucity of usable and coherent data on credit risk, the parameterisation of the internal model is, however, best left to the institution and the 
regulators to argue about in the years to come.
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1 
On Basle, Regulation and Market ResponsesPast and Present

In recent years regulators have increasingly sharpened their focus on the capital adequacy of banking organisations. The period from the late 1980s 
to the early 1990s saw important changes that contributed to growing regulatory and market pressures on banks to increase capital ratios. The 
global adoption of the 1988 risk-based capital standards loudly trumpeted a greater regulatory interest in both the on- and off-balance sheet 
activities of major international banks. In the US, the 1991 Federal Deposit and Insurance Corporation Improvement Act (FDICIA) enforced 
punitive actions (the so-called "prompt corrective action") against banks with inadequate regulatory capital ratios. There is ample evidence to 
indicate that regulators have had a significant influence on the capital ratios of a large proportion of banks in the period since the 1980s.

The major banking institutions have responded creatively to these regulatory challenges. Because capital ratios as dictated by capital 
adequacy regulations have become a primary measure of a bank's financial condition, it is important to understand how banks respond to 
binding capital regulation. It has, after all, become an exercise in "game theory". Consequently, because the reactions from banks take various 
forms, regulators must consider what response they wish to elicit when formulating new regulations so that the game is played in a prudent 
and transparent manner.



We therefore need to ask many interrelated questions, such as, What is capital? Why do banks need to hold capital to conduct their business? 
What is the role of capital in banking? How much capital should banks be required to hold? How do banks respond to different types of 
capital regulation?
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Origins of the Regulatory Capital Framework

Following a consultative process among the Group of Ten (or G10) 1 countries during the previous year, in July 1988 the Basle Committee on 
Banking and Supervisory Services circulated a final version of the document entitled the "International Convergence of Capital Measurement 
and Capital Standards". The Committee meets every quarter year under the auspices of the Bank for International Settlements (BIS)2 in Basle, 
Switzerlandhence the appellation "Basle Committee".3

The document was a statement by the Committee, agreed by all its members, which set out details of the agreed framework for measuring 
capital adequacy and the minimum standard that the supervisory authorities represented on the Committee intend to implement in their 
respective countries. The capital framework was subsequently endorsed by the Group of Ten central bank governors. Although the agreements 
set forth in the capital accord are not legally binding, member countries of the G10 are morally bound to implement the framework in their 
respective supervisory functions and to turn it into national law by December 1992. As it stands today, the Basle Capital Accord of 1988 
ubiquitously remains the definitive global benchmark for solvency requirements among the world's largest banks.

Prior to the full implementation of the Basle Accord in 1992, capital regulations consisted primarily of minimum capital standards uniformly 
applied to banks, regardless of their risk profiles and ignoring off-balance sheet activities. The 1988 agreement marked the first time that 
international minimum capital guidelines were linked to banks' capital requirements, albeit only to the credit exposures in their portfolios.

The capital adequacy framework currently in voguecommonly known as the "1988 Basle Capital Accord" or, simply, the "Capital Accord" or 
the "Basle Accord"has two fundamental objectives, namely:

◊ First, the framework sought "to strengthen the soundness and stability of the international banking system" by creating common minimum 
capital adequacy requirements for internationally active banks that are commensurate with the amount of credit risk each bank takes in its portfolio.
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◊ Second, by reducing global systemic risk achievable through the first objective, the Capital Accord additionally sought to create a level playing 
field among international banks by establishing that "the framework should be fair and have a high degree of consistency in its application to 
banks in different countries with a view to diminishing an existing source of competitive inequality among international banks."

Indeed, the 1988 Basle Capital Accord marked a major step forward in introducing risk differentiation into the regulatory frameworkthe so-
called "risk-based" capital standards. This will be elaborated in greater detail later on in the chapter. For the moment, one can briefly say that 
the capital framework was designed to provide a simple and crude distinction between the main types of credit risk. Specifically, the capital 
framework requires banks to hold capital equal to some percentage of all the "risk-weighted" assets in their portfolios. The assignment of risk 
weights is based on the perceived credit quality of an individual obligor, measured on an instrument-by-instrument basis. Consequently, at the 
core of the Capital Accord is the differentiation of credit risks into four broad categories:

◊ Government exposures with OECD (Organization for Economic Cooperation and Development) countries receive no credit risk capital charge.

◊ OECD banks and non-OECD governments receive a 1.6% capital charge.



◊ A 4% capital charge is levied on mortgages.

◊ Other banks, all corporates, and other remaining exposures require an 8% capital charge.

The framework was originally directed mainly at the assessment of capital in relation to credit riskspecifically, the risk of counterparty 
failurebut other risks (eg, market risk, liquidity risk, etc), although recognised by the Committee, were intentionally not addressed. More 
recently, the 1996 amendment 4 to the Capital Accord extended the initial requirement to include risk-based capital adequacy for market risk 
and specific risk in the trading books of the banks (Basle, 1996).

Clearly, even since the inception of the new credit risk capital regime, as nobly articulated by the two objectives and its differen-
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tiation of risk types, the 1988 Basle Capital Accord has sought to cover both credit risk and systemic risk in the banking industry as its most 
urgent vocation.

What was the cause of this urgency? What prompted the promulgation of the 1988 Basle Capital Accord? Many think, incorrectly, that the 
1988 Accord was the genesis of risk-based regulatory capital requirement. It was not. In fact, capital requirements existed prior to 1988.

At this juncture in the exposition it should be reiterated that even though the most important issue at handthe management of credit risk and 
its attendant modelling effortwas conveniently lumped under the guise of regulatory capital requirement, it would not be beneficial for all 
parties involved (regulators and practitioners alike) to misconstrue the primary intent here of addressing credit risk modelling. Capital 
requirement, with its attendant allocation issue, should be treated as a simple corollary of the more important effort of managing and 
containing credit risk.

The next few sections continue with a historical perspective of the events that led to the establishment of the Accord.

Some Historical Perspectives

Declining Capital Ratios

As reported by Berger, Herring and Szegö (1995), the history of capital requirements in the United States reveals a remarkable, century-long 
decline from the levels that prevailed before the introduction of the federal "safety net". The term "safety net" refers to all governmental 
actionsregulations and enforcement of capital requirementsdesigned to enhance and protect the safety and soundness of the banking system 
in the United States. The safety net may include deposit insurance, unconditional payment guarantees, access to discount windows and other 
government actions enacted to regulate the banking system in general.

In 1840, equity funded over 50% of banks' assets, after which the ratio (equity to assets) fell fairly steadily for about 100 years until it settled in 
the 6% to 8% range from the mid-1940s to the 1980s. Prior to the start of the National Banking era of 1863, capital ratios were already 
declining significantly. As the efficiency of the U.S. financial system improved from geographic diversification, development of regional and 
national money markets, and introduction of clearing-
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houses and other mutual guarantee associations, the probability of bank failures declined. (Berger, Herring and Szegö, 1995)

Similar developments occurred elsewhere, particularly in Europe. Empirical data support the hypothesis that, with stabilising factors established 
in the market, increasingly less capital is needed to protect against financial distress.

The National Banking Act of 1863 required national banks to deposit $10 in US government bonds with the Comptroller of the Currency for each 
$9 of national bank notes issued, effectively collateralising the notes issued so that the safety of the bank notes did not depend on the solvency of 
the bank. In principle, a national bank could effectively have a 10% capital-to-asset ratio by simply raising $9 in deposits for each dollar of 
equity and buying government bonds. Ironically, the implicit ceiling of 10% of regulatory capital ratio was less than a quarter of the average 
capital ratio of the time. Empirical data show an accelerated decline of capital ratios after 1863.

The creation of the Federal Reserve System in 1914 also contributed to the reduced risk of bank failures by permitting banks to obtain liquidity 
by discounting assets at the Federal Reserve rather than by selling distressed bank assets to meet liquidity needs and thereby incurring losses. 
Data provided by Berger, Herring and Szegö (1995) suggest that the creation of the Federal Reserve led to, at most, a small reduction in capital 
ratios.

The creation of the Federal Deposit Insurance Corporation (FDIC) in 1933 provided unconditional government guarantees for most bank creditors. 
The FDIC brought about regulations that restricted the interest rate banks could pay on deposits. The safety net of the insurance provided a 
guarantee of repayment to depositors even if the bank failed. These two actions, in essence, provided an additional subsidy to banking that made 
uninsured bank debt safer, reducing capital requirements further. By the early 1940s capital ratios had dropped to the 6% to 8% range, where they 
remain today.

The Great Depression

The Great Depression in the US lasted from late 1929 to 1939. During this time the prices of stocks fell 40%. Nine thousand banks became 
insolvent and nine million savings accounts were wiped out. 8,600 businesses failed and wages fell by an average of 60%.
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The unemployment rate jumped from 9% to 25%, and there were about 15 million jobless people.

The Great Depression had many causes, but a major source of destabilisation of the American economy was the huge discrepancies in 
international wealth distribution. While America prospered in the post-World War I 1920s, European nations were struggling to rebuild 
themselves. During the First World War the US government extended to its European allies approximately $7 billion worth of loans, and then 
another $3.3 billion by 1920. Through the Dawes Plan of 1924 the US started lending to Germany. US foreign lending continued to climb to 
$900 million in 1924 and to $1.25 billion by 1928. Of these funds, more than 90% was used by the European allies to purchase US goods. 
However, the nations (Britain, Italy, France, Belgium, Russia, Yugoslavia, Estonia, Poland and others) to which the US had extended credit 
were in no position to pay off their debts quickly. Their gold reserves had flowed into the US during and immediately after the war in great 
quantity, and rapid repayment in gold would cause the ruin of their own currencies. This was, indeed, a period of American hegemony. 
Historian John D. Hicks (1960) describes the Allied attitude to repayment of the US loans:

In their view the war was fought for a common objective, and the victory was as essential for the safety of the United States as for their own. 
The United States had entered the struggle late, and had poured forth no such contribution in lives and losses as the Allies had made. It had paid 
in dollars, not in death and destruction, and now it wanted its dollars back.



There were several causes of this imbalance of wealth between the US and its European counterparts. Most obvious is the fact that the First 
World War had devastated much of Europe, requiring considerable time and money to rebuild. An equally important cause of the disparity in 
wealth distribution was the tariff policies of the United States, which were enacted as a protectionist mechanism to safeguard domestic 
businesses. Protectionism reached an all-time high in the 1920s and early 1930s. Starting with the Fordney McCumber Act of 1922 and ending 
with the Hawley-Smoot Tariff of 1930, the United States increased many tariffs by 100% or more. These tariffs effectively limited the quantity 
of goods the Europeans were able to sell in the United States.
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In the 1920s the United States was trying ''to be the world's banker, food producer, and manufacturer, but to buy as little as possible from the 
world in return" (McElvaine, 1981). By maintaining high trade barriers to protect its own industries, the United States effectively hindered the 
ability of European countries to repay interest on its loans. The ensuing weakness of the international economy certainly contributed to the 
Great Depression. By 1929, 10% of the US gross national product went into exports. When foreign countries were no longer able to buy US 
goods, exports fell immediately by 30%, representing $1.5 billion of foreign sales lost between 1929 and 1933. This amount was one-eighth of 
all US sales lost in the early years of the depression.

Era of Regulation and Protection

It is interesting to observe that during this period, beginning with 1920, there were 31,000 commercial banks in the US with total assets of $53 
billion. By 1930 there were 24,273 banks with $140 billion in assets. By 1940 there was a decline of 40% to 15,000 banks, with total assets of 
$179 billion. In 1950, less than 50% of the number of banks in 1920 remained, with 14,676 banks and assets of $230 billiona fourfold increase of 
the 1920 asset levels (Williams, 1995).

The harsh realities of the Great Depression in the US and the hyperinflation in Europe during the 1930s contributed to a highly regulated and 
protected banking system throughout the world. Banking activities, understandably, were highly constrained by their national regulators, and in 
return banks were protected from competition, takeover and turf-incursion.

In contrast, when the economy expanded after the Second World War there were only 44 bank failures between 1945 and 1954. 
Competition between various types of financial institutions was largely circumscribed by law and regulations.

The Bretton Woods Agreement

The Bretton Woods System, 5 or international monetary system, was established in 1944. Under this system the International Monetary Fund 
(IMF) charter stipulated that the price of the US dollar be fixed in terms of gold (initially at $35 per ounce) and that all other currencies be pegged 
to the US dollar. The system was, essentially, the last vestige of the gold standard. The monetary agreement held
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up for over a quarter century until its initial collapse in 1971 and ultimate demise in 1973.

Basically, the international monetary system consisted of a policy of fixed exchange rates, the elimination of exchange restrictions, currency 
convertibility and the development of a multilateral system of international payments. Exchange rates were based on a par value system that 
required member countries to constrain fluctuations in their exchange rates to within a margin of plus or minus 1% around a par value 
expressed in terms of US dollars, which in turn were directly convertible into gold at a fixed rate. Unless a country developed a "fundamental 
disequilibrium" in its balance of payments (usually interpreted as a "large and persistent" deficit or surplus) and obtained prior approval from 
the IMF to change the pegged value of its currency, the member country would have to maintain the exchange rate through the purchase or 
sale of US dollars.

There are many theories regarding the ultimate demise of the Bretton Woods system in 1973. One very important contributing factor was the 
progressive dismantling of direct controls and relaxation of controls on international capital flows. As member countries continued to focus on 
their domestic priorities (eg, inflation and unemployment) and with disagreement over the shared burden of adjustment to domestic policies 
between the surplus and the deficit countries, the objective of Bretton Woods was slowly defeated.

Linking currencies to gold did not completely restrain governments from manipulating the value of their currencies. In order to finance 
expenditure by printing money, governments could suspend the gold standard in time of war. Furthermore, countries periodically redefined the 
value of their currencies in terms of gold. Instead of allowing gold or foreign reserves to leave their coffers, they would choose to devalue 
their currencies. If a country appeared to be about to devalue its currency, massive speculative attacks would ensue during which investors 
quickly divested themselves of that currency. Eventually, the country would lose large amounts of gold or foreign currencies in its reserves.

The period from 1960 to 1971 witnessed waves of speculation against a number of different currencies. Between 1966 and 1967 Britain lost 
nearly 28 million ounces of its gold reserves when
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investors lost confidence in the pound. On a single day (November 17, 1967) it lost reserves equivalent to more than $1 billion. The 
destabilising effects of these speculative currency attacks and the persistent US balance of payments deficits were seen as the ultimate reasons 
for the final collapse of the Bretton Woods system in 1973.

The United States was reluctant to devalue the dollar despite its persistent deficit. In the meantime, surplus countries chose to add dollars to their 
reserves rather than revalue, thereby ballooning the amount of US dollars held abroad to meet the need for a reserve currency. In retrospect, 
some countries blamed the US for not being a pillar of responsibility for them to lean on but, instead, forcing them to finance the continuing 
deficits. Ultimately, confidence in the US dollar as a reserve currency waned. Following the 1971 decision by the United States to suspend the 
convertibility of dollars into gold, the ministers and central bank governors of the Group of Ten ratified the Smithsonian Agreement, which 
resulted in a 10% devaluation of the dollar and a realignment of exchange rates, including wider margins of fluctuation in lieu of par values. 
This interim adjusted par value system was abandoned in 1973 when European Community countries introduced a joint system of floating their 
currencies against the dollar.

Once the United States and the rest of the world broke away from the gold standard, inflation rates rose almost universally and, in some cases, 
spun rapidly out of control.

Historical Rationale for the Capital Accord

Efforts to save the Bretton Woods fixed but adjustable exchange rate system in the early 1970s were complicated by global economic 
uncertainties brought about by successive hikes in world oil prices and soaring gold prices. The Arab oil embargo exacerbated the inflation that 
had originally been brought on by the Vietnam War in the 1960s.



The sudden increase in uncertainty in the wake of the collapse of the Bretton Woods system in 1973 led to worldwide inflation far into the 
1980s. The breakdown of the controlled exchange rate system brought about increasing volatility and widely fluctuating foreign exchange and 
interest rates. In the US there was double-digit inflationas measured by the Consumer Price Index, the inflation rate rose from 4.9% in 1976 to 
13.3% in 1979, levelling at
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12.5% in 1980. Furthermore, short-term interest rates rose from around 11% in late 1979 to 17% by April 1980 and ultimately to around 20% 
by early 1981the like of which had never before been seen in US economic history. By the late 1970s the Federal Reserve had lost its credibility 
as an inflation fighter and defender of the purchasing power of the dollar. The only solution was deregulation of the banking industry. The 
gradual relaxation of exchange control regulations forced many central banks to influence the movement of money supply to local banks, 
effectively putting a tight reign on interest rates. The Federal Reserve finally used a series of very sharp tightenings and succeeded in bringing 
inflation in the US down to around 4% in 1982.

Additionally, after the collapse of Bretton Woods, floating currencies came into vogue. The major currenciesthe dollar, the yen and the major 
European currencies, as well as a number of othersfloated against each other. In principle, floating allows countries the leverage to pursue 
independent macroeconomic and fiscal policies more suited to their domestic needs; but floating also resulted in periodically disorderly 
markets, causing wide fluctuations in both real and nominal exchange rates, thereby reducing the potential macroeconomic benefits of 
international trade and investment.

In response to the suddenly volatile environment of exchange rates a huge global trading market quickly developed. Euro-currency 
instruments sprung up rapidly. There was a swift development of the capital markets as an alternative source of funding. The highly 
regulated banking industry (especially the commercial side of the industry) was shocked in the 1970s not only by a turbulent interest rate 
environment but also by new, fierce competitors from the non-banking world. Although the deregulation that followed freed banks from the 
more restrictive mandates, banks in general had to raise their combative spirits to ward off competition from outside their immediate 
industry. With increased sensitivity to interest rate fluctuations, borrowers and investors alike began to scour the global markets for the 
smallest financial advantage. This set the stage for what was to come in a decade of banking crises during the 1980s.

The enterprising spirit in search of better return ratios did not, in fact, emerge out of the blue. In the mid-1960s, when the economy expanded 
rapidly and inflation was low, each segment of the finan-
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cial services industry was able to maintain good profit margins. Because of this there was little need for turf-intrusion and hostile competition. As 
rates rose, however, deposits began to move out of the rate-restricted banking institutions into higher-yielding alternativesa phenomenon known 
as "financial disintermediation". Consequently, new forms of liabilities (eg, jumbo CDs, NOW and money market accounts), as well as assets of 
increasingly lower quality, began to appear in banks' balance sheets. The Federal Funds market, which had been absent since the 1920s, was 
revived and the eurodollar market expanded rapidly outside of US regulatory constraints. The sudden abundance of funds provided opportunities 
for yield-seeking investors and resulted in creative and aggressive banking in search of higher credit volumes. On the cusp of the Bretton Woods 
collapse, banking in general had been transformed from conservative asset management into aggressive liability management. By the end of the 
1960s the managements of some major banks were claiming that a bank could borrow its liquidity from the markets and that, effectively, it did 
not need any capital (Williams, 1995).

The old careful concern about asset quality, with deposits taken as a given, changed into the new aggressive liability management dictating the 
acquisition of financial assets at higher rates to cover liability costs. This is a traditional fault of the banking industry, forgetting that interest 
rates are not just a function of market conditions but also of risk. To replace higher quality customers, who were now borrowing more cheaply in 
the commercial and Eurodollar markets, many banks were reaching out for credits of lesser quality with higher risks to realize higher returns. 
(Manuels, 1997)

In retrospect, the consequences of deregulation were predictable.

1980s and Afterwards: 
A Period of Bank Failures 6

From 1965 to 1981 there were 135 bank failures in the United States, averaging about eight per year. Table 1.1 shows that there was an 
increasingly distressed period in the banking industry, reaching a peak during the late 1980s.

The number of bank failures during this period was unprecedented since the Great Depression. The period of successive bank failures in the 
mid-1980s has come to be known in the US as the "S&L crisis"the savings and loan crisis. In response to concerns
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Table 1.1 A period of bank failures

Period Bank failures Bank failures per year

1945-54
44 4.4

1955-64
Unknown Unknown

1965-81
135 8

1982-84
170 57

1985-90
1,065 177

1991-92
249 124



Source: Williams (1995).
 

over the S&L bailouts and the potential for a similar bailout of banks, the US Congress swiftly passed the FDIC Improvement Act (or "FDICIA") 
of 1991. This was intended as a stopgap measure to reduce taxpayers' and the government's exposure to problematic financial institutions. 
Among the provisions is the so-called "prompt corrective action", which imposes increasingly strict limits on a bank as its capital ratio declines. 
The act provided for a five-tier classification of capital ratios, the lowest tier having a capital-to-assets ratio of less than 2%. Regulatory 
supervisors are strongly encouraged to close down any bank that falls into the lower tier if it is unable to raise its capital ratio within 90 days of 
falling below the minimum 2%. Table A.1.1 in Appendix A summarises the "prompt corrective action" provision of the FDICIA of 1991.

In 1980, a total of 14,163 banks in the US held $2.9 trillion in assets. By the end of 1990 there were 12,300 banks with a total of $3.4 trillion 
in assets. As we head into the year 2000, there is increasing competitive pressure to consolidate the number of banks in the financial 
services industry. It is still too early to judge the outcome at this time.

Discounting the external macroeconomic elements that contributed to the tangible causes of the crisis, there were other intangible causes. C.C. 
Hope, director of the FDIC in 1989, offered this explanation:

. . . the OCC [Office of the Comptroller of the Currency] completed a review of the causes of national bank failures between 1979 and 1987. 
The study found that in 89% of the failures, deficiencies in management were a contributing factor. In 81% of the failures, loan policies 
were ignored or banks had no loan policies at all.

Other contributing factors suggested were deficient system con-
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trols, overaggressive lending, economic conditions and dishonesty.

In the United Kingdom the so-called "secondary banking crisis" broke out in December 1973, requiring a rescue operation ("Lifeboat") mounted 
by the Bank of England with the help of London and Scottish clearing banks. The secondary banks concerned were largely deposit-taking 
finance houses, which had grown in number and size during the late 1960s and early 1970s. In the early 1970s these institutions, drawing funds 
largely from the money markets and also from depositors, lent heavily for property development. Tightening monetary policy in 1973 created 
acute liquidity problems for these houses as money market funds were withdrawn, resulting in insolvency and collapse. At the peak of the crisis 
in 1975 more than 20 firms received support from the Lifeboat operation.

Elsewhere around the globe, during the same period between the collapse of the Bretton Woods agreement and the mid-1980s, a banking 
industry which was primarily protected and restricted and not accustomed to fierce competition suddenly found itself relieved of 
constraints, regulations and governmental protection. Predictably, the results were catastrophic. The ominous confluence of several 
unfortunate factorsderegulation, the relative calmness of the 1960s, the opening of new markets and the intense competition for higher 
profit marginslet loose a massive offshore expansion of credit extensions and aggressive lending among many banks in the G10 
countries, particularly Japan. As the saying goes, the rest is history.

From 1977 onwards,

[a] huge borrowers' market in international banking funds emerged, which enabled non-oil developing countries to substantially increase their 
foreign exchange reserves through bank borrowing. A very important element in the rapid emergence of this borrower's market was the extent to 
which the U.S. deficit was adding to the world's net liquidity. During 1976-78 the sum of the cumulative deficits on the current account and on 
the net direct investment of the U.S. balance of payments came to nearly $50 billion. In addition, part of the liquidity that fuelled this borrowers' 
market was endogenous to the market, in that it came from the re-depositing in the Euro-market of dollar reserve accruals that themselves 
resulted from the lending operations of Euro-banks. (BIS, Reserves and International Liquidity, June 1988)
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From 1979 on, after the second oil shock and the beginning of efforts made by many industrialised countries to reduce inflationwhich in 
turn produced greater volatility in interest rate levelsthe international liquidity situation of many countries deteriorated progressively.

During most of this period international bank lending continued to grow strongly (except to eastern European countries after 1980) until well 
into 1982, despite the fact that external indebtedness, particularly in the many non-oil developing countries, was clearly growing at an 
unsustainable rate. Beginning with the Mexican crisis of August 1982, and leading into the more general, catastrophic Latin American debt 
crisis that preoccupied much of the 1980s, voluntary new bank lending to Latin America as a whole came to a virtual halt. The consequent 
deterioration of bank capital ratios alarmed the regulators, with potential failures of large banks in the industrialised nations looming on the 
horizon.

This was the exciting backdrop against which the Basle Capital Accord was formulated in December 1987 and finalised in July 1988.

1988 Onwards: 
The Era of the Basle Capital Accord

As articulated at the beginning of the chapter, the primary objective of the Basle Capital Accord was to strengthen the soundness and stability of 
the international banking system by creating minimum risk-based capital adequacy requirements for internationally active banks that are 
commensurate with the amount of credit risk each bank takes in its portfolio, thereby reducing global systemic risk without unduly 
compromising the competitive differences between countries. The translation of these objectives is simple: to prevent bank failures without 
undermining the international competitiveness of the banking industry.

The 1988 Accord was by no means a first attempt in requiring risk-based capital standards. The US bank regulators have been refining their 
capital regulation rules since the early 1970s, but there were no rules that specified minimum capital ratios. In the early 1980s, as the 
regulators became more disenchanted with, primarily, the larger banking organisations and their declining capital ratios, specified 
minimum numerical capital-to-asset ratios became a requirement for almost all banks. The remaining banks
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Table 1.2 Overview of major changes in capital regulation in the 
US, 1981 to 1992

1981 The Federal Deposit and Insurance Corporation (FDIC) sets out 
numerical guidelines for all the banks it regulates.

1981 The Office of the Comptroller of the Currency (OCC) and Federal 
Reserve divide banks into three categories: community, regional 
and multinational (the 17 largest banking organisations). 
Numerical guidelines are set for the community and regional 
banks. No standards are set for the multinational banks, but they 
are encouraged to raise their capital ratios.

1983 The OCC and Federal Reserve impose the regional bank 
numerical guidelines on multinational banks.



1985 The FDIC, OCC and Federal Reserve establish a common set of 
capital guidelines that apply to all banking organisations.

1990 Interim risk-based capital guidelines take effect for all banking 
organisations. The risk-based guidelines are supplemented by 
leverage guidelines.

1991 The FDIC Improvement Act, which establishes five categories, is 
passed. Regulators are given a menu of mandatory and optional 
enforcement actions which they may undertake as a bank's 
capital ratios decline. Regulators ultimately define the categories 
in terms of both risk-based and leverage ratios.

1992 Final risk-based capital guidelines based on the 1988 Basle 
Accord take effect for all banking organisations. The risk-based 
guidelines are still supplemented by leverage guidelines.

Source: Wall and Peterson (1996).
 

were brought under the same numerical standards in 1983. After the adoption of the guidelines in 1981, the banking industry in the US increased 
its capital ratios in the years that followed.

Table 1.2 presents an overview of the major changes in capital regulation in the United States during the period from 1981 to 1992. The 1988 
Basle Accord took effect in 1992.

In the United States, the combined effect of the Basle Accord and the Federal Deposit and Insurance Corporation Improvement Act is to 
make capital ratios one of the primary regulatory measures in gauging the financial condition of banks. Appendix A summarises the 
"prompt corrective action" provisions of the FDIC Improvement Act of 1991 and the required capital ratios.
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Credit Risk, Regulatory Capital and the Basle Accord

What is the rationale for requiring banks to hold regulatory capital?

Given the tainted history of the global banking industry and the well-known fiascos that have arisen from lapses and failures of credit risk 
management, the fundamental objective underlying capital regulation has always been very simple: to reduce the number of bank failures. 
Sufficient capital must, therefore, be maintained to provide a cushion to absorb losses that would otherwise cause a bank to fail. A 
corollary to this fundamental objective is: to reduce the losses to depositors and the deposit insurer when a bank fails.

Of the myriad risks that confront the large international banks, which were the specific focus of the Basle Accord and capital regulations, credit 
risk is still fundamentally the most important and most pressingly urgent issue. In the light of past and current banking crises that are directly 
attributable to the mismanagement and mis-measurement of credit risk, the current intense debate on capital adequacy has forced the 
convergence of two words: risk and capital. It also brought severe criticism and intense scrutiny of the 1988 Basle Accord, even though the 
Accord (and its ancillary requirements) has reversed the decades-long decline in bank capital cushions.

In a speech (February 27, 1998) addressing capital adequacy regulation and the road ahead, Tom de Swaan, 7 an executive director of 
the Netherlands Bank and a standing member of the Basle Committee, made the following statement:



Capital requirements foster the safety and soundness of banks by limiting leverage and by providing a buffer against unexpected losses. 
Sufficient capital also decreases the likelihood of a bank becoming insolvent and limitsvia loss absorption and greater public confidencethe 
adverse effects of bank failures. And by providing an incentive to exercise discipline in risk-taking, capital can mitigate moral hazard and 
thus protect depositors and deposit insurance. Admittedly, high capital adequacy ratios do not guarantee a bank's soundness, particularly if the 
risks being taken are high or the bank is being mismanaged. Therefore, supervisors consider a bank's capital adequacy in the context of a host 
of factors. But the bottom line is that capital is an important indicator of a bank's condition, also for financial markets, and minimum capital 
requirements are one of the essential supervisory instruments . . . Therefore, it
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should be absolutely clear that, when it assesses the treatment of credit risk, the Basle Committee has no intention whatsoever of reducing 
overall capital adequacy requirements, maybe even the contrary. Higher capital requirements could prove necessary, for example, for bank loans 
to higher risk countries. In fact, this has been publicly recognised by bank representatives in view of the recent Asian crisis. More generally, we 
should be aware of the potential instability that can result from increased competition among banks in the United States and European countries 
in the longer run. And we should not be misled by the favourable financial results that banks are presently showing, but keep in mind that bad 
banking times canand willat some point return. In those circumstances, credit risk will turn out to be inflexible, difficult to manage and 
undoubtedly the primary source of banks' losses. Absorption of such losses will require the availability of capital. A reduction of capital 
standards would definitely not be the right signal from supervisors to the industry, nor would it be expedient. (BIS Review, 1998)

As we approach the conclusion of the tenth anniversary of the 1998 Basle Accord, I ask: are the criticisms of the Accordfrom the banking 
industry and bank regulators alikereally levelled against the amount of the required capital ratios or at its ineffectiveness 8 in measuring credit 
risk? Or is it really the widespread realisation that the weaknesses of the Accord are being exploited and played with, thereby rendering it 
ineffective and negating its noble objectives? The answer is obvious!

Evolutionary Nature of Capital Regulation

It should be noted that ''the agreed framework was designed to establish minimum levels of capital adequacy for internationally active banks. 
National authorities will be free to adopt arrangements that set higher levels" (Basle Committee on Banking Supervision, 1988). The 
interpretative reading of this quotation implies that the Capital Accord provides for a de minimis level of capital required of international 
banks engaged in credit risk-taking activities. But, as it turns out, the minimum level has become irrelevant. The admirable, but highly 
inadequate, risk differentiation provided for in the Accord has inadvertently encouraged banking activities and innovations in the capital 
markets (eg, asset securitisation and credit derivatives, etc) to shroud the material credit risk embedded in banking portfolios and has, in fact, 
created a disparity
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in the level playing field competitiveness of international banks, allowingcontrary to its stated prime objectivethe principle of regulatory 
capital arbitrage.

The crux of the criticisms, and therefore of the perceived problem, is that the Basle framework has not kept up with the rapidity of financial 
evolution. In his speech (February 26, 1998) on the role of capital in optimal banking supervision and regulation, Alan Greenspan, the 
Chairman of the US Federal Reserve System, remarked (BIS Review, 1998):

To begin, financial innovation is nothing new, and the rapidity of financial evolution is itself a relative conceptwhat is `rapid' must be judged in 
the context of the degree of development of the economic and banking structure. Prior to World War II, banks in this country did not make 
commercial real estate mortgages or auto loans. Prior to the 1960s, securitization, as an alternative to the traditional `buy and hold' strategy of 
commercial banks, did not exist. Now, banks have expanded their securitization activities well beyond the mortgage programs of the 1970s and 
1980s, to include almost all asset types, including corporate loans. And most recently, credit derivatives have been added to the growing list of 
financial products. Many of these products, which would have been perceived as too risky for banks in earlier periods, are now judged to be safe 
owing to today's more sophisticated risk measurement and containment systems. Both banking and regulation are continuously evolving 
disciplines, with the latter, of course, continuously adjusting to the former.

On the evolutionary nature of capital regulations, he added:

It is argued that the heightened complexity of these large banks' risk-taking activities, along with the expanding scope of regulatory capital 
arbitrage, may cause capital ratios as calculated under the existing rules to become increasingly misleading . . . While no one is in favor of 
regulatory complexity, we should be aware that capital regulation will necessarily evolve over time as the banking and financial sectors 
themselves evolve. Thus, it should not be surprising that we constantly need to assess possible new approaches to old problems, even as 
new problems become apparent. Nor should the continual search for new regulatory procedures be construed as suggesting that existing 
policies were ill-suited to the times for which they were developed or will be ill-suited for those banking systems at an earlier stage of 
development. (Greenspan, 1998)
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Market Response: 
Clamour for Internal Credit Risk Models

Given the rapid evolutionary nature of the financial world, the response from the market has been swift and coherent. The response was based 
on three fundamental criticisms of the 1988 Basle Accord as applied to the activities of the largest and most complex international banking 
institutions.

◊ First, because the capital ratio requirements have not been prescribed along with standards for the probability of insolvency, they are, for the 
most part, arbitrary.

◊ Second, except for the requirement set by the 1996 amendment of the Accord to incorporate capital adequacy due to market risk, no 
operating capital is required for other forms of risk.

◊ Third, other than the recognition of portfolio aggregation for market risk using the internal models approach, current capital standards do 
not provide for hedging, diversification or advances in risk management techniquesespecially portfolio credit risk management.

Following on this theme, Greenspan, in his speech, put two very significant questions that merit discussion:

◊ How should the "soundness" of a bank be defined and measured?



◊ What minimum level of soundness should be set by regulators?

Even before these questions were raised, the banking industry had responded unilaterally by investing heavily in the research and development 
of internal risk measurement and management processes. Beginning with the 1996 amendment (and its full implementation in 1998) to 
incorporate market risk in the trading books, banks have been allowed to develop and use their own internal value-at-risk models for risk 
management purposes and, more importantly, for market risk capital adequacy purposes. In recent years, the impetus among international 
banks to include internal credit risk models for credit risk management and capital adequacy quickly raised concerns about the stringent but 
outmoded provisions of the 1988 Capital Accord.

Against the backdrop of the criticisms highlighted earlier, the industry has begun to lobby for the adoption of internal credit risk models as either 
an alternative or a supplement to the Accord. For
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internal purposes, large banking institutions have attempted to quantify their market, credit and operating risks through the use of loss 
probability distributions for the various risk positions. The resulting economic capital, as distinct from regulatory capital, is then allocated 
internally to the different lines of business within the bank in accordance with the probability of insolvency perceived by the institution.

The implication of all these developments is that the proof of "soundness" of the banking concerns rests with the banks themselves. 
Greenspan seemed to agree with this point: "These internal capital allocation models have much to teach the supervisor, and are critical 
to understanding the possible misallocative effects of inappropriate capital rule." A further caution was provided:

Given these difficulties with the one-size-fits-all nature of our current capital regulations, it is understandable that calls have arisen for reform of 
the Basle standard. It is, however, premature to try to predict exactly how the next generation of prudential standards will evolve. . . . Proponents 
of an internal-models-based approach to capital regulations may be on the right track, but at this moment of regulatory development it would 
seem that a full fledged, bankwide, internal-models approach could require a very substantial amount of time and effort to develop. [Researchers 
have expressed] their concerns over the reliability of the current generation of credit risk models. They go on to suggest, however, that these 
models may, over time, provide a basis for setting future regulatory capital requirements. Even in the shorter term, they argue, elements of 
internal credit risk models may prove useful within the supervisory process. (BIS Review, 1998)

The most prudent solution, it seems, is to continue on a track of collaborative efforts between regulators and banks. After all, the Basle Accord 
was never intended to be a static framework that would be resistant to market changes and advances. As we shall see in the chapters to come, 
given the intrinsic difficulty associated with credit risk modelling, no single entity has exclusive access to the ultimate truth. The only truth 
about credit risk modelling is that it, too, needs to be evolutionary in nature or it will cease to be useful.

Appendix B gives a concise summary of the regulatory capital rules (the 1988 Basle Accord and the 1996 amendment) so that the reader can 
become acquainted with the actual capital rules that have caused much consternation among the banks.
  

page_20



Page 21

Game Theory: 
Regulatory Capital Arbitrage

The late 1980s and early 1990s witnessed several important changes that may have contributed to both regulatory and market pressures on banks 
to maintain high capital ratios. The implementation of the 1988 risk-based Capital Accord certainly triggered more intense scrutiny of financial 
institutions' off-balance sheet activities. The penalties provided in FDICIA 1991 and the FDIC's resolution of failed thrifts have also had a 
significant influence on the increased level of banks' capital ratios. In light of the market response of increasing capital ratios, the question really 
is: to what extent are these increases merely cosmetic in nature and what are the different strategies that banks have employed to provide real, 
tangible increases in their capital cushions?

Wall and Peterson (1996) summarised these cosmetic responses by the banks as follows.

◊ First, banks increase their capital but at the same time increase their risk. Whether the increase in risk will more than offset the rise in capital 
and increase their probability of failure is unclear. Empirical evidence indicates that increases in capital are partially offset by greater risk-taking. 
However, none of the empirical studies indicate that higher regulatory capital requirements actually increase the likelihood of bank failure.

◊ Second, banks raise their regulatory capital levels in ways that do not increase the market value of their capital. Accounting tricks to achieve 
this include accelerated recognition of gains (but not losses) by deferring the recognition of losses on loans and recognising gains from trading 
with securities. However, empirical evidence suggests that window-dressing activities such as these are sometimes transparent to the market 
and will, accordingly, reduce the equity price of the bank. In principle, regulators can require mark-to-market accounting treatment to eliminate 
the opportunities for window-dressing.

Aside from cosmetic responses to capital regulation, we saw in the previous section that the more philosophical market response to the Basle 
Accord has been the rapid development and deployment of credit risk models for internal use. But the most importantand decidedly 
straightforward "in your face"response is that of regulatory capital arbitrage through the use of market innovations.
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"If there are weaknesses, exploit them to the utmost" appears to be the blunt maxim followed by the banking industry nowadays. A purely 
proactive response from the market, regulatory capital arbitrage can be construed as a form of "game" theory, and this forced the regulators to 
take notice quickly and accelerate the current debate on credit risk modelling and capital adequacy.

"Regulatory capital arbitrage", as Greenspan emphasised in his speech of February 26, 1998,

is not necessarily undesirable. In many cases, regulatory capital arbitrage acts as a safety-valve for attenuating the adverse effects of those 
regulatory capital requirements that are well in excess of the levels warranted by a specific activity's underlying economic risk. Absent such 
arbitrage, a regulatory capital requirement that is inappropriately high for the economic risk of a particular activity, could cause a bank to exit that 
relatively low-risk business, by preventing the bank from earning an acceptable rate of return on its capital. That is, arbitrage may appropriately 
lower the effective capital requirements against some safe activities that banks would otherwise be forced to drop by the effects of regulation. 
(BIS Review, 1998)



Banks can effectively increase their regulatory capital ratios and their true capital cushions by reducing the size of their loan portfolios. This can 
be accomplished either by an outright sale of loans to other financial intermediaries or by restricting the amount of new loans. Both, however, 
have unsatisfactory results. The negative consequences can range from potential damage to client-bank relationships because of loans sales to 
the danger of a perceived "credit crunch" because of restrictions on new loans. It has been widely argued that the so-called credit crunch of the 
early 1990s which resulted from a large reduction in new loan volumes was an unintended consequence of both FDICIA and risk-based capital 
standards imposed on banks. Thereforein what was another unintended consequence of regulatory capital requirementsthe more viable 
alternative was regulatory capital arbitrage.

What is the nature of this regulatory capital arbitrage and how is it done? Faced with binding regulatory capital requirements, major banking 
institutions can accomplish such arbitrage in several ways. Two major approaches are based on the securitisation of assets and the use of 
credit derivatives. These are described in the following sections.
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Securitisation of Assets

Broadly, asset securitisation refers to the process whereby loans, receivables and other illiquid assets with similar characteristics in the balance 
sheet are packaged into interest-bearing securities that offer attractive investment opportunities. Sometimes the securitised assets are collateralised 
to enhance the yields of the resulting securities.

Securitisation transforms traditionally non-traded bank assets into marketable securities. In addition to collateralisation as a form of credit 
enhancement, it may also involve off-balance sheet guarantees such as standby letters of credit or loan commitments that back up the issuance 
of commercial papers. From the perspective of credit originators (eg, banks), the asset-backed market enables them to transfer some of the risks 
of ownership to parties who are more willing or able to manage them in exchange for a variety of financial benefits.

From a balance sheet perspective, the big secret about asset securitisation is that illiquid assetssuch as whole loans, for example, that might 
otherwise have to be classified as "hold-to-maturity"can now be repackaged, securitised, collateralised, yield-enhanced and then jettisoned (at 
least partially) from the balance sheet into the capital markets. This is pretty much an arbitrage between regulatory and economic capital in its 
purest form. Of course, the regulators hover keenly over this "window-dressing" activity like vultures and, predictably, will soon issue new 
regulations to plug some of the loopholes. But who is to blame?

The increasing use of asset securitisation is a clever response by many financial institutions to risk-based capital adequacy guidelines mandated 
by the various regulatory bodies. The risk-based capital adequacy guidelines required of financial institutions generally place a higher risk weight 
on loans than on securities. Therefore, to lower its regulatory capital a financial institution can either buy securitised assets rather than whole 
loans or instigate an asset securitisation programme. Either way, this immediately reclassifies the illiquid assets into a lower risk weight 
category, resulting in a lower regulatory capital requirement.

Asset securitisation originally began in the 1970s with the structured financing of mortgage pools. In the US, the creation of the national 
agenciesfor example, the Government National Mortgage
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Association (GNMA), the Federal National Mortgage Association (FNMA) and the Federal Home Loan Mortgage Corporation (FHLMC)
facilitated the flow of funds into the primary market of mortgage origination through the purchase of a variety of whole mortgages from the 
originators and their securitisation as mortgage-backed securities (MBS). With an implicit guarantee backed by the full faith and credit of the 
US Federal government, the involvement of these national agencies in the capital markets facilitated the creation of derivatives products such as 
collateralised mortgage obligations (CMO) and MBS strips.

After the success of the mortgage-backed securitisation vehicle, impediments (such as the lack of federal guarantees) to the development of similar 
vehicles in the non-mortgage markets have largely been solved through a host of technological advances in off-balance sheet credit enhancements. 
Examples of these are subordination features, pool insurance, standby letters of credit, collateralisation and other private guarantees. The first non-
mortgage asset-backed security, a computer-lease-backed transaction, was issued by the Sperry Corporation in March 1985, followed by the 
securitisation of automobile loans during the same year. In 1986 the first significant bank credit card sale involving a private placement was issued. 
The first few spectacular successes in the securitisation of loan pools convinced banks of the benefits of receiving sales treatment for accounting 
and regulatory purposes, both of which provide substantial easing of balance-sheet and regulatory capital constraints, in addition to the steady 
receipt of servicing fees while retaining origination rights.

In general, the securitisation of loans improves return on capital by transforming an on-balance sheet lending business into an off-balance sheet 
fee income stream that places fewer constraints on regulatory capital. Of course, this was possible only because of the risk-differentiated 
capital treatment provided for in the 1988 Basle Capital Accord and its risk-based progeny. Depending on the types of structures provided, the 
securitisation process can also lower funding costs for the bank, improve both asset/liability and credit risk management and may provide 
additional capital relief for reinvestment purposes.

Increasingly over the past four years, securitisation programmes have been actively pursued by major international banks with the
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primary goal of seeking capital relief. The crux of this regulatory capital arbitrage lies in risk-based capital guidelines that often place a 
significantly higher risk weight on loans than on securities. This means that a bank can frequently lower its regulatory capital requirements 
by buying securitised assets rather than whole loans or by securitising whole loans instead of accumulating them in its balance sheet.

For instance, based on the guidelines of the Basle Accord, a bank that originates uninsured single-family residential mortgage loans is levied a 
risk-weight capital charge of 50%, whereas an agency-sponsored (say, FNMA or FHLMC) mortgage pass-through requires only a 20% risk 
weight. It therefore behoves the bank to securitise its mortgage obligations in conformity with agency provisions. In addition, by securitising 
and selling the loans while retaining servicing rights, a bank effectively converts its capital-intensive assets into a less intensive one of servicing 
and origination fees without the need to increase its capital base, thereby increasing its return on capital.

Concerns Raised by Securitisation

Despite the universal appeal of securitisation programmes to banks, the explosive growth of securitisation activities in recent years has raised 
some very important and nagging questions for regulators and practitioners alike.

Before the 1996 amendment to the Basle Accord to incorporate market risk for off-balance sheet activities, most securitisation programmes of the 
1980s and early 1990s offered off-balance sheet guarantees that were not subject to regulatory capital. Depending on the ensuing structures and 
tranches of the resulting securities, the material credit risk did not need to be fully jettisoned from the balance sheet. In fact, "capital standards in 
the 1980s led to allocative inefficiency by favoring the use of off-balance sheet guarantees even when it may have been more efficient to provide 
traditional bank loans. Moreover, off-balance sheet guarantees allowed banks with binding regulatory capital requirements to increase portfolio 
credit risk" (Berger, Herring and Szegö, 1995).



The biggest dilemma engendered by asset securitisation programmes is best summarised by the Office of the Comptroller of the 
Currency's Handbook for Asset Securitization (November, 1997).
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A bank that sells assets in a securitisation transaction confronts three major manifestations of credit risk.

◊ Residual exposure to default In many securitisation programmes the material credit risk of the pool is normally relegated to the residual tranche 
of the structure. Whether or not the entire residual tranche sits in the bank's balance sheet depends on the structures embedded in the security. 
Even though the security has effectively lowered capital requirements, the material credit risk might not have been completely expunged from 
the balance sheet. Therefore, securitising banks must assess how much residual default risk remains with them after a sale. In most structures 
credit risk is allocated so that the originator bears the loss from default up to a certain point. As pool performance deteriorates and charge-offs 
increase, excess spread declines. Once excess spread is exhausted, the risk of default is shifted to the credit enhancers up to some additional 
multiple of projected losses. Since losses of the magnitude required to trigger credit enhancements are rare, the originators effectively absorb a 
substantial portion of realised losses in the securitised pool. Because risk-based capital rules are ineffective in assessing credit risk in this 
context, it has always been argued that an internally developed credit risk model that takes into account unexpected losses should be applied.

◊ Credit quality of the remaining on-balance sheet portfolio The greatest fear regulators have about securitisation is that banks might "cherry-
pick" their portfolios for securitisation. Since higher-quality assets provide steadier and more predictable cashflow streams, these assets require 
less credit enhancement and produce higher excess spread income. As a consequence, banks may be tempted to securitise the better-quality assets 
in their portfolios while retaining the worse ones in their balance sheets, thereby increasing their loan loss reserves significantly. The converse is 
also possible: banks might cherry-pick only the weakened assets in their portfolios through securitised structures, leaving the market and the 
investors with "lemons" and rendering the securitisation process a proverbial ''sale of lemons".

◊ Possibility that banks will have to provide moral recourse Originators of asset-backed securities may be compelled to protect their reputation 
in the marketplace by providing support for poorly
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performing loan pools. The systemic risk associated with such an unexpected rescue has accounting, legal and regulatory costs that might 
cause disruptions to the market.

There are still other credit quality issues. Even though a bank may not be the originator of the loan pools used in securitisation, by becoming a 
provider of credit enhancement for assets originated by a third party the non-originating bank could find itself unavoidably entangled in a credit 
or liquidity crisis.

Role of Credit Derivatives

Credit derivatives are, by definition, a specific class of financial instruments whose value is derived from an underlying market instrument 
driven primarily by the credit risk of either private or government entities. The underlying instruments of credit derivatives are generally in the 
form of corporate debt and securities issued by sovereign entities.

Traditional financial derivatives, as we have known them, facilitate the separate trading of the individual attributes of the asset in isolation from 
the asset itself. They do not allow the separate trading of the risk margin and the risk of default embedded in the asset. Credit derivatives, by 
their very construction, facilitate the separate trading and risk management of these credit-related risk attributes.



As pointed out by Das (1998), the principal feature of these credit derivative instruments is that they separate and isolate credit risk, 
thereby facilitating the trading of credit risk with the purpose of: replicating credit risk; transferring credit risk; and hedging credit risk.

These new mechanisms for taking on or off-loading credit risk with predefined risk and reward parameters add value to a portfolio without 
the acquisition of the credit-risky asset itself. On the flip side, the provider of the credit derivative (normally the originator of the risky asset) 
can easily jettison the unwanted credit risk from its portfolio.

The principal credit derivative products widely available in the market comprise three main categories, namely:

◊ total return swaps (also known as loan swaps);

◊ credit spread products; and

◊ credit default products.
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Total return swaps are off-balance sheet items that synthetically embed the returns of credit-risky assets into traditional swap structures. The 
key characteristic is that, being an off-balance sheet transaction, a total return swap obviates the need to arrange a loan or purchase a bond. 
Credit spread products are generally forwards or options on the margins of credit-sensitive assets, while credit default products take the form of 
put options on credit-risky assets that guarantee payoffs contingent on the occurrence of specific default events.

Credit derivatives are beginning to play a very important role within the overall credit risk management functionality of leading banks. Banks 
and financial institutions, in particular, are now using such derivatives to manage the credit risk in their balance sheets and to streamline their 
regulatory capital usage. Among the areas witnessing rapid growth in today's changing credit market landscape are:

◊ primaryloan syndication;

◊ secondaryinstitutions making markets specifically for yield pick-up; and

◊ tertiarycredit portfolio and balance sheet management in banks.

Credit derivatives are widely used today as part of the overall loan syndication strategy. In preparation for a turn in the credit cycle, 
syndication agents are using them to entice an ever increasing number of hedge funds into an already crowded loan market.

The preferred vehicle is usually a total return swap whereby the investor (generally a hedge fund) puts up collateral and borrows (up to several 
times the amount of the collateral) from the lender at a substantial premium. In return, the investor receives the cashflows linked to the total return 
of an underlying asset (normally a loan or a high-yield bond). Since the investor is leveraged, its return is substantially high. In addition, the 
investor also receives the yield on the collateral pledged, which is usually a risk-free instrument such as treasuries. The lender, on the other hand, 
receives the substantial premium on the investment-grade loan to the investor while, at the same time, reducing its exposure to the underlying 
asset.

Through the total return swap vehicle the arranger bypasses the upfront fees normally required of ordinary loans in the primary
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market and receives a relatively wide margin on a high-grade loan to the hedge fund. Both sides appear to have benefited from the transaction.

Credit Risk Concentration and the Credit Paradox

Why do banks continue to find it beneficial to use credit derivatives in their balance sheet management function even though doing so often 
results in a loss?

The simple answer lies in what is collectively known as the "credit paradox". A credit portfolio that is not well diversified will generally be 
characterised by an excess in the two measures of portfolio riskexpected loss and unexpected lossrelative to a more diversified portfolio of 
similar size and other characteristics. The reasons for this are that credit losses in the portfolio are highly correlated and that the risk of 
default between individual obligors is not sufficiently mitigated by portfolio effects.

It is generally not "cheaper" to accept more credit risk since the bank needs to charge an increasingly larger credit spread as its exposure to a 
specific obligor rises. This phenomenon is very unlike going for volume in market risk. The larger spread is required to compensate the institution 
for the increase in the expected and unexpected losses in line with greater exposure to the obligor. However, in hopes of retaining the goodwill of 
such a borrower, banks rarely charge more. On the contrary, relationship managers normally argue for higher levels of exposure as a means of 
maintaining a cosy relationship with their primary clients. A problematic paradox hereby exists, resulting in significant concentration risk for the 
bank.

Several important factors contribute to concentration risk in the balance sheets of banks. First, most banks and financial institutions, by virtue 
of their expertise or lack of it, tend to specialise in specific industries or regions. This causes their credit portfolios to be highly concentrated 
on clusters of clients that tend to have similar default characteristics and whose businesses tend to be highly correlated with the economic 
cycles they are in. Second, as a consequence of current credit trends in the market (eg, the direct issuance of securities to investors and 
capital-raising in the capital markets), larger corporations have succeeded in bypassing bank financing, leaving a concentration of less 
creditworthy borrowers who do
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not have easy access to the capital markets for financing. Thus, some banks are beginning to accumulate a disproportionately large concentration 
of lower-quality borrowers in their credit portfolio. Finally, in order to preserve a cosy client relationship in the hope of generating more non-
credit-related business down the road, many institutions have struggled with the dilemma of increasing their commitment to individual 
borrowers beyond what is considered profitable for the organisation. Consequently, faced with the inability to off-load the larger credit 
exposures directly, many institutions incur substantial concentration risk with specific borrowers.

Given these factors that collectively contribute to the credit paradox phenomenonand, of course, the inevitable increase in regulatory capital 
requirementsbanks are turning swiftly to the credit derivatives market for solutions in addition to instigating asset securitisation programmes. In 
spite of the early indications that they have not been able to use the credit derivatives vehicle to alleviate their concentration risk too profitably, 
the resulting capital relief has, nevertheless, allowed banks to employ these capital savings to generate earnings elsewhere. The capital relief and 
the new business opportunities provided by this form of regulatory capital arbitrage have, it seems for now, adequately compensated them for 
the loss in using credit derivatives.

Together with the asset securitisation vehicle, credit derivatives potentially allow a substantial amount of credit risk and its associated 
concentration effects to be lifted from the balance sheet. The amount of credit relief and capital reduction depends heavily on the tranches 
embedded in the asset securitisation and the kinds of credit derivatives that are structured.

Short of regulatory intervention, banks currently have at their disposal a considerable arsenal of innovative products that allow them to align 
their capital structure with the businesses they engage in while at the same time shifting the credit content of their balance sheets to more 
favourable positions.



Credit Derivatives and Regulatory Capital

Unlike the asset securitisation vehicle, credit derivatives are the first mechanism through which credit instruments can be executed with 
reasonable liquidity and without the risk of a short squeeze.
  

page_30

Page 31

Credit derivatives, except when embedded in structured notes, are off-balance sheet instruments. As such, they offer considerable flexibility in 
terms of leverage. Amazingly, the degree of leverage is defined and controlled by the user. And, interestingly, as we shall see in the example 
that follows, the degree of leverage also dictates the level of regulatory capital arbitrage that is feasible.

Because of the absence of a credit repo market, the return on capital offered by bank loans has been unattractive to institutions that do not enjoy 
access to unsecured financing. However, by taking exposure to bank loans using say, a total return swap (eg, receiving the net proceeds of the 
loan after financing), a hedge fund can both synthetically finance the position more cheaply and avoid the administrative costs of direct 
ownership of the asset. The bank, on the other side, stands to benefit from a reduction in regulatory capital usage and thereby achieve a better 
return on capital. The degree of leverage that can be achieved using this total return swap example will depend on the amount of up-front 
collateralisation and the underlying structure of the swap. The user controls this leverage.

The following example, which is a modification of an illustration given by Wong and Song (1997), demonstrates the effect of return on 
regulatory capital when a simple credit derivative swap is used.

Example 1.1Using Credit Derivatives to Manage Regulatory Capital and Returns

Consider two banks, each funding a $10 million BBB-rated corporate loan. The current Libor rate is 5.625%. The regulatory capital requirement 
for loans is 8% of the appropriate risk weighting. The risk weighting is 100% if the counterparty is a corporate and 20% if the counterparty is 
another OECD bank. (Refer to Appendix B for a detailed discussion of risk-weighted assets and how the regulatory rules are to be applied.)

Figure 1.1 shows each bank going its separate way, financing the corporate loan at Libor plus 0.375%. Each bank must put up $800,000 of its 
own equity. Bank A (higher quality) and Bank B (lower quality) fund at Libor - 0.20% and Libor + 0.25%, respectively. The returns on 
regulatory capital are 12.6% and 7.4%, respectively.
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Figure 1.1 
Returns on capital for banks using credit derivatives

Figure 1.2 shows the two banks using a credit swap to end up in a "winwin" situation. The better-rated Bank A funds the $10 million loan and 
swaps the credit risk out to the lower-rated Bank B via a default put. Bank A is now exposed to the default risk of the lower-rated Bank B instead 
of the corporate. The new risk weighting for Bank A is 20% and the required regulatory capital is now reduced to $160,000. As a result, Bank 
A's return on regulatory capital increases to 17.9% although its net revenue falls. In addition, Bank A, having effectively "hedged" this credit 
exposure, can now free up credit lines and continue to lend to a valued customer even though it would exceed the original credit limits.

Bank B also wins. For receiving the put premium of $37,500 per annum, the lower-rated Bank B takes on the $10 million default risk of the 
corporate and has to put up $800,000 as equity capital. Investing the $37,500 in treasury bills (assuming a rate of 5.29%), Bank B increases its 
revenue to $79,800 and improves its return on capital to 10.0%.

The credit swap, of course, sits off balance sheet and is subject to daily mark to market, and it should therefore be passed to the trading portfolio 
for risk management.
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Figure 1.2 
Returns on capital for banks using credit derivatives

Appendix A 
Summary of Federal Deposit Insurance Corporation Improvement Act 1991

In the 1980s, systemic problems at US depository institutions prompted a major overhaul of banking legislation unprecedented since the 
Great Depression. At the core of the new legislation was the Federal Deposit Insurance Corporation Improvement Act (FDICIA) of 1991, 
which emphasised early intervention and early closing of failing banks by regulators.

The "prompt and corrective action" provisions contained in the Act aimed to limit the number and cost of bank failures by intervening earlier 
in problem banks and by encouraging banks to become better capitalised. Table A.1.1 (overleaf) provides a brief summary of these provisions.
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Table A.1.1 Summary of prompt corrective action provision of the Federal Deposit Insurance Corporation Improvement Act 
of 1991

Mandatory provisions Discretionary provisions Capital ratios (%)

Risk-based Leverage

Total Tier 1 Tier 1

Zone 1 
Well capitalised >10 >6 >5

Zone 2 
Adequately capitalised 1. No brokered deposits, except with

FDCI approval
>8 >4 >4

Zone 3 
Undercapitalised

1. Suspend dividends and management 
fees 
2. Require capital restoration plan 
3. Restrict asset growth 
4. Restrict deposit interest rates* 
5. Pay of officers restricted

1. Order recapitalisation 
2. Restrict inter-affiliate transactions 
3. Restrict deposit interest rates 
4. Restrict certain other activities 
5. Any other action that would carry out prompt 
corrective action better

<8 <4 <4

Zone 4 
Significantly 
undercapitalised

1. Same as for Zone 3 
2. Order recapitalisation* 
3. Restrict inter-affiliate transactions* 
4. Restrict deposit interest rates* 
5. Pay of officers restricted

1. Any Zone 3 discretionary action 
2. Conservatorship or receivership if fails to submit or 
implement plan or recapitalise pursuant to order 
3. Any other Zone 5 provision, if such action is 
necessary to carry out prompt corrective action

<6 <3 <3

Zone 5 
Critically 
undercapitalised

1. Same as for Zone 4 
2. Receiver/conservator within 90 days* 
3. Receiver if still in Zone 5 four 
Quarters after becoming critically 
Undercapitalised 
4. Suspend payments on subordinated 
debt* 
5. Restrict certain other activities

<2

*Not required if the primary supervisor determines that action would not serve the purpose of prompt corrective action or if certain other 
conditions are met. 
Source: Board of Governors of the Federal Reserve System.
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Appendix B 
Regulatory Capital Rules

The regulatory capital rules have two major components: the 1988 Basle Capital Accord itself; and the 1996 Amendment to incorporate market risk.

The 1988 Basle Capital Accord

The 1988 Accord defined a common measure of solvency, called the Cooke ratio, which covers only the credit risk of the bank. Capital, in 
the regulatory context, is defined on a two-tiered basis:

◊ Tier 1 capital (or "core" capital). This includes stock issues (shareholders' equity) and disclosed reserves. Disclosed reserves can be in the form 
of loan loss reserves set aside to cushion future losses or for smoothing out income volatility.

◊ Tier 2 capital (or "supplementary" capital). This includes perpetual securities, unrealised gains on investment securities, hybrid capital 
instruments (eg, mandatory convertibles), long-term subordinated debt with maturity greater than five years and hidden reserves, such as 
excess allowance for losses on loans and leases.

A 1995 proposal 9 also provided for a third tier of capital consisting of short-term unsecured subordinated debt which can only be used for 
meeting market risk capital requirements.

There are limits and restrictions, such as that the total of tier 2 capital is limited to a maximum of 100% of the total of tier 1 capital; 
subordinated term debt is limited to a maximum of 50% of tier 1 capital; and others.

The Accord further requires tier 1 and tier 2 capital to be at least 8% of the so-called total "risk-weighted assets" (RWA) of the bank. These are 
simply the assets of the bank weighted in accordance with their relative credit riskiness. Table B.1.1 sets out the four risk-weight categories for 
on-balance sheet assets.

The Basle rules are simple. Capital adequacy for on-balance sheet exposures, as measured by the two-tiered capital regime, will result in a 
risk-weighted ratio in which the bank's total capital requirement is related to the different categories of on-balance sheet exposures, 
weighted according to the four relative riskiness categories displayed in Table B.1.1. The aggregate dollar amount in each risk category is 
then multiplied by the risk weight assigned to
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Table B.1.1 Risk weights of on-balance sheet assets

Risk weight (%) Asset category

0
Cash and gold held in the bank 
Obligations on OECD governments and US 
treasuries

20
Claims on OECD banks 
Securities issued by US government agencies 
Claims on municipalities

50
Residential mortgages

100
All other claims such as corporate bonds, less-developed 
countries' debt, claims on non-OECD 
banks, equity, real estate, plant and equipment, 
mortgage strips and residuals

 

that category. The resulting weighted values from each of the risk categories are then added together. This sum is the bank's total risk-
weighted assets, which forms the denominator of the Cooke ratio. Finally, the required capital for the bank must be equal to at least 8% of the 
total risk-weighted assets in the bank's portfolio.

Some simple examples are in order.

Examples B.1.1On-Balance Sheet Exposures

B.1.1a An unsecured loan of $100 to a non-bank requires a risk weight of 100%. The risk-weighted asset is therefore

A minimum 8% capital requirement results in

B.1.1b A residential mortgage loan of $100 requires a risk weight of 50%, so

The minimum 8% capital ratio results in
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Table B.1.2 Risk weights of off-balance sheet assets

Risk weight (%) Type of counterparty

0
OECD governments

20
OECD banks and public sector entities

50
Corporates and other counterparties

 

Table B.1.3 Credit conversion factors for OBSI (non-trading assets)

CCF (%) Types of off-balance sheet exposure

0
Undrawn commitments with an original maturity of one 
year or less

20
Documentary credits relating to shipment of goods

50
Transaction-related contingencieseg, performance bonds, 
bid bonds and warranties. Undrawn portion of 
commitments with original maturity greater than one year

100
General guarantees, standby letters of credit, banker's 
acceptance, sale and repurchase agreements, forward 
purchase of assets

 

Off-Balance Sheet Items

In addition to on-balance sheet activities, the Basle framework also takes into account the credit risk of off-balance sheet items (OBSI) by 
applying so-called ''credit conversion factors" (CCF) to the different types of off-balance sheet assets. Table B.1.2 displays the risk weights for 
off-balance sheet assets categorised by counter-party type.

It is important to note that the Basle rules distinguish between trading- and non-trading-related assets in OBSI. Later on, in Table B.1.4, we 
shall account for trading products differently.

OBSI (Non-Trading Assets)

Table B.1.3 shows the CCF for non-trading-related off-balance sheet item exposures. The calculation of capital adequacy for these is a two-
step process:

◊ Step 1 The "credit-equivalent amount" of an OBSI is determined
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by multiplying the notional amount by a credit conversion factor (CCF).

◊ Step 2 The credit-equivalent amount is then treated as an on-balance sheet item and risk-weighted according to its risk category classification. 
The resulting risk-weighted asset is finally multiplied by the minimum capital ratio requirement.

The capital calculation for the non-trading products in the OBSI is demonstrated with the following example.

Examples B.1.2Off-Balance Sheet Exposures (Non-Trading Assets)

An unsecured facility of $100 is granted to a non-bank with an original term of greater than one year. Calculate the required capital for the 
case when the facility is (1) not utilised and (2) 80% utilised.

B.1.2a Since the commitment is not utilised and is greater than one year, the credit-equivalent amount (CEA) is

A minimum 8% capital requirement results in

B.1.2b Because 80% of the $100 commitment is utilised, $80 is considered to be an unsecured loan. The counterparty is a non-bank, which carries 
a risk weight of 100%. Thus, the risk-weighted asset for this portion is

The remaining undrawn amount of $20 is treated as part (1) with a CCF of 50%, so the credit-equivalent amount is

The total RWA for both portions is $80 + $10 = $90.

A minimum 8% capital ratio requires a capital of
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OBSI (Trading Assets)

For trading-related products that are off-balance sheet items the calculations are different. Trading products in the context of the Basle Accord 
refer to those OBSI classified as derivatives: interest rates, foreign exchange, equity derivatives and commodities.

The Accord recognises that the credit risk exposure of over-the-counter financial products (more specifically, long-dated ones) fluctuates 
with market volatility. Consequently, there are two contributions to the total credit exposure of these bank assets:

◊ Current exposure (CE), which is estimated as the current marked-to-market value; and

◊ Potential exposure (PE), which is an estimate of the potential future increase in credit exposure over the remaining life of the derivative contract.

The sum of the two items is the credit-equivalent amount of the derivative contract. In practice, since the marked-to-market value is 
normally obtainable only from some in-house or external valuation models, it should more appropriately be referred to as the "marked-to-
model" value.

The wisdom behind the CEA concept, as we saw earlier for the non-trading-related off-balance sheet items, is that trading products in OBSI can 
likewise be placed on the same level of comparison with other assets in the balance sheet. Hence, trading assets in OBSI also need to be 
converted first to their credit-equivalent amounts. The resulting CEA are then treated in the same manner as balance sheet assets by using the 
risk-weighting factors given in Tables B.1.1 and B.1.2.

From the bank's perspective, only the positive marked-to-market value of the derivative contract matters since a negative marked-to-market value 
implies that the bank owes money to the counterparty and is, therefore, not exposed to default risk of the counterparty. Thus, the replacement 
cost of a derivative contract with negative marked-to-market value is zero. For this reason, the potential exposure (PE) is also known as the 
"liquidation value" or "current replacement value". The PE is also normally known as an "add-on" to the current exposure.

Table B.1.4 displays the CCF for trading-related off-balance sheet item exposures.
  

page_39

Page 40

Table B.1.4 Credit conversion factors for OBSI (trading assets)

Remaining 
maturity

Interest 
rates

FX and 
gold

Equity 
derivatives

Precious 
metals

Commodity 
contracts

Less than 1 year 0.0% 1.0%
6.0%

7.0% 10.0%

1-5 years 0.5% 5.0%
8.0%

7.0% 12.0%

More than 5 years 1.5% 7.5%
10.0%

8.0% 15.0%

 

Exceptions to the credit conversion process include: all foreign exchange trades with original maturities of less than 14 days; all exchange-
traded products that require margin variations; and all written option contracts that are not financial guarantees.



For risk-based capital purposes, even if a derivative contract has a negative marked-to-market value (so that its CE equals zero), the PE add-on is 
not zero. The PE of a derivative contract is determined by multiplying the notional principal amount of the contract by the appropriate credit 
conversion factors in Table B.1.4. The credit conversion factors are also known as "add-on factors". The following example demonstrates some 
calculations.

Examples B.1.3Off-Balance Sheet Exposures (Trading Assets)

B.1.3a An interest rate swap of notional amount $100 with an OECD bank, with remaining maturity of less than one year, has a current 
exposure (CE)say, a marked-to-market value from some modelof

From Table B.1.4, the remaining maturity of less than one year requires a CCF of 0%, so the potential exposure (PE) is

Thus, the credit-equivalent amount (CEA) is

We can now treat this credit-converted amount like a balance sheet
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item. An OECD bank requires a risk weight of 20%, so the risk-weighted asset (RWA) is

The minimum 8% capital requirement for the bank is

B.1.3b A foreign exchange forward contract with a corporate, of notional amount $100 and with 20 months remaining maturity, has

say, from some model, and

The credit-equivalent amount is



The minimum capital requirement is

Netting Agreements

In April 1995 the Basle Accord was amended so that banks can effectively reduce their credit-equivalent exposures when bilateral netting 
agreements are in place. For banks using the "current exposure" method outlined above, credit exposure on bilaterally netted forward 
transactions is calculated as the sum of the net marked-to-market replacement cost, if positive, plus an add-on based on the notional amount 
of principal. But this time the add-on, representing potential exposure, is multiplied by a reduction factor given by a formula which reflects 
the fact that the potential change in value of a netted portfolio is less than one where no netting is allowed.
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The reduction factor is given by

where NGR is the ratio of the replacement value after netting to the replacement value before netting or

Observe that in the absence of netting agreements, the netted and un-netted replacement values are identical, so that NGR = 1 and the 
formula becomes 1.0, implying no reduction in potential exposure. In the case where the replacement values net out to zero (so that NGR = 
0), observe that the 1995 rule still imposes a minimum 40% of the total add-on amounts from the potential exposure.

In summary, in the presence of bilateral netting agreements, the potential exposure is calculated as

or, more concisely,

Example B.1.4Capital Requirement with Netting Agreements

Suppose there are three different derivative contracts with the following characteristics. What is the effect of netting on the capital requirement?



CCF Notional CE (MTM)

Contract 1 0.5%
$100 $20

Contract 2 1.5%
$50 -$5

Contract 3 8.0%
$100 -$10

 

The potential exposure based on the original 1988 rule without netting is
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To determine the potential exposure using the 1995 rule for netting, we need to calculate other quantities first. The net replacement cost (NRC) is 
the sum of current exposures, viz:

The gross replacement cost (GRC) is the sum of only the positive marked-to-market or current exposures:

The net-to-gross ratio (NGR) is, therefore, given by

so that the reduction factor is



This means that, in the presence of netting agreements, the potential exposure using the 1995 amendment is

which is a significant 55% reduction on the 1988-based potential exposure.

The capital requirement is simply the risk-weighted sum of the potential exposure (either on the 1988 or the 1995 basis) and the current exposure 
of $20 multiplied by the minimum ratio of 8%. As before, the risk weight is dependent on the risk category of the counterparty. For practical 
purposes it is important to note that the 1995 rules allow the calculation of NGR at a counterparty-to-counterparty or at a sub-portfolio aggregate 
level.
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The 1996 Amendment to Incorporate Market Risk

Beginning with the early 1990s, the traditional banking industrywhich previously had tended to place more emphasis on credit-related 
businessesmoved rapidly into other areas such as investment banking and trading activities in the capital markets. The result was a dramatic 
increase in exposure to market risk. In 1996, in accordance with the Bank for International Settlement's desire to engage more actively in the 
evolutionary nature of capital adequacy regulations and to be in better alignment with industry developments, the 1988 Basle Capital Accord 
was amended to include capital adequacy for the market risk-taking activities of banks.

The "1996 Amendment", 10 as it is now called, came into force in January 1998 and requires banks to satisfy risk-based capital guidelines 
covering market risk in addition to those specified in the original Accord on credit risk. Many articles and books have already been written on 
the subject, so here we shall only highlight the important points of the Amendment, which are often overlooked.

Since market risk was defined in the Amendment as the "risk of losses in on- and off-balance sheet positions arising from movements in 
market prices", the capital guidelines identified four broad categories of products that generate market risknamely, interest rate risk, 
foreign exchange risk, equities risk and commodities risk.

Earlier in this appendix we saw that the initial 1988 Capital Accord applied risk-based capital adequacy rules for credit risk to both the banking 
and trading books, covering both on- and off-balance sheet activities. Although the 1996 Amendment applies to only the market risk of on-
balance sheet assets, off-balance sheet derivatives assets (eg, interest rate options, swaps, etc) are subject to both market risk and credit risk 
capital charges. The reason for the dual emphasis on both types of risk is that the 1996 Amendment considers market risk as comprising two 
fundamental risk items: general market risk and specific risk.

"General market risk" refers to changes in market value due to broad market movements. "Specific risk" refers to changes in the value of 
an individual security due to factors related to the individual issuer of the security (eg, credit quality and liquidity) that are outside of broad 
market movements. The specific risk capital charge is primarily intended as an add-on charge to debt securities.
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In addition to these two risk items comprising market risk delineated along the four categories of product risk, the Amendment explicitly 
recognises the treatment of non-linear options risk in banks' portfolios.

There was a major twist in the 1996 Amendment for incorporating market risk capital adequacy. The Basle Committee and the major 
regulatory supervisory bodies around the world collectively recognised the significant internal development of risk management and risk 
measurement systems within large banks. In view of this, the regulatory supervisors have decided that the most sophisticated banks, which 
already have an independent risk management division in place and implement sound risk management practices, should be allowed to 
choose between their own internally developed "value-at-risk" (now universally known as VAR) models and the BIS "standard model". 
Consequently, these two approaches have become known in the financial industry as the "internal models approach" and the "standardised 
approach", respectively.

Internally developed VAR models for assessing market risk capital adequacy have essentially the same purpose as that advocated in this book for 
the evaluation of credit risk capital adequacy.

Internal Value-at-Risk Models for Market Risk

Although criticism, both fair and unfair, continues to be levied against the VAR approach, I am of the opinion that, overall, the wisdom of 
allowing the rapid development of internal VAR modelsinitially in the large banks and currently among second-tier banking institutions, 
mutual funds, insurance companies, other general financial institutions and, finally, non-financial corporations engaged in derivatives 
activitieshas indeed proved itself by advancing the frontiers of and the awareness required for prudential risk management. Never before has 
there been a more coherent awareness of the financial risks that confront us in the industry. Even though, as recently as 1998, there continue to 
be well-publicised financial losses, the fact remains that the debate surrounding the acceptance of internal VAR models during the mid-1990s 
has contributed significantly to a heightened awareness of the importance of risk, capital and portfolio management. And this cannot be a bad 
thing for the banking industry as a whole.
  

page_45

Page 46

Following the decision by the regulatory supervisors to allow banks to use internal market risk models, two separate so-called qualitative 
standards and quantitative requirements are imposed on a bank before it is allowed to use its own internal VAR model. The qualitative 
standards relate to sound risk management practices and the systems infrastructure already in place within the bank. The quantitative 
requirements concern certain standardisations of inputs and methodology in the implementation of the internal model.

The main quantitative requirements are:

◊ The internal VAR number shall be derived on the basis of a uniform set of quantitative inputs, eg:

◊ a 10-trading day horizon that can capture the movements of rates and prices during the period of analysis;

◊ a 99% confidence level based on the assumption of a one-tailed normal distribution; and

◊ an observation period based on at least one year of historical data and updated at least once every quarter period to estimate volatilities 
and correlations.

◊ Banks will be allowed to use correlations among the four major risk categories (interest rate, foreign exchange, equities and commodities) 
provided that the historical data used for the calculations are updated at least once every quarter period. If empirical information on 
correlations is not available, banks are required to aggregate the different risk categories in an arithmetic simple sum manner without the 
benefit of offsetting risk reductions.



◊ The calculated daily value-at-risk number shall be grossed up by the 10-day horizon using the "square root of time" rule, viz:

◊ The regulatory capital required for market risk corresponds to the maximum of the previous day's VAR or a "multiplier", M, times the 
average VAR over the past 60 days:
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The multiplier, M, is either three or four, depending on the overall assessment of the local supervisor. A multiplier greater than three is intended as 
a punitive measure, the value applied being based on the number of exceptions in the required quarterly back-testing results vis-à-vis the actual 
calculated daily VAR number.

◊ For options portfolios, the internal VAR model must in addition be able to capture not only ''linear" risk (eg, delta risk) but also "non-linear" 
risks (eg, gamma and vega risks).

To address the concerns raised regarding the robustness of internal VAR models, the regulators strongly encouraged stress-testing of 
model assumptions to test the validity of the 99% confidence level for capital adequacy. However, no explicit guidelines on stress-testing 
were circulated for discussion.

New Calculation of Capital Ratios

The new capital guidelines set out in the 1996 Amendment have themselves undergone modification. At the discretion of their national 
banking supervisors, banks may now employ a third tier of capital, "Tier 3", which consists mainly of short-term subordinated debt subject to 
certain conditions and which can be used solely to meet the daily market risk capital requirement. Tier 3 capital is expressed by the formula 
given above for "market risk capital" using the internal VAR model.

Banks shall be required first to allocate tier 1 and tier 2 capital to meet credit risk capital adequacy according to the 1988 Capital Accord. The sum 
of the two must represent 8% of the risk-weighted assets, adjusted for positions that are no longer subject to the 1988 rulesfor example, traded 
debt securities and equities on the balance sheet which are already subject to specific risk charges according to the 1996 Amendment. To ensure 
consistency in the calculation of capital for both credit and market risks, the market risk capital charge formula given above needs to be multiplied 
by 12.5 (ie, the reciprocal of the minimum capital ratio of 8%); the resulting figure is then added to the sum of risk-weighted assets compiled for 
credit risk purposes only.

By regulatory intent, tier 1 capital should constitute the major portion of a bank's capital requirement. Additional provisions are that:
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◊ Tier 1 capital should represent at least 50% of a bank's total eligible capital (ie, the sum of tiers 2 and 3 should not exceed the total of tier 1).

◊ Long-term subordinated debt is limited to a maximum of 50% of tier 2 capital.

◊ Tier 3 capital is limited to 250% of a bank's tier 1 capital that is required to support market risks (ie, a minimum of about 28.5% of market 
risk must be met by tier 1 capital).

In summary, a bank's eligible capital is the sum of (1) tier 1 capital, (2) tier 2 capital under the limits imposed by the 1988 Accord, and (3) some 
of its tier 3 capital subject to the provisions of the 1996 Amendment.

1 The Basle Committee on Banking Supervision comprises representatives of the central banks and supervisory authorities of the Group of 
Ten countries (Belgium, Canada, France, Germany, Italy, Japan, Netherlands, Sweden, the United Kingdom and the United States) as well 
as Switzerland and Luxembourg. Thus, 12 countries are represented on the committee.

2 The Bank for International Settlements, located in Basle, Switzerland, was founded in 1930 and is an important forum for banking supervisors 
and central banks of the major industrialised nations to discuss and coordinate risk policies.

3 The Basle Committee, originally known as the Cooke Committee after its chairman, is in fact not a part of the BIS organisation.

4 Basle Committee on Banking Supervision, Bank for International Settlements, January 1996, Amendment to the Capital Accord to 
Incorporate Market Risks.

5 The International Monetary Fund was established in December 1945 following ratification of the Articles of Agreement of the Fund, which 
were formulated at the United Nations Monetary and Financial Conference held at Bretton Woods, New Hampshire, in 1944. In addition to the 
IMF, the World Bank was subsequently created as part of the Bretton Woods Institutions.

6 Parts of this section were derived from an unpublished manuscript by E.J. Manuels (Erasmus University, Rotterdam), 1997.

7 Tom de Swaan is currently a member of the managing board at ABN AMRO.

8 A major criticism of the Accord concerns its provisions for a minimum capital ratio requirement that is not based on a maximum probability 
of insolvency.

9 Basle Committee on Banking Supervision, Bank for International Settlements, Proposal to Issue a Supplement to the Basle Capital Accord 
to Cover Market Risks, April 1995.

10 Basle Committee on Banking Supervision, Bank for International Settlements, January 1996, Amendment to the Capital Accord to 
Incorporate Market Risks.
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2 
Overview of Approach

As we saw in the previous chapter, many of the criticisms levelled against the regulatory capital standards are well founded. More specifically, 
the failure of the current capital regime to capture the intrinsic credit risk in either the banking or the trading books of the world's major 
international banks has led to a unanimous clamour for the acceptance of internally developed credit risk models. The response from the industry 
has been swift and deliberate.

In particular, the weaknesses of the current capital regime, as pointed out by the industry group the International Swaps and Derivatives 
Association (ISDA, March 1998), can be grouped as follows.*

Limited Differentiation of Credit Risk

The 1988 Basle Capital Accord, as we saw in chapter 1, provides for only four, broad "capital buckets"namely, 0%, 1.6%, 4% and 8% capital 
charges, corresponding to the four broad risk weightings of 0%, 20%, 50% and 100% based on an 8% minimum capital ratio requirement. The 
hope is that an internal credit risk model that took into account the bank's own internal risk rating system would result in a more granular 
differentiation of credit risk classes and so be more in tune with the bank's own assessment of intrinsic risk in the banking portfolio.

Static Measures of Default Risk

A fundamental assumption of the current credit risk capital regime is that a minimum 8% capital ratio is sufficient to protect banks from 
insolvency. The crux of the matter is that default risk is dynamically driven over time in response

* The positions taken by the ISDA are understandably slanted towards the trading books of banks. It is not my intent in this book, however, 
to address fully issues related to the trading book even though the issues arising from the banking and trading books are fundamentally similar.
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to overall economic circumstances. Therefore, measures of default risk which do not take into account the probability of insolvency are, for the 
most part, arbitrary in nature. An internal models approach could overcome this dilemma of arbitrariness by incorporating probabilities of 
default associated with the granular risk classes. In so doing, it would also provide some statistical confidence measure for the solvency 
requirement and for the economic capital required to act as a buffer against insolvency.

No Recognition of Term Structure of Credit Risk

Current capital charges for the banking book are set at the same level regardless of the maturity of a credit exposurecontrary to the industry risk 
management practice of distinguishing risk exposures arising from different maturities. The application of credit migration risk techniques in an 
internal modelling approach, coupled with recognition of the forward credit curve, would improve on the regulatory rules.

Simplified Calculation of Potential Future Counterparty Risk



Although the capital rules for off-balance sheet activities have been amended several times by the Basle Committee to allow the recognition of 
close-out netting agreements, the potential exposure capital charges associated with a counterparty continue to be subsumed under the broad 
categories of credit rules for the banking book. The current capital regime effectively ignores the different levels of risk associated with 
different currencies or national indexes. Though the main focus of this book is the banking book, it is worth noting that a simple extension of 
the internal models approach to off-balance sheet counterparty activities can easily incorporate portfolio considerations and thereby perform 
the proper netting of risks. In addition, by incorporating term structure effects, the issue of potential future exposure is also resolved.

Constraints on an Integrated View of Credit Risk

As correctly pointed out by the ISDA, the current capital regime (setting aside for the meantime the recognition of portfolio effects) 
improperly views the world of credit risk under three broad categories: banking book credit risk; trading book-specific risk (including default 
and event risk); and counterparty credit risk. This arbitrary distinction imposes constraints on a more comprehensive view of internal risk
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management mechanisms by banks. With suitable extensions to an internal modelling approach the distinction would eventually disappear, to 
be replaced by a more integrated view of credit risk.

Lack of Recognition of Portfolio Diversification Effects

For the most part, current capital rules call for the simple sum of individual risk exposures, ignoring the beneficial effects of portfolio risk 
management. This is contrary to the fundamental wisdom of risk reduction through diversification. As we shall see in later chapters, the sum of the 
individual risk exposures is much greater than the totality of risk intrinsic to the portfolio as a whole. An internal credit model that properly 
incorporates portfolio effects allows the bank a much more effective risk management and capital allocation scheme within the organisation.

Two additional issues pointed out by the ISDA, which are related more specifically to the trading book, are the limited recognition of the use 
of collateral and of offsets in the presence of hedging activities. Taking into account additional twists and interpretations, the views and 
criticisms presented above are pretty much a current consensus among industry practitioners and regulators.

The regulatory rules were sharply criticised for their overly simplistic interpretation of the world of credit risk. It many senses, however, the 
criticisms are unfair since the regulatory rules were promulgated to meet very pressing practical needsfor example, uniformity of interpretation 
and ease of implementation. It is very easy to get carried away by the mumbo-jumbo of quantitative risk modelling techniques. It is also very 
easy to derive risk measures that are difficult to implement owing to lack of data or otherwise. Therefore, whatever building blocks one 
chooses for implementation in an internal modelling project, one must be very cognisant of these very same issues or risk having one's efforts 
subjected to a similar round of sharp criticism.

Hence, a big and fundamental question remains: "In view of the weaknesses of the current capital regime and its oversimplistic treatment of 
credit risk, what important components or mechanism must be incorporated into a sound, but ultimately practical, internal credit risk model?" 
The next section attempts to outline the pieces of the solution from a practical perspective.
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Essential Components of the Internal Credit Risk Model

The issues considered above mean that the fundamental goal of the internal credit risk models approach must be to address these criticisms by 
providing alternative, but improved, solutions. Proposed solutions that focus only on the capital adequacy portion of the criticism, although 
necessary, are decidedly myopic and are, therefore, incomplete and insufficient. Alternative solutions must, in addition, consider how to 
devise new quantitative measures and introduce them into the credit risk management process.

From first principles, it is necessary to ask: "What are the consequences of the anomalies in the current regulatory capital standards?" In the 
previous chapter I discussed some of the unintended consequences of the current capital regimethe most egregious of which is the "game theory" 
of regulatory capital arbitrage through securitisation programs and the use of credit derivatives. From a more down-to-earth perspective of 
prudent risk management and capital allocation, the Federal Reserve System Task Force on Internal Credit Risk Models (1998) identified two 
key consequences:

◊ The regulatory measures of capital may not represent a bank's true capacity to absorb unexpected losses.

◊ The denominator of the risk-based capital ratios (ie, the total risk-weighted assets) may not be an accurate measure of total risk.

What kinds of risk measures, therefore, need to be introduced to achieve a more accurate assessment of credit risk? In contrast to the one-size-fits-
all risk-based capital standards, what level of granularity is necessary to capture the risk in the portfolio with greater specificity? Analogous to 
the VAR model that is used on trading book data to estimate capital adequacy for market activities, what mechanism must exist within the 
internal credit risk model to give it a similar capability to estimate the economic capital needed (with defined confidence levels) to support a 
bank's credit activities?

As a corollary to the questions above, we need to ask further how, given these economically driven measures of credit risk, they can, in turn, be 
used in measuring the risk-adjusted performance of various business activities in a consistent portfolio context?
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Based on both the risk and the return measures of individual credit exposures vis-à-vis the bank's overall portfolio, what criteria should be 
established so that credit services offered by the bank are priced in a manner that is consistent with the risk and return profile of the bank? And, 
finally, given the answers to all these questions, what criteria should be set to establish portfolio exposure, concentration limits and hurdle rates 
in line with the bank's objective of enhancing shareholder value?

Outline of Model Components

In the chapters that follow we will go through a lengthy and detailed discussion of the credit risk modelling process. At this point, it is 
very important to preview what is to come and ponder for a moment how each model component is related to the others as we tackle the 
ultimate issues of economic capital allocation and performance measurement.

What is considered a "sound" internal credit risk model? The description should be accorded to a system only when it meets the practical needs 
of the end-users (eg, banks) and wins the approval of the regulatory supervisors. Briefly stated, it should be able to accomplish two important 
objectives:

◊ An internal credit risk model must be able to accurately assess and quantify the intrinsic credit risk embedded in the bank's portfolio. In so doing, 
it should introduce both quantitative and qualitative measures that facilitate prudential portfolio risk management.



◊ Ultimately, an internal credit risk model must provide a mechanism that can be used to determine the economic capital requirement of a bank, 
and the resulting capital allocation framework must be robust enough to be used for risk-adjusted pricing and other strategic purposes.

The diagram in Figure 2.1 is a simplified attempt to establish graphically the linkages between the essential components of a "sound" internal 
credit risk model. Clearly, the initial inputs to the model are crucial. For the most part, these are highly dependent on the existing systems 
infrastructure and data warehousing within the bank. The ability to extract customer-related information and current market rates on demand 
is vital. As an initial benchmark
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Figure 2.1 
Essential components of a sound internal credit risk model
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for assessing the creditworthiness of an obligor, the bank's own internal risk rating system must be sufficiently robust and granular to distinguish 
the different levels of credit quality. Other input required is obligor-specific information, such as default probabilities, recovery rates, 
outstandings, commitments and covenants.

The next component of the model is the ability to calculate individual risk measuresfor example, expected loss, unexpected loss, adjusted 
exposure and the marked-to-market valuation of the underlying loan. Subsequently, given supplementary information such as macroeconomic 
variables, default correlation, sovereign-related quantities and other obligor-specific information, aggregate risk measures can be calculated 
on a portfolio basis.

In order to attach a statistical confidence level to the capital required as a buffer against insolvency, the bank needs to use tools like Monte 
Carlo simulation and extreme value theory to arrive at a desired loss distribution for the portfolio. This leads to the ultimate outputs of the 
internal model, such as risk-adjusted performance measurement, risk-adjusted pricing and economic capital requirement.

Preview of the Following Chapters

To provide a short preview of the rest of the book, highlights of the modelling process are presented and some of the components outlined in 
Figure 2.1 are introduced. All these items will, of course, be covered in succession later.

Risky Debt Models

I begin with an outline of the state of current research in credit risk models for the valuation of risky debt. Although credit risk models were 
originally intended for the valuation of credit derivatives, the mathematical foundation for the analysis of credit risk, as a general daily process, 
and the assessment of the appropriate return measures for a credit portfolio are exactly the same as those used for valuation purposes. To achieve 
consistency with the way the marketthrough the opinions of the public rating agenciesviews default, it is important to choose a risky debt model 
that allows some flexibility to incorporate publicly available information. The instantaneous risk of default models are one such class of flexible 
models.
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Expected Loss

To answer the loaded questions, "How much credit exposure does a bank have in the event of default or credit migrations, and how much of 
that exposure is the bank likely to lose?", one needs to be able to quantify several things. The first is the expected loss. The expected loss that 
the bank is likely to incur is the difference between the promised (or contracted) amount and what the obligor will eventually be able to pay if 
it defaults. This requires an assessment of several factors:

Expected Default Frequency (EDF)

The probability that the obligor will default before the maturity of the contracted obligation to pay.

Loss Given Default (LGD)

The fraction of the exposure amount that will be lost in the event of default or, more appropriately, the fraction of the debt the bank is likely 
to recover from the obligor once it has defaulted. The LGD is simply one less this recovery rate.

Adjusted Exposure (AE)



In the presence of covenants, the adjusted exposure is that portion of the totality of all exposures that the bank would not be able to recover in 
the event of default. This requires a detailed knowledge of outstandings and commitments and of the covenants which are embedded in the 
contractual obligation. In particular, it also requires an estimate of the usage given default provided for in the covenant. The usage given 
default is the additional draw-down of the unused part of the commitment that the borrower is likely to draw in the event of default.

The expected loss, as will be demonstrated, is the product of the three items above. The expected loss is, therefore, the amount the bank can 
expect to lose, on average, over the period of time in which it extends credits. It is also the amount that should not cause any surprise to the bank 
if lost as it is the credit exposure for which the bank should normally (and prudently) have set aside specific loan-loss reserves in the normal 
course of doing business.

Unexpected Loss

Regardless of how prudent a bank is in managing its day-to-day business activities, there are market conditions that can cause
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uncertainty in the amount of loss in portfolio value. This uncertainty, or more appropriately the volatility of loss, is the so-called unexpected 
loss. Unexpected losses are triggered by the occurrence of default and unexpected credit migrations. Mathematically, such loss is the standard 
deviation of the change in asset value at the end of the horizon. This implies that unexpected loss is the estimated volatility of potential loss in 
portfolio value around the expected loss. If it is to be able to continue its daily business activities, it is imperative that a bank set aside sufficient 
capital to sustain this fluctuation in portfolio value. While it might appear to be a surprise, unexpected loss is, in fact, an inevitable, and 
unpleasant, consequence of holding a credit portfolio.

Risk Contribution

In a portfolio context, the risk contribution of a risky asset to an unexpected loss in portfolio value, or portfolio unexpected loss, is defined as 
the incremental risk that the exposure of a single asset contributes to the total risk of the portfolio. Due to correlation effects, the sum of all 
the individual unexpected losses is not the same as the unexpected loss in portfolio value. The introduction of risk contribution as a risk 
measure, therefore, allows us to measure incremental risk to the portfolio.

Correlation of Default

In a portfolio context, there is a very close relationship between the three general effects: default correlation, concentration risk and 
diversification. This link is a direct consequence of the relationship between the portfolio unexpected loss and the risk contribution of the 
individual assets to the portfolio's overall risk characteristics. The quantity that ties the risk contribution of a risky asset to the portfolio is 
default correlation. An aggregate of risk contributions from several risky assets dictates the effects of concentrated risk exposure in the 
portfolio. And, finally, the level of concentration risk determines the degree of diversification in the portfolio.

Economic Capital

As market conditions deteriorate beyond a certain point, defaults of catastrophic magnitude are bound to occur more frequently. This corresponds 
to an extreme loss situation. The question now becomes:
  

page_57



Page 58

''What level of capital is necessary for the bank to remain solvent in the event of such catastrophic or extreme losses?" The answer to this lies 
in economic capital. Briefly, economic capital is the number of standard deviations away from the expected loss that is necessary to cushion 
the bank from becoming insolvent in the event of extreme losses in the bank's portfolio due to default risk. The necessary cushion is the amount 
of capital the bank needs to set aside in anticipation of such disastrous market conditions.

Loss Distribution

To address the issue of economic capital, one is inevitably led to the question: "How bad could the extreme loss be?" There is, however, no 
easy answer. Extreme events are associated with non-normal phenomena and are, therefore, quite difficult to quantify. In addition, the analysis 
of extreme events also requires that the associated loss distribution be known a priori with some level of certainty. This, of course, is 
circuitous. However, borrowing some tools and concepts from actuarial science, we shall eventually develop the ideas of extreme value theory 
through which the tail of an empirically observed loss distribution, however incomplete, can be fitted to some analytical "extreme 
distributions", thereby facilitating an inroad to the analysis of tail or extreme events.

Extreme Value Theory (EVT)

There exists a very large class of extreme value distributions under the heading "generalised Pareto distribution", which will be shown in 
later sections to be quite suitable (under certain assumptions) for analysing tail events associated with default risk.

In addition, we will demonstrate the usefulness of combining Monte Carlo simulation with EVT in the reconstruction of tail probabilities from 
the simulated loss distribution. In so doing, the steps leading to a robust simulation of loss distribution will be outlined in detail.

Risk-Adjusted Performance Measurement (RAPM)

Once all the necessary pieces concerning credit risk are properly quantified, including the difficult issue of determining economic capital, it 
becomes important to develop tools for assessing the performance of the bank's credit portfolio. The performance mea-
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surement must also be extended to individual transactions on a "risk-adjusted" basis. The profitability of the different lines of the bank's 
business that are subject to intrinsic credit risk can only be appropriately and fairly analysed on a risk-comparable basis if the returns are 
measured in conjunction with the risks that are undertaken by those lines of business. The process whereby returns from dissimilar businesses 
are measured on a level playing field is called risk adjustment. The calculation of measures using a risk adjustment process is called risk-
adjusted performance measurement. One such measure is commonly known in the market as risk-adjusted return on capital, or RAROC.

Implementation and Interpretation of RAPM

Once the theoretical constructs delineated above are well understood, the next phase of the challenge involves implementing such a risk-
adjusted performance measurement framework across the enterprise. In addition to the difficult systems challenges, the sometimes political 
interpretation of the results needs to be handled delicately. Regardless of how correct and mathematically precise the risk and return measures 
are, the rest of the battle needs to be waged among the users from across the enterprise. For what is the sense of building such a sophisticated 
risk management and measurement system if the users cannot be persuaded to use it properly?

The Credit Paradox and Risk-Adjusted Pricing



Finally, banks may be the most efficient generators of loans because of their superior access to corporations, but, since credit risk increases 
exponentially with concentration, they are not always the best holders of these loans. The credit paradox is a phenomenon associated with the 
dramatic rise in the loan spreads required as exposure to the same obligor increases. The phenomenon forces many banks to take on larger 
amounts of credit exposure in search of larger spreads, thereby exposing themselves to an even larger probability of suffering from default.

How much, therefore, should a bank charge for taking on incremental credit risk from a specific obligor in exchange for some desired risk-
adjusted return? In other words, what is the required spread the bank needs to charge given a particular level of risk-
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adjusted return? The answer can be found in the discussion on risk-adjusted pricing.

It is readily seen from the points outlined above that it takes an inordinate amount of effort to quantify credit risk before the very important issues 
of performance, return and risk-adjusted pricing can be addressed. In many regards it might seem that the risk-adjusted performance 
measurement stage is a trivial follow-on from the formidable task of credit risk modelling.
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3 
Modelling Credit Risk

Unlike market risk, the modelling of credit risk is a very difficult task because credit risk is not the simple manifestation of one single source 
or driver of the risky event. Credit risk manifests itself not only in just one instance but, rather, in various seemingly different but actually 
interrelated forms. Consider a simple and intuitive example: the widening yield spread between a risky debt (eg, a corporate bond) and an 
otherwise similar Treasury bond is a wellknown manifestation of the credit risk associated with the issuer of the corporate bond. The 
fluctuation in the yield spread between these two bonds reflects the intrinsic creditworthiness of the issuer of the corporate bond in relation to 
an otherwise default-free Treasury bond. The Treasury bond is, of course, guaranteed by the full faith of the US government and is, therefore, 
considered impossible to default.*

One important reason, among many others, for the relative widening of the spread is the perceived potential deterioration of the credit quality of 
the corporate bond. The credit quality is, of course, dictated by the creditworthiness of the issuer. The creditworthiness of the issuer is, in turn, 
decided by a host of other factors such as general economic conditions and industry trends and by specific issuer factors like the issuer's 
financial well-being, degree of leverage, market value, equity value, asset value and capital structure, and by less tangible things, such as 
reputation and management skills, etc.

* Although the non-defaultability of the Treasury bond is hard to prove, it is interesting to note that the US government has contingency plans for 
the collection of taxes and payment of debt obligations in the event of nuclear attack.
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Academically, it has been widely argued that the value of corporate debt (and therefore yield spread) and the capital structure of the issuer are 
interlinked variables. The issuing firm's capital structure, in turn, affects the potential for default and bankruptcy. Hence, at least in principle, it 
would not be possible to determine the yield spread of a corporate bond to an otherwise default-free Treasury bond without having full 
knowledge of the issuing firm's capital structure.

Other kinds of corporate debt, such as bank loans, are also saddled with similar manifestation of the credit risk phenomenon. The loan spread (over 
a base rate, eg, Libor) charged by the bank to the borrower of the loan also undergoes fluctuation, albeit not as often and less pronounced than 
corporate bonds. Depending on the underlying structure and covenants of the loan, the loan spread charged by the bank is likewise reflective of the 
perceived creditworthiness of the obligor.

Overall, the creditworthiness of a risky debt dictates the pricing of the instrument and, consequently, the fluctuation of the spread. But to focus 
solely on the spread alone could lead to erroneous conclusions about the issuer's credit quality since the spread has embedded in it not only 
credit information but also interest rate uncertainty. Of course, the ideal framework to assess credit quality would be to integrate both credit risk 
and market risk components. However, this integrated approach to credit risk remains both a theoretical and practical challenge. It is, therefore, 
also unfair to criticise the regulatory rules, discussed at length in the previous chapters, for conveniently segregating credit risk into three 
separate compartmentsbanking book credit risk, trading book credit risk and counterparty credit riskwithout suggesting some remedy from an 
integrated perspective.

Elements of Credit Risk

In the absence of a brilliant integrated framework for modelling credit risk, we have to decide which elements of credit risk in general are the 
most important and need to be considered first. The answer was actually decided for us in chapter 2 when we discussed the essential components 
of an internal credit risk model in light of the fundamental objectives for developing such a model. To reiterate, the primary objective is to 
introduce risk measures that
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can facilitate prudential risk management at a portfolio level, and secondly, to support the capital allocation and strategic schemes of the bank in 
a globally competitive environment.

Prudential risk management is defined here in an enlightened wayin terms of both a defensive mode and the taking of a proactive stance. 
Given credit and market upheavals that can threaten a bank's survivability, a defensive posture involving the rudimentary measurement of risk 
is understandable. However, taking a proactive stance that goes beyond the usual elements of loss avoidance and risk measurement is also vital 
to the continued well-being and prosperity of a bank.

Given the essential components highlighted in Figure 2.1, the elements of credit risk that require the most attention now can be grouped as follows:

Individual Risk Elements

◊ Default probability The probability that the obligor or counterparty will default on its contractual obligations to repay its debt.

◊ Recovery rates The extent to which the face value of an obligation can be recovered once the obligor has defaulted.

◊ Credit migration Short of a default, the extent to which the credit quality of the obligor or counterparty improves or deteriorates.

Portfolio Risk Elements



◊ Default and credit quality correlation The degree to which the default or credit quality of one obligor is related to the default or credit quality 
of another.

◊ Risk contribution and credit concentration The extent to which an individual instrument or the presence of an obligor in the portfolio 
contributes to the totality of risk in the overall portfolio.

Default Risk

The key ingredient of credit risk modelling is default risk. Default risk is the uncertainty regarding a firm's ability to service its debts and 
obligations. Default, although a deceptively rare event, can be quantified by the so-called default probability, which reflects the extent to which 
an obligor or counterparty is likely to be able to repay its debt on all its contractual obligations. Generally speaking, the default process is not 
an abrupt onethat is to say, default
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does not occur instantaneously out of the blue. There is generally a deterioration of a firm's financial position and asset quality which then leads 
to the eventual degradation of its creditworthiness. We call this phenomenon "credit migration". Thus, a related and very important matter is 
the transition probabilities which indicate the extent to which the credit quality of a firm is likely to improve or deteriorate. The default 
probability is, in essence, embedded in the last state of the so-called "transition matrix", which ranges from a successive deterioration of credit 
quality until such time as the firm is no longer able to repay its debt and thereby reaches the default state. The transition probabilities are the 
measures that quantify the phenomenon of credit migration.

Where do (or should) these default or transition probabilities come from?

There are two major routes to obtaining transition probabilities:

◊ The first route is empirical in nature and requires the existence of some public credit quality rating scheme.

◊ The second route is based on an options theory framework.

Lately, in an understandable attempt to be simple, a less defensible route taken by some market participants considers default to be a strictly 
mathematical phenomenon that can be modelled as a Poisson process. Borrowing from actuarial science, they assume that the number of 
defaults can be approximated by a simple Poisson distribution, obviating the need for full information on the capital structure of the firm. We 
will completely ignore this approach in the book.

Measuring Default ProbabilityEmpirical Method

We summarise first the empirical route taken by Standard & Poor's. (For a detailed discussion of the empirical method readers are referred 
to Standard & Poor's 1997 report.) Using its proprietary historical database of corporate defaults, a static pool of all companies that had 
outstanding ratings as of a given initial year (1981) is formed. The static pool for the subsequent year (1982) is formed by adding those 
companies first rated in the year 1981 to the surviving members of that year's static pool. This method of stratified sampling is performed for 
each year until 1996. Standard & Poor's used 15 years' worth of historical corporate ratings in its analysis.
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Annual default rates are then calculated for each static pool-first in units and later as percentages with respect to the number of issuers in each 
rating category. Finally, these percentages are combined to obtain cumulative default rates for the entire 15 years of historical analysis.

To compute one-year rating transition ratios by rating categories, each company's rating at the end of a particular year is compared with its rating 
at the beginning of the same year. For instance, all 1981 static pool members still rated at the beginning of 1996 have 16 one-year transitions, 
while companies rated in 1995 have only one. Table 3.2 on page 77 is an example of a one-year transition matrix.

Each one-year transition matrix displays all rating movements between Standard & Poor's letter categories (AAA, AA, A, BBB, BB, B, CCC, 
D). Multi-year transitions are also calculated for periods of two to 15 years. Of course, the longer the transition period, the smaller the number 
of observations. Given the nature of the stratified sampling, a 10-year transition matrix would be deemed less reliable than a one-year 
transition matrix.

A similar empirical method was employed by Moody's Investor Services (1997) covering the period 1920 to 1996 and using the credit histories 
of more than 14,000 US and non-US corporate debt issuers. The 77-year time frame decidedly allows comparison of rating change patterns over 
a variety of business, interest rate and other economic cycles. Readers are referred to the Moody's report for further details and comparisons with 
the Standard & Poor's report just considered.

One of the more important criticisms of the empirical approach employed by the rating agencies to determine default and transition probabilities 
is the apparently static nature of the resulting average historical probabilities. In reality, actual transition and default probabilities are very 
dynamic and can vary quite substantially over the years, depending on general economic conditions and business cycles. This issue is 
particularly critical if the analysis horizon is rather long.

Unfortunately, there is no clear-cut solution to this dilemma. If it can be argued correctly that the rating agencies cannot provide useful measures 
of default and credit quality, the financial industry should completely ignore the ratings produced by both Standard
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& Poor's and Moody's. Why, then, does this not happen? On the contrary, a good rating from the agencies is very much sought after for 
many obvious reasons, ranging from vanity and prestige to the economic benefit of reduced funding costs for the corporation.

A real dilemma perhaps relates to private companies that are neither rated by the agencies nor publicly traded. In most banks private 
companies constitute a large percentage of the banks' credit portfolios. A substantial proportion of these portfolios, therefore, do not have very 
clear benchmarks for estimating default and transition probabilities.

Such criticisms have led to a vocal academic call to reduce the assessment of default risk to an elegant, deterministic equation. But is the 
modelling of default risk, in particular, a strictly scientific and academic endeavour? In defence of the rating agencies, it must be borne in mind 
that credit rating, like derivatives trading and risk management, is also partly an art. A ratings agency's interviews with the managements of 
firms and sovereign leaders, its access to information not in the public domain and its knowledge of geography and industry sectors, however 
subjective they may be, are important components of the ratings and overall assessments of the well-being of firms.

Short of a "magic bullet", a bank must decide what is the most appropriate measure for it to use when measuring default and transition 
probabilities. To this end, the next section presents a brief discussion of the more academic, and decidedly more elegant, approach to 
measuring default probability offered by options theory. The options theory approach is not, however, without its own set of shortcomings.

Measuring Default ProbabilityThe Options Theory Approach



The recent innovations in structured finance vehicles, such as collateralised bond obligations, have thrown concerns about agency ratings into 
the limelight again. Because of their static nature, the lack of timeliness in the assessment of agency ratings means that a single rating grade 
contains a wide range of default probabilities, enabling a well-informed collateral manager to choose only the higher-yielding bonds within 
the grade. The result is that it is easy to produce, from bonds within the same rating grade, two vehicles,
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one with twice the default risk of the other.

Furthermore, as credit risk modelling becomes a more critical function of large banks, practitioners are now beginning to observe that the 
confidence interval for the average historical default rates given by bond default studies often stretches from zero to twice the estimate. This 
observation has been the battle cry of KMV Corporation in its effort to dissuade market practitioners from using average historical default 
probabilities published by ratings agencies. Of course, KMV is a profit-making organisation that develops and markets its own proprietary 
methods for extracting default probabilities, called "expected default frequencies" (EDF), to practitioners who believe that agency ratings are 
inadequate for their internal use. The jury is still out on this debate.

The academic belief (and also the message preached by KMV) is that the phenomenon of a firm defaulting on its obligations is primarily driven by

◊ the market value of the firm's assets;

◊ the level of its obligations (ie, its liabilities); and

◊ the degree to which its market value changes with large moves in the market.

The argument is simple. The default risk of a firm increases as the book value of its liabilities approaches the value of its assets, until such time 
as the market value of the assets is no longer sufficient to repay its liabilities and the firm ultimately defaults on the payments of its obligations. 
The firm's liabilities are, therefore, viewed as contingent claims (ie, options) issued against the firm's assets, with payoffs to the various debt-
holders specified by the seniority of the claims and other covenants. This key insight is demonstrated mathematically in Appendix A.

This insight is really nothing new and is definitely not the exclusive intellectual property of KMVnor, for that matter, of anyone else. No one 
owns the exclusive bragging rights to this approach. The theoretical foundation was laid for us by Merton in 1974. Right up to the present time, 
the developing theories surrounding the measurement of default risk advocated by many other academic researchers, consultants and 
practitioners have been neither revolutionary nor outstandingly different from the fundamental framework laid by Merton more than 25 years ago.
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How does one determine the probability of default in this theoretical framework? The answer can also be found in Appendix A, where 
Merton's approach to the valuation of risky debt is first introduced. Then, in Appendix B, I borrow two new concepts from KMV called the 
''default point" and the "distance to default". Finally, as an example, I derive the probability of default in Appendix B, and this is followed by 
a sample calculation.

Theoretical EDFs and Agency Ratings

The previous sections outlined the two leading sources of default and transition probabilitiesthe empirically derived probabilities from the rating 
agencies' historical databases and the theoretically inferred expected default frequencies based on the interplay between a firm's assets and its 
liabilities. The comparison of the two approaches is, however, a very contentious matter.

The numerical example presented at the end of Appendix B highlights the fact that, in practice, even with the use of an arguably sound theoretical 
foundation such as the Merton approach, everything boils down to a subjective estimation of the input parameters. More importantly, it is often 
difficult to map the calculated EDF consistently back to the empirically derived agency ratings.

Is this decidedly more theoretical approach, then, really any better than the probabilities derived empirically by the rating agencies from 
their historical databases?

Since 1993, KMV has provided its proprietary calculation of EDFs for many firms, both public and private. In its analysis KMV found that there is 
a consistently sharp increase in the slope of the EDF between one and two years prior to default, indicating at least some predictability of the 
calculated probabilities. Unfortunately, the study of the indicative rise in the slope alone, while necessary, is not sufficient to validate the absolute 
level of risk rating and, therefore, of the actual probabilities of default. In fact, further studies have shown that the "absolute" level of probabilities 
assigned by the rating agencies to the different rating classes tend to be clustered around the median, with significant variations of EDFs within 
each rating class. The average default rate for each class is, however, considerably higher than the default rate of the typical firm. This is due to the 
observation that a rating class typically contains a small group of firms that have much higher probabilities
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of default. Because of the exponential change in default probabilities as default risk increases, these firms, which should have been downgraded, 
are still awaiting news of their imminent downgrade, thereby contaminating the sampling pool.

In short, there are significant differences between the probabilities assigned by the rating agencies and EDFs calculated using the theoretical 
framework. But no one has yet been able to offer a satisfactory explanation for this. The Crouhy and Mark (1998) paper, referred to in 
Appendix B, suggests three possible reasons for the discrepancies:

◊ First, since rating agencies are slow to change their ratings, the historical frequency of staying in a rating class should overstate the true 
probability of maintaining the same credit quality.

◊ Second, the average historical probability of default overstates the true probability of default for typical firms within each rating class owing to 
the difference between the mean and the median default rates.

◊ Finally, if both the probability of staying in a given rating class and the probability of default are too large, then perhaps the transition 
probabilities are too small.

So far as an internal credit risk modelling effort is concerned, a bank should be careful to choose a set of transition and default probabilities that is 
at once defensible, easily explainable and readily implementable.



Credit Risk Models

In the foregoing discussion of the measurement of the probability of default, we have unavoidably digressed to the Merton (1974) approach to 
the valuation of risky debt. There are, in fact, more recent variations on the same theme.

Collectively speaking, there are three general classes of credit models for pricing risky debt. While the focus of these models is the valuation of 
risky debt and its associated credit derivatives, the fundamental principles underlying them are equally applicable to the assessment of credit 
risk embedded in loan portfolios and to the determination of economic or risk capital in a risk-adjusted performance measurement framework. 
In fact, other than truly generic pricing issues, as far as the ultimate usage in either the
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institution's trading book or the banking book is concerned, credit risk models focus on one single important issuedefault riskand its two 
corollaries: how to price it; and how to measure it.

Many are seduced by the sexiness of the mathematics in credit risk models as they are applied to the trading account of the bank, but such 
seduction is unwarranted. Although similar credit issues are relevant to market risk and specific risk models for the trading book, the enormity of 
the banking book relative to the trading book alone is sufficient to warrant more concentrated attention on the potential hazards of credit risk 
embedded in the banking book. Therefore, our primary objective is not the pricing of credit risk per se, but how better risk measures can be 
constructed to give an understanding of and, thereby, mitigate credit risk in the bank as a whole. In fact, as we see in Appendices A and B, the 
pricing of credit risk (as encapsulated in the credit spread between the risky and the riskless assets) and the measurement of credit risk in general 
(as represented by the default and transition probabilities, among others) are, indeed, one and the same issue.

Even though our immediate goal is the measurement aspect of credit risk in the banking book rather than its pricing in the trading book, it is 
instructive to understand the differences in the general approach to the same problem. This chapter began with the exposition of the general 
classes of credit risk models and will end by highlighting one of them as the foundation for articulating our goal of risk measurement by 
introducing risk measures such as expected loss and loss given default.

Taxonomy of Credit Risk Models

The three general classes of credit risk models are summarised briefly below.

"Value of the Firm" Models (Contingent Claims on a Firm's Assets)

This class of models views the firm's liabilities as contingent claims (ie, options) issued against the firm's underlying assets. It was noted earlier 
that as the book value of a firm's liabilities approaches the value of its assets, its default risk increases until the market value of the assets is no 
longer sufficient to repay the liabilities. Default, in this class of models, is therefore determined by the time evolution of the firm's assets in 
relation to the various debt covenants or
  

page_70



Page 71

liability structures of the firm. If these "options" on the firm's assets are taken as the underlying framework for the default process, the probability 
of default can easily be calculated after some more simplifying assumptions. The mathematical presentation of this class of models is given in 
Appendix A.

As is explained in the first two appendices, the greatest difficulty in using this class of models lies in the estimation of those of the firm's 
assets which are neither traded nor readily observable in the market. Furthermore, since the "point of default" (the "default point" introduced 
in Appendix B) is triggered by the evolution of the firm's assets, publicly available credit ratings information is not used, and this could lead 
to inconsistency with the imputed default probabilities in the derived model.

Well-known models of the "value of the firm" type are those of Merton (1974), Black and Cox (1976) and Shimko, Tejima and van Deventer 
(1993), along with their implementation by the KMV Corporation. It should be duly noted that KMV has done an excellent job of melding 
theory with practice in the absence of complete market information about firms.

"Recovery of Promised Payoff" Models

By redefining the default process as occurring when the firm's asset value breaches some exogenously specified absorbing boundary, this class 
of models posits that only a fraction of the risky debtknown as the "recovery rate"can be recovered in the event of default. Depending on the 
underlying covenants, the risky debt has some promised future terminal payoff. This class of models simplifies the default process of the "value 
of the firm" models by making the cashflows to the promised payoff of the risky debt contingent on whether or not default occurs prior to the 
maturity of the debt. The trigger point for default, however, is still dependent on the value of the firm's assets, so these models too do not use 
publicly available credit ratings information.

Models in this class are Hull and White (1995), Longstaff and Schwartz (1992) and Nielsen, Saá-Requejo and Santa-Clara (1993).

"Instantaneous Risk of Default" Models

The third class of models cleverly combines the two previous approaches. They, too, consider a fractional payoff of the promised
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debt in the event of default, but the time of default is exogenously modelled by assuming that when the identical but unlevered firm's asset value 
hits some exogenous boundary, default can occur at any time in the levered firm, paying off a fraction of the promised payoff. The default 
process here is assumed to be independent of the capital structure of the firm. These models are normally referred to as the "instantaneous risk 
of default" type because default is modelled outside of the capital structure of the firm and could be driven by other exogenous variables.

In fact, this class of models can be modified to overcome the inability of the two previous classes to deal with payoffs that are dependent on 
public credit ratings. This, however, does not necessarily imply that public credit ratings are always correct. As argued at the beginning of the 
chapter, publicly available ratings and empirically derived default and transition probabilitiesthough not perfectserve as important benchmarks in 
the market whether one likes them or not. Collectively, this publicly available information functions as an important benchmark in the pricing of 
both loans and credit derivatives.

Some models in this class are those of Litterman and Iben (1991), Jarrow and Turnbull (1995), Schönbucher (1996), Jarrow, Lando and 
Turnbull (1997) and Blauer and Wilmott (1998).

Depending on the implementation, all three classes of models can, in practice, be made arbitrage-free.

Value of the Risky Debt



In the mathematical preliminary found in Appendix C a rigorous framework for the valuation of risky debt is presented. The approach is based 
on the instantaneous risk of default class of models developed by Jarrow, Lando and Turnbull (1997). The value of the risky debt, v(t, T), given 
in terms of the risk-free debt, p(t, T), is

where the current time of valuation is t, the debt matures at time T and the random variable τ* denotes the time of default.  is the 
probability that default occurs after time T. In the event of default, only a fraction δ, where 0 < δ < 1, of the debt is recoverable. This fraction is 
known as the recovery rate.
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To place the discussion within a sound mathematical frame-work, debt is represented in Appendix C by the risky or risk-free zero-coupon bonds v
(t, T) or p(t, T), respectively. However, in the context of this chapter and without loss of generality, we can treat v(t, T) as loans subject to default 
and interpret p(t, T) as the value, at the current time t, of a "sure" payment of the contracted obligation at the maturity time T.

Assuming that the default process is simplified and can take only two possible states, S, namely

then equation (3.1) is a simple statement that the risky loan is nothing but the value of an assured payment multiplied by the expected payoff, viz:

The expected payoff above is the weighted average of a $1 spread between two possible outcomesthe two states of the default process. If 
default occurs, only the fraction δ can be recovered.

In fact, with this frame of thinking there is a much simpler interpretation of equation (3.1). The next section addresses this insight.

Decomposition of the Payoff

Since the risky debt has a simple interpretation as the value of a default-free (ie, assured) payment weighted by the expected payoff of the 
promised dollar at time t, the two parts of equation (3.3) can be represented by the diagram in Figure 3.1.

The figure shows that cashflows to the payoff of the risky debt, v(t, T), can be decomposed into two components. The first is the riskless 
component. It is riskless because the payoff is always the



Figure 3.1 
Riskless and risky payoff
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same amount, δ, regardless of the states of default. The second part of the decomposition is termed the risky component since it pays zero in 
the event of default D and a lesser amount, 1 - δ, in the case of no default, D.

Another insight is illustrated through the following example.

Example 3.1Riskless and Risky Payoff

Note from Figure 3.1 that the riskless component has the expected value given by

while the risky component has the expected value

Adding the two components together results in the expression

Now, since the probability of no default, D, before time T is , we have recovered the expected payoff of the sure dollar as given 
in equation (C.3.5a) of Appendix C:

We have thus demonstrated a simple proof of equations (C.3.5a) and (C.3.5b) of Appendix C.



States of the Default Process and Credit Migration

The discussions above simplified the default process as a pure two-state eventdefault or no default. In reality, the default process is not a 
simple binomial process. There is usually a deterioration of credit quality until an unsustainable level is breached and the issuer of the risky 
debt goes into default mode. In some financial catastrophes the default process can be abrupt indeed. But in most cases there is a transition 
or migration from one regime to the next before the default state is actually reached. A multi-state default process is called credit migration.
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Credit migrationor more aptly the change in a firm's credit quality over some time horizonoccurs for a variety of reasons. The first is an 
improvement or a deterioration of the firm's asset value. The asset value of a firm is the present value of all the expected future cashflows 
attributable to all the lines of business of the firm. Imposed on its capital structure is a string of liabilities that are the contractual obligations 
which that firm is obliged to pay at some set point or points in the future. Failure to meet these obligations causes the firm to go into default.

The credit quality of a firm at a specific point in time is measured by the probability that it will be able to pay off its contractual obligations. The 
first instance of failure to do so is defined as default. Credit risk, therefore, is the manifestation of the probability of default, however unlikely it 
may be. The point of the matter is that if a firm is not immune to credit migration, it is also not exempt from default.

Depending on the firm's asset and liability structure, credit migration can go three ways: improve; deteriorate; or stay the same. Our main 
goal, however, is not to explain why and how default occurs but, rather, taking the default process as a given possibility, evaluate the 
embedded credit risk associated with holding an asset that is subject to credit migration. And, to this end, introduce risk measures that 
can appropriately quantify the credit risk in the banking book of the institution.

Consider a risky debt with an initial Standard & Poor's rating of A. At the end of the horizon, say one year, there are three possible transition 
routes the rating can take:

◊ remain at the current rating A;

◊ migrate up (eg, to AA) or down (eg, to BBB); or

◊ default.

Each of these credit migrations has its own associated probability of occurring. Table 3.1 is a tabulation, for a debt with a risk class rating of A, 
of the probability that it will maintain its rating and its chances of migrating to the different possible ratings over a period of one year.

For example, the table indicates that there is a 89.05% probability that this risky debt, originally rated A, will retain its rating at the end of one 
year. There is also a 0.03% chance that it will default
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Table 3.1 One-year transition probability for a risky debt with a 
Standard & Poor's rating of A

Risk rating Transition probability (%)

AAA
0.27

AA
1.59

A
89.05

BBB
7.40

BB
1.48

B
0.13

CCC
0.06

Default
0.03

 

within one year. Observe that the probability of this highly rated debt defaulting on its obligation is not zero.

Table 3.1 tells us that, with probabilities of 0.27% and 1.59%, the debt may migrate upwards to ratings AAA or AA, respectively. Conversely, 
the chances of a downgrading to ratings BBB, BB, B or CCC are 7.40%, 1.48%, 0.13% and 0.06%, respectively. These percentages, which 
represent the likelihood of migrating up or down to a particular state, are known as transition probabilities. The lowest state for a downward 
migration is default. Thus, the number 0.03% represents the chance of the debt defaulting, and we call this number the default probability. As 
discussed earlier in the chapter, these transition and default probabilities can be calculated empirically from historical observations or they 
may be determined analytically using an options theory framework.

Observe that the percentages in the table sum to 100%, as they should, since they are probabilities of transition from the current state to all 
possible states in the credit migration and default process. The laws of probability dictate that they sum to unity.

To account for all possible transitions (within a one-year horizon) from all possible states and not just from state A, we need an expanded version 
of Table 3.1. CreditMetrics has conveniently tabulated the so-called "one-year transition matrix" presented here as Table 3.2. The data in the 
table are modified after transition probabilities calculated by Standard & Poor's from historical observations (S&P CreditWeek, April 1996).

By conservation of probability, all the rows in Table 3.2 sum to unity. Unfortunately, depending on the source of historical data
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Table 3.2 One-year transition matrix (%)

Initial rating Rating at the end of one year

AAA AA A BBB BB B CCC Default

AAA 87.74 10.93 0.45 0.63 0.12 0.10 0.02
0.02

AA 0.84 88.23 7.47 2.16 1.11 0.13 0.05
0.02

A 0.27 1.59 89.05 7.40 1.48 0.13 0.06
0.03

BBB 1.84 1.89 5.00 84.21 6.51 0.32 0.16
0.07

BB 0.08 2.91 3.29 5.53 74.68 8.05 4.14
1.32

B 0.21 0.36 9.25 8.29 2.31 63.89 10.13
5.58

CCC 0.06 0.25 1.85 2.06 12.34 24.86 39.97
18.60

Source: Keenan and Carty (1998).
 

and the time period used in the empirical calculation, the actual percentages in the table can differ significantly. Furthermore, as explained earlier 
in this chapter, the probabilities calculated by KMV also show significant variations from those derived empirically by the rating agencies. 
These probabilities should, therefore, never be quoted and used blindly without a full understanding of their impact on the internal credit 
modelling effort.

In principle, the assessment of credit risk extends beyond the one-year horizon because most risky debts have maturities that are relatively 
long. This, therefore, requires multiperiod transition matrices that extend out to the life of the risky debt. Using its own historical database, 
Standard & Poor's has tabulated matrices that extend to a horizon of at least 15 years. Moody's has published similar tables. In the epilogue I 
discuss some problematic issues associated with multi-year transition matrices tabulated by the credit rating agencies.

Throughout this book, we will adhere to the simplistic two-state view of the default process. Generalisation to the multi-state case, though 
not difficult, is cumbersome.

In the previous section, the probability measure  was conveniently interpreted as a simple two-state processnamely, default or 
no default. It can easily be extended to the multi-state case by using multiperiod transition matrices discussed in the previous section. This 
is, however, beyond the scope of the book and we shall be content with only a brief synopsis.

Appendix D addresses the theoretical framework required for the incorporation of a multi-state default process.
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Expected Loss

In the event of a default, how much does the holder of the risky debt stand to lose? We can answer this question easily by rearranging equation 
(3.1) as follows:

where  is the probability that default occurs before the maturity time T.

Or, equivalently, we have

The left-hand side of equation (3.6) is the difference between the ''assured" value (ie, riskless, given no default) and the risky value of the 
promised debt. This difference is the amount which the holder of the debt expects to lose in the event of default. The right-hand side is, 
therefore, called the expected loss (EL), ie,

The expected loss is the amount that, on average, the holder of the risky debt expects to lose in the event of default.

Loss Given Default

In the event of default, only a fraction, δ, of the risky debt, v(t, T), can be recovered. In the credit market the convention is to ask how much of 
the promised debt is lost in the event of default rather than how much is recovered.

Following this market convention, we need to introduce the concept of loss given default (LGD), which is nothing but

Thus, the loss given default is that portion of the risky debt which
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is not recoverable during the bankruptcy process. We can now rewrite the expected loss in equation (3.7) as

or, in simple words,

In a multi-state default process in which credit migration is permissible, defining the expected loss of a risky asset is somewhat problematic. 
The quantity of concern is the probability of default, which needs to be altered as the probability of migrating to a lower risk class rating than 
the current one. For each of these possible credit migrations, there is an associated payment structure that is different from the default state and 
a potential loss given downgrade that is different from the loss given default. This undoubtedly makes the analysis more complex. For an 
institution's banking book, however, we are more interested in the circumstances surrounding the potential for default, although admittedly the 
downgrade scenarios are equally important for risk management purposes. It is for this reason that I have chosen to use the simplistic two-
state default process as the underlying theme throughout this book. Appendix A of the epilogue discusses the multi-state default process.

Decomposition of Risky Debt

As in Figure 3.1 and using the concept of loss given default, we have another way of viewing the decomposition of the expected payoff of the 
debt in terms of a risky and a riskless component. This is shown in Figure 3.2.

The expected payoff is, of course, equal to (1- LGD) + LGD × , which is the same as equation (3.4). This shows that a 
contingent payoff of the risky debt which pays 1 - LGD in the event of default and $1 otherwise is equivalent to two cashflows:

◊ one that is indifferent to the possible states of default (the riskless component); and
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Figure 3.2 
Decomposition of risky debt

◊ another that is a stream of two payouts weighted by the probabilities of defaulting or not (the risky component).

With this foundation behind us, we can now proceed to discuss in greater detail what is meant by an "expected loss". This is done in the next chapter.

Appendix A 
Merton's Options Theory Approach to Risky Debt

Following Merton's 1974 formulation for the valuation of corporate securities, consider the simplified case of a firm whose risky assets have a 
current market value of V0. The asset value, V, is assumed to be uncertain due to factors such as general economic conditions, business risk, 
foreign exchange risk, industry risk, etc. Assume further that the returns on the firm's assets are instantaneously normal, with constant drift µ 
and constant asset volatility σ, so that the dynamics of the asset value for all times t obeys a geometric Brownian motion given by

Consequently, the value of the firm's assets for all times t is log-normally distributed and is given by

where the initial value of the assets is V0 specified at time t = 0. The
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expected value of the firm's risky assets is E[Vt] = V0exp(µt). The assumption of lognormality for corporate assets is generally invoked even 
though, by construction, fixed-income assets will not follow geometric Brownian motion.

In the presence of perfect markets free of transaction costs, taxes and informational differences between market participants, the value of the firm 
is independent of its capital structure and is simply given by the sum of the debt and equity values (Modigliani-Miller theorem, 1958). This 
means that the firm has a very simple capital structure and is strictly financed only by equity St and by one zero-coupon bond (constituting the 
firm's debt obligation or liabilities) maturing at time T with principal value F.

Assume that all the assets of the firm can be converted into cash at time T without any liquidity constraints or associated costs. If the terminal 
value, VT, of the firm's assets at time T is greater than the principal value, F, of the debt obligation or liabilities, all of the firm's debt will be paid 
off in full; otherwise the debtors receive the firm's assets. The value of the firm's equity at time T is, therefore, given by

which is a call option on the assets of the firm with a strike price equal to the book value of the liabilities of the firm.

Assuming that the assets of the firm can easily be traded (or are at least replicable), the solution to equation (A.3.3) for the firm's equity value is 
the familiar Black-Scholes call option pricing formula on an asset with initial value V0, asset volatility σ, remaining time to maturity τ, strike 
price F, and constant risk-free rate r:

where

and
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and N(*) is the cumulative normal distribution function.

Since under equilibrium conditions the initial value of the firm, V0, consists only of debt, D, and equity, S, the value of the risky debt is simply 
given by

Now, the yield on the risky debt D with face value F is

so that the "credit spread", defined as the difference between the yield on the risky debt and the risk-free rate r, is given by

Inspection of equations (A.3.5) and (A.3.6) shows clearly that the credit spread is a function of the asset value, the volatility of the assets, 
the remaining maturity of the debt and the face value of the debt. More specifically, therefore, credit risk (or default risk for that matter) is a 
function of the financial structure (debt-to-asset ratio) of the firm, as given by its leverage ratio Fe-rτ/V0, the asset volatility and the term to 
maturity of the underlying debt.

In summary, the preceding discussion demonstrates the insight that the creditworthiness of a firm is dependent on three important ingredients, 
as given by the functional relationship

where the leverage of the firm is the ratio of the present value of its debt obligations to its current asset values. The discussion also tacitly 
assumes that information about the equity of the firm, as given by equation (A.3.4), can either be directly implied from the market or can be 
obtained in some objective form elsewhere. This can be quite problematic in the case of private firms whose equities are not traded in the market.
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Appendix B 
Default Probability, the Default Point and the Distance to Default

If all the pertinent inputs are to hand, the Merton approach to default risk is quite easy to implement. Because of the lognormal assumption given 
by equation (A.3.1), it is very convenient in this framework to determine the probability of default and the transition probability. We first 
illustrate the implementation for the case of default probability.

The diagram in Figure B.3.1 is a graphical summary of the theoretical constructs presented in Appendix A. The figure shows the distribution of 
the firm's asset value at terminal time T.

Recall that the debt obligation, or liabilities, of the firm has a face value of F. Based on the discussion in Appendix A, if the terminal value, VT, 
of the firm's assets at time T is greater than the principal value F, then all the firm's debt will be paid off in full; otherwise the firm defaults and 
the debtors receive the firm's assets. The probability of default is, therefore, given by the shaded region below F in Figure B.3.1 Mathematically, 
we would write the probability of default, Q, as

But is this sufficient? Not quite! KMV Corporation has observed from a sample of several hundred companies that firms are gener-

Figure B.3.1 
Terminal distribution of the firm's asset value
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ally more likely to default when their asset values reach a certain critical level somewhere between the value of total liabilities and the value of 
short-term debt. Therefore, in practice, using F alone as the threshold in the tail distribution might not be an accurate measure of the actual 
probability of default. KMV implements an additional step and refers to this critical threshold for defaulting as the default point.

In the theoretical Merton framework default is synonymous with bankruptcy, and this implies that a firm defaults or goes into bankruptcy when 
its asset value falls below the value of its liabilities. In practice, however, the bankruptcy of a firm results in the liquidation of its assets. This is 
distinct from the default phenomenon, which is universally defined in the financial industry as the failure of a firm to make a payment on a 
coupon or reimburse its debt. There is therefore a degree of "softness" surrounding the threshold level that triggers a default event.

The default point (DPT) is not a very precise concept and is loosely defined by KMV as the "book value" of the firm's liabilities. This is 
roughly approximated by the sum of all the short-term debt (STD) and one-half of all the long-term debt (LTD) of the firm:

In addition, an index called the distance to default (DD) is defined as the distance between the expected asset value of the firm at the analysis 
horizon, H, written as E[VH], and the default point, normalised by the standard deviation, σ, of the future asset returns. Formally, we write

In other words, the distance to default is the number of standard deviations between the mean of the terminal distribution of the asset value and 
the critical threshold, DPT, for defaulting.

Probability of Default

Mathematically, what is the distance to default in the current framework? In addition, how is this related to the probability of default?
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To answer these questions, we need to look first at a refined, but more practical, version of the previous diagram. In this diagram (Figure B.3.2), 
observe that if the future distribution of asset values at the horizon H were known, the default probability would simply be the likelihood that 
the asset value at the horizon, VH, falls below the default point, DPTH, at the analysis horizon. This tail region is shaded in the figure. Notice 
also that the distance to default is the normalised distance between the mean of the distribution and DPT. Therefore, instead of equation (B.3.1), 
we write the default probability, Q, more appropriately as

Under the "risk-neutral" probability measure, the expected return on all securities is the risk-free rate, r; therefore the risk-neutral probability 
of default as given by equation (B.3.4) is equal to

Figure B.3.2 
Distance to default and default point
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where N(*) is the standard cumulative normal distribution and

Given the result in equation (B.3.5a), the quantity d2* is obviously the distance to defaultie:

Observe that  is very similar to d2 in equation (A.3.4) with the following replacements:

The similarity is not an accident and is the result of a relationship between the "risk-neutral" probability and the "actual" probability. The 
actual probability uses the expected return, µ, of the asset in its drift term, while the risk-neutral probability uses the risk-free rate, r. In both 
the Merton (and therefore KMV's) formulation of default risk, the actual probability is used, which we refer to as the expected default 
frequency (EDF) throughout this book. Hence

In fact, following Crouhy and Mark (1998), it can be easily shown that because of
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we have

Since µ ≥ r, it follows that Q ≥ EDF, so the risk-neutral probability of default (after adjusting for the price of risk) is greater than the 
actual probability of default.

For a variety of practical reasons that are articulated in the Crouhy-Mark paper, KMV estimates the risk-neutral EDF using available bond data 
and the functional form

where ρ is the correlation between the asset return and the market return, S denotes the market Sharpe ratio (ie, the excess return per unit of 
market volatility for the market portfolio) and θ is a time parameter which, in practice, is not really 1/2. The actual distribution used in practice 
is also non-normal in nature.

Example B.3.1Calculating Default Probabilities

For simplicity, all calculations in this example will use the "actual" probability measure. We have the following information about the firm:

Analysis horizon, H 1.0 year

Current market value of assets, V0 $1,000

Net expected growth of assets per annum, µ 20%

Annualised asset volatility, σ 25%

Short-term liability, STD $400

Long-term liability, LTD $400
 

Thus, the default point at the horizon is
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Using equation (B.3.5c), the distance to default is

so that the probability of default (ie, the expected default frequency) can now be calculated as

The distance to default calculation shows that the firm is 2.72 standard deviations away from its default point. From Table 3.2, the 
theoretically obtained EDF of 33 basis points implies a Standard & Poor's risk rating of somewhere between BBB and BB for the firm.

What the above example highlights is that even using a sound theoretical foundation such as the Merton approach, everything, in practice, still 
boils down to a subjective estimation of the input parameters. More importantly, it is often difficult to map the expected default frequencies 
consistently back to the empirically derived agency ratings.

So, are the results given by this decidedly more theoretical approach really any better than the probabilities empirically derived by the 
rating agencies from their historical databases? Perhaps one can only suggest that in either case one should heed the maxim: ''Beware, use 
with caution and an open mind".

The example here demonstrates the calculation of default probability. A more complicated, albeit not difficult but taxing, procedure exists 
for obtaining transition probabilities from one rating class to another.

Appendix C 
Mathematical Preliminary

Some Formalities

Consider a frictionless economy with a finite horizon [0, τ]. Let p(t, T) be the price of a default-free zero coupon at time t paying a sure dollar at 
time T, where t ≤ T ≤τ. The default-free spot rate is denoted by r(t). Let the money market account accumulate at the spot rate and denote it by
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Under the assumption of arbitrage-free and complete markets, the default-free bond prices are the expected, discounted value of a sure 
dollar received at time T, viz:

where the expectation is taken under the unique equivalent martingale measure .

Recovery Rate

Following Jarrow, Lando and Turnbull (1997), let v(t, T) be the time t price of a risky zero-coupon bond promising to pay $1 at time T, where t ≤> 
T ≤τ. If the firm that issues the promised dollar defaults at time T, the firm pays only a fraction δ < $1. The fraction δ is called the "recovery rate" 
and can depend on the liability structure of the firm.

Suppose that default occurs at the random time τ*. Then the value of the risky zero-coupon bond is given by

where the indicator function means

The previous expression shows that the risky zero-coupon bond's price can be interpreted as the expected, discounted value of a "risky" 
dollar received at time T.

We can also interpret the value of the risky zero-coupon bond as the expectation, under the equivalent measure , of the two possible states, S, 
of the default process, symbolically represented by
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where the two states of the default process are denoted by the stochastic variable S.

Decomposition of Risky Debt

Writing the corresponding values of the risky debt as v(t, T, S), it is clear that we have the situation shown in Figure C.3.1. The decomposition in 
the figure corresponds to the two possible values that the risky debt, v(t, T), can assume. The expectation in equation (C.3.3) is simply taken over 
the sum of these two possible outcomes in accordance with the two possible states of default, S = {D, D}.

Figure C.3.1 
Decomposition of risky debt

If we make the further assumption that the default-free spot rates, r(t) for t ≤ T ≤τ, and the default process, as represented by τ*, are 

statistically independent under , then the expectation is multiplicative, viz:

where  is the probability under  that default occurs after time T.
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Appendix D 

The Multi-State Default Process and the Probability Measure 

In the instantaneous risk of default class of models, the crux of the problem is to model the probability distribution for the time of default, 

, under the equivalent martingale measure . The distribution for the default time can be modelled as a discrete, time-
homogeneous Markov chain in a finite-state space Ω = {1, 2, 3, . . ., K}, representing the possible credit classes, with Class 1 (ie, the 
equivalent of AAA in the Standard & Poor's rating) as the highest credit rating and Class K as the default class.

Under this representation, Jarrow, Lando and Turnbull (1997) constructed the probability that default occurs after time T:

where the superscript i refers to the credit rating class the firm is currently in. The martingale transition probabilities, , are given in terms 
of Standard & Poor's or Moody's transition probabilities, qij, as follows,

where πi (t), representing the risk premia, is a deterministic function of time such that

and

In matrix form, the statements above can be condensed as

where I is the K × K identity matrix and the risk premium

is a K × K diagonal matrix.
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Q is the familiar empirical transition matrix from either Standard & Poor's or Moody's, viz:

where by necessity, we require that

and

so that Q is indeed a transition matrix.

Excellent details on how the martingale transition matrix  can be inferred from the empirical and publicly available transition matrix Q can 
be found in Jarrow, Lando and Turnbull (1997).
  

page_92



Page 93

4 
Loan Portfolios and Expected Loss

What makes a bank asset risky is that holding the asset over some time horizon is associated with considerable uncertainty. An important role 
whereby a bank provides value to the market is in acting as a financial intermediary. In fulfilling its function, however, the bank must 
inevitably take highly illiquid assetsfor example, loans and other receivablesinto its balance sheet. Although recent innovations in the capital 
markets such as credit derivatives and asset securitisation allow a bank either to shorten the duration of its illiquid portfolio or to unload some 
of these uncertain cashflows into the capital markets, for the most part these illiquid assets continue to remain within the bank until maturity. In 
fact, under current regulatory constraints many such assets continue to be classified as "hold-to-maturity" in the bank's balance sheet instead of 
being appropriately marked-to-market.

We shall henceforth refer to a collection of these illiquid assets which an institution holds in its banking book by the generic term "loan portfolio". 
In its generalised meaning, a loan portfolio contains risky assets that are subject to credit risk owing to the probable occurrence of default.

In view of this, it is very important for the bank to come up with some means of quantifying the unanticipated change in the value of a single 
risky asset. We shall later generalise the concept to the portfolio case. For the most part, the riskiness of the asset can be largely attributed to the 
risk of default, and it is therefore necessary to devise measures that can capture this risk adequately. However, since quantifying the embedded 
credit risk alone is not sufficient to mitigate risk, it is also necessary to devise tools which can accurately measure the return of the asset in some 
risk-adjusted
  

page_93

Page 94

framework. Hence, we are motivated by two main objectivesnamely, to:

◊ quantify the measures of credit risk; and

◊ devise risk-adjusted return measures.

The determinants of risk-adjusted return measurement are similar to the measures of credit risk. We have already encountered one such measure 
of credit risk. We called it expected loss in the previous chapter. To answer the question "What really is expected loss from a loan portfolio 
perspective?", we need first to interpret what such loss means for one risky asset in the portfolio.

Expected Loss

The expected loss (EL), which was defined earlier in equation (3.10) as



In practice, because we are not dealing primarily with bonds (zero-coupon or otherwise) or other trading instruments but with credit-related 
bank assets such as loans (in a very broad sense of the word), we need to be more precise as to what is meant by an "Assured payment at 
maturity time T".

For bond-like instruments, the payments are often a stream of cashflows that includes the promised repayment of principal at maturity. For the 
most part, there are fewer complicated indentures, covenant structures and tax and accounting treatments with bond-like instruments than for, say, 
a commercial bank loan. In concept, however, loans are really par bonds whose valuation depends on some loan forward curves imbued with 
upgrade or downgrade characteristics and a loan recovery rate to the amount of the principal in the event of default.

Returns to loans are more complex than, for example, stock returns. Loan returns are highly non-symmetric because there is no upside potential 
as with a stock. If a firm improves its performance (ie, if its credit quality improves), the lending bank usually does not
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benefit from the improvement since the borrowing firm can always refinance its debt at a far more attractive lower rate.

Conversely, if the credit quality of a loan deteriorates, the bank is generally not compensated for taking on the increased risk because the loan 
pricing does not change. As the loan deteriorates further into the non-performing stage, accrued interest is reversed and any new payments are 
applied to principal. If the credit position worsens further and goes into workout, the lending bank is unlikely to recover the substantial legal 
and administrative fees incurred in the process.

And, of course, since a corporate loan portfolio is significantly less liquid than a fixed-income bond portfolio, it is more difficult to liquidate a 
loan portfolio during market downturns. As a consequence, the lending bank is normally forced to hold on to the loan portfolio. If the bank sells 
a loan at less than book value, it immediately incurs a loss equal to the difference between the market and the book value of the loan. In 
addition, because of liquidity constraints, most loans do not have current market prices, so the market value in reality is the price the market 
will bearwhatever it is.

The crux of the situation described above can be summarised by the question: "How much credit exposure does a bank have in the event of 
default or credit rating migrations?"

Because of these somewhat unique characteristics associated with the credit-related assets of the bank, the quantity "Assured payment at 
maturity time T" should be replaced by the more appropriate quantity (and nomenclature) exposure. We then need to ask: "In the event of 
default, how much exposure does the bank have to its borrower and how much of this exposure is the bank likely to lose or be unable to 
recover?" The determination and quantification of the risk of loss in the bank's exposure to its obligors is what we are ultimately seeking.

There are two major parts to this determination exercise:

◊ the calculation of expected loss; and

◊ an estimation of unexpected loss.

Turning first to the expected loss, let us suppose that the bank has an exposure to a borrower. Then, the amount the bank stands to lose at the time 
of default is
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Multiplying this by the probability of default gives the expected loss:

This definition is consistent with our original definition and discussion leading to equation (3.10) and also that expressed in equation (4.1).

Over a period of time the bank can expect to lose, on average, the amount of its exposure equal to the expected loss. However, during the same 
period, either due to market conditions or other economic trends, the fluctuation can swing either side of the average expected loss. In the next 
sections we will discuss this deviation from the average, which is called unexpected loss. From a risk management perspective, it is this 
quantity that should concern us most. It is because of the unexpected loss, representing uncertainty, that a lending bank must set aside enough 
economic capital to buffer itself against insolvency.

Before we proceed any further with expected loss, we need to find out what is meant by the term exposure or, more appropriately, the 
adjusted exposure. But first, we must introduce two important quantities: outstandings and commitments. Associated with commitments 
are embedded optionalities called covenants.

Adjusted Exposure: 
Outstandings and Commitments

Let the value of the bank asset, at current time t0, be denoted by V0. The asset is primarily composed of two major parts: outstandings (OS); 
and commitments (COM); so that

Outstandings is a generic term referring to that portion of the bank asset which has already been extended to the borrowers (in the case of loans 
and bonds) and also to other receivables in the form of contractual payments which are due from its customers. By definition, in the event of 
default such that the borrowers are unable to repay their contractual obligations and the receivables
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fail to come in, the bank is exposed to the entire amount of the outstandings.

Examples of our generalisation of outstandings are term loans, credit cards, bonds and receivables.

Commitments, on the other hand, normally refer to loans and consist of two portions: drawn and undrawn. A commitment is an amount the bank 
has committed to lend, at the borrower's request, up to the full amount of the commitment. Should the borrower encounter financial difficulties, it 
is in its best interest to draw on this committed line of credit. If the borrower eventually defaults, the commitment would also be subject to loss, 
in addition to all the outstandings the obligor has already received from the bank.

The drawn portion of the commitment should be treated as part of the amount currently borrowed (ie, the outstandings). Since it is exactly like a 
term loan, the entire drawn portion is, therefore, subject to risk of loss upon default. The undrawn portion of the commitment, on the other hand, 
has an embedded contingent claim (a call option, in fact) which the borrower can exercise at any time and draw upon whenever it encounters 
financial distress. It is, therefore, not entirely a term loan, and should be treated differently when considering the exposure of the bank.

Examples of our generalisation of commitments are stand-by letters of credit (LC).

Covenants

Bank assets, such as commitments, normally grant a variety of options to the borrowers. They contain terms and provisions in the form of 
covenants, which are either options the bank reserves to itself or options granted to the obligor. We have just encountered one of these in the 
discussion of the undrawn commitment, where the obligor has the unrestricted right to draw up to the full amount of the commitment at any time.

Consider a committed facility without covenants. Suppose that the amount of the commitment is $COM, denominated in US dollars. On 
encountering financial distress, the borrower is likely to draw on the commitment, possibly to the full amount permitted. Hence, in the event of 
default, an unrestricted commitment of $COM has the same exposure as a term loan of α × $COM, where 0 < α≤ 1 is the percentage of draw-
down.
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As a prudent measure to mitigate loss, the bank may impose covenants on the commitment. The covenants may permit:

◊ a reduction of the maximum percentage of draw-down under the commitment;

◊ an increase in the seniority of the borrowing;

◊ an increase in collateral requirement; and/or

◊ repricing of the loan.

Once these covenants are in place, the loss given default for the exposure should be based strictly on the expected recovery rate assuming an 
increase in seniority or collateral requirement. This, of course, assumes that the covenants would be initiated and used prior to the event of default.

All this leads us to return to consideration of the adjusted exposure, referred to earlier. This is the totality of the credit risk exposure to which 
the bank is subject, some fraction of which the bank therefore runs the risk of losing in the event of an obligor's default.

Adjusted Exposure



Again, let the value of the bank asset, at current time t0, be denoted by V0. In the case of no default prior to the analysis horizon, tH, the value of 
the asset remains at V0. However, if there is default prior to the horizon tH, then a fraction, say α, of the undrawn portion of the commitments is 
likely to be drawn.

Only the fraction of the commitment COM that is drawn down upon default (including the outstandings part) stands to lose value. Therefore, 
as usual, there are two parts to this asset value at the horizon: the risky part and the riskless part.

Let the value of the bank asset at the horizon tH be denoted by V1. Then V1 consists of two parts, as shown in Figure 4.1. It is clear that the 
entire amount of the outstandings, OS, is affected by default, while the portion of the asset value not affected by default

Figure 4.1 
Risky and riskless parts of an exposure
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is given by (1 - α) × COM. The value of the asset at the horizon, V1, is in fact the ''exposure upon default", and only the risky part of this asset 
is subject to loss. In the market, the risky part of V1 is known as the "adjusted exposure".

The percentage loss in value, as we have seen earlier, is the so-called "loss given default". Equation (4.2) for the expected loss should now 
more appropriately be rewritten as

Later on, we shall derive this mathematically as equation (4.7).

Usage Given Default

In practice, we have seen that the commitment is not always fully drawn in the event of default. Hence, the risk of loss on the commitment is 
less than the risk of loss of the total outstanding. It is necessary, therefore, to estimate the amount of the draw-down, α, if we are to have a better 
idea of the adjusted exposure as the obligor undergoes credit deterioration. To this end, we introduce another name for the fraction α of the 
commitment that is likely to be drawn in the event of a default and call it the usage given default (or UGD).

Credit Optionality



The usage given default is a contingent claim owned by the obligor. It is a "credit option" that is granted by the bank to the obligor in exchange for 
a premium known as the "commitment fee". As part of the credit process, the bank is paid a commitment fee amounting to some percentage of the 
commitment granted to the obligor. Depending on the covenants contained in the commitment, the obligor has the right to draw, for a fixed period 
of time, on the commitment whenever it meets with financial distress during that time frame.

The permissible percentage of draw-down or UGD, given by the variable α in Figure 4.1, is normally stipulated in the covenant. One thing is 
clear, however: historically, there is very strong evidence to show that an obligor's draw-down rate on a committed credit line tends to 
increase rapidly as the obligor's credit quality deteriorates. One possible explanation could be that the reduced availability of
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Table 4.1 Average usage given default for borrowers with different 
credit ratings

Credit rating UGD (%)

AAA 69

AA 73

A 71

BBB 65

BB 52

B 48

CCC 44

Source: Asarnow and Marker (1995).
 

alternative and cheap funding sources ensuing from credit deterioration forces the obligor to maximise its draw-down on existing credit lines. 
The credit option is, in fact, the obligor's insurance against the inability to fund its business.

In practice, the option premium or the fee charged to the obligor is not determined very economically or scientifically. In principle, the rate of 
draw-down, α, or UGD follows some indeterministic process, but it is quite difficult to treat the draw-down rate as a stochastic variable. Each 
commitment, along with its attached covenants, makes the draw-down rate unique to that specific credit line. Therefore, faced with a 
problematic impasse, practitioners in the market treat the uncertain draw-down rate as a known function of the obligor's end-of-horizon credit 
class rating.

The often quoted publicly available source of UGD information is a paper published by Asarnow and Marker (1995). They based their empirical 
study on Citibank's historical data on defaults on corporate loans and estimated the average draw-down of normally unused commitment in the 
event of default. Their results are summarised in Table 4.1. These indicate, for example, that an obligor with a initial risk class rating of BBB at 
the beginning of the analysis horizon will, on average, tend to draw down 65% of its previously undrawn commitment in the event that it has 
defaulted by the end of the horizon.

The foregoing discussion points very strongly to the fact that the adjusted exposure, which is the amount the bank is exposed to in the event 
of default, is not a completely deterministic quantity and should therefore be estimated with great care.
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Figure 4.2 
Expected loss

Loss Given Default and the Risky Part of V1

Recall that the adjusted exposure is the risky part of V1, where V1 is the value of the asset at the horizon. What, then, is the relationship between 
the loss given default and adjusted exposure?

In the event of default prior to the horizon tH, only the risky part of the asset value V1 is subject to loss. Denote the loss percentage by loss 
given default, LGD. Then, in the event of default prior to time tH, the asset held by the bank loses value and reaches a level given by

The portion (V0 - V1), which equals (1 - α) × COM, is the riskless part. A schematic representation of the discussion just presented is given in 
Figure 4.2.

Mathematical Derivation of Expected Loss

We can now formally derive an expression for expected loss. The diagram in Figure 4.2 helps to put things into perspective.

Denote by the bracket < > the expectation of the random variable , and let the loss variable be denoted by , with expectation < > ≡ 

LGD. The probability of default before the horizon tH is . With a slight abuse of notation, we write
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for the expected default frequency (EDF), which is another name for the probability of default.

From Figure 4.2 we observe that there are two possibilities for the value of the asset at the horizon tH, namely  and , 
corresponding to the simplified states of the default processdefault, D, and no default, D, respectively.

The expected loss, ELH, at the horizon tH is

which on simplification yields

Of course, this result is exactly identical to equations (3.10) and (4.4), as it should be.

Observe that in the second term of equation (4.6), the unconditional expected value of the asset at time tH is simply the weighted average of the 

two parts (risky and riskless) of V1, where the weights are the probabilities of default, , and no default, (1 - ), respectively.

It must also be clear in equation (4.7) that only the risky part of V1 is subject to loss upon default. To this end, it might be advisable to revise 
the notation in the equation for expected loss to read as follows:

where AE is the adjusted exposure, which is the risky part of the asset value at the horizon subject to default risk.

The calculation of the expected loss of a risky asset is demonstrated below using a simple example. We assume, for simplicity, that all the 
non-deterministic variables such as UGD and LGD are known with certainty and can be inferred from historical data or some other source.
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Table 4.2 Calculation of expected loss

COM Commitment $10,000,000

OS Outstanding $5,000,000

RC Internal risk rating 
Maturity 
Type

3 
1 year 
Non-secured

UGD Unused draw-down on default for RC = 3 65%

AE
Adjusted exposure on default 
AE = OS + (COM - OS) × UGD

$8,250,000

EDF 1-year default probability for RC = 3 0.15%

LGD Loss given default for non-secured asset 50%

EL
Expected loss 
EL = AE × EDF × LGD

$6,188

 

Example: 
Calculation of Expected Loss

Consider a one-year loan facility, internally rated as risk class 3 (equivalent to a Standard & Poor's senior unsecured debt rating of BBB), with 
the characteristics listed in Table 4.2. The calculated adjusted exposure is $8,250,000, and this is the amount the bank is exposed to in the event 
of default. Observe that not all of the commitment and outstanding are exposed. Specifically, only the risky portion of the asset value at the 
horizon is exposed, viz:

From Table 4.2, the one-year average draw-down in the event of default for a risk class rating of BBB is UGD = 65%.

The loss given default for a non-secured asset is assumed to be 50% for the horizon, which implies that this non-secured asset has a recovery rate 
of 50% if default occurs within one year.

For assets that are secured either by collateral or for which some other guarantees are in place (as indicated in the covenants), the recovery rates 
need to be modified to reflect the appropriate level of security required by the bank.

Finally, the calculated expected loss is $6,188, which is 0.075% (or 7.5 basis points) of the adjusted exposure. This is the amount that the 
bank should set aside as a loan loss reserve. It is also the break-even amount that the bank needs to generate as revenue from the obligor for 
taking this facility into its banking book.
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Parameterising Credit Risk Models

Without an actual numerical example it is not easy to understand the practical difficulties associated with "parameterising" a credit risk model. 
Credit risk modelling is definitely not a bystander sport. The mathematics is in fact quite simple, but the paucity of hard data for estimating the 
model parameters is lamentable. The nuances and subtle difficulties do not show up in the mathematics until the actual implementation of the 
model. In fact, it would be quite naïve to assume at the outset that most of the required elements in credit risk models can easily be inferred from 
the market or are even calculable from historical data. Now that we have completed our first numerical calculation using the simplest 
componentexpected lossit is advisable to pause and consider the important implications surrounding the use of proper parameters in the credit 
risk modelling process. Although we shall not repeat this soul-searching process again in succeeding chapters, we will, however, continue to be 
cognisant of the ever present dilemmaparameterise at your own risk.

The ingredients necessary for estimating the expected loss of a single risky asset in a two-state default process are:

◊ Adjusted exposure

◊ Outstandings

◊ Commitment

◊ Usage given default

◊ Loss given default

◊ Secured or unsecured

◊ Expected default frequency

◊ Maturity

◊ Internal risk class rating.

Obviously, the first step in the process requires the bank's information system to be sound and robust and capable of collecting all the 
appropriate outstanding and commitment amounts for the loan facility. In addition, a "drill-up" mechanism must be in place to allow the 
different facilities applicable to the same obligor to be rolled up to the obligor level. Later, when we introduce more risk measures on an 
aggregated portfolio basis, we will see that the role of the obligor in the top parent hierarchy becomes vital to the analysis (see chapter 6).
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The only parameter needed for the calculation of adjusted exposure is the usage given default. The UGD, in turn, depends on the risk rating of 
the facility. Most banks have their own internal risk rating systems, but one needs to consider whether they are sufficiently accuratefor example, 
a check could be made against publicly available agency ratings. In fact, most of the time internal risk ratings are inconsistent with agency 
ratings such as Standard & Poor's and Moody's. Furthermore, the agencies rate only publicly traded firms whereas, in most banks, half the loan 
portfolio consists of private firms for which financial statements are scant and unreliable. Assuming that the internal risk rating is sound, the 
UGD has to be estimated to take into account the percentage and likelihood of drawn-down in the event of default.

The loss given default, or, conversely, one less the recovery rate, is another difficult parameter to estimate. In practice, the LGD is dependent on 
the risky asset's seniority in claim and the collateral guaranteed by the asset. It becomes important to distinguish whether the asset is secured or 
not and by what. Studies of recovery rates implied from corporate bonds have been made, but the results so far are inconclusive. Also, 
individual banks have attempted to estimate LGD from their own historical experience (which can lead to myopia) and there are organisations 
that attempt to collect statistics (which can lead to mass hysteria). The jury is still out in this regard.

So, studies of loss given default are plentiful if rather inconclusive. A group that studied the loss experience of corporate bonds, sovereign debt 
and municipals includes: Altman (1989), Standard & Poor's (1995), Moody's Investor Services (1996), Carty (1996), McDonald and Van de 
Gucht (1996) and Altman and Saunders (1998). A more recent, separate group which studied bank loan defaults and loss experience includes: 
Asarnow and Edwards (1995), Carty and Lieberman (1996b) and Altman and Suggitt (1997). The studies by this second group, however, 
included either default or severity of loss but not both.

Two primary studies of recovery rates for corporate bondsthose by Altman and Kishore (1996) and Carty and Lieberman (1996a)arrived at 
similar estimates. Parts of the comparison are reproduced in Table 4.3, as quoted from the CreditMetrics Technical Document (Gupton, Finger 
and Bhatia, 1997). The recov-
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Table 4.3 Recovery rates for corporate bonds

Carty and Lieberman (1996a) Altman and Kishore (1996)

Seniority class Number Average ($) σ 
($)

Number Average ($) σ 
($)

Senior secured
115 53.80 26.86 85 57.89 22.99

Senior unsecured
278 51.13 25.45 221 47.65 22.71

Senior subordinated
196 38.52 23.81 177 34.38 25.08

Subordinated
226 32.74 20.18 214 31.34 22.42

Junior subordinated
9 17.09 10.90

n.a. n.a. n.a.

 

ery rates are based on a par value of $100 and are ranked according to seniority class.



For bank loans there are, again, only two publicly available primary studies, and the results of these studies of bank loan loss severities offer 
conflicting evidence. Carty and Lieberman (1996b) found a unimodal distribution with more than half of the loan loss severities at 30% or less, 
whereas Asarnow and Edwards (1995) found a bimodal distribution. A graph summarising the second authors' results can be found in their 
paper or as Chart 7.1 of Gupton, Finger and Bhatia (1997).

More than half of non-financial corporate debt is issued privately. A recent paper (Carey, 1998) analysed the difference between privately placed 
and publicly issued bonds and compared their default rates, loss severity (ie, LGD) and average loss rates. The results showed "that ex ante 
riskier classes of private debt perform better on average than public debt. Both diversification and the riskiness of individual portfolio assets 
influence the bad tail of the portfolio loss distribution." A presentation of my own research and simulation of loss distributions in chapters 9, 10 
and 11 also demonstrates the influence of portfolio size, concentration and composition on the tail region of the loss distribution.

Tables 4.4 and 4.5 reproduce the results of the Carey (1998) study. The sample used in the study was data for 13 life insurance companies for 
the years 1986 through 1992. Their aggregate share of all private placements outstanding was approximately 25% of the universe. Even though 
the results are indicative for private debt only, they also shed light on public debt, at least from a comparative perspective.
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Table 4.4 LGD by year

Year Average portfolio 
loss rate 

(%)

Average LGD (%)

1986 0.32 41

1987 0.21 24

1988 0.17 40

1989 0.26 40

1990 0.35 47

1991 0.66 43

1992 0.47 26

All 0.37 36
 

Table 4.4 gives the results for the average portfolio loss rate, which is the percentage loss per dollar exposed for the total sample during the year 
in question. For instance, in 1986 the aggregate of participating portfolios lost an average of 32 cents per $100 invested. The average loss 
severity (or average LGD) is the percentage of exposed dollars lost on assets that experienced some type of credit event, such as default, but it 
also includes restructuring and distress sales.

Table 4.5 displays the loss experience by credit risk rating. The abbreviation "n.a." means that no credit event occurred for risk rating AAA.



Table 4.5 LGD by credit risk rating

Most recent rating Average portfolio 
loss rate 

(%)

Average LGD (%)

AAA n.a. n.a.

AA 0.03 76

A 0.02 24

BBB 0.24 33

BB 1.50 39

B 2.16 38

<B 4.36 55

Unknown 0.42 32

All 0.37 36
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Finally, the crucially important probability of default expressed by the EDF or expected default frequency needs to be addressed. Both Moody's 
and Standard & Poor's have published estimates based on their own historical compilations, but they include only publicly traded firms. KMV 
Corporation has its Credit Monitor, which applies the "value of the firm" class of model to estimate default probabilities using both public and 
private financial statements. (The theoretical framework has been outlined in Appendix A of chapter 3, and how these probabilities can be 
calculated has been demonstrated in Appendix B of chapter 3.) However, a comparison of the absolute numerical values of the default 
probabilities leaves more nagging doubt than enlightenment. Currently, there is no publicised effort to standardise the numerical values of these 
default probabilities.

And, yet, this is only the beginning. The parameterisation of credit risk models can be problematic and cumbersome as we head into portfolio 
aggregation. The most prudent way, it seems, is to parameterise the internal credit risk model in a manner that is commensurate with the risk 
tolerance of the bank. Further down the road, the regulatory bodies should intervene and set forth consensus-driven parameters to which all 
banks would have to conform, just like the internal value-at-risk models for market risk capital adequacy.
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5 
Unexpected Loss

In the previous chapter we observed that a bank which acts as a financial intermediary in the market must inevitably take illiquid assets into 
its balance sheet. The accumulation of these risky assets in the bank's generic loan portfolio has at least one unpleasant consequence: the 
bank expects, and will therefore anticipate, some level of deterioration in their value. The risk of loss in the value of these risky assets 
should, therefore, represent the bank's cost of doing business.

As we have seen, the measure that quantifies the anticipated aspect of the loss on a risky asset is the so-called ''expected loss". The expected loss 
was derived previously as that portion of the risky asset which the bank is exposed to, on average, in the event of default and the loss of which 
the bank is expected to bear as a consequence of undertaking its role as a financial intermediary in the market. Hence, as a first line of defence 
against insolvency, the bank should set aside a loan loss reserve provision equal to the expected loss. In addition, any targets for returns on 
assets used by the bank to measure the relative performance of its business units must be correspondingly increased by an amount equal to the 
provision for expected losses.

The tone of the previous chapter also implied that there is an unanticipated loss in the value of the risky asset corresponding to the anticipated 
loss in value. Indeed, there is. There we called the anticipated loss the expected loss, and in this chapter we shall call the unanticipated loss 
the unexpected loss.

In fact, most of the time the obligor will probably not default and the actual realised loss from the risky asset will be zero, which is less than 
the expected loss. In this satisfactory circumstance the
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Figure 5.1 
Expected loss and unexpected loss

bank can consider itself fortunate (or wise) in having decided to hold the asset, and the loan loss reserve previously set aside can either be rolled 
over to the next analysis horizon if the asset has not yet matured or, if it has matured, declared as income.

However, every so often, as market conditions or the business cycle head for a downturn, the obligor will default. Depending on the amount of 
the outstandings and the usage given default of the commitments by the obligor, the actual realised loss in value of the risky asset may be 
significantly larger than the expected loss. To protect itself from insolvency, the bank needs to set aside sufficient capital for this uncertain 
event. Even though the realised loss is unanticipated, and therefore unreserved for, the bank needs to be cognisant that under extreme market 
conditions a confluence of unforeseen factors, including the intrinsic composition of the portfolio of which this risky asset is a part, can lead to 
losses far in excess of what has been reserved for.

The situation can be summarised as shown in Figure 5.1, which shows the mean (or expected loss) of the possible losses in the value of the risky 
asset over the analysis horizon as a single straight line. It is a straight line because, on average, the losses over the horizon are represented by a 
constant number.
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However, over time the unanticipated losses are uncertain and may, therefore, deviate from the average or expected loss. At each time point 
before the analysis horizon the losses can fluctuate about the expected loss (EL). The fluctuations may be above or below the average loss, and 
they may be small or large. This deviation from the average is called the unexpected loss (UL) and is represented in the diagram as a jagged 
line. Because it is an uncertain phenomenon, the unexpected loss has a probability distribution, of unknown form, associated with it. We 
represent this as yet unknown distribution by a hump. As we shall see in later chapters, establishing the shape of the loss distribution raises 
very thorny theoretical and practical issues.

Building on our earlier discussion of the concept of expected loss, the primary goal in this chapter is, first, to quantify the unanticipated risk of 
loss of a single risky asset in the event of default. This unanticipated risk of loss is represented by a new measure, mentioned above, called the 
unexpected loss. Following on from the discussion here, the next chapter focuses on the effect of a single risky asset on the bank's overall 
portfolio and then considers its relationship to extreme, though not improbable, events.

We begin with a discussion of what causes uncertainty in the value of risky assets in a credit portfolio.

Causes of Unanticipated Risk

The uncertainty in the risk of loss at the horizon arises from the unanticipated change in the value of the risky asset. What causes this 
unanticipated change in value?

There are two primary sources of unanticipated risk:

◊ the occurrence of default; and

◊ unexpected credit migration.

Historically speaking, even for assets ranked in the highest credit rating category, the occurrence of default, though unlikely, is not an 
improbable event. This is demonstrated by very small probabilities of default, which are, nevertheless, non-zero. And if default does occur, there 
is going to be a significant change in the terminal value of the risky asset at the horizon.

The extent of the change in asset value is the difference between the actual realised value and the expected value at the horizon.
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Default, of course, devalues the risky asset. Although it is not easy to predict the occurrence of default, a probability of default or an expected 
default frequency can always be attached to the asset. This can be done either on the basis of historical information (the route taken by rating 
agencies such as Standard & Poor's and Moody's) or through analytical methods based on options theory (for example, the "value of the firm" 
class of models used by the KMV Corporation). These alternatives were discussed at length in chapter 3. But, to recap briefly, rating agencies 
collect information on publicly rated firms, stratify the sample, apply statistical techniques and estimate the firms' probabilities of default and 
credit migration over a period of time. The analytical approach, on the other hand, is based on the theoretical premise that a firm will default 
on its debt obligation if the value of its assets falls below a critical threshold level of the book value of its liabilities.

The second cause of devaluation of a risky asset is an unanticipated change in its credit quality. This is known as "credit migration". For instance, 
if an obligor undergoes financial crisis during the period up to the analysis horizon, this can cause the credit quality of the asset to deteriorate. 
Such deterioration can significantly reduce the value of the asset, albeit not to the same extent as default. Conversely, a significant improvement 
in the financial condition of an obligor can bring about a dramatic increase in credit quality.

Unexpected Loss

The expected loss of an asset is the average loss the bank can expect to lose on its asset over the period up to a specified horizon; during that 
time the asset can fluctuate in value due to the two main sources of unanticipated risk mentioned above. The risk at the horizon can be 
conveniently measured using the standard deviation of the value at the horizon. We shall call this quantity the unexpected loss. In other 
words, unexpected loss is the estimated volatility of the potential loss in value of the asset around its expected loss.

As defined, the unexpected loss, ULH, of the asset value VH at the horizon tH is simply the standard deviation of the unconditional value of the 
asset at the horizon:
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From hereon the subscript H will be omitted. It will be implicitly assumed that we are referring to the value at the horizon, tH, and that our 
analysis covers the period up to the horizon, [t0, tH], where default has some non-zero probability of occurring.

It is shown in Appendix A that the unexpected loss in the value of the risky asset is given by

where the variance of the default frequency, EDF, is given by



Equation (5.3) is simply the variance of a binomial distribution since the default process is assumed to be a two-state event (ie, binomial in nature)
that is, one consisting of default, D, or no default, D. Keep in mind that if we assume a multi-state default process and allow the possibility of 
credit migration, the expression for the unexpected loss becomes much more complicated. Appendix A of the epilogue (see pages 269-73) 
contains a brief discussion of the multi-state default process.

Observe in equation (5.2) that the unexpected loss of the asset is some fraction of the risky part (ie, the adjusted exposure, AE) of the 
exposure amount V1, attesting to the fact that the uncertainty in the risk of loss, as captured by the standard deviation of the asset value at 
the horizon, translates only to that portion of the adjusted exposure that could not be recovered by the bank in the event of default. This 
observation is in keeping with the earlier formulation of expected loss given by equation (4.7), as it should be.

Again, for consistency with the definition of expected loss given in the previous chapter and recognising that only the risky portion of V1, ie, AE, 
is actually affected by default, we rewrite equation (5.2) more appropriately as
  

page_113

Page 114

As evident from this equation, the multiplier, given by

is dependent on the probability of default, EDF, and the loss given default, LGD, and their corresponding variances,  and . If 

there were no uncertainty in default (ie, ) and no uncertainty in the recovery rate (ie, ), both of these variances would 
be identically zero, rendering UL also zero. In this case there is no uncertainty in the value of the asset at the horizon.

Assumptions

Explicit in the derivation of unexpected loss above is the assumption that the random risk factors contributing to an obligor's default (resulting in 
the default probability, EDF) are statistically independent of the severity of loss (as given by the loss given default, LGD). The reader is referred 
to Appendix A at the end of the chapter for clarification on this point.

If the risk factors contributing to the expected default frequency and loss given default were not independent, the multiplier in equation (5.4b) 
would contain covariance cross-terms owing to the nature of the variance calculation. However, in practice it is not clear whether or not the 
assumption of statistical independence is well justified. Our conjecture is that statistical dependence would require only a small corrective 
modification to the expression for unexpected loss.

We have reached the point where a simple example is necessary. The following example continues from the one in chapter 4, where the 
expected loss was calculated numerically (page 103).

ExampleCalculation of Unexpected Loss



Consider a one-year loan facility, internally rated as risk class 3 (equivalent to a Standard & Poor's senior unsecured debt rating of BBB), with 
the characteristics listed in Table 5.1.

In contrast to the expected loss example considered in the
  

page_114

Page 115

Table 5.1 Calculation of unexpected loss

COM Commitment $10,000,000

OS Outstanding $5,000,000

RC Internal risk rating 3

Maturity 1 year

Type Non-secured

UGD Unused draw-down on default for RC = 3 65%

AE Adjusted exposure on default $8,250,000

AE = OS + (COM - OS) × UGD

EDF 1-year default probability for RC = 3 0.15%

s EDF Standard deviation of EDF 3.87%

LGD Loss given default for non-secured asset 50%

s LGD Standard deviation of LGD 25%

UL Unexpected loss $178,511

 

previous chapter, there are now two new items in the model: the standard deviation of EDF and the standard deviation of LGD. With a 
simplistic two-state default process, calculation of the former is trivial; however, the same cannot be said of the standard deviation of LGD. 
For illustrative purposes, we use σLGD = 25% in this example.

The calculated unexpected loss is $178,511 or 2.16% of the adjusted exposure. An unanticipated loss of 216 basis points for just one facility is 
no laughing matter. Just imagine the cumulative loss from thousands of such facilities whose defaults are correlated to some degree. The 
unexpected losses can accumulate at a very rapid pace to the detriment of the bank.

In contrast, the expected loss for the same facility is only $6,188 or 0.075% of the adjusted exposure. This example draws attention to how 
the unexpected loss can significantly exceed the expected loss and should therefore be a cause for concern in credit portfolio management.

Economic Capital and Unexpected Loss



If the unexpected loss is the uncertainty or unanticipated change in the value of the asset at the horizon, what then is the relationship 
between unexpected loss and economic capital?
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Since the unexpected loss is the estimated volatility of potential loss in the value of the asset around its expected loss, it is imperative that the 
bank, which owns this asset, put aside sufficient capital to sustain the uncertain and potential loss and thereby be in a position to conduct business 
as usual should this loss in value be realised. The required capital reservewhich acts a buffer against insolvency for the bank in the event of 
default by an obligoris known as economic capital. In the context of a risk-adjusted performance measure, it is also the issues surrounding 
economic capital that we are most concerned with when dealing with unexpected loss.

Observe from the foregoing discussion that the unexpected loss fluctuates with the value of the risky asset, so it stands to reason that the 
economic capitalas a measure of capital adequacy for the bankwill also fluctuate with the market value of each and every single risky asset held 
by the bank in its portfolio.

We shall return to this important topic when we address in detail the issues surrounding loss distribution and extreme value theory in chapters 8 
and 10.

Appendix A 
Derivation of Unexpected Loss (UL)

Let the stochastic loss variable  be distributed according to some density function f( ). At this point we do not need to know what the density 
of loss is. We shall, however, need to estimate its shape (more specifically, its tail) when it comes to determining the economic capital 
requirement. This will be discussed in more detail in chapters 8 and 10.

The following general statements are true:

Using the relationships above, we derive
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Note that the decoupling of EDF from the integral is possible only if one assumes that the random risk factors contributing to the default process 

are independent of the loss variable . The same assumption is made in the derivations that follow here.

Similarly, we have

Thus, the variance of the terminal asset value, VH, is given by



using the fact that the default process is assumed to be a two-state
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binomial process and that its variance is given by

Hence, we have that the standard deviation of the terminal value of the asset is given by

This, as explained in the main text and illustrated in Figure 5.1, is the unexpected loss.
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6 
Portfolio Effects: 
Risk Contribution and Unexpected Loss

I begin this chapter with a comparison of expected loss and unexpected loss and use the insights gained to show how these two risk measures 
relate to an aggregate of risky assets in a portfolio context.



Default risk, unlike market risk, cannot be conveniently hedged awayeven with the use of innovations in the capital markets such as credit 
derivatives or the ongoing impetus to asset securitisation. Interest rate movements, one of the driving forces behind market risk, can in principle 
be ''netted out" by structuring, say, an equal and opposite position to neutralise the movements. Default risk, as a primary constituent of credit 
risk, is more subtle because it is driven primarily by the well-being of a firm and by its ability to fulfil its liabilities and contractual obligations, 
which of course is determined by market conditions in general.

Credit derivatives and asset securitisation programs are merely schemes to shift as much default risk away as possible, but, in the end, someone 
will be left holding the bag. The good news is that, although it cannot be hedged away, default risk can be reduced and managed through 
diversification. This is nothing new considering that portfolio theory has been around for more than 45 years and banks have been managing 
loan portfolios for many decades.

The aim of this chapter is to pave the way for a look at risky assets on an aggregate basis. To this end, we need to reformulate our thinking on 
how the unexpected loss in the value of a single asset should be reconsidered in a portfolio context.
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Figure 6.1 
EL and UL for LGD = 50%

Comparing Expected Loss and Unexpected Loss

Using a simplistic two-state default process of either default or no default over a fixed horizon, we tackled separately in chapters 4 and 5 the 
loss characteristics of a single risky asset due to credit risk and introduced two risk measures, expected loss and unexpected loss. Interestingly, 
a comparison of the two equations



shows that they depend on the exactly the same variables, except that the expression for UL contains additional second-order standard 
deviation statistics.

Unexpected loss represents the volatility or standard deviation of loss, whereas expected loss represents the average loss over the same fixed 
horizon. The loss, as usual, refers to the adjusted exposure, which is the risky portion of the value of the asset at the horizon. Figure 6.1 is a 
graphical display of the relationship between EL and UL as a function of the expected default frequency, EDF, for fixed values of V1 = $1.00, 
σLGD = 25% and LGD = 50%. The x-axis is EDF in percentage terms and the y-axis is the percentage loss per unit of the adjusted exposure.

Using a lower value for LGD of 25%, we obtain Figure 6.2.
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Figure 6.2 
EL and UL for LGD = 25%

Comparing the two charts, we observe the following obvious intuitive points:

◊ The higher the recovery rate (ie, the lower the LGD), the lower is the percentage loss for both EL and UL.

◊ EL increases linearly with decreasing credit quality (ie, with increasing EDF).



◊ UL increases much faster (and non-linearly) than EL with increasing EDF.

The Analysis Horizon and Time to Maturity

The points highlighted above are direct observations of the unexpected loss and expected loss under the assumption that, within a fixed time 
horizon, there are only two possibilities in the default processdefault or non-default. No account has been taken of implicit credit migrations 
during this period. Unanticipated loss of asset value, however, can also arise as a consequence of credit migration. Therefore, in the period up to 
the analysis horizon, variation in asset value due to both default and credit migration can conceivably contribute to the volatility of loss. A 
simple explanation can be found in Appendix A.

This raises an important point concerning the estimation of unexpected loss for assets with varying terms to maturity and the fixed horizon that 
is chosen (one year being the standard) to
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analyse their embedded credit risk. The "time" issue also raises a question on the analysis of an aggregate of risky assets with different 
maturities. The longer the term to maturity, the greater the variation in asset value due to changes in credit quality, which may possibly result in 
a larger UL. In fact this can be inferred from the simple explanation of asset variation due to time effects given in Appendix A.

The internal credit risk models currently used by most banks tend to follow the simple two-state default process paradigm. This inherently 
ignores the credit losses associated with defaults that occur beyond the analysis horizon. Although the maturity differentials of the assets in 
the portfolio are important in practice, the risk of default takes precedence over the risk of credit migration in the overall pecking order of 
things. This explains why two-state default credit risk models are more widely used than full-blown multi-state migration models. And, as 
has already been pointed out, a two-state default model is decidedly easier to implement than a multi-state migration model.

To mitigate some of these maturity effects that relate to periods beyond a one-year analysis horizon, most banks attempt to alleviate the dilemma 
in two clever ways:

◊ Adjusting a risky asset's internal credit class rating in accordance with its term to maturity By assigning a lower internal risk rating to a 
longer-term asset than to a shorter-term asset, effectively banks have been able to assign a higher default probability to longer-term assets over 
the horizon, thereby increasing the variation in loss.

◊ Use of several analysis horizons Although the common standard of using one year as the analysis horizon is in line with risk-based 
capital standards and capital adequacy guidelines for market risk, many banks have opted to use several sequential horizons longer than one 
year. Depending on the confidence they place in their measurements, the most conservative results are chosen for planning or strategic 
purposes, including capital attribution.

The points considered in this section emphasise yet again the importance of sound and reliable internal risk class rating systems that are capable 
of distinguishing nuances due to maturity as well as other subtleties; and the unreliability of default probabilities
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over the longer horizon, whether these are inferred from historical information (as is done by the rating agencies) or whether they are 
theoretically calculated using "value of the firm" type models (as provided by some vendors). Appendix A of the epilogue provides a 
lengthy discussion of the issues surrounding multi-year analysis horizons.

With these "time" issues behind us, we can now proceed to our intended discussion on the effects of portfolio aggregation on credit loss.

Portfolio Expected Loss

The concept of expected loss was discussed in the previous chapter as a measure for quantifying the average loss in value of a single risky 
asset. What is the expected loss for two risky assets?

It does not actually matter whether the two risky assets relate to the same obligor or to different obligors. In either case, the expected loss grows 
linearly with some attribute of the "credit event", as exemplified by the expected default frequency. Therefore, two different risky assets, A and 
B, that suffer average losses due to a credit event at some time during the analysis horizon have an aggregate average loss equal to the sum of the 
two average losses. Mathematically, we write the aggregate expected loss for the two assets as

or, more generally, for N risky assets indexed by i = 1, 2, . . ., N, we have

where ELP is the expected loss for the portfolio. Again, the adjusted exposure, AEi, refers only to the risky portion of the terminal value of the 
ith asset to which the bank is exposed in the event of default.

The portfolio expected loss, ELP, then, is a simple sum of the individual expected losses from all the risky assets in the portfolio. Because of 
this linear and additive relationship, the topic needs little further discussion here.
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Important Convention

All the formulas given here for EL and UL are measured in units of the adjusted exposure, which is denominated in currency termsfor example, 
US dollars. In practice, both measures are quoted in terms of some basis points of the adjusted exposure, ie:

In this case the portfolio expected loss, measured as a percentage of the adjusted exposure, is the weighted sum of the individual expected losses:

where the weights are defined as

Portfolio Unexpected Loss

In chapter 5 unexpected loss was discussed in the context of the volatility of loss in value of a single asset. In reality, the bank is exposed to 
a portfolio of risky assets that are each subject to default risk of varying degrees and severity. Therefore, in an aggregate portfolio context, it 
is imperative that we re-examine unexpected loss at two different levels:

◊ at the level of the single asset; and

◊ within the portfolio as a whole.

The two levels are not similar in nature!

In chapter 5 we saw that the unexpected loss of a single asset is defined as the volatility (or standard deviation) of the asset's loss of value around 
its average or expected loss.

For N risky assets indexed by i = 1, 2, . . ., N, equation (B.6.4) in Appendix B of this chapter shows that the portfolio unexpected loss, denoted 
by ULP and denominated in currency terms, is given by
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where the individual unexpected losses are given by

and ρij denotes the correlation of default between asset i and asset j. (We shall deal with the issue of correlation of default in the next chapter.)

It is obvious from equation (6.3a) that

This means that the portfolio unexpected loss is not equal to the linear sum of the individual unexpected losses of the risky assets that make up 
the aggregate portfolio. Because of diversification effects (benefits really!), the portfolio unexpected loss is very much smaller than the sum of 
the individual unexpected losses:

This implies that only a portion of each asset's unexpected loss actually contributes to the portfolio's total risk of loss. This portion is called the 
risk contribution.

Risk Contribution

How much incremental risk does a single risky asset contribute to the portfolio as a whole?

This is a very important question for two simple reasons:

◊ The first, obvious, reason comes from equations (6.4a) and (6.4b), which show that, unlike expected loss, individual unexpected losses do not 
add up to the total unexpected loss for the portfolio. The sum of these is actually much larger than the total risk in the portfolio. Therefore, 
when assessing the risk and return characteristics of a single risky asset in a portfolio context, it becomes necessary to ask how much risk this 
asset contributes
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to the whole portfolio and what kind of return can be expected of this asset for the level of risk it contributes to the portfolio.

◊ The second reason is a corollary of the first. In an economic downturn such as a recession the incidence of default is more frequent. Most banks, 
by virtue of their expertise, are quite specialised in particular industry sectors and, therefore, suffer from concentration risk. That is to say, most 
bank loan portfolios are highly concentrated in terms of their exposure to specific types of industry and are, therefore, highly susceptible to 
correlated default and credit migration events. To continue their roles as financial intermediaries in the market, banks need a better tool to 
measure the extent of diversification in their portfolios and thereby make good use of this knowledge for strategic purposes.

Risk contribution is that measure which can properly answer the question posed above. In fact, from a portfolio management perspective, 
risk contribution is the single most important risk measure for assessing credit risk.

The risk contribution of a risky asset, denoted by RC, to the portfolio unexpected loss is defined as the incremental risk that the exposure of a 
single asset contributes to the portfolio's total risk. Mathematically, we write the risk contribution of asset i as

Observe that the risk contribution of asset i is measured in terms of the units of unexpected loss of asset i, or ULi.

From equation (6.5a), we can see that the risk contribution of asset i, RCi, is a sensitivity measure, as represented by the partial derivative, of 
the portfolio unexpected loss with respect to the unexpected loss of asset i. Furthermore, by performing the actual differentiation on equation 
(6.3a), it can easily be shown that

This is the equation that is used in practice. However, in the presence of many industry groupings the indexing scheme in Appendix C may be 
easier to implement.
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Undiversifiable Risk

The risk contribution is a measure of the undiversified risk of an asset in the portfolio. It is the amount of credit risk which cannot be diversified 
away by placing the asset in the portfolio. The best way to view risk contribution is to consider it as the smallest unit of credit risk in a given 
portfolioa unit that is no longer decomposable into smaller units. The sum of all these small risk contributions, of course, is the totality of the 
portfolio unexpected loss. This is shown below in equation (6.6).

Knowledge of the risk contribution of a single asset, therefore, allows us to modify the risk profile of the portfolio by changing the risk 
characteristic of this asset. In addition, knowing the smallest unit of risk also facilitates a better measurement of the return on the asset. That is 
why risk contribution is the most important risk measure in credit portfolio management. Returning to the question posed at the beginning of 
the preceding section, this highlights the first reason given for the importance of knowing the incremental risk to the portfolio.

In fact, by summing equation (6.5b) over the index i, one can easily demonstrate the relationship

Equation (6.6) states that the sum of all the risk contributions from all the assets in the portfolio is, indeed, the portfolio unexpected loss. This is 
no accidentequation (6.5a) was defined with this objective of summability in mind.

Risk Contribution and Correlation of Default

In line with the second reason given for the importance of the incremental risk contribution of an asset to a portfolio, we need to know how the 
risk contribution is related to the correlation of default and how this relationship affects concentration risk in the credit portfolio. We shall tackle 
this important issue in the next chapter, although Appendix C at the end of this chapter gives a preview of the difficulty.

In practice, given the size of a bank's typical credit portfolio, it is quite difficult to determine the individual correlation of default between two 
assets (ie, between two obligors). It is, therefore, also
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Table 6.1 Data for two-asset portfolio example

Exposure 1

COM1 Commitment $10,000,000

OS1 Outstanding $5,000,000

RC1 Internal risk rating 3

Maturity 1 year

Type Non-secured

UGD1 Unused draw-down on default for RC = 3 65%

AE1 Adjusted exposure on default $8,250,000

AE = OS + (COM OS) × UGD

EDF1 1-year default probability for RC = 3 0.15%

σEDF1 Standard deviation of EDF1 3.87%

LGD1 Loss given default for non-secured asset 50%

σLGD1 Standard deviation of LGD1 25%

EL1 Expected loss $6,188

EL = AE × EDF × LGD

UL1 Unexpected loss $178,511

Exposure 2

COM2 Commitment $2,000,000

OS2 Outstanding $1,500,000

RC2 Internal risk rating 5

Maturity 3 years

Type Secured

UGD2 Unused draw-down on default for RC = 5 48%

AE2 Adjusted exposure on default $1,740,000

AE = OS + (COM OS) × UGD

EDF2 1-year default probability for RC = 5 4.85%

σEDF2 Standard deviation of EDF2 21.48%



LGD2 Loss given default for secured asset 35%

σLGD2 Standard deviation of LGD2 24%

EL2 Expected loss $29,537

EL = AE × EDF × LGD

UL2 Unexpected loss $159,916
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Table 6.2 Calculations for two-asset portfolio example

Portfolio = Exposure 1 + Exposure 2

ρ Default correlation between the two exposures 3.00%

ELP Portfolio expected loss $35,724

ELP = EL1 + EL2

ULP Portfolio unexpected loss $243,212

ULP = √(UL1 × UL1 + UL2 × UL2 + 2ρ × UL1 × UL2)

RC1 Risk contribution from Exposure 1 $134,543

RC1 = UL1 × (UL1 + UL2 × ρ)/ULP

RC2 Risk contribution from Exposure 2 $108,669

RC2 = UL2 × (UL2 + UL1 × ρ)/ULP

Sums of RC and UL

RC1 + RC2 = ULP
$243,212

UL1 + UL2 >> ULP
$338,427

 

quite difficult to calculate the individual risk contributions incorporating pairwise correlation of default among all the obligors in the portfolio. For 
a relatively small portfolio of N = 100 obligors, there are 4,950 possible pairs of default correlation to consider. Imagine the amount of work 
needed for a moderately large port-folio of N = 3,000 obligors!

Appendix C shows how risk contribution can easily be calculated by broadly classifying assets under some standard industry groupings, 
effectively reducing the number of pairwise correlations. For implementation purposes, it is advisable to follow the equations derived in 
that appendix.



At this point it would be beneficial to pause for some numerical calculations. Using the building blocks introduced so far, let us consider a 
sample portfolio containing only two risky assets.

ExampleCalculation of EL, UL and RC for a Two-Asset Portfolio

This example provides another opportunity to sharpen our calculation skills for single asset expected loss and unexpected loss. The portfolio 
consists of two risky assets, Exposure 1 and Exposure 2. We need to determine the risk contribution of each asset to the portfolio as a whole. 
Details of the assets are given in Table 6.1 and the calculations are set out in Table 6.2.
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The computations are self-explanatory and there is little further to discuss. Observe that the sum of the two UL for the two exposures is much 
larger than the portfolio UL. How much larger depends entirely on the degree of correlation of default between the two obligors. In contrast, as 
we would expect, the sum of the two RC add up to the portfolio UL. It is important that readers figure out for themselves why the portfolio EL is 
so much smaller than the portfolio UL. If this were not the case, the loan loss reserves (equal to the portfolio EL) required of the bank would be 
astronomically burdensome.

Appendix A 
Variation in Asset Value Due to Time Effects*

We want to show that the value of a risky asset, over time, can demonstrate a great deal of volatility (or variation) due to two major time 
effects: default and credit migration.

Consider, for simplicity, the value of a loan commitment with a current outstanding or notional amount denoted by A. The current value of the 
loan can easily be valued by discounting the various cashflows as follows:

where Ck is the cash payment for the kth period, M is the maturity of the loan, and rk is the yield of the loan for the kth period, which depends on 
the credit rating, R.

For pedagogical purposes and without loss of generality, assume that the payment frequency is annual, although payment frequency is 
somewhat irrelevant to this discussion. Suppose that we choose an analysis horizon of one year. At the end of one year the loan may have 
migrated to another credit rating class or it might already have defaulted. Thus, the expected value, V1, of the loan at the end of one year is 
the probability-weighted value of all possible values in each rating class R:

* This appendix is based on an internal note written by Weixiong Li.
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These values are denoted by VR, where the index R runs over all possible risk classes or states.

What are the other quantities in the equation? The first term, AC, represents the accrued cash payments compounded to the end of analysis 
horizon (ie, their future value). The sum is over all the possible ratings, and pR is the migration or transition probability associated with risk class 
R. The quantity ∆R represents the expected amount of additional draw-down of the commitment given a downgrade in credit rating. It also 
represents the additional pay-down (ie, repayment) of the loan if there is an upgrade. Obviously, if U is the unused portion of the commitment, 
the restriction -A ≤∆R≤ U holds. In general, ∆R is positive when there is a downgrade and negative when there is an upgrade.

Notice that VR should be calculated using the one-year forward yield curve corresponding to the credit rating R, with the amount ∆R added to 
the notional amount of the commitment and the cashflow properly adjusted. This results in

where r1k is the one-year forward yield for risk rating R and is, therefore, a function of the risk rating R.  is the adjusted cashflow due 
to change in the outstanding by an amount ∆R.

At the one-year analysis horizon, the variance of V1 about the mean, representing the variation or volatility of the change in asset value, can 
then easily be calculated as

Observe that, inherently in equation (A.6.4), the variation in the loan value contains information associated with both the probability of default 
and the probability of migration to all the possible risk rating classes. In addition, the variation also depends on the additional draw-down of 
unused commitments (in the case of downward migration) and on the pay-down of the current outstanding (in the case of upward migration).
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Expression (A.6.4) for the variance of the expected value of the loan at the end of one year assumes that there is no further uncertainty in 
the valuation of the loan. This, however, is not true, as there may be other sources of randomness. For example:

◊ In the case of default, the percentage of loss given default has some uncertainty and we usually assume that a bell-shaped distribution with a 
mean and standard deviation suffices.

◊ Additionally, the amount of draw-down on migration (more appropriately, the usage given migration in contrast to the usage given default) is 
actually a random variable that has different probability distributions depending on the rating to which the loan migrates at the end of the one-
year analysis horizon.

If it can be assumed that all the other random variables are statistically independent, we can generalise the expression for variance as

where  is the sum of all the variances arising from other sources of randomness. In a practical implementation of an internal credit risk model, 
it is usual to include only the randomness in loss given default.

Appendix B 
Derivation of Portfolio UL

Recall from the Appendix A of chapter 5 that the variance of the terminal value of a single risky asset at the horizon, tH, is given by

For N risky assets indexed by i = 1,2, . . ., N, we now need the variance of the weighted sum of these asset values at the horizon, viz:

The subscript H, denoting the value at the horizon, has been intentionally suppressed in the equation above.
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As in Appendix A of chapter 5, we need not know at this point in time the density function, f( ), of the loss distribution corresponding to 

the stochastic loss variable . The expectations <*> in equation (B.6.2) can easily be integrated with respect to this distribution function to 
yield the standard deviation given by

where ρij denotes the correlation of default between asset i and asset j, and ωi is the portfolio weight for asset i such that Σiωi = 1.

Convention

Since equation (B.6.2) is calculated in terms of weighted average, the portfolio unexpected loss, ULP, in equation (B.6.3) is measured in units 
of percentage of the portfolio adjusted exposure, AEP - that is, ULP/AEP. In currency terms (say, US dollars) and for consistency with the units 
used in previous chapters, the proper equation to use in practice is

Appendix C 
Derivation of RCk

Using the definition of risk contribution and applying it to asset k, from equation (6.5a) we have

(denote all UL quantities hereon by U)
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The indices in the equations above refer to assets. In a practical implementation the number of pairwise correlations can be reduced by 
categorising the assets into the appropriate standard industry groupings.

To incorporate industry correlation, we introduce two industry indices, α and β, using the schema

With the industry schema, we have

This completes the derivation of the risk contribution due to asset k.

Finally, by multiplying both sides by UP, we recover the portfolio unexpected loss:

For implementation purposes, we use equations (C.6.3) and (C.6.4) for RC and UL rather than the general equations for these terms given in 
the main text of the chapter (6.5b for RC and 6.6 for ULP).
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7 
Correlation of Default and Credit Quality

In the previous chapter, we observed that the pairwise correlation of default, ρij, between asset i and asset j is very important when assessing 
the totality of portfolio risk. We learned earlier that the totality of the credit risk embedded in the portfolio can be quantified by the so-called 
portfolio unexpected loss, ULP. More specifically, in the context of proactive risk management and risk mitigation, the intrinsic risk 
embedded in the portfolio needs to be considered with respect to the risk contribution, RCi, of the individual asset to the whole portfolio. 
The correlation of default is the glue that binds all of the risk contributions of the individual assets to the portfolio as a whole.

As a consequence of the statements above, from a credit risk management and measurement perspective, the following three issues are one and 
the same:

◊ Correlation of default

◊ Concentration risk

◊ Diversification.

The close link between the three items above is a direct consequence of the relationship between the portfolio unexpected loss and the risk 
contribution of the individual assets to the portfolio's overall risk characteristics. The glue that ties the risk contribution of a risky asset to the 
totality of the portfolio is default correlation. In turn, an aggregate of risk contributions from several risky assets dictates the level of 
concentration risk in the portfolio. Finally, the level of concentration risk decides on the degree of diversification in the portfolio.
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But, unfortunately, however important its role in the bigger scheme of things, the correlation of default is by far the most problematic of 
all parameters in credit risk modellingdefault correlation cannot be measured directly!

In this chapter I will discuss the major elements of incorporating correlation into the credit risk modelling process. The main chapter focuses 
on default correlation, but Appendix D discusses at length the joint movement of credit quality. The first two sections of the chapter distinguish 
the correlation of default with the correlation of credit quality, followed by a sample calculation of the default correlation between two 
obligors. Because many of the required elements are not directly inferable from the marketplace, we need to resort to some kind of proxy 
mechanism. The section ''Industry index and asset correlation" discusses how this proxy can be achieved. The final section of the chapter 
extends the framework to a multifactor case.

Diversification in the banking book (eg, the credit portfolio) of an institution is not as easily achievable as in the trading book since credit risk 
cannot be readily hedged away like market risk. Admittedly, without a careful plan on how the correlation of default can be parameterised in a 
credit model, it would be impossible to assess the level of concentration and the degree of diversification in the portfolio.

Correlation of Credit Quality

Although we talk only about default correlation, there are actually two levels to consider when addressing issues related to the general topic 
of correlation:



◊ Correlation of default

◊ Correlation of credit quality.

The two are related but not the same. In a two-state default process of either default or non-default during a fixed analysis horizon, the only 
important consideration is how well correlated are defaults between two obligors during the horizon. In other words, "How does the default of 
one obligor affect the financial well-being (or default status) of other obligors in the portfolio?" In a multi-state default process where credit 
migration is permissible, it is very important to ask a different but related question: "How does the
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credit quality movement of one obligor affect the credit quality of the other obligors in the portfolio?"

In general, the higher the degree of correlation in either case, the greater is the volatility in the portfolio value attributable to credit risk. Using 
a portfolio of rated corporate bonds as an example, a recent study by Moody's 1 showed there is ample evidence that a positive credit quality 
correlation among the issuers affects the distribution of the future value of a portfolio, suggesting the significant impact of credit quality 
correlation on the general risk profile of a portfolio. Furthermore, credit quality correlation is determined, in part, by factors specific to both 
the issuer's industry and geographic classification. Therefore, the country of domicile and the obligor's specific industry classification (or 
compositions, in the case of multinationals) are also relevant factors affecting correlation.

The Moody's study includes the credit histories of over 14,000 US and non-US corporate debt issuers for the years 1920-1996. The following 
results are direct quotes from the summary of the study:

◊ "Over the past 77 years sudden large changes in credit quality have been very infrequent. Of all ratings since 1920, only 11% involved changes 
of more than one rating category."

◊ "Higher ratings have been generally less likely than lower ratings to be revised over any time period from one to 15 years."

◊ "When the higher-end investment-grade ratings have changed, they have demonstrated a greater propensity for downward movement than upward."

◊ "There is evidence that movements in credit qualities of different issuers are correlated with each other and that the strength of this correlation 
is determined, in part, by macroeconomic, industrial, geographic, and temporal factors. The extent to which the changes in credit quality among 
different issuers in a portfolio are or are not correlated can have a significant impact on the overall volatility of that portfolio."

The results above strengthen our conviction that correlation effects need to be considered carefully in the risk management and measurement of 
credit portfolios. More importantly, it is absolutely vital that the parameterisation of any internal credit risk models properly take into account 
the factors mentioned earlier.
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Correlation of Default

If it can be argued that the fortunes of individual obligors are linked together via the condition of their specific industry and the condition of the 
general economy, to a very large extent all obligors must, therefore, suffer or prosper together. This is what the correlation of default is all about.

When using the term "correlation of default" in practice, however, what exactly does it mean? Correlation of default is really a very strong 
statement: "If Obligor A defaults, and Obligor B has a joint probability of defaulting at the same time, what is the correlation of these two 
default events?" In other words, the question asks about the likelihood of one obligor's defaulting on its contractual obligations that could 
affect the contemporaneous defaults of other obligors.

A weaker, albeit much better, statement should read: "If Obligor A's credit quality deteriorates, how well does the credit quality of Obligor 
B correlate to Obligor A?" Implicit in this version of the question is one thorny aspect of credit migration. Although this is a very difficult 
question to answer, there are some empirical observations on the matter. They are based on Moody's Investors Services historical data from 
1970 through 1993 and reported in the article by Lucas (1995). Briefly, the important findings can be summarised as follows:

◊ Default correlations are generally low although they decrease as ratings increase. Default correlations among highly rated obligors are very 
small since defaults for these obligors, besides being rare events, are typically the result of obligor-specific problems. Lower-rated obligors on 
the cusp of default are more susceptible to downturns in the economy and are, therefore, more likely to default en masse in line with shifts in 
the state of the general economy.

◊ Default correlations generally increase initially with time and then decrease as the horizon extends longer. The explanation given in the article 
is that the occurrence of defaults over a shorter horizon is necessarily random in nature and the decrease over longer time periods may be caused 
by the relationship of the time period studied to the average business cycle.

◊ Default among and between specific industries are inconclusive.
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It is advisable to compare the points articulated above with the analytical conclusions reached in Appendix B.

In general, default correlation can be estimated in one of three ways:

◊ Given two obligors' asset volatilities and their variancecovariance structure, calculate analytically their joint probability of default and impute 
the default correlation.

◊ Use Monte Carlo simulation on a specific choice of risky debt model from chapter 3 and impute the covariance structure.

◊ Use historical default data and statistically calculate pairwise correlation of default.

The historical data "brute force" approach does not capture any obligor-specific information so the results can be difficult to interpret. Monte Carlo 
simulation is not a practical solution given its lack of speed and enormous number-crunching requirements. This leaves us with the first alternative: 
impute default correlation from obligor-specific informationnamely, the asset volatilities and their market-implied asset correlation.

Fortunately, although market-driven information on default correlation is not available, information about asset correlation is, in fact, 
available. Pairwise correlation of default needs to be either mathematically calculated or implied assuming some joint-default distribution. The 
joint-default distribution is probably normalbut who knows?



The correlation of default between two assets, i and j, is derived in Appendix A. The mathematical expression is restated below for reference:

where the joint probability of default, P(Di . Dj) = EDFi + EDFj - P(Di + Dj) and P(Di + Dj) is the probability that at least one obligor has defaulted.

There are two mathematical statements in equation (7.1): both default; and at least one of them defaults. Thus, there are two possible routes to take:
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◊ Compute the joint probability of default, P(Di . Dj), by making some assumptions about the distribution of the jointedness; or

◊ Calculate the probability, P(Di + Dj), that at least one default has occurred.

Given a pair of obligors, all the quantities in equation (7.1) are known except for the joint probability of default, P(Di . Dj). Additional 
assumptions are required on the joint distribution of pairwise default. It is by no means a trivial exercise.

For our practical purpose in the example below, I shall take the first route and make the bold assumption that the joint probability of default is 
normally distributed. Appendix B takes the second route and gives a much more precise result based on a so-called first-passage time model but 
at the expense of introducing more parameters that are difficult and inherently subjective to estimate.

Appendix D extends the two-state default process to a more general multi-state default process that allows the possibility of credit migration.

I first illustrate some correlation of default calculations invoking the first route and using a simple example below. An example for the multi-
state default process is given in Appendix D.

Example 7.1Correlation of Default

Suppose that each default probability is assumed to be standard normal, then P(Di . Dj) is jointly bivariate standard normal. The following 
MathCad file demonstrates the calculation.

Suppose the asset correlation between Asset A and Asset B is ρ: = 0.19. The respective default probabilities for Asset A and Asset B are given by

and the asset volatilities are

The respective upper limits of integration for the joint probability of default are the inverse normals given by
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Thus, the joint default probability, JDP, can be calculated as

resulting in

Hence, using equation (7.1), the default correlation between A and B is

Observe from the equations above that the integral is invariant under a scale transformation of x and y variables by the asset volatilities, σA and 
σB, respectively. In effect, the integration can be simplified to a standardised unit bivariate normal without using the asset volatilities at all.

Default Correlation Matrix and Some Important Observations

Here are some observations and comments regarding the default correlation matrix.



◊ The calculated default correlation of 0.013 is at least an order of magnitude smaller than the asset correlation, 0.19. Indeed, there is very 
strong empirical evidence supporting this observation.

◊ There is a common myth that the typical range of default correlation is between 1% and 5%, but this is more an "average". Correlations within 
the same industry tend to be significantly higher than this range. In Appendix C the default correlation matrix for industry groups demonstrates 
the point. The sample
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correlation matrix was calculated in a manner similar to the example above.

◊ Is the correlation between obligors belonging to the same industry group equal to 1.0? The answer is obviously not; otherwise, the answer to 
the following question would also be yes: "If General Motors defaults, does Ford Motors and everyone else in the automobile industry group 
default?" An affirmative answer is, of course, silly. Therefore, the correlation between obligors within the same industry group must be much 
less than 1.0!

For a large credit portfolio consisting of many obligors, it is quite cumbersome to consider all possible pairwise default correlations. A 
portfolio consisting of just 100 obligors requires almost 5,000 pairs of default correlations. To this end, we can resort to short cuts by 
lumping obligors into industry-specific groupings.

Appendix C is the resulting default correlation matrix as implied from an asset correlation matrix. With some assumptions regarding obligor-
specific risk, the calculations are very similar to those presented in Example 7.1 above. The industry groupings used in the calculations are 
official Standard & Poor's industry classifications. The next few sections will elaborate further on some caveats and the rationale in the 
industry classification as part of our attempt to be practical when deriving correlation information.

Industry Index and Asset Correlation

In principle, pairwise default correlations between obligors need to be calculated, but this is not practical given the number of pairs to consider 
and also given the paucity of correlation information between individual assets. For a credit portfolio containing N = 100 obligors, there are 
4,950 possible pairs of correlations to consider. For a bank credit portfolio of moderate size, say N = 2,000 obligors, there are 1,999,000 
possible pairs of default correlations that need to be calculated. It is clearly impractical to incorporate a full-blown default correlation 
calculation between all possible pairs of obligors. What should one do in this situation?

In previous sections, we saw some indications that industry- and geography-specific information can play an important role in the co-movement 
of defaults between obligor pairs in the portfolio. Therefore, as an approximationalbeit a good onewe resort to indexing all the obligors in the 
portfolio by industry group and
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then calculating only the default correlation between industry groups. The practical implication is that default correlation among obligors 
simply becomes a "look-up" of the industry default correlation matrix. Only one unique industry code is assigned to each obligor. Not only does 
this cut down on the number of required pairwise correlations but, in fact, in the bigger scheme of things, our implementation shows that it 
actually does not result in any significant loss of material information. As an added bonus to grouping by industry, the resulting covariance 
matrix also exhibits "block structure" and is certainly easier to handle.

It was also explained earlier in the previous chapter that default correlation, concentration risk and diversification are one and the same issue. To 
this end, our scheme to use industry groupings in lieu of a full-blown pairwise default correlation has two fundamental objectives:

◊ to minimise the number of default correlation calculations; and

◊ to highlight the risk of concentration effects using industry-specific groupings as a point of discussion.

In principle, however, geography-specific concentration risk also needs to be highlighted, but we shall consider this aspect a trivial corollary of 
our current effort.

To determine default correlation between industry indexes as outlined above, we need to determine first the asset correlation among 
industry indexes. The next section presents the methodology and a simple example.

Estimating Asset Correlation

Following JP Morgan's CreditMetrics, we use S&P index correlation as a proxy for asset correlation between industries. For consistency, the 
original S&P index matrix is downloaded from JP Morgan's website at http://www.creditmetrics.com.

Suppose we wish to calculate the correlation of default between two obligors, A and B. What should we do if only the following public 
information is available to us?

◊ Equity returns of the obligors can be explained by some given percentage of the returns of some Standard & Poor's industry indexes.
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◊ A given percentage of the equity returns of the obligors can be explained only by company-specific movements.

◊ Company-specific movements are largely independent of industry-specific movements.

◊ Returns of the Standard & Poor's industry indexes have derivable and stable standard deviations.

The claim is that, given the information above, it is sufficient to determine an approximate default correlation between the two obligors.

To this effect, consider the following notations. Let Obligor A and Obligor B be indexed by industry groups α and β, respectively, and let ραβ 
be the industry correlation between indexes α and β.

Let us start with the simplest discussion and allow room for a generalisation later. Suppose that the asset return, rA, of Obligor A is the 

weighted average of two returns, industry return, rα, and obligor-specific return, :



The practical interpretation of equation (7.2a) is that the asset return of Obligor A can be sufficiently explained by the index return of the 
industry classification to which the firm belongs, with a residual part that can be explained solely by information unique and specific to the firm. 
The obligor-specific information may involve both qualitative and quantitative statements about the firm's senior management, financial 
condition, leverage ratios, etc.

Similarly, the asset return for Obligor B can be written as

where again, there are two parts, namely, one related to the industry β and the other representing the obligor-specific return .

The obligor-specific returns are also known as "idiosyncratic returns" for the respective obligors. We now make an assumption that the 

idiosyncratic returns are independentie, . Using this assumption, we can now easily determine the correlation of asset 
returns between Obligor A and Obligor B:
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In the context of this chapter, equation (7.3) shall, henceforth, be called the "asset correlation". It is this asset correlation number, ρ(A, B), in 
addition to the standard deviations of the two index returns, that were used in chapter 6 to impute the default correlation.

There is empirical evidence to show that, on average, a typical asset correlation across a portfolio is somewhere in the range of 20% to 35%.

Observe that in equation (7.2) the industry-specific returns can be generalised to multi-industry returns. In this case, the resulting framework is 
then similar to a multifactor macroeconomic regression analysis. I shall briefly touch on this generalisation later on in the chapter.

Obligor-Specific Risk

The first weight, , in equation (7.2) is easily determined once the composition of a firm's business and industry classifications (notice 
the plurality of industry classifications) is known and can be indexed to the standard Standard & Poor's industry classification. How to determine 
the second weight is a different story.

"How does one determine the second weight associated with an obligor's specific and idiosyncratic return?" To answer this question requires 

the answer to the query: "How much of the obligor's asset return is explained by the obligor-specific return, namely ?"



Obligor-specific risk can generally be considered to be a function of company asset size. Larger companies tend to have smaller firm-specific 
risk because their behaviour tends to be more like the overall market in which they make up part of the benchmarks. Smaller companies, on the 
other hand, tend to have larger firm-specific risk since they are more likely to behave independently of broad market trends and indexes and 
are, thus, less likely to be components of market indexes. Using this argument, the obligor-specific risk can, therefore, be considered as a 
decreasing function of asset size, as indicated in Figure 7.1.

The following logistic curve for the obligor-specific risk comes from JP Morgan's CreditManager:
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Figure 7.1 
Obligor-specific risk

where Assets = total assets in US dollars, and the estimated parameters are



A graph of obligor-specific risk as a function of asset size is presented as Figure 7.1. Although the general shape is probably correct, the 
parametric fit needs to be analysed further. We shall not make any attempt in this book to justify the functional fit of this curve rigorously, except 
to remark that more improvements are definitely needed down the road. For now, we will take it as given.

Example 7.2Calculation of Asset Correlation

Consider for instance, when Assets are in the $100 million range, Obligor Specific Risk using the logistic form given above is approximately equal 
to 48.5%. This is somewhat a very rough estimate. Consequently, for obligors with this range of asset sizes, we can therefore approximately use 

an industry weighting of  = 51.5%, resulting in a very crude approximate asset correlation of

expressed in terms of the industry index correlation ραβ.
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Hence, once the industry index correlation is estimated from publicly available information, the default correlation between two obligors can 
be easily calculated using the equation (7.1) in the previous section.

In practice, it might be prudent to choose an exceedingly large asset size, say $100 billion. The corresponding Obligor Specific Risk is 

approximately 25%, so that the industry weight is  = 75%. The resulting asset correlation is about 56% of the index correlation.

Notice that the asset size in this large range practically covers the bulk of all obligors in question. At such a wide range, this estimate of 
asset correlation can be considered to be quite conservative.

Further Generalisation to the Multifactor Case

The discussion abovespecifically equations (7.2a) and (7.2b)can be generalised to a multifactor framework. However, the amount of 
calculations needed also increases proportionately.

In general, an obligor's firm-wide structure may be an aggregate of several related, or otherwise unrelated, industry groups. The movement of 
the asset return of this obligor should, therefore, be explained by more than one industry index. Specifically, if the obligor engages in the 
industries indexed by I ≡ {α, β, γ, δ. . .}, the obligor's asset return is the weighted average:

where the last term refers to the obligor's specific or idiosyncratic return with weight ω.

Again, we need to assume statistical independence between the industry indexes and the obligor's specific return.



Suppose that the returns on the industry indexes have volatilities given by σI≡ {σα, σβ, σγ, σδ, . . .} and correlations given by ρIJ≡ 
{ραβραδ, . . .}, then the volatility of the obligor's weighted industry index is
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We now need to rescale the obligor's weights in each respective industry so that, in toto, the industry indexes explain only a fraction of the 
volatility obligor's standardised return. The rest, of course, can be explained by the obligor's firm-specific idiosyncratic component. This means 
that the obligor-specific weight must satisfy the relationship

where the fraction Γ is defined by

The scaling process above guarantees that the industry indexes (in aggregate) explain only Γ percentage of the total standardised return of 
the obligor. The rest of the weight can be attributed to the obligor-specific return.

Clearly, the correlations between related industry indexes become very important. Section 8.5.2 of the CreditMetrics technical document 
(Gupton, Finger and Bhatia, 1997) contains examples on how the weights in this generalisation can be calculated. Readers, however, should 
be forewarned that there is more art than science in all these default correlation calculations.

Generally speaking, the method outlined briefly in this section could, in principle, also be extended to incorporate sovereign or country risk. A 
global covariance structure containing the countries, their respective traded indexes (eg, the ASX, CDAX, FTSE, Hang Seng, etc), and their 
respective industry groupings would need to be constructed to capture all these multifaceted nuances. CreditMetrics has conveniently provided 
this free service in its website for easy download. The KMV Corporation has similarly collected this kind of information on a global scale, 
which is available for a price. It is called the ''Global correlation model", and is part of their proprietary system. For countries that do not have 
index families, some major indexes could be prudently used as proxies.
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Some Comments and Suggestions

The dilemma surrounding default correlation is not an issue of methodology, of mathematics or of its effects on portfolio concentration and 
diversification. The main difficulty is the absence of direct empirical observation of "simultaneous defaulting events" from the market over a 
reasonable period of time.

As there is very strong evidence (see Moody's Investor Services, 1997, for instance) that movements in credit quality of different obligors are 
correlated, it is not prudent to set all correlations to zero, ignoring their implications for portfolio credit risk management. It must be kept in 
mind that the higher the degree of correlation, the greater is the volatility (ie, unexpected loss) of a portfolio's value attributable to credit risk. 
Hence, portfolio management of credit risk cannot be performed in isolation without understanding the full impact of default correlation on the 
portfolio.

Faced with these dilemmasthe paucity of correlation data and the necessity of incorporating default correlationI suggest, at the very least, that 
some fixed, constant level of correlation be used in the internal credit risk model. The schema introduced earlier in the chapter regarding 
groupings by industry, country and other indexes to get round the paucity of data and the onerous number-crunching requirements, in many 
senses, uses the prudent idea of some fixed levels of constant correlations. In retrospect, it may be wiser to do this than to use zero correlation.

Appendix A 
Correlation of Default

Let Di and Dj denote the events that Obligor i and Obligor j default before the horizon, respectively. The corresponding probabilities of default are

From the definition of covariance, the correlation between the default events Di and Dj is given by
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where σij is the covariance between the two default events and σi and σj are the standard deviations of events i and j.

Assuming that the default process is a two-state event, the default events Di and Dj are binomial in nature, and their corresponding 
standard deviations are

Now, the covariance is

Hence, using equation (A.7.2), the correlation between the two default events is

where the joint probability of default P(Di · Dj) = EDFi + EDFj - P(Di + Dj), and P(Di + Dj) is the probability that either obligor has defaulted.

Appendix B 
First-Passage Time Model of Default Correlation

All the results for this appendix are taken from the paper by Zhou (1997). Zhou's model of default correlation between two obligors, Firm 1 
and Firm 2, makes the following assumptions.

Assumption 1

Let V1 and V2 denote the asset values of Firm 1 and Firm 2, which obey the stochastic process

where µ1 and µ2 are constant drift terms, z1 and z2 are two inde-
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pendent standard Brownian motions and Ω is a constant 2 × 2 matrix such that

is the covariance matrix. The constant ρ represents the asset correlation between the two firms.

Assumption 2

Following the "value of the firm" class of risky debt model, allow the default of a firm to be triggered by the decline of its asset value. For each 
firm i, there exist two positive constants, Ki and λi, such that the firm i defaults on all of its contractual obligations instantaneously as soon as Vi(t) 
≤ eλitKi.

By the second assumption, determining the default event of a firm is equivalent to finding the first passage time of the firm's asset value 
breaching the trigger level.

The major contribution of Zhou's paper was to show that the probability that at least one default has occurred by the time t is given by

where Iv(z) is the modified Bessel function with order v and Zi = bi/σi. The other quantities of interest are
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and

The parameters that require estimation are asset values, asset volatilities, asset correlations and the point of default, K.

Some prominent conclusions from this first-passage model of default correlation are:

◊ Default correlation and asset correlation have the same sign. The higher the asset correlation, the higher is the default correlation.

◊ Default correlations are generally small over a shorter horizon. They first increase and then decrease slowly with time. (Note that this 
analytical result agrees with the empirical findings of Lucas, 1995.)



◊ Default correlations among higher credit quality obligors tend to be lower.

◊ The time to reach peak default correlation depends on the credit quality of the obligors. The higher the credit quality, the longer it takes to 
reach the peak. (This analytical result is again consistent with the empirical finding of Lucas, 1995.)

◊ Default correlations are, in general, very dynamic.

Appendix C 
Industry Default Correlation Matrix

The default correlation matrix for industry groups is given on the facing page.
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Table C.7.1 
Industry default correlation matrix (%)
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Appendix D 
Correlation of Joint Credit Quality Movement

Our needs for credit risk modelling go beyond the estimation of default correlations. In fact, a better framework must incorporate the joint 
likelihood of all the possible combinations of credit quality migration. In addition to the more restrictive two-state credit process (ie, default or 
no default only scenarios), the credit quality of the obligor should also be allowed to either improve or deteriorate to many other different 
states within the analysis horizon.

For instance, suppose we are given an eight-state default process classified by the risk ratings AAA, AA, A, BBB, BB, B, CCC and default, D. 
There are 64 possible joint states of likelihood between any two given obligors. The example below illustrates all the possible pairwise 
relationship between their respective credit qualities.

Example D.7.1Two Obligors in an Eight-State Default Process

Consider two obligors with initial credit ratings of BBB and AA, respectively. In an eight-state default process, there are 64 possible 
pairwise combinations between their credit quality and migration possibilities, as illustrated in Figure D.7.1. The different likelihoods take 
into account the joint movements of credit quality, including upgrades, downgrades and default.

Given a typical portfolio in the banking book, the task of imputing the joint probabilities given by the possible risk rating scenarios in this 
example is, admittedly, a very daunting one. We are saddled not only by the practicalities of pure number-crunching capability but also by 
the paucity of empirical data with which to impute these joint likelihoods.

For the lack of a brilliant scheme, we need to resort to an indirect approach using asset information instead. In the case of a two-state 
default process, the indirect approach was discussed extensively earlier in the main chapter (pages 142-5 and example 7.2), whereby we 
indirectly imputed the correlation of default between pairs of obligors using their respective asset correlation.

As usual, we invoke the fundamental Merton "value of the firm" framework, which proposes that the underlying process that drives a firm's 
default (and appropriately extended to credit rating change) is the firm's own asset value. In the two-state default pro-
  

page_154

Page 155



Figure D.7.1 
Illustration of possible combinations of credit rating migration from 

their initial state for two obligors

cess used throughout this book, it was sufficient to know that once a firm's asset value fell below a critical threshold, it would not be able to meet 
the timely payment of its debt obligations. In a multistate default process, however, the associated change in portfolio value, given a pairwise 
change in credit quality between two obligors, also needs to be properly taken into account.

More specifically, following the arguably more practical philosophy espoused in the "value of the firm" framework as implemented by 
CreditMetrics, we assume that there exists a series of levels of the firm's asset value which determine the credit rating of the firm. Recall that in 
the two-state default process, there is only one such levelgiven by the critical threshold level of asset valuefor which the firm will default on its 
debt obligation once its asset value falls below this critical threshold. In particular, for a multi-state default process, the level of asset values 
(within the series of all possible levels) attained by the firm at the analysis horizon determines the firm's credit risk rating at the end of the same 
period.
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Figure D.7.2 
Mapping of asset value to credit rating

In Figure D.7.2 (reproduced from Chart 8.1 of the CreditMetrics technical document by Gupton, Finger and Bhatia, 1997), we illustrate these 
threshold levels of a firm's asset values at the analysis horizon. Each level of the threshold reached by the firm's asset value determines its credit 
rating. A change in threshold level allows the possibility of credit rating migration. For instance, an asset value of between $50 million and 
$150 million places the firm at the BB rating.

The tacit implication of such an indirect approach linking asset value threshold levels to the firm's credit rating is that the changes in a firm's 
asset value ultimately decide the evolution of the firm's creditworthiness. Purists might balk at this approach, but would they themselves be able 
to propose a better and more practical alternative? I think not.

Assuming that asset returns, denoted by the symbol R, are normally distributed with mean µ and standard deviation σ, the generalisation 
concerning the firm's credit quality immediately translates to the slicing of the asset returns distribution into distinct bands. Each band, 
representing the different threshold levels of asset returns, can be mapped one-to-one to the credit migration frequencies in the transition matrix. 
A typical transition matrix is the one-year transition matrix that we previously encountered as Table 3.2 of chapter 3.

In Figure D.7.3 (reproduced from Chart 8.2 of Gupton, Finger and Bhatia, 1997), we illustrate the different bands of the asset
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Figure D.7.3 
Asset return distribution and Z-thresholds for a firm with a current rating 

of BB

return distribution of a firm that is currently rated as BB. The bands corresponding to the asset return thresholds are denoted by the variable Z 
and subscripted appropriately by the risk ratings.

In Example 7.1 of the main chapter it was mentioned that, in the two-state default process, the actual mean and standard deviation of the asset 
return distribution are irrelevant. 2 Therefore, all the pertinent calculation hereon can be based on a standardised normal distribution with mean 
of zero and a standard deviation of one.

From Figure D.7.3, we observe that the probability of the firm defaulting, expressed in terms of its asset return distribution, is given by

where N(*) is the cumulative normal distribution function.

Similarly, the probability that the obligor's credit rating is down-graded to CCC is given by

If we use the empirically observed transition matrix from Standard & Poor's or Moody's (like that in Table 3.2), we can also associate 
these transition probabilities with empirically assigned Z threshold
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Table D.7.1 Transition probabilities and asset return thresholds for Obligor 1 (initial BBB rating)

Rating Probability (Pi) Threshold Range Z(I)

AAA
0.02%

AA
0.33% Z(AA) 3.540

A
5.95% Z(A) 2.696

BBB
86.93% Z(BBB) 1.530

BB
5.30% Z(BB) 1.494

B
1.17% Z(B) 2.179

CCC
1.12% Z(CCC) 2.748

Default
0.18% Z(D) 2.912

 

values. For instance, suppose that Obligor 1, with an initial rating of BBB, has a default probability of 0.18%, then the asset return threshold 
for default can be easily calculated as

Likewise, since Obligor 1 has a 86.93% probability of retaining its initial BBB rating, its asset return threshold can be calculated as

The rest of the Z thresholds for Obligor 1 can be found in Table D.7.1.

Suppose, in addition, that there is another firm called Obligor 2 which has an initial credit rating of A. Table D.7.2 displays all the 
pertinent transition probabilities and the calculated Z thresholds.



Given the two tables we are now ready to tackle the case when there are two different obligors, each of which initially starts out with its own 
credit rating and then both ratings are allowed to migrate before the analysis horizon. The main question we need to ask now is: ''What is the 
correlation of credit quality evolution between these two obligors?" In other words, how do the asset return thresholds between the two 
obligors (as given by their respective Z thresholds) affect their credit ratings when they move in some joint fashion?
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Table D.7.2. Transition probabilities and asset return thresholds for Obligor 2 (initial A 
rating)

Rating Probability (Qj) Threshold Range Z'(j)

AAA
0.09%

AA
2.27% Z'(AA) 3.12

A
91.05% Z'(A) 1.98

BBB
5.52% Z'(BBB) 1.51

BB
0.74% Z'(BB) 2.30

B
0.26% Z'(B) 2.72

CCC
0.01% Z'(CCC) 3.19

Default
0.06% Z'(D) 3.24

 

Joint Credit Quality Movement

Similar to the two-state default case, we use equity returns as proxies for asset returns because asset returns are not directly observable in the 
market. The proxy mechanism has the implicit assumption that all the firm's activities are financed by equities. This, of course, is generally not true.

Our goal is to derive the joint probability, Pij, that best describes the joint movement of credit quality between the two obligors in the 
portfolio. Since the respective asset return of each obligor is assumed to be a standardised normal distribution, the joint movement is a 
bivariate normal distribution with density given by



where η represents the asset correlation between the two obligors.

Generally speaking, if the asset returns are not assumed to be normally distributed a priori, the joint distribution given in equation (D.7.3) need 
not be bivariate normal. The choice of the joint density f(x, y, η) is best left to individual banks themselves, if at all possible.

The asset correlation, in practice, can be approximated by
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where Ind 1 and Ind 2 refer to the Standard & Poor's industry indexes to which the two obligors, respectively, belong. The quantity corr (Ind 1, 
Ind 2) is the correlation of the asset returns of the two obligors as proxied by equity index returns. The numerical factor α plays the role of 
effectively reducing the asset correlation proxied by equity index returns. The rationale for introducing such a reducing factor is motivated by 
the somewhat negative response to the question considered earlier in the chapter (page 142): If General Motors' credit quality changes or if the 
company defaults, does Ford Motors suffer the same fate, both being in the same industry grouping? 3

Given the joint bivariate distribution, the joint probability of credit quality movement is given by

where the limits of integration, Zi-1 and Zi, with respect to the x variable, represent the band for the threshold levels. The same convention is true 
for the y variable. To impute the joint movement of credit quality for all possible states in the eight-state default process given in Example D.7.1, 
the quantity Pij - PiQj needs to be calculated for all the states indexed by i, j = 1, 2, 3, . . ., 8. There are 64 possible combinations. The following 
example illustrates the calculation of one such combination.

Example D.7.2Joint Probability of Credit Quality Movement

Suppose that the asset correlation is known to be η = 30% and we wish to find the joint probability that Obligor 1 has migrated to the state i = 2
(AA) while Obligor 2 has remained at its initial state j = 3(A). We need to compute the quantity



The limits of integration are readily available from Tables D.7.1 and D.7.2 above.
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In practice, the double integrals are calculated outside of the core model itself so that their numerical values can be looked up more 
conveniently later in the form of a cross-reference table.

1 Rating Migration and Credit Quality Correlation, 1920-1996, published in July 1997.

2 The normalised asset return is given by

where V0 and V1 are the asset values at time zero and at the analysis horizon, respectively.

3 This is probably not a very good example as both Ford and General Motors are not strictly classified as automotive in nature. In fact, no 
mega-conglomerates are engaged solely in one classificatory type of industry.
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8 
Loss Distribution for Credit Default Risk

We first encountered the issue surrounding the determination of loss distribution in chapter 5 when considering the concept of unexpected 

loss. While all the derived equations regarding unexpected loss relied on the existence of a loss density function, f( ), where  is the 
stochastic loss variable, it was not necessary at that time to assume an explicit distribution for the loss variable.*

In a portfolio context, however, the portfolio unexpected loss of the aggregate of bank assets is the estimated volatility of potential loss in 
portfolio value. It is, therefore, important to know the confidence level with which this estimated volatility is derived.



Furthermore, the so-called economic capital necessary to cushion the bank's risk of unexpected credit default losses is a multiple of the 
portfolio's unexpected loss. Hence, the determination of this "capital multiplier" is crucial in assessing the level of confidence with which 
the volatility estimate is made. The need to capture the likelihood of "extreme losses" via the tail of the loss distribution is consequently 
of paramount importance. The choice of the loss distribution is, however, yet another contentious task that always leads to very strong and 
emotional disagreement.

Unfortunately, too, for banking portfolios, which predominantly contain credit-related assets by nature, the loss distribution is also decidedly 
non-normal. As we shall see later, the loss distributions for these banking credit portfolios tend to be highly skewed and leptokurtic; therefore, 
the usual market-based assumption of a normal distribution for credit portfolios is not appropriate.

* Observe that in Appendix 5.1 the functional form for the density f( ) need not be known explicitly a priori in any of the derivations for 
the unexpected loss.
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In this chapter I shall discuss the importance of choosing an appropriate loss distribution that is suitable for practical use. We begin with a simple 
choice as exemplified by the so-called beta distribution. In a series of examples, we attempt to fit the tail of the simulated loss distribution to the 
analytical beta distribution so that the parameters of the distribution can be estimated with some confidence. Once the tail section of the loss 
distribution is fitted, we impute the capital multiplier, which represents the number of standard deviations (as measured by the portfolio 
unexpected loss) necessary to protect the bank from insolvency, given any desired level of confidence.

Choosing the Proper Loss Distribution

There are many possible choices of probability distributions to fit these extreme "tail events". The important piece of information is not the 
"hump" (ie, the location of the mean) of the distribution but, rather, the tail of the distribution. The choice of distributions can range from a 
beta distribution to other, more esoteric, extreme value theory-type distributions, such as the Cauchy, Gumbel or Pareto distributions. Later, in 
chapter 10, I shall discuss extreme value theory in greater detail.

Given only the two statistical or risk measures about the credit portfoliothe portfolio expected loss and portfolio unexpected lossand no tail 
information whatever, it is not possible to construct a complete picture of the loss distribution without making all sorts of silly assumptions. 
Figure 8.1 highlights the dilemma in choosing an analytical loss distribution that fits the risk profile of the portfolio. Depending on the choice of 
probability distributions, the overall shape differs and, more importantly, the tail region also differs dramatically from one distribution to the 
next.

What should one do? Perhaps the only sensible tail-fitting procedure might be to combine both analytical loss distributions with numerically 
derived Monte Carlo simulations. This will be the continuing theme in the chapters to follow.

Figure 8.1 shows three representative examples of portfolio loss distributions, each imbued with its own statistic, such as mean and standard 
deviation. These two main statistics can be interpreted, respectively, as the portfolio expected loss and unexpected loss. However, these two 
statistics can be vary quite differently from one
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Figure 8.1 
Choosing the loss distribution

distribution to another depending on the shape of the distribution. In addition, depending on the shape of the distributions, the tail sections are 
also different in the way in which they extend further out into the higher loss region. In other words, how each distribution is skewed also 
varies significantly.

The big question is: "Given some potential choice of loss distribution, which should be chosen to represent the possibility of extreme losses 
in portfolio value?" When confronted with this serious question, we must further elucidate on our findings and proceed with a simple 
demonstration of the tail-fitting process to a beta distribution. I begin with a discussion of the beta distribution in the next section.

The Beta Distribution

The beta distribution is a family of parametric probability distributions with two degrees of freedom and with support defined on the interval [0, 
1]. The density function is given by

for some fixed constant parameters α > 0 and β > 0. The two constants are generally known as the shape parameters, and they control
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Figure 8.2 
The beta distribution

the steepness of the hump and the fatness of the tail, respectively. The mean, µ, and variance, σ2, of the beta distribution are, respectively, given by

For the special case when α = β = 1, the beta distribution degenerates into a uniform distribution on the interval 0 < x < 1.

Figure 8.2 is a MathCad graph of the beta distribution, denoted by dbeta (x, α, β). The distribution is plotted for the chosen parameter values α : 
= 1.2 and β : = 8. It is obvious from the graph that the two parameters (as seen from the mean and variance) control the steepness of the hump 
and the fatness of the tail of the beta distribution.

The Cumulative Beta Distribution

The cumulative beta distribution gives the cumulative probabilities for the distribution. The cumulative function, which is denoted by pbeta (x, α, 
β), is the probability that a quantity which follows a beta distribution with parameters α and β will be less than or equal to x.

Alternatively, we write
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Figure 8.3 
Cumulative beta distribution showing graphical representation of 

cumulative function pbeta (x, α, β)

Graphically, the cumulative function pbeta (x, α, β) is the area under the distribution curve shown in Figure 8.3 to the left of the point x, given 
a chosen set of distribution parameters.

A graph of the cumulative function pbeta (x, α, β) is presented as Figure 8.4, where the parameters α and β are as for Figure 8.2.

Since the support of the beta distribution is defined only on the interval x ∈ [0,1], observe that as x → 1 the probability accumulates rapidly 
towards the point pbeta (x, α, β) = 1. With this in mind, the tail of the distribution can readily be analysed by observing, instead, the accumulation 
of probability as it approaches unity.



Figure 8.4 
Cumulative beta distribution
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Before we proceed, we need to understand which part of the tail corresponds to the probability of loss. The next section addresses this aspect.

Economic Capital and Probability of Loss

Earlier, I mentioned that the amount of capital needed to buffer against the bank becoming insolvent due to default risk is a multiple of the 
bank portfolio's unexpected loss. This capital is called the risk capital or economic capital. To achieve the proper capitalisation for any line 
of business, it is necessary for the bank to identify a confidence level that is consistent with the bank's desired credit rating. This is because a 
desired debt rating for the bank corresponds to a given probability of capital exhaustion.

The distribution that determines the probability of loss is important because it determines the number of standard deviations of unexpected 
losses necessary to achieve, say, a 99.97% confidence level for a desired AA rating. The following table gives an indication of the confidence 
levels required for the desired debt rating of the firm.



Desired rating Confidence level

AAA 99.99%

AA 99.97%

A 99.90%

BBB 99.70%
 

The confidence levels listed above are merely indicative of the average historical default probabilities corresponding to a particular risk rating. 
In reality, these averages fluctuate with business cycles and with time.

The pertinent question to ask at this point is: What minimum level of economic capital should the bank hold to protect itself from unexpected 
losses? We can rephrase this mathematically as: If XT is the random variable for loss and z is the percentage probability (ie, confidence level), 
what is the quantity, v, of minimum economic capital needed to protect the bank from insolvency at the horizon time T such that
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Figure 8.5 
Required economic capital

The quantity z, as mentioned earlier, also refers to the desired debt rating of the bankfor example, 99.97% for an AA rating. Figure 8.5 presents 
a graphical illustration of the meaning of the required economic capital.

With reference to Figure 8.5 and using the risk measures introduced thus farportfolio expected loss, ELp, portfolio unexpected loss, ULp, 
and economic capital, ECwe ask the related question: Given a desired level of confidence, z, what is EC such that

Since the economic capital is some capital multiplier, CM, times the portfolio unexpected lossie

we can rewrite the question posted in equation (8.5a) as

We shall return to a more thorough discussion and practical application of equation (8.5b) in the examples at the end of the chapter.
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Extreme Events: 
Fitting the Tail

At this juncture it is important to realise that the exercise of capital attribution, which by itself is a simple corollary of determining the proper 
loss distribution, has largely been reduced to the art of ''tail-fitting". That is to say, given an assumed probability distribution for the loss in 
portfolio value, how well does the tail of the distribution explain the extreme or tail events associated with the unexpected losses due to default? 
This exercise is, however, neither simple nor trivial.

Two examples are given below to illustrate the subtleties and difficulties, and also to provide some interesting insights.

Example 8.1 
Fitting the Beta Tail (Initial Trial)

The portfolio used in this example consists entirely of corporate loans, but the conclusions reached are equally applicable to any portfolio subject 
to default risk. Here are some facts about the sample portfolio:

Total number of facilities 2570

Commitments $62.4 billion

Current outstanding $17.5 billion

Adjusted exposure, AE $47.3 billion
 

Without loss of generality, a zero asset covariance structure is first used for this example. Specifically, the asset correlations are all set at a 
constant level of 0%. Also, for simplicity, the loss given default, LGD, is set at 50% and 35% for secured and unsecured facilities, 
respectively. Again, for simplicity and tractability, the standard deviations for LGD are all set to zero.

In addition, a Monte Carlo simulation for the portfolio losses was conducted for each facility in the portfolio. (Chapter 9 includes a thorough 
discussion of the Monte Carlo simulation technique for generating loss distributions.) There were 15,000 trials in all. The simulated losses 
from the trials were sorted into bins and their corresponding frequencies were counted. A beta distribution was then fitted to the tail of the 
resulting distribution of simulated losses.

For comparison, the results of the calculations from an internal analytical model and a simulation exercise are set out below. The
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numbers in parenthesis are percentages of the adjusted exposure.

Internal model Simulation

Expected loss $71.3 million (0.15%) $75.3 million (0.16%)

Unexpected loss $30.1 million (0.064%) $30.2 million (0.064%)
 

The results of the simulation and the tail-fitting exercise are given in Table 8.1 (overleaf), where the first column is the loss, denoted by xi; the 
second column is the frequency with which the losses occurred; the third column is the cumulative distribution of simulated losses, denoted by 
yi; and the fourth column is the analytic cumulative beta distribution, denoted by β(xi).

The shaded region in the table indicates where the beta tail-fitting was performed. More specifically, short of any scientific prescription at this 
early point in our experiment, we have naïvely chosen to fit the tail section given by Loss ∈ [190, 480]. Later we shall see that the choice of the 
tail section has important implications.

Best-fit Calibration

The criterion for "best fit" is decided by minimising the sum of the least-square errors given by

which is iteratively solved for the best-fit parameters of the beta distribution.

Using the chosen tail region in Table 8.1, the calibrated parameters for the fitted beta distribution are α = 1.02 and β = 1273, where the 
convergence criterion was achieved for a least-squares error of χ2 = 8.21 × 10-6.

The mean and standard deviation of the fitted beta distribution are, respectively, µ = 0.080% and σ = 0.079%, which are quoted in units 
of percentage of the adjusted exposure.

Cumulative Distribution

The resulting cumulative distribution of the fitted beta distribution is also graphed here (Figure 8.6) for clarity.

Capital Multiplier

Under the assumed beta distribution and appropriately calibrated to the bank's desired credit rating or confidence
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Table 8.1 Results of simulation and tail-fittingExample 8.1

Loss Simulation Beta

($ million) xi Frequency Cumulative % yi Cumulative % β(xi)

0
0 0.00 0.00

10
0 0.00 22.63

20
7 0.04 40.52

30
168 1.11 54.35

40
795 6.13 65.00

50
1703 16.90 73.18

60
2514 32.80 79.47

70
2701 49.88 84.28

80
2346 64.72 87.97

90
1764 75.87 90.80

100
1248 83.77 92.96

110
900 89.46 94.62

120
591 93.20 95.88

130
352 95.42 96.85

140
231 96.88 97.60

150
156 97.87 98.16

160
86 98.41 98.60

170
74 98.88 98.93



180
56 99.23 99.18

190
37 99.47 99.37

200
18 99.58 99.52

210
8 99.63 99.63

220
11 99.70 99.72

230
6 99.74 99.79

240
5 99.77 99.84

250
5 99.80 99.88

260
3 99.82 99.91

270
2 99.84 99.93

280
3 99.85 99.94

290
1 99.86 99.96

300
5 99.89 99.97

310
3 99.91 99.98

320
1 99.92 99.98

330
4 99.94 99.99

340
1 99.95 99.99

350
0 99.95 99.99

360
0 99.95 99.99

370
1 99.96 100.00

380
2 99.97 100.00



390
1 99.97 100.00

400
1 99.98 100.00

410
1 99.99 100.00

420
1 99.99 100.00

and so on. . .
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Figure 8.6 
Cumulative distributionExample 8.1

interval, we need to determine the number of standard deviations required to achieve this confidence level.

For example, to achieve a AA debt ratingcorresponding to a 99.97% confidence levelone has



which, on solving for the beta inverse, yields xmax = 0.640%. From equation (8.5b), the number of standard deviations required is therefore given by

This implies that the bank would have to set aside 7.057 times the portfolio unexpected loss of its portfolio to achieve a desired Standard & 
Poor's debt rating of AA. Henceforth, the number 7.057 shall be called the "capital multiplier".

The economic capital required for the bank to remain solvent in extreme loss situations is
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What if we change the region of the tail for fitting extreme eventswill it change the shape of the assumed loss distribution, thereby changing 
the required capital multiplier? The answer is: it depends. The next example tackles this question more carefully.

Example 8.2 
Fitting the Beta Tail (An Improvement?)

Using the same portfolio and simulation method, we can choose where the tail-fitting begins. Suppose we choose a section further out in the 
extreme tail region. What will happen to the tail-fitting? The shaded area in Table 8.2 indicates the new chosen region. More specifically, we 
choose the region Loss ∈ [270, 480] for the current tail-fitting exercise.

The resulting least-squares minimisation yields the best-fit parameters α = 0.92 and β = 1050. This results in a mean and standard deviation for 
the fitted beta distribution of µ = 0.088% and σ = 0.091%, respectively, as percentages of the adjusted exposure.

As in the previous example, the cumulative distributions of the simulation and the beta tail-fit are plotted in Figure 8.7 for comparison. At least 
visually, there is a reasonably better fit in the section beyond Loss > 270 than in that example (Figure 8.6). This region is also further out on the 
tail than the region used in Example 8.1.



Figure 8.7 
Cumulative distributionExample 8.2
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Table 8.2 Results of simulation and tail-fittingExample 8.2

Loss Simulation Beta

($ million)  
xi

Frequency Cumulative% 
yi

Cumulative % 
β(xi)

0
0 0.00 0.00

10
0 0.00 23.30

20
7 0.04 39.89

30
168 1.11 52.63

40
795 6.13 62.55



50
1703 16.90 70.34

60
2514 32.80 76.47

70
2701 49.88 81.32

80
2346 64.72 85.16

90
1764 75.87 88.20

100
1248 83.77 90.61

110
900 89.46 92.53

120
591 93.20 94.05

130
352 95.42 95.26

140
231 96.88 96.23

150
156 97.87 96.99

160
86 98.41 97.60

170
74 98.88 98.09

180
56 99.23 98.48

190
37 99.47 98.79

200
18 99.58 99.03

210
8 99.63 99.23

220
11 99.70 99.38

230
6 99.74 99.51

240
5 99.77 99.61

250
5 99.80 99.69



260
3 99.82 99.75

270
2 99.84 99.80

280
3 99.85 99.84

290
1 99.86 99.87

300
5 99.89 99.90

310
3 99.91 99.92

320
1 99.92 99.94

330
4 99.94 99.95

340
1 99.95 99.96

350
0 99.95 99.97

360
0 99.95 99.97

370
1 99.96 99.98

380
2 99.97 99.98

390
1 99.97 99.99

400
1 99.98 99.99

410
1 99.99 99.99

420
1 99.99 99.99

and so on. . .
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Figure 8.8 
Simulated loss distribution

The implied capital multiplier corresponding to a 99.97% confidence level is calculated to be 7.246, which is slightly larger than the 
previous multiplier of 7.057.

Further Comments on the Two Tail-Fitting Examples

Shape of the Simulated Loss Distribution

It is also interesting to plot a frequency diagram of the simulation data given in the second column of both tables. The histogram plot of the 
simulated losses is presented as Figure 8.8. Observe that the loss distribution is evidently highly skewed and definitely non-normal, as we 
asserted earlier. Generally speaking, the shape of the loss distribution varies widely between different portfolios and is highly dependent on 
the composition of the portfolio, specifically:

◊ the risk ratings of the facilities or instruments in the portfolio;

◊ relative exposure sizes;

◊ the covariance structure; and

◊ diversification and concentration by industry and country classification.

From an analytical perspective, it is the tail region which is of utmost interest. The factors listed above contribute significantly to both the fatness 
or heaviness (ie, the extent) of the tail region. Therefore, any simulation schemes must be thought out and per-
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formed with great care. This is the scope of the next chapter. Before we proceed to that chapter, there are some lessons to be learned from these 
two simple examples.

Comparison of the Two ExamplesSome Important Observations

The main features of examples 8.1 and 8.2 are summarised in Table 8.3. The second example covered a sector further into the extreme tail 
region and, therefore, used significantly fewer loss events than the first. As seen from the table, neither the parameters (α and β) of the 
beta distribution nor the resulting statistics (µ and σ) of the parametric fit differ significantly from one another. Consequently, the resulting 
capital multipliersthough dissimilarare also not significantly different in the two examples.

Table 8.3 Comparative data for the two tail-fitting examples

Example 1 Example 2

Tail region [190,480] [270,480]

Number of loss events 121 28

α 1.02 0.92

β 1273 1050

µ (%) 0.080 0.088

σ (%) 0.079 0.091

Capital multiplier 7.057 7.246
 

We can therefore conclude that:

◊ With a beta distribution it is quite difficult to match exactly the statistics (eg, the mean and standard deviation) of the simulated portfolio if 
the objective is to fit the tail of the distribution. In fact, with just about any choice of loss distribution it is not a trivial task to match both 
statistics and tail simultaneously.

◊ A beta distribution with only two degrees of freedom is perhaps insufficient to give an adequate description of tail events in the loss distribution.

◊ It is perhaps feasible to go deeper into the extreme tail region and use only a few carefully chosen loss events to describe the entire tail 
region completely.

The examples are, in fact, pointing to an even more powerful area of statistical research known as "extreme value theory". This is the scope of 
the next few chapters.
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9 
Monte Carlo Simulation of Loss Distribution

In the previous chapter two simple examples were used to demonstrate how to estimate the tail of the loss distribution using a combination of 
Monte Carlo simulation and analytical tail-fitting to a beta distribution. In fact, my own research has shown that this combination of simulation 
and tail-fitting might be a more sensible way to study extreme events associated with an unknown loss distribution due to credit risk. Of course, 
the same thing is also true for market risk. This chapter addresses the simulation technique, while the following chapter demonstrates the use 
of extreme value theory as a departure from the beta distribution.

The beta distribution was naïvely chosen in the previous chapter as a representative of portfolio loss without giving it much analytical thought 
other than merely to observe that the generic features of the two-parameter beta family of distributions are somewhat similar to the loss 
distribution for an actual portfolio. Beginning with this chapter and following up on some insights gained from the previous chapter, we need 
to tighten some loose ends up a bit and introduce more analytical machinery and rigour into the original thought processes. We shall begin first 
with a detailed description of the simulation process.

Simulating the Loss Distribution

There are several steps in generating a portfolio loss distribution. Many refinements can be made to the simulation technique, but they are best left 
to the reader's imagination. The more enterprising reader can certainly think of other clever enhancements to improve on the generic scheme 
presented below. The following is a brief
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outline of how the loss distribution of a credit portfolio can be simulated using Monte Carlo methods.

◊ Estimate defaults and losses The default probability for each facility is assigned according to its internal facility risk rating (or some industry 
credit rating from Standard & Poor's or Moody's). For simplicity, the mean of the loss given default is set to an industry average of, say, 35% for 
secured transactions and 50% for unsecured transactions. The standard deviation of the LGD also requires some estimation. In practice, there could 
be further granularity in the LGD depending on the type of collateralisation that is applicable to the credit facilities in the portfolio. It is interesting 
to note that both CreditMetrics and KMV Corporation hinted at the possibility of using the beta distribution to model loss given default.

◊ Estimate asset correlation between obligors If it is not feasible to incorporate pairwise asset correlation between obligors, it is important 
to approximate the asset correlation matrix by industry groupings as discussed in chapter 7.

◊ Generate correlated default events

◊ First, generate a set of random numbers drawn from a standard normal distribution to simulate the asset values of all the obligors in the portfolio.

◊ Second, perform a decomposition (eg, Cholesky, singular value or eigenvalue) on the asset correlation matrix to transform the independent set 
of random numbers obtained in the preceding step into a set of correlated asset values. It is important to note that the asset correlation matrix 
need not be positive definite in practice.

◊ Third, calculate the default point of each obligor using the standard normal distribution and the known default probability for the obligor.



◊ Finally, check obligors' asset values against their simulated default points; if an obligor's asset value in a particular scenario falls below 
the simulated default point, a default event is said to occur.

◊ Generate random loss given default Whenever a default event occurs, a random number is drawn from a uniform distribution
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Figure 9.1 
Flow diagram of portfolio loss simulation

that matches the mean and standard deviation of the LGD given in the first step. This step provides the amount of loss given default.

◊ Loss calculation For obligors that have defaulted in a particular scenario, set Loss = Exposure × LGD; for obligors not in default in the 
same scenario, set Loss = 0. The portfolio's total loss is the simple sum of all the losses for each obligor in the portfolio.

◊ Loss distribution A single total portfolio loss number is produced for each scenario. By repeating all the preceding steps, say, 100,000 times, 
we obtain 100,000 different scenarios of portfolio loss. The resulting histogram of these portfolio losses is the simulated loss distribution of 
the portfolio due to default risk.



A simple flow diagram is presented in Figure 9.1 to illustrate the components of the simulation just described. Mathematical details of the 
simulation process can be found in Appendix A. The example that follows demonstrates the results of a sample simulation using the steps 
outlined above.
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Figure 9.2 
Simulated loss distribution

Example 9.1 
Simulation and the Tail

Consider a sample portfolio with the following characteristics:

Total number of facilities 2165

Commitments $56.0 billion

Current outstanding $15.1 billion

Adjusted exposure $42.2 billion
 



For convenience, the internal risk ratings of the facilities are mapped to Standard & Poor's credit ratings so that default probabilities can be 
assigned to them. Each facility is appropriately identified as being secured or unsecured so that the loss given default percentages can also be 
assigned. In addition, every single facility is mapped one-to-one to one of the available Standard & Poor's standard industry classifications to 
facilitate construction of the covariance matrix. Asset correlations among the different obligors are proxied by their corresponding Standard & 
Poor's industry index return correlations according to the procedure prescribed in chapter 7.

Once the portfolio has been properly prepared for analysis, the technical details of the Monte Carlo simulation of the portfolio loss 
distribution follow very closely the steps outlined in Appendix A. The simulated loss distribution is displayed in Figure 9.2.
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Figure 9.3 
Tail of the loss distribution

One can immediately observe how highly skewed and leptokurtic the distribution is. The tail is also quite stretched out into the high-loss region 
towards the right end of the chart. For the more statistically inclined reader, it is very tempting to perform a thorough statistical analysis of the 
simulated loss distribution so that the higher-order statistics can be calculated. Furthermore, the error bounds for the simulation exercise can also 
be determined. This, however, is not the intent here.

The next chart, Figure 9.3, zooms in on the tail and highlights the frequency count in this section of the distribution. Observe that there are 
many non-zero losses in the tail section, so the loss distribution exhibits a very fat, heavy tail.

The Monte Carlo simulation that generated the two charts on these pages used a total of 200,000 scenarios, incorporating default 
correlations between industry groupings and using a historical mean LGD of 35% for secured facilities and 50% for unsecured facilities. 
The standard deviations of the LGD were 21% and 28% for the secured and unsecured facilities, respectively.



The mean and standard deviation of the simulated loss distribution are $65.2 million and $97.6 million, respectively. The capital multiplier 
corresponding to a 99.97% confidence was calculated to be 14.4. But would this be the correct capital multiplier to use in practice? To 
answer this question we need to perform an additional tail-fitting exercise. This is followed up in the next example.
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Figure 9.4 
Tail-fitting

Example 9.2 
Another Tail-Fitting

In this example we attempt to fit the tail of the simulated loss distribution using the beta distribution and the so-called inverse normal 
distribution advocated by KMV Corporation.

The inverse normal is a two-parameter family with a cumulative distribution defined by



where x is a standard normal variable and the parameters are 0 < p, ρ < 1. The function N(*) denotes the standard cumulative normal distribution.

The calibration to these two analytical distributions (beta and inverse normal) produced capital multipliers of 16.16 and 14.28, respectively.

Figure 9.4 shows the parametric tail-fit with a beta distribution and KMV's inverse normal distribution. Observe that both analytical 
distributions have excellent parametric fit in the chosen tail region corresponding to the percentile between 99.5% and 99.92%, or Loss ∈ 
[618, 1136], but disagree away from this region. Therefore,
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Figure 9.5 
Cumulative distributiontail region

we can already expect ahead of time that the mean and standard deviation calculated directly from these fitted loss distributions will not agree 
with either the results from the simulation or from our internal model calculation.

Admittedly, even with the ''snugness" of the tail-fit, it is still quite difficult to form any objective conclusion on the correctness of the choice 
of multiplier and, therefore, of loss distribution.

The cumulative distributions in the tail region corresponding to the two parametric tail-fits and the simulation are plotted in Figure 9.5.

Figure 9.6 (overleaf) shows the cumulative distribution of the entire loss profile. As expected, the fit is not good away from the tail region since 
our focus was on extreme tail events. Therefore, there is no reason to expect agreement with the simulated expected loss and unexpected loss.



Some Observations from the Examples

The simulation exercise above coupled with the analytical tail-fitting shows how difficult and non-scientific the determination of extreme events 
can be. Simply using simulation alone could result in very large economic capital requirements that would be quite
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Figure 9.6 
Cumulative distributionentire region

uneconomical from a bank's perspective. It is my opinion that a naïve assessment of the confidence levels using any one method alone can be 
quite misleading and is probably incorrect for all practical purposes. To remedy this, I shall introduce the notion of extreme value theory, or EVT, 
in the next section.

A comparison of the results from the two previous examples and our own internal calculation (labelled "Portfolio") is made in Table 9.1, where 
all data are in units of millions of US dollars.

Observe that, as expected, the mean, µ, and standard deviation, σ, of the analytical parametric fits do not agree with each other, and they also do 
not agree with either the simulation or the internal model calculation. The simple reason is that the analytical distributions were deliberately 
fitted only to a specifically chosen section of the tail region and were not subject to the constraint of fitting to the actual mean and standard 
deviation of the simulated loss distribution nor of the internal model.



Why EVT and Not Just Simulation?

As a precursor to the next chapter on extreme value theory, we need to ask why we cannot just perform a Monte Carlo simulation to arrive at 
the unknown loss distribution.
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Table 9.1 Comparison of the examples

 
Portfolio

 
Simulation

 
Beta

Inverse 
normal

Expected loss
65.7

65.2

µ 19.8
54.9

Unexpected loss
135.0

97.6

σ 87.5
102.8

Capital multiplier 14.5 16.2
14.3

 

In fact, simulation, while powerful, has its weaknesses. It is not the entire loss distribution that one is interested in when determining economic 
capital requirements. We are interested only in the extreme regions of the tail section where infrequent but potentially huge or even 
catastrophic losses might occur. It is also precisely the same regions where Monte Carlo simulation is unreliably weak. With two separate 
simulation runs, it is conceivable that two entirely different tail sections could result. Nevertheless, a simulation framework allows one a better 
glimpse of the region close to the extreme tail section. It is this "near-tail" region which is needed to extrapolate into the extreme tail section. 
Colloquially speaking, we need the "good" region of the near-tail section that is obtainable only through simulation while the simulated signals 
are still good.

Appendix A 
Mathematics of Loss Simulation*

The first three steps of the Monte Carlo simulation process are:

◊ estimate defaults and losses;

◊ estimate asset correlation between obligors; and

◊ generate correlated default events.

The first two, preliminary, steps involving parameterisation are assumed to have been done at this point. The next step is to generate 
correlated default events among all the obligors in the portfolio.



We start the discussion immediately by using a mathematical formalism. For each instrument in the portfolio of N obligors, we generate a 
random number to determine whether a specific obligor

* This appendix is based on an internal note written by Stevan Maglic. The author also wishes to thank S. Maglic for performing extensive 
portfolio simulation using Matlab.
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is in default or not. To this end, we populate an N-dimensional vector with N independent standard normal random variables:

where εi ~ N(0, 1) for all i.

To generate a vector of random variables that are mutually correlated, we must perform a transformation:

or, when expressed in matrix form:

The task is to find the transformation matrix M. For an appropriately chosen matrix, M, the random vector ε' can be made into one that has 
a multivariate normal distribution with some specified covariance structure. We shall focus on this issue next.

To specify the covariance structure of ε', note that the correlation coefficient between two correlated variables is given by

where the bracket <*> represents the expectation operator over many scenarios. Since the average is taken over normally distributed variables, 
the second bracket in equation (A.9.4) simplifies to



where δjk is the Kronecker delta function defined by
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Thus, the correlation in equation (A.9.4) becomes

or, in matrix form, the correlation matrix (or more appropriately the covariance matrix) is given by

Notice the notation in component form, (Σ)jk≡ρjk. Also, observe that

since the random vector ε is normally distributed, <εεt> = I and <ε> = 0. Ηενχε, φροµ εθυατιον (Α.9.9) ωε ηαϖε ρεχοϖερεδ τηατ 
τηε ϖαριανχε οφ τηε χορρελατεδ ϖεχτορ ε' is equal to the covariance matrix Σ = MtM in equation (A.9.8), as it should be.

To implement the approach set out above, we start with the covariance matrix Σ as given and then generate correlated random numbers 
using equation (A.9.3). To do this we must take equation (A.9.8), perform the decomposition, and then take the "square root" of Σ to get 
the transformation matrix M. Once M has been obtained, the correlated random vector ε' can be constructed from equation (A.9.3).

Recall that the empirical covariance matrix (ie, the asset correlation matrix based on Standard & Poor's industry groupings) has already 
been calculated in Appendix C of chapter 7. All that remains, therefore, is the problem of determining the transformation matrix, M, in 
equation (A.9.8).

Obtaining the Square Root of a Matrix

The square root of a matrix may be obtained in several ways. Two general approaches will be outlined here. The most straightforward
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method is to use a Cholesky decomposition. This, unfortunately, does not work effectively if the matrix is singular or not positive definite. Here 
the singular value decomposition and eigenvalue decomposition approaches are more effective, but at the expense of greater computational 
complexity and longer computing times.

Cholesky Decomposition

The scheme of a Cholesky decomposition is to decompose a given positive definite matrix, Σ, into the form

where the matrix elements, (Σ)ij = sij, of the decomposition are only non-zero along the diagonal and upper or lower triangle. Explicitly, for a 3 × 
3 matrix the decomposition looks like this:

where the matrix A has elements along the diagonal and on the upper triangle. When expressed in this way, it can easily be shown that the 
matrix elements in A are related to Σ by

along the diagonal of A and by

off-diagonal of A.

These recursive relationships allow the equations to be solved easily with a computer and have the advantage of being simple and 
straightforward. As just mentioned, however, the Cholesky scheme does not work if the matrix is singular or not positive definite. For example, 
in equation (A.9.12b), when the aii term in the denominator is either zero or close to zero, aij diverges. In this case other algorithms are needed.
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Eigenvalue Decomposition

This approach exploits the similarity with the well-known eigenvalue problem in matrix theory. The eigenvalue equation is

where Σ is a given matrix and Λ is a matrix with only diagonal elements which are the eigenvalues of the matrix Σ. The matrix U must 
be determined.

Rearranging equation (A.9.13), we obtain

Equation (A.9.14) is the well-known similarity transformation, which diagonalises Σ. Because Λ is diagonal, it is easy to take the square root of 
the matrix by simply taking the square root of each of the elements in Σ. We then rewrite equation (A.9.14) as

where Q ≡Λ1/2 U-1. Observe that, for this to be true, the matrix U must necessarily be orthogonal, ie, Ut = U-1.

Using the matrix Q as the required transformation, we can now generate the required correlated random numbers from initially uncorrelated 
random numbers, viz:

It can easily be checked that the variance of the correlated vector ε is indeed the covariance matrix, ie, var[ε'] = QtQ = Σ.

Singular Value Decomposition

For covariance matrices that are singular or numerically close to being singular, we need to resort to a different kind of decomposition called 
the singular value decomposition (SVD). Briefly, the SVD of a square covariance matrix is given by
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where V is an orthogonal matrix such that Vt = V-1 and D is a diagonal matrix with the singular values of Σ along the diagonal and zeros 
elsewhere. Again, owing to its diagonality, the square root of matrix D can be extracted easily. The required correlated random numbers 
can, therefore, be obtained from the initially uncorrelated random numbers using the transformation ε' = D1/2 V-1ε. As usual, it can easily 
be checked that var[ε'] = VDV-1 = Σ, as it should.

Calculating the Default Point

Using the previous steps, correlated asset values that are normally distributed can be generated for each of the constituent instruments of the 
portfolio. The word "instruments" is used very generically here to refer to loan facilities, bonds or other receivables which are subject to default 

risk. Associated with each instrument is a normally distributed and correlated random variable,  with a mean of zero and a standard 
deviation of one. In the simulation process, this association will be used to determine whether the obligor associated with the instrument is in 
default or not. Note that a more complex indexing scheme needs to be introduced for the case when multiple instruments are associated with the 
same obligor.

At this point, the following things are known:

◊ The correlated asset value is constructed to be normally distributed, ie, 

◊ The corresponding probability of default, given by EDFi, is known.

The default point threshold, DP, of the ith obligor can be defined as DPi≡ N-1 (EDFi, 0, 1), where N-1 (*) is the inverse cumulative 
normal distribution. Thus, the criterion of default for the ith obligor can be constructed as follows:

If a number is drawn that generates an asset value below the default point threshold, the instrument is in default. This process is continued for 
each instrument in the portfolio until the instruments that are in default for a single scenario have been determined.
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Figure A.9.1 
Default point

Appendix B of chapter 7 and this chapter give a theoretically better description of the default point. Appendix B of chapter 3 also contains a 
lengthy discussion of the default point. The default point is best illustrated in Figure A.9.1, where the criterion (A.9.17) is demonstrated graphically.

Generate Loss Given Default

To every obligor that is simulated to be in default in the previous step it is necessary to assign a loss given default (LGD). Because of the 
embedded covenant structures, uncertainty is associated with the LGD. Indeed, in principle, the LGD is a stochastic variable with an 
unknown distribution. A random number should therefore be generated to simulate this stochastic variable as well. Both CreditMetrics and 
KMV hinted at using a beta distribution to model LGD stochastically.

In our example we assume that the loss given default and its uncertainty, as characterised by the standard deviation σLGD' are as shown in 
Table A.9.1. The numbers in the table are for indicative purposes only.

Table A.9.1 Loss given default

Recovery rate 
(%)

LGD 
(%)

σLGD 
(%)

Secured 65 35 21

Unsecured 50 50 28
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Using the delineation (secured or unsecured) of each instrument, we determine the "average" historical LGD from Table A.9.1 and then draw 
a uniform random variable z ∈ [0, 1]. In essence, the data in the table are used as an historical average for all the instruments in the portfolio.

We can now generate the random LGDi of the ith instrument by using the approximate relationship given by

where fi is drawn from a uniform distribution whose range is selected so that the resulting loss given default has a standard deviation that 
is consistent with historical observation. The superscript "S" in the equation is an indicator of whether the instrument is secured or not. The 
resulting distribution of LGD is, of course, by construction consistent with the average historical uncertainties given in Table A.9.1.

Table A.9.1 represents the simplest case of assigning loss given default percentages. Depending on the seniority structure and other 
embedded covenants, it needs to be expanded to take other nuances into account.

Calculation of Loss

Once defaults have been determined for a particular scenario, it is necessary to determine the loss in value of the portfolio. This is easily 
performed by summing all the simulated losses from one single scenario:

Simulated Loss Distribution

The simulated loss distribution is obtained by repeating the processes above from 10,000 to 1,000,000 times, recording the loss calculation for 
each scenario. A histogram is then generated which shows the number of events that fall in a range of bins. The result of such a simulation is 
shown in Figure A.9.2.
  

page_194



Page 195

Figure A.9.2 
Simulated loss distribution

Appendix B 
Simulating Default and the Default Point

Using Assumptions 1 and 2 in Appendix B of chapter 7 as background, we use the ''value of the firm" class of risky debt model and allow the 
default of a firm to be triggered by the decline of its asset value below some given threshold called the default point.

Following the first-passage time implementation of Zhou (1997), assume that for each firm i there exist two positive constants, Ki and λi, such 
that firm i defaults on all of its contractual obligations instantaneously as soon as Vi(t) ≤ eλitKi. The constant Ki is known as the default point 
threshold.

For simplicity and without loss of generality, set λi = µi to prevent the drift terms from clogging the mathematics. Denote

as the first time that firm i's asset value reaches its default point threshold, Ki. Then, the event Di(t) that firm i defaults before t > 0 can be 
expressed as Di(t) = {τi≤ t} A direct application of Harrison (1990) gives the expression for the probability of default:
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The quantity Zi, defined by

can be considered as firm i's "normalised" distance to its default point. Notice that since only the losing tail of the loss distribution is of interest, 
the factor of two in equation (B.9.1) is not necessary.

Note

Observe the similarity between the more theoretically precise discussion here and the default point defined in the simulation exercise in Appendix 
A. It will be left to the readers to convince themselves that the two formalisms are, indeed, exactly identical. The reader is also advised to refer 
back to Appendix B of chapter 3 for a loose definition of the default point as implemented by KMV Corporation and its comparison with a more 
theoretical definition.
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10 
Extreme Value Theory

The primary issue risk managers have always been interested in is assessing the sizemore so than the frequencyof losses. This desire led market 
participants to develop the so-called "worst-case scenario" approach for risk assessment. In the value-at-risk (VAR) framework for market risk 
capital adequacy, it is easier by far than for credit risk capital adequacy to assume a "normal-like" distribution when determining confidence 
levels although market returns have relatively long and fat tails. When assessing credit risk in conjunction with economic capital allocation, it 
takes an incredible stretch of imagination to rely solely on normal-like loss distributions. As we have seen through our simulation effort in the 
previous chapters, the loss distribution for the credit portfolio is highly skewed and, therefore, has an extremely long, fat tail.

I have also demonstrated in earlier chapters that using either Monte Carlo simulation or analytical distributions in isolation is very impractical 
and misleading. To estimate tail events it is necessary to combine both simulation techniques with analytical tail-fitting. However, in spite of this 
combination, it is still difficult to come up with an objective criterion that can conclusively determine the capital multiplier. In this chapter I 
propose the use of a very well-established tool in actuarial statistics called extreme value theory, or, simply, EVT, as another viable combination 
of alternatives.

Extreme value theory, as the name implies, focuses on extreme events and their associated tail probabilities. The problem of estimating the tail 
of the loss distribution considered in the previous chapter is one instance where EVT could be very useful. In fact, EVT offers precisely the 
methodology for characterising these rare, but not impossible, occurrences of losses.
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Fundamental Regimes of Losses

From a risk management and risk measurement perspective, we have seen in previous chapters that there are three fundamental regimes of loss:

◊ Expected loss The losses a bank is expected to bear as a consequence of undertaking its day-to-day business activities.

◊ Unexpected loss The unanticipated, though predictable, loss which a bank must be able to absorb in the normal course of doing business.

◊ Extreme loss The highly rare, though not improbable, loss that the bank, in extreme, distressed conditions, must be able to survive and 
remain solvent.

The first two regimes of loss, the expected and the unexpected, have been clearly quantified in earlier sections of the book. It is the last and the 
most difficult regimethe extreme casethat requires the full power of EVT.

Extreme value theory, as an actuarial science, offers the appropriate solution to quantify the boundaries between these three regimes of losses. 
This is the main topic of this chapter.

There are many bibliographical references for extreme value theory. Some of the more useful are: Reiss and Thomas (1997); Embrechts, 
Resnick and Samorodnitsky (1998); Embrechts, Kluppelberg and Mikosch (1997); McNeil and Saladin (1997); and McNeil (1998).

Extreme Value TheorySome Basics

Extreme value theory is actually quite simple. Mathematically, EVT can be summarised briefly as follows. Suppose we have a sequence 
of independent, identically distributed observations {X1, X2, . . ., Xn} drawn from a common but yet unknown distribution, F. If the 
sequence represents losses, the most extreme case within the data sequence concerns the largest loss, symbolised by

More generally, we might be interested in the behaviour of a subset of the k largest losses, but in many practical situations the data sequence 
is incomplete. Thus, for a given confidence level α,
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we may have to extrapolate beyond the range of the given data sequence. We are, therefore, primarily interested in the excess losses over some 
high threshold uα, where the index α denotes the confidence level. This means, for a small α, determine the threshold uα such that

For example, the economic interpretation of equation (10.2) goes something like this:

If the random variable X represents the loss variable associated with credit default risk, then uα corresponds to the minimum amount of 
economic capital the bank needs to set aside in order to survive (with some confidence level α) an extreme loss in portfolio value due to default.

Of course, once the threshold is fixed, one would need to estimate the size of potential losses beyond this level. Therefore, we would also need to 
be able to estimate the conditional probability of excesses, viz:

The simple interpretation of equation (10.3) is:

Given that there is a loss beyond the threshold uα, the conditional probability that the excess loss X - uα is no bigger than some level x is Fua
(x), with some confidence level α.

For reference purpose later, the probability in equation (10.3) can also be rewritten as
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From the basic theory outlined above, observe immediately that there are two practical generalities to consider regarding the information 
required for extreme value analysis:

◊ Sufficient data If there are sufficient data above the threshold, the estimate of the conditional probability Fua (x) involves only those 
losses above the threshold which are contained in the data sequence {X1, X2, . . ., Xn}. This is, therefore, a trivial case.

◊ Insufficient data In the case of insufficient data above the threshold (which is normally the case in practice), it is necessary to find a suitable 
approximation for the conditional probability. The distribution Fua (x) is, in this case, truly unknown, especially along the tail region.

From the practical perspective of risk management and the measurement of credit risk, one of the main goals of EVT should be to provide 
answers to the second case. In the next section we begin with a very large class of suitable EVT distributions under the heading "generalised 
Pareto distribution".

Before we proceed, however, the reader may first wish to peruse the panel on pages 212-13, which contains a reprint of a non-mathematical 
article by A. McNeil entitled "History Repeating". The essay is a hypothetical story based on the historic black Monday crash of October 19, 
1987, when the S&P500 index closed down 20.4% of its opening value, sending shock waves around the global financial world. The simple 
message is that extreme value theory might have a sensible role to play in the risk management of extreme phenomena.

Generalised Pareto Distribution

The distribution, Fua (x), of excesses can be approximately modelled by the class of generalised Pareto distributions, among many other 
possible distributions. The generalised Pareto distribution (GPD) is a family with three degrees of freedom, parameterised by

where the three parameters are the scale parameter, ψ > 0, the
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location parameter, µ ∈ R, and the shape parameter, ξ∈ R. The subscript "+" means y+≡ max [0, y]. The special case when ξ = 0 is to be 
interpreted as the limiting form given by

In practice, instead of using equation (10.5a), it is also not uncommon to use the simpler functional form given by

Observe that both equations (10.5a) and (10.5c) have asymptotically the same limiting form. Therefore, it does not matter which functional form 
is chosen for practical implementation.

The generalised Pareto family of distributions (10.5a) subsumes three other well-known distributions:

ξ = 0 the Gumbel or double exponential;

ξ > 0 the Fréchet, which has unbounded support to the right; and

ξ < 0 the Weibull, which has unbounded support to the left.

Representative distributions of the generalised Pareto family are shown in Figure 10.1, which was prepared using Mathcad software.



Figure 10.1 
Distributions of the generalised Pareto family

  
page_201

Page 202

At this juncture it would be instructive to pause for a simple example. Example 10.1 is based on the same loan portfolio used throughout the book. 
A generalised Pareto distribution was used to fit the tail of the distribution. Recall that earlier we naïvely employed a beta distribution and an 
inverse normal distribution coupled with Monte Carlo simulation.

Example 10.1 
Tail-fitting Using Generalised Pareto Distribution

The graph in Figure 9.3 accompanying Example 9.1 in the previous chapter is a zoom-in view of the tail region of the simulated loss distribution 
of the portfolio. Table 10.1 focuses on the region of the tail that we wish to fit.

The first column is the simulated loss (in millions of US dollars). The second column is the percentile of the total simulated portfolio. The region 
to be fitted with a generalised Pareto distribution is the percentile range from 99.5% to 99.92%, corresponding to a portfolio loss in the range Loss 
∈ [618, 1136], denominated in millions of dollars. The third column displays the cumulative probability of the fitted Pareto distribution.

The tail-fitting process, again using the minimisation of least-squares error, results in the best-fit parameters ψ (the scale parameter) = 0.00256, 
µ (the location parameter) = -0.00693, and ξ (the shape parameter) = 0.15998.

A graph of the cumulative distribution of the tail-fit versus the simulated loss distribution is displayed as Figure 10.2 (on page 204). Clearly, there 
is a remarkably tight fitoverall a much better fit than is obtained with a beta distributiondemonstrating the usefulness of using extreme value 
theory in determining the tails of loss distributions due to default risk. But what does this really mean?

Capital Multiplier

It is interesting to note that the associated capital multiplier (for an AA rating) obtained with this GPD tail-fit is 14.77. What if we had used 
a different criterion for setting up capital requirements?

Table 10.2 (also on page 204) gives the capital multipliers corresponding to the different classes of desired debt rating for the bank. The 
table compares the results for two cases: the Pareto tail-fit and the simulation exercise.
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Table 10.1 Data for tail-fitting example

Loss Cumulative probability

(US$ million) Simulation Pareto

618 0.995010 0.995163

621 0.995085 0.995232

625 0.995160 0.995301

629 0.995275 0.995369

633 0.995355 0.995435

636 0.995430 0.995501

640 0.995555 0.995565

644 0.995595 0.995628

647 0.995660 0.995690

651 0.995760 0.995751

655 0.995835 0.995812

658 0.995900 0.995871

662 0.995935 0.995929

666 0.996015 0.995986

670 0.996085 0.996043

673 0.996165 0.996098

677 0.996230 0.996152

681 0.996315 0.996206

684 0.996360 0.996259

688 0.996400 0.996311

692 0.996430 0.996362

695 0.996480 0.996412

699 0.996520 0.996462

703 0.996570 0.996510

707 0.996615 0.996558

710 0.996645 0.996605

 . . .



1088 0.999040 0.999044

1091 0.999040 0.999055

1095 0.999055 0.999065

1099 0.999075 0.999076

1102 0.999100 0.999086

1106 0.999135 0.999096

1110 0.999140 0.999106

1113 0.999140 0.999116

1117 0.999160 0.999126

1121 0.999160 0.999135

1124 0.999165 0.999145

1128 0.999165 0.999154

1132 0.999170 0.999163

1136 0.999180 0.999173
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Figure 10.2 
Graphical comparison of cumulative distributions for tail of simulated loss distribution and Pareto fit

Observe that the capital multipliers resulting from a GPD tail-fit agree remarkably well with our simulation results. Note also from Table 10.2 that 
as one moves further away from the most extreme tail (ie, a lower rating), the capital multiplier for both the GPD tail-fitting and pure simulation 
decreases, indicating a lower economic capital requirement associated with a lower level of confidence.

Although this example demonstrates the power of using extreme value theory to fit the distribution of extreme losses, it is still important to 
justify the application of EVT and to understand the conditions under which the tail-fit is meaningful. The next two sections address issues 
concerning convergence criteria, the choice of threshold (ie, the range over which the tail-fitting should occur) and other analytical tools.



Table 10.2 Capital multipliers

Debt Pareto tail-fit (99.95%-99.92%) Pure simulationno fitting

rating Percentile Max loss CM Percentile Max loss CM

AAA 99.99
1,982 19.64

99.99
1,883 18.63

AA 99.97
1,506 14.77

99.97
1,470 14.39

A 99.90
1,073 10.32

99.90
1,071 10.31

BBB 99.70
744 6.95

99.70
745 6.97

Max loss: maximum loss, millions of US dollars; CM: capital multiplier.
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By necessity, the topic of convergence requires some maths. For non-mathematical readers, the sections that follow can be read without paying 
too much attention to the mathematical details but, rather, to the contents and their implications.

Convergence Criteria

The practical application of extreme value theory requires rigorous justification. This section summarises the known results regarding EVT. 
There are three fundamental results to consider. They are:

◊ Convergence of the empirical distribution to the generalised Pareto family This is guaranteed by the Fisher-Tippett theorem.

◊ Criterion for the tail of the extreme losses to be in the domain of applicable extreme value distributions This is answered by the Gnedenko 
theorem and similar results.

◊ Criterion for choosing a high threshold This is guaranteed by the Picklands-Balkema-de Haan theorem.

The first of these important results is the well-known Fisher-Tippett theorem. This plays the same role as the central limit theorem in the 
statistical study of sums. The theorem describes the limiting behaviour of appropriately normalised maxima. The theorems mentioned above will 
be quoted without proofs. The mathematical details are widely available in the references cited earlier. I shall enumerate the theorems and 
comment on their practical implications.

Theorem (Fisher-Tippett, 1928)

Suppose that the sequence of data {X1, X2, . . ., Xn} is i.i.d. with a common but unknown distribution function, F, for which an empirical but 
incomplete distribution Fempirical exists. Suppose further that sequences of real constants, an and bn, can be found such that (Mn - an)/bn, the 
sequence of normalised maxima, converges in the distribution, viz:



x ∈ R for some non-degenerate limit distribution G. Then G is one of the generalised Pareto classes Gξ, µ, ψ(x).
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Maximum Domain of Attraction

If the condition given by equation (10.6) holds, we say that F is in the maximum domain of attraction (MDA) of G, and we write

Interpretation of the Fisher-Tippett Theorem

In other words, the content of the Fisher-Tippett theorem can be summarised simply as follows:

Hence, if we know that suitably normalised maxima converge in the distribution, the limiting distribution must be an extreme value distribution 
for some carefully chosen parameters ξ, µ, ψ. This is a very revealing insight. The implication is that if we were able to choose a reasonably 
adequate number of sample points from some empirical experiment that are properly normalised and that appear to have some limiting 
behaviour, the limiting distribution must be one of the generalised Pareto classes.

For most practical uses in financial risk management the Fréchet case, corresponding to ξ > 0, is the most important. The Fréchet case has 
unbounded support on the positive real axis. The following theorem gives necessary and sufficient conditions for the distribution F to be in the 
maximum domain of attraction of G for the case ξ > 0.

Theorem (Gnedenko, 1943)

For the Fréchet case ξ > 0, we have

for some slowly varying function L(x).

This theorem shows that if the tail of the distribution F(x) decays as a power function, the distribution is in the maximum domain of attraction of 
the Fréchet distribution. Similar results hold for the other classes subsumed under the generalised Pareto family.
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Examples of Generalised Pareto Distributions

A few readers might be surprised to learn that some very familiar probability distributions are theoretically classified as generalised 
Pareto distributions. The list below gives examples of well-known distributions in the maximum domain of attraction of the generalised 
Pareto family.

◊ Fréchet class Ordinary Pareto, Burr, log-gamma, Cauchy and Student's t, along with combinations of these

◊ Gumbel class Normal, exponential, gamma, and lognormal

◊ Weibull class Beta and uniform distributions

In earlier sections I demonstrated the tail-fitting of extreme losses to the beta distribution without making clear, at the time, the full power of 
extreme value theory. It should now be obvious why, although the fits were not very exact, visually they look very good and promising.

Thresholds Revisited

In the beta tail-fitting exercise it was not clear how the threshold could be chosen objectively. Our criterion at that time was that the bank's debt 
rating should be maintained at AA, corresponding to a 99.97% confidence level. The next theorem guarantees that the distribution function of 
the excesses above the threshold converges in the limit to the generalised Pareto distribution.

Theorem (Picklands, 1975; Balkema-de Haan, 1974)

Let x0 be the finite or infinite right end-point of the distribution F, ie,

Let the distribution of the excesses over the threshold ua be given by

Then, F ∈ MDA{G} if and only if G is the generalised Pareto distribution as the threshold tends to the right end-point. That is, there exists 
a positive measurable function ψ (ua) such that

if and only if F ∈ MDA{G}.
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This theorem suggests that for sufficiently high thresholds ua, the distribution function of the excesses, F, may be well approximated by the 
generalised Pareto distribution, Gξ, µ, ψ, for some suitable parameters ξ, µ, ψ. The theorem gives us theoretical grounds to expect that if a 
sufficiently high threshold is chosen, the data beyond that point will exhibit generalised Pareto behaviour. The statistical implication is that it 
is theoretically sound to fit the generalised Pareto distribution to data that exceed high thresholds.

The Mean Excess Function

''How does one choose the threshold?" This is a very important and practical question. Our choice for the threshold during the beta tail-
fitting exercise was dictated by the desired debt rating of the bank. There are, however, a variety of more scientific ways.

Most of the methods are visual or graphical. Some are listed below.

◊ Quantile-quantile or QQ plots A concave or convex departure from the straight line indicates a heavier or shorter-tailed empirical distribution.

◊ Hill estimator This is nothing but the inverse of the average of the log ratios of ordered statistics in the data sequence. The estimator is used 
to approximate the Pareto shape index, ξ-1 for ξ > 0.

◊ Mean excess function A graphical method and also the easiest.

The mean excess function is defined as

which is the sum of the excesses above the threshold u divided by the total number of data points which exceed that threshold. In other words, 
the mean excess function is an empirical estimate of the expected overshoot of a threshold given that exceedance occurs.

Mathematically, the mean excess function ê (u) is an empirical estimate of the actual expectation of exceedances given by
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For the generalised Pareto family, the expectation can easily be calculated as

where ψ + ξ u > 0. Observe that for the generalised Pareto distribution, the expected exceedances is a linear function of the threshold level u. 
This implies that a criterion for choosing the region above the threshold for tail-fitting can easily be established. More specifically, if the 
empirical plot of the mean excess function follows a reasonably straight line (or at least with positive gradient) above a certain threshold u, this 
is indicative that the exceedances beyond the threshold u follow a generalised Pareto distribution with a positive shape parameter. The positive 
gradient is a sure sign of heavy-tailed behaviour.

We demonstrate this insight using a simple illustration in Example 10.2.

Example 10.2 
Mean Excess Plot

The example that follows is a plot of the empirical mean excess function against values of the thresholdie, (u, ê (u))using the simulated loan 
portfolio data from previous sections. For consistency the threshold, on the abscissa, is denominated in units of percentage loss (ie, loss in US 
dollars divided by total portfolio adjusted exposure).

The two square points in the plot (Figure 10.3) represent the chosen points corresponding to the thresholds u99.31% and u99.98%' and to loss levels 
of 1.3% and 3.7%, respectively. The percentages 99.31% and 99.98% represent the percentiles of the simulated loss data below the thresholds.

Observe from the plot that the region between these two thresholds has positive gradient and is a promising candidate for GPD tail-fitting. 
The region above the upper threshold, u99.98%, is sparsely populated and will not be incorporated into the tail-fitting exercise. As such, 
whatever resulting distribution is fitted to the region between the two chosen thresholds will automatically subsume the exceedances beyond 
the higher threshold.
  

page_209



Page 210

Figure 10.3 
A mean excess plot

The results of the GPD fit have already been presented. Judging from the mean excess plot, it is not, therefore, just a coincidence that there was 
such an excellent tail-fit to the generalised Pareto family.

Indications of Longer and Fatter Tails

The particular portfolio used in this example does not have an unusually long and heavy tail like other portfolios we have considered. Depending 
on the composition of the portfolio analysed and the associated tail characteristics, the region above the upper threshold might contain only very 
few data points. Also, the upper threshold need not be located very deep inside the tail section as in this example.

For instance, the plot in Figure 10.4 for a different portfolio has a chosen upper threshold at u99.93% and the region beyond that is very 
thinly populated. In this case, the tail region chosen for GPD fitting is from 99.47% to 99.93%, where the mean excess function has a 
positive gradient.

The "best fit" using least-squares minimisation gives a Pareto shape index of ξ = 0.577, which is much larger than in the first example (ξ = 
0.159). Observe from the chart that there are more outlying points at much higher thresholds than in the previous example. As to the size of ξ, 
there are two possible conclusions:
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Figure 10.4 
Another example of a mean excess plot

◊ Using Monte Carlo methods to fit the loss distribution beyond the upper threshold, u99.93%, is not reliable and the results should be ignored; or

◊ This is an indication of a longer and fatter tail.

We know from the frequency diagrams for the two portfolios that the second definitely has a much longer tailthe Pareto shape index confirms 
this. However, both portfolios exhibit a negative gradient beyond the upper threshold. This is an indication of either a rapidly shortening tail 
beyond the upper threshold or that the extreme tail sections are not excessively fat or heavy in nature. Becauseunlike insurance claimsthere are 
insufficient realworld data for portfolio loss, we need to take the more conservative path. Extreme value theory, as applied in these examples 
and for capital purposes, provides that level of conservatism.
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HISTORY REPEATING*

Alexander McNeil

Swiss Re Research Fellow, Department of Mathematics, ETH Zurich

It is the early evening of Friday, October 16, 1987. An unusually turbulent week in the equity markets has seen the 
S&P500 index fall by 9.21%. On that Friday alone the index is down 5.25% on the previous day, the largest one-day 
fall since 1962. A young employee at a major bank's risk management division is asked to calculate a worst-case 
scenario for a future fall in the index. He has at his disposal all daily closing values of the index since 1960 and can 
calculate from these the daily percentage returns. Fresh out of university, where he followed a course in extreme 
value theory as part of his mathematics degree, he decides to undertake an analysis of annual maximal percentage 
falls in the daily index value.

He reduces his data to 28 annual maxima, corresponding to each year since 1960 and including the current 
unusually large percentage fall. To these data he fits a distribution known as the Fréchet and attempts to calculate 
estimates of various return levels. A return level is an old concept in extreme value theory, popular with hydrologists 
and engineers who must build structures to withstand extreme winds or extreme water levels. The 50-year return 
level is a level which, on average, should only be exceeded in one out of every 50 years.

Our employee uses his Fréchet model to calculate return levels. Having received a good statistical education, he also 
calculates a 95% confidence interval for the return levels. He recognises that he is using only 28 data points and that 
his estimates of the parameters of the Fréchet model are prone to error and tabulates his results for the 50-year 
return level. The most likely value is 7.4, but there is much uncertainty in the analysis and the confidence interval is 
approximately [4.9,24].

Being a prudent person, it is the conservative value of 24% that the employee brings to his supervisor as a worst-
case fall in the index. He could, of course, have calculated the 100-or 1,000-year return levels, but somewhere a line 
has to be drawn and a decision has to be taken. His supervisor is sceptical and points out that 24% is more than 
three times as large as the previous record daily fall since 1960. The employee replies that he has done nothing other 
than analyse the available data with a natural statistical model and give a conservative estimate of a well-defined 
rare event.

On Monday, October 19, 1987, the S&P500 closed down 20.4% on its opening value.

* This item first appeared in Risk (January, 1998) and is republished here with the kind permission of the author.
 

(text box continued on next page)
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(text box continued from previous page)

To the best of our knowledge the above story never took place, but it could have. There is a notion that the crash of 
October 19, 1987, represents an event that cannot be reconciled with previous and subsequent market price 
movements. According to this view, normal daily movements and crashes are things of an entirely different nature 
(see, for example, Zangari, 1997). One point of the above story, however, is to show that a process generating normal 
daily returns is not necessarily inconsistent with occasional crashes. Extreme value theory (EVT) is a branch of 
probability theory that focuses explicitly on extreme outcomes and provides a series of natural models for them. 
Long used in engineering, it is now finding a role in risk management. The return level calculated in the story is an 
example of a risk measure: the reader may have detected an element of hindsight in the choice of the 50-year return 
level so that the crash lay near the boundary of the estimated confidence interval. Before the event, the choice of 
level would, however, have been a risk management decision. We define a worst case by considering how often we 
could tolerate its occurrence; this is exactly the kind of consideration that goes into the determination of dam heights 
and oil rig component strengths. But, of course, the logical process can be inverted. We can imagine a scenario which 
we believe to be extremea 20% fall in the value of something, sayand then use EVT to attempt to quantify how 
extreme, in the sense of how infrequent, the scenario might be.

EVT offers other measures of risk not touched upon in the story but described in the main text: for example, the 
value-at-risk (ie, the high quantile of a return distribution), and the shortfall or beyond-VAR risk measure, the 
amount by which VAR may be exceeded in the rare event that it is exceeded.

There is a further important point embedded in the story, and that is the necessity of considering uncertainty on 
various levels. Only one model was fitted: a Fréchet model for annual maxima. The Fréchet distributional form is 
well supported by theoretical arguments, but the choice of annual aggregation is somewhat arbitrary; why not six-
monthly or quarterly maxima? This issue is sometimes referred to as "model risk" and would be addressed in a full 
analysis. The next level of uncertainty is parameter risk. Even supposing the model in the story is a good one, 
parameter values could only be established roughly, and this was reflected in a wide range of values for the return 
level.

In summary, one can say that EVT does not predict the future with certainty. It is more the case that EVT provides 
sensible and natural models for extreme phenomena and a framework for assessing the uncertainty that surrounds 
rare events; in finance, these could be pressed into service as benchmarks for measuring risk.
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11 
Risk-Adjusted Performance Measurement

Beginning with chapter 3, the basic foundation for quantifying and measuring credit risk in the banking book was carefully laid down. 
Specifically, important risk measures such as expected loss and unexpected loss were first introduced at the level of the individual loan facility. 
The building blocks for these risk measures were discussed extensively in chapters 4 and 5. To assess the credit risk embedded in the overall 
portfolio, practical methods for determining the correlation of default and the joint movement of credit quality were introduced in chapter 7. 
Correlation effects are the glue that binds the individual credits in the portfolio together. So that the influence of a single credit facility on the 
overall portfolio can be adequately assessed, chapter 6 introduced the concept of the risk contribution of an individual facility to the aggregate 
portfolio.

Once the credit risk in an aggregate portfolio can be adequately measured, we need to ask: "How much capital does a bank need to buffer itself 
against unanticipated losses in the credit portfolio?" Chapter 8 responded with the concept of economic capital, which is dependent on the tail, 
or extreme events, of the loss distribution. Since tail events are notoriously difficult to predict, chapters 8 and 9 advocated combined analytical 
and simulation techniques to approximate such events. Chapter 9 concentrated on the techniques of Monte Carlo simulation as applied to the 
distribution of portfolio losses and demonstrated some analytical tail-fitting procedures. This was followed by a presentation in chapter 10 of the 
basic foundation for an actuarially based statistical tool called extreme value theory (EVT). EVT was viewed in the chapter as a supplementary 
tool for the approximation of tail events.
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With the basic building blocks for credit risk measurement in place, we are now ready to tackle some of the most important questions concerning 
the measurement of returns. This chapter gathers the strands from all the previous chapters by concentrating on this aspect. After all, why take risk 
if there is no reward? However, to provide a more equitable reward mechanism, a suitable framework for measuring returns must first be 
established. This is the main goal of the current chapter.

In a collective response to the highly inadequate risk-based capital requirement policies promulgated in the Basle Capital Accord in 1988, 
banking organisations have, over the past several years, begun in earnest to develop their own internal capital allocation systems. Since credit risk 
is a significant part of the overall risk faced by banking institutions, it also behoves these banks to develop their own internal credit risk models 
swiftly. These two developmental efforts eventually converged as one mandate that is now generally known as "risk-adjusted performance 
measurement", or RAPM. RAPM is considered by many risk managers to be the pinnacle of risk/return measurement and to represent the 
ultimate achievement for enterprise-wide risk management.

There are a variety of ways of defining performance measures using a risk-adjusted framework. The issue of performance measurement, 
however, cannot be addressed in isolation. How a bank chooses its risk-adjustment process is dependent on the intended application of 
these internally concocted performance measures. From a shareholder perspective, the bank may opt for the so-called shareholder value 
analysis (SVA). If the focus is on value creation, the bank may choose to adopt economic value added (EVA) 1 types of performance 
measures. Other lines of approach are being followed in the market, as summarised by Matten (1997).

Because a bank is not a charitable organisation, whatever performance measures are formulated should not deviate from the fundamental 
premise that, for the bank to take risk, it must be duly compensated for its actions. Any performance measure that fails to heed this wisdom 
is meaningless.

Internally developed capital allocation schemes are the basis on which a bank measures the profitability of the various lines of business it engages 
in. These schemes are then, in turn, used as evaluation measures in rewarding "good" business performances
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that meet the bank's expected hurdle rates. Risk and reward are, indeed, intertwined, as they should be. Furthermore, the rapid development of 
internal credit risk models and economic capital allocation schemes have also been driven largely by the day-to-day risk management needs of 
most banks. These risk management processes originally began in earnest in the trading book of the bankthe banking book being traditionally 
the more passive business. The general acceptance by the regulators in early 1998 of internal models for market risk capital adequacy also 
stimulated rapid development on the credit risk side.

To put things in the proper perspective, the discussion in this chapter addresses risk measurement from two fronts:

◊ the allocation of economic capital; and

◊ performance evaluation in conjunction with the level of risk-taking involved.

The first perspective is necessary so that each business unit in the bank is capitalised in a manner consistent with the bank's desired debt rating 
(eg, AA). The allocation scheme must, therefore, take into account the business unit's inherent "stand alone" risk and any internal 
diversification benefits provided by the unit to the overall bank portfolio. The aim of capital allocation is to force the bank to behave like a 
portfolio manager, thereby facilitating an efficient enterprise-wide risk management programme at the holding company level.

A key element in the emerging rationale of risk-based performance measurement is the assignment of economic capital to the different lines 
of business. The purpose is twofold, namely:

◊ first, equity capital usage and returns ultimately drive shareholder value;

◊ second, capital attribution is required to express the riskiness of the business that is being measured.

With these objectives, capital is clearly the common denominator of risk and return. If there were no risk-taking activities, there would really be 
no need for capital; therefore, risk is captured through capital needs. We have seen in earlier chapters that, other things being equal, the higher 
the volatility (as quantified by the unexpected loss), the greater the need for economic capital. Hence, accurately measuring performance 
requires that risk be taken into
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account. Regardless of the activities of the lines of business, risk needs to be measured and priced. Only then are the different business 
lines measurable on a level playing field.

The performance evaluation perspective is required so that the bank can determine the economic value added by each business unit. Ultimately, 
the performance evaluation should transcend the level of the business unit and extend to the assessment of individual credits. Therefore, the 
objective of performance evaluation is to provide a comparable benchmark for the measurement of a business unit's contribution to shareholder 
value and, as a consequence, also provide an effective capital budgeting process and incentive compensation programme.

In its October 1995 issue, Euromoney announced: "A RORAC [Return On Risk-Adjusted Capital] type system will increasingly become a 
necessity for all banks. . . . Calculating how much capital a bank needs has suddenly become the hot topic in banking." Indeed, many banks 
have employed a variety of performance measurement systems of varying complexity and sophistication to address the dual issues of 
performance measurement and capital attribution. The purpose of this chapter is to present some simple performance measures.

Risk-Adjusted Performance Measurement

With these two broad perspectives above and their associated objectives in mind, it is now easy to incorporate the risk-adjustment function into 
the credit modelling process. This can be done in a variety of ways. The most generic risk-adjusted performance measure can be defined simply as

The numerator of this performance measure consists of revenues generated, 2 less the costs of doing business, and, finally, an adjustment by 
the expected losses. The expected loss, as we have seen in earlier chapters, is equivalent to the loan loss provision the bank needs to set aside as 
part of carrying on its daily business activities. Statistically speaking, it is the credit losses that are expected in the course of doing business. 
Because it is anticipated, the expected loss is really not a risk measure per se.
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In making the adjustments set out above, the return measure is adjusted by the risk involved in generating that returnthe balancing act between 
risk and return being the key focal point. The denominator, the value-at-risk, is the amount of operating capital needed to cushion the bank 
against unexpected losses, operating risk, market risk and other conceivable risks. This value-at-risk is generally interpreted in the industry as 
the risk capital or economic capital.

Perhaps the concept of a risk-adjusted performance measurement can best be illustrated by a simple example.

Example 11.1 
A CEO's DilemmaWhich Proposal to Choose?

This example is based on one given by Allen (1996). It is annual budget time and capital is scarce. The chief executive officer of the bank is 
faced with a dilemma as two of her business unit managers have approached her with similar requests.

The lending manager says: ''I can make another $1 million over the year if you increase the limit of my loan book by $200 million." The 
trading manager says: "I can also make another $1 million over the year if you can increase my position limit by $10 million."

There is not enough capital to fulfil both requests. What is the CEO to do? How can a meaningful comparison be made between the two proposals?



Clearly, the CEO should choose the alternative that offers the higher return on capital but which introduces the least risk to the bank. To do so 
would require a good knowledge of how much economic capital is necessary to support each proposal and how much incremental risk each 
proposal introduces to the bank holding company.

The dilemma does not end there. At the end of the year it is annual bonus time and both managers have achieved their targets. The CEO is 
now obliged to determine how much to reward the two managers. How would she do that?

This example illustrates the importance of comparability when faced with the need to choose between several alternatives. To be able to conduct 
a fair comparison of return performance requires that the comparison be done on a level playing field. RAPM is one such measure that allows 
comparability in terms of the delicate balance between risk and reward.
  

page_219

Page 220

RAROC Defined

A clear, simple and intuitive approach amongst all risk-adjusted performance measures is RAROCthe acronym for risk-adjusted return on capital. 
It is also known by other acronyms such as RORAC (return on risk-adjusted capital) and RARORAC (risk-adjusted return on risk-adjusted 
capital). Semantics aside, they all mean the same thingthe only difference being where the risk adjustments are done. Therefore, I shall use the 
term RAROC in the remaining chapters in a somewhat generic manner.

As the name implies, the risk adjustment is taken on both the revenue and capital components of the equation. On the revenue side, the "cost or 
expenses" of doing business needs to be taken into account. The "cost", from a credit default risk perspective, is the expected loss of engaging in 
the credit-generating business activity. Recall in earlier chapters we argued for the expected loss to be treated as the loan loss reserve that banks 
must set aside as part of doing their daily business. But from a business expense perspective (eg, salaries, bonuses, information systems 
infrastructure, and other expenses incurred in doing business), it would be ideal if the bank had some internal cost allocation scheme that could 
systematically attribute the different expenditures to each business unit.

Other "expenses" may also include tax provisions and transaction expenditures. There is a school of thought which advocates that the cost 
associated with tied-up capital also needs to be subtracted from the numerator. Refer to Appendix A for a brief discussion of a revised version 
of RAPM.

Capital in the denominator is appropriately replaced with risk capital or economic capital. Observe from previous chapters that we have 
decidedly incorporated the unexpected loss component (under extreme loss conditions) into the capital determination exercise. Since the bank, as 
a holding company, also engages in activities other than those which induce credit risk, the capital must, in principle, also incorporate other risks 
such as market risk, operational risk, etc. Our focus in this book is centred more on credit risk; nevertheless, other forms of risk can easily be 
included without any loss of generality.

Simply put, the ingredients for the RAROC equation can be defined very clearly as shown in Figure 11.1.
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Figure 11.1 
The RAROC equation

Dissecting the RAROC Equation

The best way to understand the RAROC calculation is to dissect the equation into its constituent parts. The RAROC equation has two 
major components: risk-adjusted return as the numerator; and risk capital or economic capital as the denominator.

We will start by examining the numerator and then consider the denominator.

The numerator, which represents the return component, consists of revenue information, "expenses" in the broadest sense, transfer pricing 
amongst the different business units, and the expected losses associated with engaging in the different lines of business.

The schematic diagram in Figure 11.2 (overleaf) shows in detail the subcomponents of the numerator. The diagram clearly high-lights 
some quantities that should be familiar by now. All the quantities in the diagram that are amenable to mathematical modelling have been 
modelled, with appropriate caveats, in earlier chapters.

The denominator, on the other hand, represents the amount of capital the bank needs to sustain a desired credit rating commensurate with the level 
of risk it is taking. This capital cushion is called risk capital or economic capital.

Figure 11.3 is a schematic diagram of the constituents that make up the risk or economic capital in the denominator. Observe from the diagram 
that the denominator is the most difficult aspect of the modelling effort. Both practical and theoretical issues abound in the determination of 
quantities such as pairwise default correlation,
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Figure 11.2 
The numerator of the RAROC equation

an obligor's idiosyncratic risk as represented by the industry index, the standard deviation of LGD, the confidence level in the loss distribution, 
and many others.

Previous chapters have presented the results of some theoretical research efforts to quantify the risk measures delineated in Figures 11.2 and 
11.3. Perhaps more importantly, we considered practical techniques for modelling credit risk with the goal of establishing the most sensible, 
reasonable, and practical solutions for implementation, especially in the case when theory can no longer be stretched beyond its 
fundamental assumptions.

After all, the results of any modelling process that cannot be articulated and explained in simple terms to both senior management and regulatory 
supervisors do not have a chance of being fully accepted, let alone implemented, throughout the enterprise. One of the great challenges in writing 
this book is to satisfy the practical constraints that we must impose on our internal model of clarity, transparency and ease of implementation.
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Figure 11.3 
The denominator of the RAROC equation

Approaches to Measurement: 
Top-Down or Bottom-Up?

The previous section has presented a general template for determining the proper measure of return given the level of risk assumed, to the extent 
that the risk measures in the diagrams are quantifiable and, therefore, acceptable to both senior management and regulatory supervisors. How a 
bank decides to use the risk and return measures dictates at what aggregate levels these measures need to be calculated. Depending on the 
intended application of a risk-adjusted performance measure, there are two general, but inseparable, approaches to measurement to consider:

◊ a top-down (strategic) approach; or

◊ a bottom-up (tactical) approach.

The two approaches are complementary and are inextricably linked with the comprehensive, enterprise-wide risk management function of the 
entire bank. It is unwise to prefer one over the other owing
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Figure 11.4 
Hierarchies in top-down and bottom-up approaches

to their complementary nature, but it will become clear later that the bottom-up or tactical approach is quite difficult to implement across the 
board without unduly taxing the existing systems infrastructure of the bank and, thereby, incurring very large capital expenditure.

Figure 11.4 illustrates the hierarchical levels in a typical bank. The strategic, top-down approach in performance measurement concentrates 
primarily on the returns at business unit level and their effect on the strategic well-being of the bank as a whole. The more tactical, bottom-up 
approach requires a detailed transactional level performance measurement, including comparative analysis of returns from the bank's 
customers. The latter can then be used to decide which of these customers and their associated transactions are truly beneficial to the bank. 
Clearly, even though the lowest level of performance measurement makes extreme demands on the bank's information systems infrastructure, 
the granularity it is capable of providing is the most desirable.

The first perspective illustrated in Figure 11.4, the top-down or strategic approach, is driven primarily by the requirements of senior management 
at the level of the bank holding company, whose primary focus is on the "big picture"a medium- to long-term view of the enterprise:
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◊ How should the bank strategically position different lines of business in the most profitable and de minimis risk prospects in line with 
projected market developments over the next business cycle?

◊ How do the different lines of business compare in their returns in conjunction with the level of risk they assume from one planning period to 
the next?

◊ How should business units be compensated for the returns they generate and for the incremental risks they bring into the bank's overall portfolio?

◊ What are the projected ranges of profits and losses over the next planning horizon?

◊ What is the impact of operating costs relative to earnings and returnsie, the efficiency ratio?

◊ What are the chances of encountering a debilitating loss during the next few horizons?

◊ How should the bank strategically acquire or divest itself of lines of business over the long term?

From the objectives delineated above one can see that, from a senior management perspective, the strategic top-down approach attempts to 
infer some measure of the totality of risk and return on aggregated or broadly defined business categories. Some banks have opted to use peer 
analysis and benchmarking to arrive at their own internal targets instead of painstakingly deriving the aggregates from their own bottom-up 
experience. Such an approach has both pros and cons. The point is that the aggregated top-down approach for strategic usage is a simple 
corollary of the bottom-up approach. In principle, if a bank can overcome the obstacles in its management information systems infrastructure, 
it would be able to perform these risk and return calculations from a very low level and should, therefore, succeed in aggregating the results to 
a higher and broader levelalbeit somewhat myopically.

The bottom-up or tactical perspective, in contrast, is driven primarily by such short-term day-to-day concerns as:

◊ How to assess the risk and return profile of the trading book from one day to the next.

◊ In credit committee deliberations, how to structure and approve loan facilities to specific obligors in light of the existing portfolio in the 
banking book.
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◊ The "fair" price to charge for transactions in either book as compensation for taking risks into the bank portfolio in accordance with the bank's 
set hurdle rates.

◊ If the hurdle rate for a business unit cannot be met with the risk-adjusted pricing of a new transaction, where else to make up the difference.

Tactical measures of risk and return allow the business units to undertake risk-adjusted pricing, thereby providing them with adequate 
information about "fair" pricing in relation to the bank's existing portfolio, set hurdle rates and purported risk appetite. A bottom-up approach, 
therefore, requires credit risk to be quantified at a very low levelfor example, at a loan facility level or on a credit default swap. The key point is 
that low-level aggregations would eventually lead to business unit sub-portfolios and, once the covariance structure of the different business 
units is known, the aggregation can be done at the level of the bank holding company. This is, of course, easier said than done.

With these discussions behind us, we can now proceed to the next chapter on implementing the internal credit risk model (and, ultimately, 
RAROC) across the enterprise.

Appendix A 
Revised RAPM

There is a school of thought which advocates that the "costs" associated with tied-up capital also need to be subtracted from the numerator of 
the RAPM equation. Correspondingly, we need to amend equation (11.1) to read

where the prime symbol on RAPM signifies the revised measure and

The tied-up capital is either the regulatory capital the bank is required to set aside (based on BIS rules) or the internally calcu-
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lated economic capital. Either way, capital is tied up as a non-performing asset and, therefore, has an associated cost. This cost can be 
approximately described as the missed opportunity to generate a required rate of return (called the "hurdle rate") that might be obtained if the 
capital were allowed to be utilised to fund some business activity. Approximately, we can write

This school of thought asserts that the capital amount needs to be subtracted from the net revenues as part of the cost of conducting business.

As a special case, if the tied-up capital is equal to the risk capital (ie, the value-at-risk), we have

Clearly, the goal of an internal risk-adjusted performance measurement scheme is to ensure that

so that the overall return measure, RAPM', remains positive.

1 EVA is a registered trademark of Stern Stewart & Co. This metric was originally conceived by G. Bennett Stewart III in his book, The Quest 
for Value (New York: Harper Collins, 1991).

2 More appropriately, it is the projected or expected revenue at the end of the analysis horizon that is the required input.
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12 
Implementing the Internal Model Across the Enterprise

There are various information systems-related challenges when an internal RAROC model is implemented even on a localised scale, let alone 
one that encompasses the entire enterprise. The implementation of any internal model under the aegis of a risk-adjusted performance 
measurement framework requires a considerable amount of information from across all business units of the bank. Especially if the goal is to do 
a "bottom-up" approach at the transaction level, the scope of the systems infrastructure required to undertake the onerous task of amassing 
pertinent information from both the banking and the trading books can be quite daunting.

While it is not the intent of this chapter to address these difficult systems issues and the more practical problem of data gathering, it must, 
however, be recognised that these issues are very real and important to the implementation process. Ultimate success or failure in implementing 
an internal model of this nature across the enterprise is directly related to the bank's ability to collect the necessary information. This is neitherby 
any stretch of the imaginationeasy nor cheap. It is not, however, an impossible task.

Throughout the remainder of the book I shall use the acronym "RAROC" synonymously with "internal model". Although the focus of the book 
has been on credit risk, the other pertinent major sources of risk to the bankfor example, market risk and operational riskcan be accommodated 
easily within a generic RAPM framework such as RAROC.

By way of example, we shall use a sample credit portfolio from the banking book similar to that used in the previous discussion of the 
simulation and tail-fitting of loss distributions.
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Sample Portfolio

The sample credit portfolio has the following initial characteristics:

Total number of facilities 2165

Commitments $56.0 billion

Current outstanding $15.1 billion

Total regulatory capital $1.5 billion
 

The RAROC model calculations result in:



Adjusted exposure (AE) $42.2 billion

Expected loss $ 65.7 million (or 0.16% of AE)

Unexpected loss $135.0 million (or 0.32% of AE)
 

All the calculations done here using the internal model arbitrarily used a one-year planning horizon. In principle, subject to the quality of 
default probabilities and other parameters, the calculations can be extended to longer horizons.

Since not all of the committed amounts will be drawn upon default, observe that by using the definition of adjusted exposure, the internal 
RAROC model calculation results in a much smaller AE amount of $42.2 billion, instead of the totality of either the outstanding or the 
commitments in isolation. In reality, the bank's likely overall exposure in the event of default is capped at the AE level.

Of this adjusted exposure amount (and given the composition of the current credit portfolio), the bank needs to set aside loan loss reserves equal 
to the expected loss. The internal model calculates it at $65.7 million, which is 0.16% of the adjusted exposure amount. In contrast, the volatility 
of the portfolio as measured by its unexpected loss is 0.32% of the adjusted exposure.

In order to maintain some desired debt rating for the institution (or, equivalently, some confidence level of remaining solvent in the event of 
obligor defaults), the bank needs to prudently set aside a multiple of the unexpected loss amount as risk capital or economic capital. The multiple, 
as we have discussed in earlier chapters, is called the capital multiplier. This number is dependent on the bank's desired debt rating for the overall 
institution and comes from the loss distribution assumed for the portfolio. Generally speaking, the economic capital the bank requires to protect 
itself against insolvency is given by
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Broken down further by internal risk ratings, Table 12.1 (over-leaf) highlights the results of the RAROC calculation. The first column is the 
internal risk class rating, which can easily be mapped to, say, a Standard & Poor's rating (see the footnote to the table). For strategic planning 
purposes, the expected and the unexpected losses are normally quoted in terms of percentage of the adjusted exposure. These are shown in 
columns 6 and 8. The last two columns of the table display the required economic or risk capital and the regulatory capital.

From the results given in Table 12.1 one can easily calculate the risk-adjusted return numbers in the RAROC scheme discussed in chapter 11. 
For instance, once the revenue information (including operating expenses and transfer-pricing information) is known, the ''net revenue" less 
expected loss divided by the risk capital gives the RAROC number. The following example demonstrates some simple calculations.

Example 12.1 
Calculation of Returns Using RAROC

Consider, for illustration, the return for risk code 3. Suppose that the "net revenue" is $150 million for the entire class; then the return based on 
the RAROC framework is



indicating an excellent risk-adjusted return of 30% for BBB-rated credits.

In contrast, the risk-adjusted return on regulatory capital is

which is smaller.

Of course, the reverse is true for risk codes 5, 6 and 7, where the regulatory capital is lower than the risk capital.

Also, observe that the sample portfolio requires an overall total of $1.5 billion for regulatory capital in contrast to a lower economic capital 
of $0.979 billion, alluding to the fact that there is a very good arbitrage opportunity between economic and regulatory capital.
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Table 12.1 Results of the RAROC calculation

Risk 
code

Commitment 
($ million)

Outstanding 
($ million)

Adjusted 
exposure 

($ million)

Expected 
loss 

(% of AE)

EL/AE Risk 
contribution 
($ million)

RC/AE Risk 
capital 

($ million)

Regulatory 
capital 

($ million)

1
7,015 1,334 5,367 0.2 0.00 4.1

0.08
30.0 36.1

2
12,587 1,242 9,297 1.5 0.02 14.6

0.16
106.1 230.8

3
28,247 8,003 21,162 12.5 0.06 64.3

0.30
465.8 846.0

4
6,565 3,572 5,128 19.7 0.38 32.9

0.64
238.5 354.5

5
353 218 283 4.7 1.66 3.7

1.33
27.2 17.6

6
58 58 58 4.4 7.53 2.1

3.61
15.2 4.5

8
52 41 41 18.6 45.66 2.4

5.86
17.3 3.2

A
16 16 16 0.0 0.01 0.0

0.09
0.1



B
1,075 595 844 3.7 0.44 10.4

1.24
75.7 26.2

NR
46 27 0.4 1.60 0.4

1.63
3.2

Total
56,013 15,078 42,223 65.7 0.16 135.0

0.32
979.1 1,518.9

The numerical internal risk ratings map to standard & poor's ratings as follows: 1, AAA or AA; 2, A; 3, BBB; 4, BB; 5, B; 6, CCC; 7, CC; 8, C. 
Risk code A (equivalent to a Standard & Poor's rating of A) refers to entities in the OECD countries cateogry, while risk code B (equivalent to 
a Standard & Poor's rating of BB) covers entities from non-OECD countries. NR (not rated) refers to those facilities which do not have 
internal ratings for various reasons.
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Such arbitrage could take the form of asset securitisation programmes, the use of credit derivatives or other mechanisms in the capital markets.

Observe that in this framework of risk and return measurement, it is quite easy to incorporate market risk and operational risk into the 
RAROC equation. For instance, the associated economic capital requirement for market risk is the value-at-risk number calculated from the 
internal market risk model and appropriately scaled up to the analysis horizon.

Table 12.1 also displays the risk contribution of each risk class to the entire portfolio. Recall from chapter 6 that risk contribution is the measure 
that quantifies the incremental risk of a single risky asset in relation to the portfolio. From the table, observe that even though risk code 8 has a 
sizable expected loss, its risk contribution to the total portfolio is a modest $2.4 million. But, relative to its adjusted exposure of $41 million, its 
risk contribution is a significant 5.86%. Interestingly, risk code 8 also consumes almost eight times more economic capital than is indicated by 
the BIS-based regulatory capital. We can only imagine the kind of mediocre returns that loans in this particular risk class provide to the overall 
portfolio. This issue will be addressed in the next few sections.

These simple types of relative comparison between risk classes that we have just performed can provide the bank with very good strategic 
insights into the necessary course of action to take. If the implementation of the internal model follows a bottom-up approach, the relative 
comparison can also be done at even lower levelsat obligor level, facility level or transactional level. Keep in mind, however, that in 
contrast to the regulatory capital as a measure, a meaningful relative comparison can only be adequately achieved if the bank has developed 
an internal model.

Negative RAROC

It is also very clear from example 12.1 that RAROC can be a negative number. (Refer also to Appendix A of chapter 11 on the issue of 
negative returns.) Consider for instance, the case when the net revenue is smaller than the expected loss; then the numerator of the RAROC 
equation is negative:
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reflecting the fact that not enough revenue was generated to cover both internal operating expenses and the expected losses from potential 
credit defaults. If the RAROC for a loan facility is negative, it is very likely that the bank will be at the losing end of the game in the event of 
default because not enough spread was generated to compensate for holding that level of risk. In short, a negative RAROC is indicative of a 
situation in which the bank is not properly compensated for the risk it takes, signalling a perilous imbalance between risk and returnunless of 
course the bank can generate other non-loan revenues from the client through its trading operations in the capital markets or cash management 
activities. An internal risk-adjusted return framework certainly allows the bank to do this kind of internal soul-searching. Later on, in chapter 
13, we shall address the important issue of "fair" pricing and required spread.

Parameterising and Calibrating the Internal Model

In the last section ("Parameterising credit risk models") of chapter 4, we discussed at length the importance of properly calibrating the 
internal model. In order to have senior management and regulatory support for an internal modelling effort, the model is initially calibrated 
to "benchmark"* parameters that are known in the market. Over the long haul, it is also important to use proprietary parameters inferred 
from internal experience, but in doing so the bank is well advised to provide sufficient justification and internal documentation to back up its 
own calibration and experiences.

The default probabilities used in the sample internal RAROC calculations are those corresponding to the published Standard & Poor's 
default probabilities for 1998. These are all listed in Table 12.2, which also gives the usage given default information according to risk codes.

In principle, one can also use the EDFs (expected default frequencies) provided by vendors like KMV Corporation, although it must be borne 
in mind that, for the most part, the default proba-

* There are really not too many tangible benchmarks to extract from the market. For the most part, credit portfolios in the financial 
industry's banking books are very opaque. Pertinent information, such as losses, charge-offs, draw-downs, credit quality, etc, are always 
deemed proprietary and are, therefore, not openly shared in the market.
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Table 12.2 Standard & poor's default probabilities one-year 
default probability table

Risk 
code

Default 
probability (%)

Usage given 
default (%)

1
0.01

71

2
0.04

71

3
0.15

65

4
0.95

52

5
4.85

48



6
19.25

44

7
100.00

0

8
100.00

0

A
0.04

71

B
0.95

52

C
4.85

48

O
4.21

58.50

X
4.21

0.00

Usage given default is draw-down percentage of unused 
commitment in the event of default.

 

Table 12.3 Loss given 
default table

Secured LGD 
(%)

Yes 35

No 50
 

bilities differ from public rating agencies in their absolute levels. We have already seen this in chapter 3 (in the section "Theoretical EDFs and 
agency ratings"). For private firms which are not rated by public agencies, the default probabilities can also be inconsistent with internal risk 
ratings. As a good portion of a bank's credit portfolio contains non-publicly rated private firms, it must be prepared to make an astute choice.

The loss given default percentages used for the sample portfolio are given in Table 12.3. This tabulation is, however, only meant for expediency 
and for pedagogical purposes. Whenever necessary, the loss given default table should be expanded to incorporate a finer gradation if, internally, 
the bank distinguishes the different quality of colateralisation and other guarantees in relation to its own internal risk-rating schemes.

In practice, a bank that has an internal view of how default-related quantities such as EDF, UGD and LGD are assigned could parameterise 
its internal model to suit its own needs. The standard deviations of these items are also required.

In addition, the default correlations implied by asset correlations need to be carefully considered since the issue of correlation lies at the very heart 
of portfolio concentration and diversification.
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Furthermore, the joint probability distribution of default requires some assumption and justification. The macroeconomic analysis required to 
decide on the obligor-specific risk and the industry and country composition of an obligor needs careful planning since this, in turn, affects 
the covariance structure of the internal model. All of these vital issues have been discussed in chapter 7.

For capital adequacy purposes, it is important to use a capital multiplier that is consistent with the real unexpected risk of loss of portfolio value 
and the desired debt rating of the bank. The original impetus of the BIS Capital Accord of 1988 was agreed on so that banks under BIS 
regulatory supervision would be placed on a level playing field in regard to capital adequacy. The confidence intervals used, therefore, for 
determining the amount of required capital must be set at defensible levels and must be completely devoid of arbitrarinessbanks that go in for 
higher levels of risk-taking activity should be subject to higher levels of capital adequacy requirement. In chapters 8, 9 and 10, I discussed 
extensively how to use a combination of tools and simulation methods to arrive at the proper capital multiplier. We are humbled by the fact that 
although this is not a trivial exercise, careful and sensible approximations are feasible.

Stress-Testing and Back-Testing

A value-at-risk (VAR) market risk model is definitely more amenable to back-testing than other kinds of risks. It is also a regulatory requirement, 
as provided for in the Amendment to the Capital Accord (1996), to both stress-test and back-test an internal VAR model. However, unlike 
market risk VAR, it is actually quite problematic to back-test an internal credit risk model.

In contrast to a scaled-up one-day assessment of market risk in an internal VAR model, the internal credit risk model estimates the probability 
of credit loss over a longer time horizonat least one year. Back-testing, with a high degree of confidence, the unexpected loss due to credit 
default over at least the one-year horizon stretches the boundary of prudent mathematical analysis. Two dilemmas arise immediately:

◊ The time frame needed to collect annual loss experiences to achieve a desired level of confidence generally measures in the impractical zone 
of dozens of years.
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◊ In addition, the credit portfolio is very sensitive to credit cycles. Thus, in principle, it might take a back-test process through several instances 
of credit cycles before conclusions can be drawn.

It seems, at least for now, that a full-blown Monte Carlo simulation might be a better substitute, although a full-blown simulation of a modestly 
large credit portfolio takes many, many hours and so could not be performed more frequently. Monte Carlo simulation, furthermore, is not 
without its own set of shortcomings.

In practice, there are not that many critical parameters to consider in an internal credit risk model. Thus, as a control mechanism by way of 
stress-testing, it is prudent to analyse the sensitivities of the model to various shocks to the parameters. This also allows the analysis to gauge 
the effect of fat and heavy tails in the loss distribution. Provided that the bank's systems infrastructure is properly in place, stress-testing is easy 
to perform and takes very little time. Parameters that are inferred from market averages can be shocked either wayup or downto gauge how the 
credit portfolio might react to incorrect parameterisation. In addition, through a judicious choice of scenarioseither extremes or historicalmodel 
parameters can be shocked to extreme or historical levels to gauge the breaking point, parametric sensitivities and performance of the internal 
model.

Although it is clear that many of the model parameters and benchmarks are difficult to infer from the market, and some of the intrinsic 
assumptions may be difficult to justify, this book attempts to model credit risk and its attendant capital adequacy issues in a simple, clear, 
transparent and consistent manner. The hope is that, in the final analysis, simplicity will redeem itself.



However, short of very clear and precise regulatory guidance and directives, the bank therefore also runs the risk of being myopic if it 
exclusively uses its own internal default experience to calibrate its internal model. Once again, it is necessary to warn: "Parameterise at your 
own risk".

When an internal model has been successfully implemented as described above, one can start interpreting some of the results. The remainder of 
this chapter concentrates on the topic of interpretation, thereby facilitating the proactive use of these results to manage and mitigate risk.
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Interpreting the Results of RAROC

Having discussed the implementation of risk-adjusted performance measures (RAPM) across the enterprise and the many issues that surround 
the parameterisation and calibration of the internal model, we find that the problem does not stop here.

As with any risk measurement tool, it is very important to interpret the results of the RAROC calculations properly, especially if the results are to 
be used at bank holding company level for strategic senior management purposes. The calibration and interpretation of the results from an 
internal model are interrelated topics. They must also be iterative processes. A better understanding of one's own experience in relation to the 
general market experience only serves to enhance and improve on the calibration and interpretation of the internal model. A misguided and 
myopic use of RAROC is, therefore, unconscionable.

Why does a bank need to apply risk-adjusted performance measures, such as RAROC, in its business activities? The intended usage dictates 
how one interprets the results of an internal model which, in turn, refines recursively how it should be used properly. Since models are 
imperfect, usage and interpretation are linked, iterative processes. There are three simple but important answers to the question posed above. 
They are:

◊ To measure risk-adjusted profitability.

◊ To facilitate portfolio risk management.

◊ To streamline the allocation of economic capital.

All these reasons, of course, have significant implications for the overall strategic and tactical decisions which the bank needs to make to ensure 
its continued existence and solvency in the event of catastrophe. The emphasis on the key words risk-adjusted, portfolio and allocation is in 
line with the fundamental function of an internal model in supporting the bank's risk-taking activities.

At the core of the RAPM philosophy is that, as a performance evaluation tool, RAROC gives bank management the ability to apply risk-
adjusted measures when comparing business lines that are quite dissimilar in their risk-taking activities. The return measures, as calculated 
by RAROC, say, therefore enable management to set hurdle rates in a consistent manner across the enterprise. In so doing, management can 
assess the trade-off between risk and
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reward, and thereby refine its business strategies to be consistent with the risk appetite of the bank as a whole.

The commonality in risk measurement provided by an RAPM framework allows the bank to establish a common language to communicate 
risk. And, more importantly, because RAROC is founded on a portfolio framework of assessing risk, the results can be used by management 
and business units to identify, evaluate and measure portfolio risk, thereby providing an integrated view of market, credit, operational and 
liquidity risk policies.

Enterprise-Wide Risk Management and RAPM

Perhaps the most important reason for using any kind of risk-adjusted performance measure is a bank's enlightened desire to achieve a coherent and 
comprehensive level of enterprise-wide risk management. In the financial industry this is the ultimate achievement of any risk manager's career.

Risk management on an enterprise-wide basis sits at the pinnacle of all the business activities of the bank, uniting all the major components of 
risk affecting it, as shown in Figure 12.1. Risk manage-

Figure 12.1 
Major components of risk

  
page_239



Page 240

Figure 12.2 
Enterprise-wide risk management and RAROC

ment on such a basis uses the capital attribution process as the glue to bind all the constituent components of risk together, as graphically 
displayed in Figure 12.2.

The foregoing discussion of why the bank needs to use some kind of RAPM can be summarised by highlighting the following obvious points:

◊ Firm-wide risk management

◊ Provide an integrated view of market, credit, operational and liquidity risk policies

◊ Establish a common language to communicate risk

◊ Business strategy and corporate risk appetite

◊ Create a link between strategic, operating and risk management objectives and expected return

◊ Identify, evaluate and measure portfolio risk

◊ Assess the trade-off between risk and reward

◊ Performance evaluation



◊ Apply risk-adjusted performance measures to refine business strategies

◊ Establish a consistent performance measurement

◊ Establish better reward mechanisms through relative merits
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Figure 12.3 
The role of RAROC

◊ Improvement in pricing

◊ Price loans and other credit-embedded transactions on a risk-adjusted basis

◊ Define hurdle rates that can be used to evaluate the true profitability of transactions across customers and product lines

◊ Arbitrage between economic and regulatory capital

◊ Future regulatory requirement

◊ Prepare for forthcoming regulatory requirements for capital adequacy using risk-adjusted methodologies



◊ Better measurement tools for credit derivatives market and asset securitisation activities

It is clearly evident from these points that any risk-adjusted performance measure such as RAROC sits at the core of an organisation, affecting 
its internal risk policies and strategic decision function, the execution of these strategies and policies, the measurement of performance, the 
determination of compensation schemes, and, ultimately, the enhancement of shareholder value, as displayed in Figure 12.3.

Now that the objectives delineated above have been clearly spelt out in a risk-adjusted performance measurement framework, we
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can conclude by returning to the sample portfolio introduced at the beginning of this chapter and interpret the results from our internal 
model calculations. This is done in the next section.

Sample Credit Portfolio

For illustration, Table 12.4 is a subset of the sample credit portfolio. As usual, all the calculations using the internal model are based on a one-
year analysis horizon for convenience. The columns of the table are:

A Risk-adjusted return as calculated by the RAROC model

B Return on regulatory capital (ie, net revenue divided by regulatory capital)

C Expected loss

D Risk or economic capital

E Regulatory capital as calculated using BIS rules

F Net revenue generated from the obligor

I Obligors 1 through 13

J Industry designation of obligor

K Term to maturity of the credit facility

L Internal risk rating of obligor



Table 12.4 RAROC results for sample credit portfolio

A 
RAROC 

(%)

B 
Regulatory 

(%)

C 
Expected loss 

($)

D 
Risk capital 

($)

E 
Reg capital 

($)

F 
Revenue 

($)

1
2.6 13.8 49,896 1,044,446

168,072
23,247

2
15.6 40.5 36,195 217,199

173,354
70,181

3
31.4 44.6 6,330 130,966

106,616
47,503

4
30.7 32.9 431,917 983,894

393,333
129,404

5

6
20.7 6.6 9,113 236,085

874,286
57,884

7
10.4 3.0 10,287 205,707

1,053,333
31,744

8
158.2 26.1 5,046 128,682

800,000
208,621

9
187.9 28.8 14,135 360,607

2,400,000
691,774

10
5.3 2.3 5,680 578,110

1,600,000
36,500

11
67.1 33.3 401 87,887

178,380
59,342

12

13
13.6

# DIV/0!
15,311 189,952 41,111

14
57.4

# DIV/0!
3,525 201,025 118,850

15
1.5

# DIV/0!
9,050 234,440 5,520

For explanation of the columns, see text.
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M Expected default frequency

N Total outstandings

O Total commitments

Dissecting the Risk Groups within the Portfolio

To facilitate our discussion, we categorise the obligors in Table 12.4 into three main sub-groupings:

◊ High riskobligors with high numerical internal risk ratings equivalent to Standard & Poor's ratings of B, CCC, D and lower.

◊ Low riskobligors with medium internal risk ratings equivalent to Standard & Poor's ratings of BBB or better (ie, investment grade or better).

◊ Othersobligors that do not require regulatory capital.

High-Risk Group

Obligors 1-4 in Table 12.4 belong to the high-risk category. Observe that, on the basis of regulatory capital, overall the returns appear to be 
very good, but this is misleading. In reality, given the high EDF (18.35%) for Obligor 4, the associated expected loss ($431,917) is quite 
large relative to the net revenue generated ($129,404).

Table 12.4 (cont) RAROC results for sample credit portfolio

I 
Customer 

name

J 
Industry

K 
Maturity 
(years)

L 
Risk 
code

M 
EDF 
(%)

N 
Outstanding 

($)

O 
Commitment 

($)

1 Obl 1 Financial 1.00 B
0.95 10,504,487 10,504,487

2 Obl 2 Chemical 5.00 5
4.85 2,166,929 2,094,698

3 Obl 3 Financial 2.13 B
0.95 1,332,698 1,332,698

4 Obl 4 RetailW/S 0.95 6
18.35 3,166,667 6,666,667

5

6 Obl 5 FoodBev 7.98 3
0.15 6,857,143 15,000,000

7 Obl 6 PaperPulp 3.50 3
0.15 11,333,333 15,000,000

8 Obl 7 ConstructR 4.33 3
0.15 8,888,889 10,000,000

9 Obl 8 Manufact 3.33 3
0.15 21,209,498 30,000,000



10 Obl 9 NBF 2.59 2
0.04 40,000,000

11 Obl 10 Finance 4.04 1
0.01 10,387,256 11,910,270

12

13 Obl 11 Media 0.50 4
0.47 12,500,000

14 Obl 12 Reg Utility 0.77 2
0.03 45,900,000

15 Obl 13 FoodBev 1.00 3
0.15 6,618,243 15,000,000

Obl, Obligor; NBF, NonBankingFinc. For explanation of the columns, see text.
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Consequently, after subtracting the expected loss from the revenue, the return (-30.7%) becomes negative, as opposed to the strongly positive 
32.9% based on regulatory capital! This shows that the BIS rules do not adequately adjust for the true risk in the portfolio.

Also, observe the difference between columns D and E on capital. Due to the nature of its high risk, the risk capital is significantly larger than 
the regulatory capital calculated using BIS capital adequacy rules. This points up the inadequacy of using regulatory capital as the benchmark 
against which to measure return. On average, regulatory capital in this group tends to be much smaller than risk capital.

In the high-risk group, Obligors 1 and 4 have negative returns after risk adjustment. Obligor 3, on the other hand, even though internally it is rated 
as a risky non-OECD bank, has a smaller expected loss relative to the revenue generated. Consequently, the return on a risk-adjusted basis is also 
very good.

Low-Risk Group

Obligors 5-10 belong to this group. Return figures can swing either way depending on the size of the expected loss relative to the revenue 
generated. On average, however, regulatory capital in this group is significantly much larger than risk capital, highlighting the unfair penalty 
that BIS rules exact on ''good" credits.

Observe that even though Obligor 9 has no current outstandings, it still incurs expected loss. This is because the adjusted exposure, which is the 
true measure of a bank's exposure, comes from a fraction of the undrawn commitment likely to be drawn on default. Another observation is 
that returns which are good from a regulatory perspective also tend to be good on a risk-adjusted basis. This is due to the fact that, for good 
credits, the expected loss is normally quite small.

Others

In certain casesfor instance, a 364-day facility or a collateralised facilityno regulatory capital may be required, but this does not imply that there is 
no credit risk. From a regulatory capital perspective all the returns are infinite (ie, divided by zero), but this does not mean the returns are 
excellent. RAROC returns clearly show that it is still possible to generate a negative return, as in the
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case of Obligor 13. This is because although no regulatory capital is required, it is still necessary to set aside a loan loss reserve equal to the 
expected loss, which is not zero. If insufficient revenue is generated to cover the risk for less than a one-year period, the risk-adjusted return 
will appropriately show up unfavourably.

This again demonstrates the incorrect risk assessment of the BIS rules for facilities that are less than one year in maturity. The uneven treatment 
of regulatory rules allowed many banks to structure loans that are 364-day facilities with annual rollover covenants, defeating the purpose of 
regulatory risk-based capital adequacy rules.

On to the Next Steps

Risk-adjusted performance measurement (RAPM) is decidedly a philosophy and a way of life. Banks which choose to embrace the philosophy 
and live in its umbrage have much to gain and little to lose. A bank that strives to manage its risks in an enterprise-wide framework stands a 
better chance of optimising its efficiency in all the key processes pertaining to risk and return, thereby ensuring longevity and stability both in 
its human capital investments and in its systems infrastructure investments. The benefits of the ensuing increase in efficiency and reduction in 
costs are immeasurable. This, after all, is common sense.

But a few first steps need to be taken. Given the size of the banking book, the first step is to begin with an internal credit risk modelling effort, 
the ultimate goal of which is the integration of the other major forms of risk in a consistent manner. In so doing, the process of capital attribution 
can be brought into better alignment with the actual risks undertaken by the different business units, thereby facilitating a more accurate 
measurement of return. Furthermore, a comprehensive assessment of risk and return on a portfolio basis not only increases the transparency of 
risk to senior management, but it also enables an institution to cut down on the wasteful and unnecessary practices for which behemoth banks 
are notorious.

In practical terms, I believe strongly that the implementation of a risk-adjusted measure across the enterprise, such as RAROC, also serves as 
a "cleansing act" for the bank. The information technology challenge associated with such a grand and noble vision of
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collecting, integrating, massaging and the eventual cleaning up of the various source systems in search of better data and quality information 
forces the bank to deal head-on with its disjointed and myriad legacy systemscovering both front and back offices. An inability to fix these 
complex systems-related problems could eventually choke and cripple a bank by gradually limiting its future growth potential. A shoddy quick 
fix, which many banks are tempted to undertake, also has significant repercussions in terms of ongoing systems stability, curtailing any potential 
for expansion in the future. Needless to say, a bank that can overcome these seemingly insurmountable obstacles has a greater chance of 
dominating and determining the market. In the long run, the bank also stands a better chance of surviving catastrophe and enhancing its ability 
to beat the competition.

A bank's mission, after all, is not to shun risk, but instead to take the risks it is able to manage well and for which it can be adequately 
compensated, thereby enhancing shareholder value. The mandate on our internal credit risk modelling effort, therefore, does not, and should not, 
end here. There are more steps to take.

How much should the bank be compensated for taking on credit risk? The next chapter addresses this question. To this end, I shall introduce the 
so-called "loan pricing calculator" as a mechanism that enables the bank to charge adequately, in risk-adjusted terms, for taking an additional 
increment of credit risk into its portfolio. In the absence of arbitrage and to the extent that the market would allow this "fair" pricing of credits 
to occur, I also discuss the phenomenon of what is known as the "credit paradox" as an introduction to the next chapter.
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13 
Credit Concentration and Required Spread

Banks may be the most efficient generators of loans, but they are among the least effective managers of credit risk. For a variety of reasons, 
banks normally do not charge a sufficient amount of spread for taking on credit risk into their balance sheets. As the adjusted exposure to a 
specific obligor increases, the size of the potential loss increases dramatically.

Recall from earlier chapters that the two measures of credit lossexpected loss and unexpected lossare both proportional to the adjusted 
exposure, which is the amount of the current outstanding plus a percentage draw-down on the commitment. Therefore, the anticipated loss 
(ie, portfolio EL) in the course of doing business and the volatility of loss (ie, portfolio UL) depend on the total amount of credit the bank is 
exposed to with specific obligors.

How much should the bank charge for taking on credit risk from a specific obligor in exchange for some desired risk-adjusted return? In 
other words, what is the required spread the bank needs to charge given a particular level of risk-adjusted return?

The loan spread required to take on larger amounts of the same credit increases dramatically with concentration. This increasingly greater amount 
of required spread is necessary to reward the bank for holding larger amounts of credit risk with the same obligor and hence, exposing it to an 
even larger probability of suffering from the obligor's default.

The phenomenon is known in the market as the credit paradox. This phenomenon is counterintuitive to other, non-credit-related areas where, as 
a result of the economy of scale, it is normally cheaper to do more of the same thing, and not the other way round.
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This chapter addresses two topics, namely:

◊ The credit paradox

◊ The loan pricing calculator

The tool developed here, called the loan pricing calculator, is used to determine the required spread the bank needs to charge as compensation 
for taking on additional credits into an existing portfolio given a desired level of risk-adjusted return. Two important points must be borne in 
mindthe risk-adjusted return, such as RAROC, must be specified a priori; and the required spread is calculated relative to the existing banking 
book. We shall begin with a discussion of the credit paradox.

The Credit Paradox

A credit portfolio that is not well diversified will generally be characterised by an excess in the two portfolio risk measures, expected loss 
and unexpected loss, relative to a more diversified portfolio of similar size and other characteristics. This is because the credit losses in the 
portfolio are highly correlated and the risk of default between individual obligors is not sufficiently mitigated by portfolio effects.



Unlike doing volume in market risk, it is normally not "cheaper" to accept more credit risk because an institution needs to charge an 
increasingly larger credit spread as its exposure to a specific obligor rises. The larger spread is required to compensate the bank for the increase 
in the expected and unexpected losses associated with the increased exposure to the obligor. However, banks rarely charge more in hopes of 
retaining the "good relationship" of the borrower. In fact, the opposite is truerelationship managers normally argue for higher levels of 
exposure as a means of retaining lead bank status with a client or as a hedge to receiving more lucrative business down the road. A problematic 
paradox hereby exists, resulting in significant concentration risk for the bank.

Causes of Concentration Risk

The following are some factors that contribute to concentration risk in a credit portfolio.

◊ Specialisation Most financial institutions, by virtue of their expertise (or lack of it), tend to specialise in specific industries or
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geographical areas. This causes their credit portfolios to be concentrated on clusters of clients that tend to have similar default characteristics 
and whose businesses tend to be highly correlated with the economic cycles they are in. This means that specialised institutions can normally 
operate only within the scope of their natural markets and have a very difficult time matching their origination capacity with their objectives 
for diversification. Consequently, the more specialised an institution is, the greater the problem posed by concentration risk in the balance sheet.

◊ Credit trends As a consequence of direct issuance of securities to investors and capital-raising in the capital markets, larger corporations have 
succeeded in bypassing bank financing, leaving a concentration of lower credits that do not have easy access to the capital markets for 
financing. As a result, some institutions are beginning to have a disproportionate concentration of lower-quality borrowers in their portfolios.

◊ Relationships To preserve a cosy client relationship in the hope of generating more non-credit-related business down the road, many 
institutions struggle with the dilemma of increasing their commitment to individual borrowers beyond what is considered profitable for 
them. Consequently, faced with the inability to directly offload the larger credit exposures, many incur substantial concentration risk with 
specific borrowers.

Given these factors that collectively contribute to the credit paradox phenomenon, financial institutions are quickly turning to the credit 
derivatives market for solutions. Although the early indications are that banks are not too adept, or profitable, in using the credit derivatives 
vehicle to alleviate concentration risk, the resulting capital relief, nevertheless, allows them to generate earnings elsewhere. For now it appears 
that the newly released capital and the new opportunities it creates have adequately compensated for the loss in using credit derivatives.

In tandem with the asset securitisation vehicle, credit derivatives potentially allow a substantial amount of credit risk and its associated 
concentration effects to be lifted from the balance sheet. The amount of credit relief and capital reduction depends to a considerable extent on 
the embedded tranches in the asset securitisation and the kinds of credit derivatives that are structured.
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It seems that, in the absence of regulatory intervention, financial institutions have at their disposal a considerable arsenal of innovative 
products wherewith to align their capital structure with the businesses they engage in, while at the same time shifting the credit content of 
their balance sheets to more favourable positions. In chapter 1, in the section "Game theory: regulatory capital arbitrage", I discussed at some 
length this unintended, albeit cosmetic, response by big banks to the regulatory risk-based capital requirement.

Credit Concentration and Required Spread

Figure 13.1 graphically demonstrates the interesting phenomenon discussed above. The curves clearly show that the required spread, plotted as a 
function of increasing exposure, behaves in an exponentially increasing manner. For illustrative purposes, the data in the figure were calculated 
on the basis of a desired hypothetical risk-adjusted return of 13%, as represented in RAROC terms.

Figure 13.2, which is a log-log plot to downscale the exponential growth, shows the required spreads for the different risk classes. The data in 
this figure were calculated for the same risk-adjusted return as in Figure 13.1. Observe here that the higher the risk class rating (corresponding 
to worsening credits), the sharper is the increase in required spreads relative to an increase in the amount of exposure. In principle, this implies 
that the bank needs to charge an ever increasing amount of loan spread so that it can be fairly compensated for taking a higher concentration 
of worse credits into its portfolio. But, in reality, would the bank be able to charge these kinds of spreads in the market? Probably not.

Banks with very large relationships with specific clients suffer most from the credit paradox, but, despite the fact that diversification is a tenet 
of modern portfolio theory, there is no motivation for these banks to reduce concentrations. Because a reduction in credit concentration 
lowers revenue from net interest margins, banks which originate loans are reluctant to offload a portion of the concentration. Second, since in 
most banks credit portfolios are not measured on a risk-adjusted basis (eg, RAROC) but in a regulatory capital framework, banks are not 
encouraged to seek returns commensurate with the risk they take on in their credit portfolios, even though the BIS rules have been 
universally promoted as "risk-based" capital standards.
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Figure 13.1 
Concentration and required spread



Figure 13.2 
Required spreads for different risk classes
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Figure 13.3 
The loan pricing calculatoran example
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In fact, observing some of the sizable required spreads shown in Figures 13.1 and 13.2, it is important to ask whether it is even feasible, in a very 
competitive and ever-narrowing spreads market, for a bank to charge the spread that is commensurate with the concentration risk it is taking. In 
practice, although it might not be possible for a bank to charge the required spread, with increasing innovations in asset securitisation (eg, 
collateralised loan and bond obligations) and credit derivatives, it will become easier for banks to unload or even swap out a portion of this 
concentration risk so that the credit paradox need not make any difference one way or the other to their portfolios. It is, however, also quite 
disconcerting to point out that in many asset securitisation programs, the intrinsic credit risks of the securitised assets are, in reality, not 
completely jettisoned from the banks' balance sheets. These credit risks, for the most part, are still sitting in the residual tranches of the securities, 
thereby continuing to need economic capital even though regulatory capital has been substantially (and artificially) reduced. It is too early to 
predict how the market will evolve beyond this point in time. It is also not clear how the regulators need to respond.

Not surprisingly, the credit paradox also exists on a geographic and industry basis when one takes on an increasing concentration of country risk in 
a specific country or increasing exposure to a specific industry. The credit paradox is, however, strictly a credit phenomenon and is unrelated to 
market risk.

The Loan Pricing Calculator

How much should a bank charge, in risk-adjusted terms, for taking an additional increment of credit risk into its portfolio? The answer 
requires knowledge of the risk contribution of this additional increment of credit risk relative to the existing portfolio.

The mathematics associated with the derivation of the risk contribution due to the incremental addition of a new credit to an existing portfolio 
is given in Appendix A. The results are self-explanatory.

In Figure 13.3 an example is given of the effects of adding a new loan facility to an existing portfolio. In the existing portfolio, a hypothetical 
obligor named Dummy Corporation has a current outstanding of $17.8 million and a commitment of $21.5 million. The corporation is identified 
as belonging to some standard indus-
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try classification (SIC) so that the appropriate correlation effects with the existing portfolio can be taken into account. Dummy Corporation is 
internally rated as a risk class of 4+ and currently has a negative RAROC of -5.25%. Given these known facts about the obligor, the bank needs 
to make a decision on whether or not it is economically beneficial for it to extend additional loan structures to this client.

Suppose that a new one-year loan facility of $10 million is being structured for the corporation, with an additional $30 million in commitments. 
Dummy Corporation will pay the bank an up-front commitment fee of 5 basis points (or $20,000). The loan pricing calculator determines that 
the adjusted exposure due to this new credit facility will be $21.4 million, an expected loss of $65,240, and a risk contribution of $131,443. 
Given the risk characteristics of this new facility, the additional economic capital required to sustain the new deal is $952,959.

If the bank charges a loan spread of 125 basis points for the new transaction, the new deal will result in a RAROC of 9.94%. The overall RAROC 
of Dummy Corp. will therefore be raised to 2.76%. This clearly is beneficial to the bank, erasing the negative RAROC attributable to all the 
facilities associated with this obligor. But is this sufficient from the bank's perspective?

Suppose the bank decided on an internal risk-adjusted hurdle rate of 13% for this transaction. In this case the calculator determines the required 
spread to be 154 basis points. If the bank were able to charge this loan spread, the overall RAROC for the obligor would increase to 4.38% - which 
again is beneficial to the bank. The bank now has sufficient risk measures to make a prudent decision on the extension of additional credits to 
Dummy Corporation.



By constructing a loan pricing calculator similar to the one we have just demonstrated, the bank can easily decide whether or not to approve 
additional new credits in light of the current composition of the portfolio. By toggling between a target hurdle rate and the required spread, the 
bank can make a conscious judgment on whether it is being fairly compensated for the risk it is being asked to undertake. In addition, if for 
some reason the bank cannot charge the required spread to this obligor, it then behoves the bank to find alternative means of maintaining the 
target hurdle rate by seeking the spread elsewhere.
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Through the prudent use of a loan pricing calculator constructed from all the risk measures we have introduced in the book, the bank would 
possess a very transparent and explainable mechanism for quantifying incremental credit risk to an existing portfolio. This has always been the 
goal of this bookto promote transparency in internal credit risk modelling in the market and to facilitate a greater degree of confidence in the 
modelling efforts on the part of both senior management and regulatory supervisors.

Appendix A 
Mathematics of the Loan Pricing Calculator

Let the existing portfolio unexpected loss be denoted by Up. Denote the unexpected losses of any two obligors, ULi and ULj, by Ui and 
Uj, respectively. Then, from equation (6.3a), the portfolio unexpected loss is given by

where ρij is the default correlation between obligors i and j.

Now, suppose we add a new deal to the existing portfolio. Let the new transaction be indexed by k and belong to some industry index γ, and 
denote its expected and unexpected losses, respectively, by the lower case symbols e and u.

There are two possible cases to consider with respect to the new, additional deal, namely:

◊ New customer The additional deal is made with an entirely new customer of the bank with no prior exposure in the existing portfolio.

◊ Old customer The additional deal is made with a current customer of the bank who is therefore already a part of the existing portfolio.

Case 1 
New Customer

Let the resulting newly enlarged portfolio (with the addition of this single incremental new deal) have a portfolio unexpected loss denoted by χ; then
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with the notation

Observe that equation (A.13.3) is the sum of all the UL for index γ.

The risk contribution of the incremental new deal, in relation to the existing portfolio, is

Thus, the risk or economic capital associated with the incremental new deal is

The RAROC of the individual new deal is



Finally, the RAROC for the total ''enlarged" portfolio as a result of
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including this new deal is given by

We now need to consider the case where the new deal is, say, an additional loan facility for an existing customer of the bank and the 
customer already has a current exposure in the bank portfolio.

Case 2 
Old Customer

The incremental addition of some loan facility for an old customer to the existing portfolio results in a new portfolio unexpected loss of



since the existing portfolio has .

So that

Notice that we have used ρkk = ργ since the new deal is indexed by k and belongs to industry indexed by γ.
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Recall that from equation (A.13.3) we have

so that equation (A.13.7) finally becomes

The risk contribution of this new deal with an old customer (in relation to the existing portfolio) is, therefore, given by

Comparing equations (A.13.4) and (A.13.10) for the risk contribution in the two cases considered, observe that in the latter there is an extra term, 
(1 - ραα) Uk, representing the extra contribution of the new deal with an old customer to the existing portfolio. Clearly, the effect of the 
contribution of this new deal to portfolio risk is purely a play in correlation.



The formulas for the economic capital and the RAROC corresponding to this new deal are the same as equations (A.13.5) and (A.13.6), respectively.
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Epilogue: 
The Next Steps

So now what? We have come to the end of the book. I have achieved my primary objective of discussing the current regulatory capital regime, 
its fundamental flaws and the need for reform. In so doing, I introduced simple and practical building blocks for measuring credit risk in the 
banking book, leading to the more important issues of capital allocation and performance measurement. Hopefully I have presented practical, 
albeit imperfect, solutions for a very difficult subject and paved the way for a more open dialogue in the years to come. But these are just the 
first steps and the task is by no means complete.

My pen has almost stopped writing, but the task does not end here; this should be only the beginning of the first steps towards transparency 
and enlightenment. To this end, I offer some recommendations to the two main groups of interested parties: the regulatory supervisors and the 
banks. Somewhere along the evolutionary path of the process of revamping the current risk-based capital adequacy rules for credit risk, these 
two main groups of people need to come together in a dialogue and reach agreement on what is the most prudent thing to do.

In addition to what I have already articulated in the book, there are some further important areas that must not be overlooked during the 
dialogue. Allow me to reiterate them as follows:

◊ Internal credit risk ratings

◊ The general opaqueness of credit-related information (eg, loss severity and recovery rates) and the quality of credit data

◊ Techniques for assessing extreme loss distributions

◊ The implications of risk-adjusted performance measurement and risk-adjusted pricing
  

page_259



Page 260

◊ The multi-state default process, marking-to-market and multi-year analysis horizons

◊ Reconcilable or irreconcilable differences between the credit models offered by various vendors

◊ The integration of market risk and credit risk.

In the next few sections I shall briefly discuss each of these points and draw attention to more recent work that has been done in the specific 
area. From there, it is over to the reader to continue on to his or her own "next steps" towards transparency and enlightenment.

Internal Credit Risk Ratings

First and foremost in the next steps of credit risk modelling are the integrity and robustness of the bank's own internal credit risk-rating system. 
As we have seen throughout the book, a bank's internal risk rating plays a vital role in assigning risk. An internal risk rating is the bank's front-
line defence against default risk. It is the bank's primary indicator of risk for individual credit exposures. Most large banks use internal ratings 
to guide the loan origination process, portfolio reporting and management reporting. Internal risk ratings are used to provide guidance for 
setting loan loss reserves, profitability analysis and loan pricing analysis.

Although credit risk ratings are becoming increasingly important in the credit risk management process of large banks, Treacy and Carey 
(1998) noted in their paper that

. . . banks' rating systems differ significantly from those of the [rating] agencies (and from each other) in architecture and operating design as well 
as in the uses to which ratings are put. One reason for these differences is that banks' ratings are assigned by bank personnel and are usually not 
revealed to outsiders . . .

rendering the risk-rating systems of banks rather opaque and non-comparable. Furthermore, they argued, "variations across banks are an example 
of form following function. There does not appear to be one `correct' rating system. Instead, `correctness' depends on how the system is used."

Whatever the argument is concerning "correctness" or uniformity or consistency, or the inability to compare and differentiate between 
banks' internal risk ratings, the truth of the matter is this: the risk-rating system is the bank's only compass, without which
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the bank is lost amidst the sea of credits. Why, therefore, has sufficient effort not been exerted in the past to strengthen the integrity and 
consistency of banks' internal risk-rating systems?

Some issues regarding internal risk ratings that require immediate attention are considered in the three subsections that follow.

Granularity of Risk Ratings

The number of grades on internal risk-rating scales varies considerably across banks. In this book, the experience we gained in the internal 
credit risk modelling exercise pointed to the importance of refined and clearly distinguishable gradesboth in the passing and in the non-passing 
grades. In addition, so that we could properly distinguish the different levels of risk and return, we saw that it is crucial to have more grades 
rather than fewer. In fact, perhaps due to their own internal modelling needs, many banks that have redesigned their internal risk-rating 
systems during the past decade have decided to increase the number of grades on their rating scales (Udell, 1987). Interestingly enough, the 
majority of the banks interviewed by Treacy and Carey (1998) and Federal Reserve Board supervisory staff "expressed at least some desire to 
increase the number of grades on their scales and to reduce the extent to which credits are concentrated in one or two grades".



The Dichotomy Between Bank Ratings and Agency Ratings

There continues to be a an unresolved dichotomy between internal bank ratings and agency ratings. As pointed out in the Treacy and Carey paper, 
agency and bank ratings differ substantially mainly because rating agencies themselves make no risky investments and are, therefore, not a party 
to transactions between borrowers and lenders. Bank ratings are private and proprietary, whereas agency ratings are sold publicly for a fee. In 
more ways than one, agency ratings are more likely to incorporate "intangible" but important informationfor example, management quality and 
market conditionsalong with the capital structure and financial statements one would expect. Bank ratings, on the other hand, are generally 
assigned by a "loan review committee" with a membership that normally does not have access to the same extensive information resources that 
are available to the rating agencies, whose sole function and source of income is the provision of ratings.
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Mapping of Internal Risk Ratings to Agency Grades

When assigning default probabilities (EDF), it is very convenient to map the bank's internal risk ratings to the agency scales because the 
agencies provide publicly available default information derived from their own database of the historical loss performance of publicly issued 
bonds. To use data on bond loss experience, however, the bank must be careful when assuming some correspondence (if it truly exists) 
between agency ratings and its own ratings for loans that need not necessarily have the same default experiences as bonds. Treacy and Carey 
(1998) identified four potential problems, as set out below:

◊ A bank's internal rating system may place loans with widely varying levels of EDF in the same grade and those with similar EDFs in 
different grades. In this case, grades bear little relation to default probabilities, thereby rendering the mapping inaccurate. Throughout this book 
we have been very cognisant of this potential problem.

◊ EDFs on publicly rated bonds may differ systematically from actual loan default rates.

◊ The mapping exercise may simply associate internal grades with the wrong agency grades.

◊ The differences arising from a bank's point-in-time assessment of credit risk and the agencies' through-the-cycle rating approach may not 
be properly taken into account.

Concerning the mapping of internal risk ratings to agency ratings, it is instructive to consult the paper written by Miller (1998), where he describes 
a methodology for testing whether a quantitative credit rating system (such as one based on the "value of the firm" framework) is a statistically 
significant improvement (ie, provides additional information) on a broader rating system. To this end, he compares the EDFs generated by KMV 
Corporation's Credit Monitor system with the Standard & Poor's ratings for US companies. Miller's paper is reproduced in the Appendix to this 
book.

Readers are also referred to an article by English and Nelson (1998), which followed up on the Treacy and Carey (1998) paper by providing 
further information on the use of risk ratings by small and medium-sized US banks and by the US branches and agencies of foreign banks. 
They "investigated on how common is risk rating
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at all banking institutions in the U.S., what fraction of business loans are assigned ratings, how fine the gradations generally are, and how risk 
ratings are related to loan price and non-price terms". One of their key findings was that "despite the concerns raised by some observers that 
banks do not price risk properly, the survey data show that the ratings are reflected in loan pricing and other term loans. Not surprisingly, 
loan interest rates rise with loan risk."

Data Quality and Opaqueness

By virtue of either benign neglect or extreme myopia over the years, only scant information about loss experiences is normally available 
internally within a bank. In the parameterisation of the internal model, quantities such as loss given default (and, hence, recovery rates), usage 
given default (the percentage draw-down of the unused part of the commitment) and the default probabilities themselves are absolutely critical.

The mapping of the bank's internal risk ratings to agency grades alleviates some of the problems stemming from the lack of internal data, 
although, as articulated in the previous section, mapping can introduce its own problems. However, the framework used in this book to 
approximate the correlation of default and credit quality was also adopted in direct response to the opaqueness of the financial information 
provided by firms, particularly the unrated private ones. Although it is pleasing to be able to make a sensible approximation, a greater 
transparency in the information provided by firms is definitely beneficial to the risk quantification process.

Techniques for Assessing Extreme Loss Distributions

There are two general ways of constructing credit loss distributions. The first is to make simplifying assumptions about the portfolio and 
derive analytical expressions. The second approach is to use full-blown Monte Carlo simulation methods. We have done both in this book. We 
also combined both methods and used extreme value theory to extrapolate the extreme tail of the loss distributions. Full-blown simulation 
methods can be very slow, but there are ways of speeding up the simulation for credit modelling purposes. The paper by Arvanitis and 
Gregory (1999), reproduced in the Appendix to the book, discusses some of these newer methods. In particular, they introduced techniques to 
deal with the
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modelling of default correlations without any assumption about the capital structure of the firm. In addition, the authors introduce an approach 
to "modeling stochastic recovery rates that intuitively links the recovery amount to the severity of default".

Risk-Adjusted Performance Measurement and Risk-Adjusted Pricing

A smart bank makes the best use of its capital by allocating it efficiently to the different lines of business. However, the spirit of the 1988 Basle 
Accord has prevented an accurate measurement of economic capital that reflects the underlying risk characteristics of the banking books 
undertaken by banks. Consequently, the current regulatory capital framework has led to incentives that are for the most part contradictory with 
the trade-off between risk and return. An article by Punjabi (1998) continues along the lines of argument set forth in this book. The article, 
reproduced in the Appendix, discusses the four variants of risk-adjusted return performance measurement (RAPM): ROC (return on capital), 
RORAC (return on risk-adjusted capital), RAROC (risk-adjusted return on capital), and RARORAC (risk-adjusted return on risk-adjusted 
capital). The author eloquently contrasts and compares these four performance measures and discusses their applications and implications. The 
article also provides some guidance on how a bank can choose the performance measure that is most suitable for its needs.

A RAROC-type performance measure is not without detractors. An early criticism of the approach can be found in an article by Wilson (1992; 
given in the Appendix), who demonstrated the intrinsic bias of the RAROC approach and suggested some modifications.

Multi-State Default Process, Marking-to-Market and Multi-Year Analysis Horizons



Two-State and Multi-State Default Processes

To keep the book going at a manageable pace, I have deliberately chosen to emphasise only the two-state default process of achieving either 
default or no default at the analysis horizon. In reality, however, the default process is multi-state in nature, whereby the intervening stages of 
credit quality migration are also permissible.

Figure E.1 graphically illustrates the difference between a two-state and a multi-state default process. In a simple two-state default process there 
are only two possible outcomes at the end of the
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Figure E.1 
Two-state and multi-state default processes compared

analysis period. In contrast, in the multi-state process, an obligor currently assigned an initial BBB rating can improve on its rating, remain the 
same, get downgraded or enter into default.

In Appendix A ("Variation in asset value due to time") of chapter 6, it was shown that the value of a risky asset changes with time owing to 
two major time effects: default and credit migration. We then proceeded to determine the asset's expected value and its standard deviation. 
Appendix A of this Epilogue continues and expands on that discussion.

Marking-to-Market Valuation



The specific results of Appendix A, which extend the simple case to a multi-state default process, highlight a very important point I did not have 
the opportunity to discuss in the book. This concerns the issue of marking-to-market valuation. Observe that in Appendix A all the equations 
containing the value V require a discounting of cashflows to some point in time (the one-year horizon was chosen for convenience). The simple 
reason is that, associated with any possible state the risky asset could migrate to, there is a corresponding value which the asset must take. 
Therefore, to arrive at the expected value of the risky asset at the horizon, one must obtain the probability-weighted value of the asset over all 
the possible paths (ie, risk ratings) it could conceivably take over the period up to the horizon. This is the non-mathematical interpretation of 
equation (A.E.2).

All the remaining equations, including those for the portfolio expected and unexpected losses, contain an important component
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of valuation. We call it ''mark-to-market" valuation because all the cashflows emanating from the risky asset must be discounted using 
the appropriate forward curves associated with each credit rating class. An article by Li (1998) explains one approach to building such 
"credit curves".

Mark-to-market valuation is an important component of credit risk modelling because the value of a risky asset changes with time, and time 
gives the asset the opportunity to change its credit quality, thereby potentially changing its value.

Multi-Year Horizons

Tradition dictates that the analysis horizon be one year forward in time. This prevailing "wisdom" can perhaps be traced to an unintended effect 
of the BIS risk-based capital rules. Regulatory reporting procedures require banks to submit their "call reports" to the banking supervisors once 
every year. These reports contain, among many other things, information about the banks' solvency ratios and risk-weighted assets. Perhaps as 
an unintended consequence, banks have become accustomed to focus their attention on regulatory capital and credit risk in the framework of an 
annual time horizon. But should the credit risk in the banking book be shoehorned into a one-year box? I think not.

Unlike market risk, credit risk certainly entails a much longer time horizon. This makes the analysis of credit risk quite difficult. In earlier 
chapters of the book we encountered the multi-year transition matrices inferred by the rating agencies from their proprietary databases of 
historical bond defaults. Currently, there are only two sources of empirical transition matrices that extend to a 15-year horizonStandard & Poor's 
and Moody's.

To mathematically incorporate multi-year horizon analysis into our internal credit risk modelling effort is easysimply replace all probabilities in 
Appendix A with their corresponding multi-year transition probabilities and calculate the expected loss and the unexpected loss as usual. In 
principle, therefore, one could calculate all the risk measures associated with the credit portfolio for any desired time horizon. If, for example, one 
simply uses data from the two multi-year transition matrices from the agencies in the internal model, it produces quite erratic resultstoo erratic to 
be of much practical use. Why is that?
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A simplifying assumption that is often invoked in financial modelling is the Markov property of financial systems. Very briefly, the Markov 
property supposes that the evolution in time of a system depends only on the state that preceded it. Implicitly embedded in the agencies' multi-
year transition matrices is the initial one-year transition matrix whose evolution from one year to the next must ultimately form the basis for 
all longer-term transition matrices that are empirically derived by the agencies. Appendix B presents work performed by my colleague S. 
Maglic in our attempt to understand the time-dependent evolution of credit risk. The conclusion is that: the study is inconclusive! There are 
many possible initial transition matrices that could fit the empirically derived multi-year transition matrices within the bounds of acceptable 
optimisation error. More research is definitely needed in this area.

Differences Between Vendor Models

Although the intent of this book is to remain impartial and not to glorify one model nor debase another, it is, however, instructive to understand 
the subtle differences between the models that are currently available in the market. There are differencessome reconcilable and some 
irreconcilablebetween the models from the various vendors that practitioners and regulators must be aware of. Koyluoglu and Hickman (1998) 
focus on three representative models for comparison:

◊ "Value of the firm"-based: JP Morgan's CreditMetrics and KMV's Portfolio Manager

◊ Econometric-based: McKinsey's CreditPortfolio View

◊ Actuarial-based: CSFP's CreditRisk+.

Their article, which appears in the Appendix to this book, specifically examines only the default component of portfolio credit risk. The 
conclusions are that

. . . the models belong to a single general framework, which identifies three critical points of comparisonthe default rate distribution, the 
conditional default distribution, and the convolution/aggregation technique. Differences were found to be immaterial in the last two of these, so 
that any significant differences between the models must arise from differences in modelling joint-default behavior which manifests in the 
default rate distribution.
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Parameter inconsistency, as I have forewarned many times in the book, is not a trivial issue and is, conceivably, the cause of many of the 
systematic differences. Koyluoglu and Hickman postulated further that

. . . rather than conclude that parameter inconsistency potentially constitutes irreconcilable differences between the results of these models, this 
paper concludes that because the models are so closely related, the estimates are complementary and should provide improved accuracy in 
parameter estimation within the generalized framework as a whole.

Other comparative studies of vendor models are being conducted at the present time.

Integration of Market Risk and Credit Risk



A final important point I wish to draw attention to is the ongoing need for an integrated view of market risk and credit risk, primarily, and 
maybe other forms of risk later on. The segregated view we have now is yet another unintended consequence of the risk-based capital rules. 
The 1996 Amendment to the Basle Accord exacerbated the dichotomy still further by requiring banks to set aside capital specifically to cover 
market risk in the trading book, and, to a lesser extent, a residual capital requirement for "specific risk" due to individual issuers of the traded 
securities. In response, the regulated banks began to aggregate their risks into "silos of risks" attributable specifically to market activities and 
credit activities.

There is something drastically wrong with this picture. First of all, credit risk and market risk are not strictly additive in nature. For 
regulatory capital purposes, however, they are incorrectly assumed to be so. In reality, both forms of risks are driven by the same 
fundamental market variables, so both market risk and credit risk are derived from the same market value distributions. As Mark (1995) 
eloquently explained:

They have an inverse relationship: market risk is the risk that the market value of the position will decline; credit risk is the risk that the 
counter-party will default when the market value of the position is positive. Because of their inverse relationship, there are many similarities in 
the way that credit and market risk are measured.
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Owing to the relative hedgeability of market risk as compared to credit risk, there is a difference in the time scales that are used when assessing 
these two risksshorter for market risk and much longer for credit risk.

To be able to measure risk and return effectively, it is mandatory to measure both market and credit risk simultaneously as otherwise the 
additivity rule imposed by the current capital regime will result in an overestimate of required capital. Furthermore, to achieve the greatest 
efficiencies, banks must superimpose credit risk on top of their market risk models as their portfolios move with the market. In other words, 
default risk (or risk due to credit migration) should be embedded in the valuation of risky assets and not be considered as a separate add-onin 
marked contrast to the approach taken in the BIS guidelines discussed in chapter 1.

Without a doubt, the implementation of a best-practice risk-adjusted performance measure, such as RAROC, will one day force the integration 
of market risk and credit risk into one unified framework, as should be the case. But until that happens, the question that remains is not "how?" 
but "when?".

Appendix A 
The Multi-State Default Process 1

This appendix is a continuation of Appendix A of chapter 6. First, we need to repeat some of the equations derived previously.

The current value, V, of a single loan commitment with current outstanding, or notional, amount A can easily be valued by discounting the 
various cashflows:

where Ck is the cash payment for the kth period, M is the maturity of the loan, and rk is the yield of the loan for the kth period, which depends on 
the credit rating, R.



Without loss of generality, we assume that the payment frequency is annual and we choose an analysis horizon of one year. At the end of one 
year the loan may have migrated to another credit rating class or it might have already defaulted. Thus, the expected value, V1, of the loan at the 
end of one year is the pro-
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bability-weighted value of all the possible values in each rating class, R:

where we have denoted all these possible values by VR and where the index R runs over all the possible risk classes or states available, as 
illustrated in Figure E.1.

The first term in equation (A.E.2), AC, represents the accrued cash payments compounded (ie, their total future value) to the analysis horizon. 
The sum is over all the possible ratings and pR is the migration or transition probability associated with risk class R. The quantity ∆R represents 
the expected amount of additional draw-down of the commitment given a downgrade in credit rating. It also represents the additional pay-down 
of the loan if there is an upgrade. If U is the unused portion of the commitment, the restriction - A ≤∆R≤ U holds. In general, ∆R is positive 
when there is a downgrade and negative when there is an upgrade.

The quantity VR should be calculated using the one-year forward yield curve corresponding to the credit rating R, with the amount ∆R added to 
the notional amount of the commitment and the cashflow adjusted appropriately. This results in

where r1k is the one-year forward yield for risk rating R and is, therefore, a function of R. C'k is the adjusted cashflow due to change in 
outstanding by the amount ∆R.

At the one-year analysis horizon, the variance of V1 about the meanrepresenting the variation or volatility in the change in asset valueis

Inherent in equation (A.E.4) is the variation in the value of the loan, which contains information associated with both the probability of
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default and the probability of migration to all possible risk-rating classes. In addition, the variation also depends on the additional draw-down 
of unused commitments (in the case of downward migration) and on the pay-down of the current outstanding (in the case of upward migration).

Portfolio of Risky Assets

Now let us consider a portfolio of risky assets, each of whose values can be described by the process delineated above. The goal is to determine 
the mean and variance of the value of the portfolio at the end of the one-year analysis period. The portfolio mean is rather trivial and is given by

where the index i is summed over all the risky assets in the portfolio.

We are now ready to derive the expected loss and unexpected loss of the portfolio.

Expected Loss

Denote by  (where the superscript N represents no rating change) the value of a commitment at the analysis horizon whose rating 
remains unchanged from the beginning of the analysis period. Since the sum of all the migration probabilities is equal to one for a given 
initial rating, the following identity is true:

Subtracting this from equation (A.E.5), we obtain

The sum over R on the right-hand side of equation (A.E.7) can be decomposed into three distinct parts:

◊ The first is when R = D, representing default;

◊ The second is when R is equal to the initial risk rating, Ri, representing no change in rating (ie, no credit migration); and

◊ The third is when credit migration to other states is allowed.
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Observe that when there is no rating change the second part is actually zero, since in general ∆R = 0 when there is no rating change. Collecting 
all the non-zero terms in equation (A.E.7), we rewrite it as

The left-hand side of equation (A.E.8) is defined as the expected loss of the portfolio over the analysis period. Looking at the right-hand side 
of equation (A.E.8), we observe that the expected loss includes the cash payment during the first year (the first term), the realised loss due to 
default (the second term), and the unrealised loss due to migration (the third term).

Note that in the two-state process, when there is no credit migration or fluctuation of credit exposure, the third term is zero. The second term 
then takes a more familiar form on realising that if no additional draw-down is allowed (that is, ∆R = 0), we obtain

where Ei is the exposure (or outstanding) and LGDi is the loss given default. Consequently, the second term becomes - , which 
is the familiar definition of expected loss given default derived in chapters 3 and 4.

Unexpected Loss and Correlation

The variance of the value of the portfolio represents the uncertainty in the change in value of the portfolio. The square root of this variance is 
the unexpected loss of the portfolio.

The variance of the portfolio is related to the standard deviation of each individual credit through the correlation coefficients, viz:
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where pij is the correlation between the values of two risky assets i and j at the end of the analysis period. The correlation is given by

where the bracket <*> denotes the expectation operator.

The evaluation of <Vi> and <Uj> has already been discussed above. The calculation of <Vi Uj>, however, requires knowledge of the joint 
probability distribution of the two asset values. We have also discussed at length, in chapter 7, the correlation of default and credit quality. In 
particular, we need to apply the method outlined in Appendix D of chapter 7 to obtain the correlation of joint credit quality movement.

Appendix B 
Matching Transition Matrices to Historical Data 2

Introduction

Rating agencies such as Standard & Poor's and Moody's publish statistics that describe the historical performance of companies, which they rate 
in terms of rating changes and default probabilities. The data are presented in matrix form and indicate the likelihood that a company of given 
rating will make a transition to a different rating state at the end of a specified period. Table B.E.1, published by Standard & Poor's,3 is an 
example of a one-year transition matrix. AAA corresponds to the highest quality and D indicates default. To determine the probability that an A-
rated company will

Table B.E.1 Standard & Poor's one-year transition matrix (1997)
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Table B.E.2 Standard & Poor's one-year transition matrix (1997) adjusted for removal of NR category

undergo a downgrade to a BBB rating, one selects the row corresponding to the initial state A and finds the number in the column corresponding 
to the final state, BBB. The table gives the A to BBB transition likelihood as 4.88% (or, in probability terms, 0.0488).

One feature that is particular to the Standard & Poor's data is the presence of the final state NR, which indicates that the issue is no longer 
rated. Since this primarily occurs when a company's outstanding debt issue expires, it is not relevant in our analysis. We therefore wish to 
remove this column and shift the remaining probabilities accordingly. Table B.E.2 shows the same data adjusted for the NR category. Note that 
if actual transition probabilities are required, one must refer back to the original data.

In addition, rating agencies publish the same matrices for two, three or more years. Table B.E.3 summarises the cumulative default 
probabilities from multi-year matrices.

Unfortunately, because the historical observations represent a limited sample and a limited time of observation, the quality of the statistical data 
has limitations. For the most part, the broad features of the historical data are consistent with our intuition. However, careful inspection indicates 
that the historical performances are counterintuitive. For example, we know that in general the cumulative probability of default should increase 
for longer horizons, but in the table we observe that the CCC rating category exhibits a decreasing cumulative default probability in years 8, 9 
and 10. From an intuitive and statistical perspective we know that we can expect this anomalous behaviour because of the limitations of the data.
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Table B.E.3 Standard & Poor's cumulative default probabilities for years 1-10 (%)

Year

1 2 3 4 5 6 7 8 9 10

AAA 0.000 0.000 0.060 0.130 0.210 0.390 0.520 0.790 0.900 1.050

AA 0.000 0.020 0.080 0.170 0.310 0.470 0.700 0.920 1.120 1.370

A 0.050 0.140 0.260 0.440 0.650 0.900 1.190 1.560 1.940 2.340

BBB 0.180 0.430 0.710 1.280 1.850 2.490 3.220 3.900 4.510 5.000

BB 0.900 3.060 5.490 7.980 10.570 13.310 15.370 17.210 18.400 19.400

B 4.720 10.030 14.910 18.780 21.780 23.980 25.910 27.190 27.790 28.240

CCC 19.090 26.610 32.620 36.700 40.780 43.480 44.690 43.920 41.610 39.820
 

For modelling purposes, we are interested in extracting trends established by historical performance rather than the anomalous behaviour of a 
small number of companies during a certain year. Therefore, we are interested in slightly modifying the historical data to make them more 
consistent with our intuition. In addition, we know that there are conditions that we may impose to ensure that the data are self-consistent 
mathematically. The next section outlines several steps that can be taken to improve the data.

Mathematical Framework

A property that is frequently invoked in the discussion of financial systems is the idea of the Markov process. Simply stated, the Markov 
condition exists when the (time) evolution of a system depends only on the state before it. In the context of our one-year transition matrix, it 
states that the rating at the end of one year depends only on its present rating. We see that the Markov condition is implicit in the data that 
Standard & Poor's supplies.

An interesting property that follows directly from this condition is that an n-period (each period in our case is one year long) transition operator 
is the nth power of the one-period transition operator. We may state this result mathematically if we represent the original multi-year 
cumulative transition data by D1, D2, D3, . . ., Dn, . . ., DN, where Dn is the transition matrix for the nth year:

where the superscript indicates the nth power of that matrix. For
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example, the first two powers of D are

and

We therefore wish to impose the Markov condition on the one-year matrix so that it is consistent with the historical multi-year data. To do this 
we envisage a one-year matrix that is very similar to the original one-year matrix except that successive powers of this matrix show better 
agreement with the multi-year data. Therefore we combine a matrix, M, with the original one-year matrix, D1, to obtain a modified matrix

where , by invoking the Markov condition, is chosen to be more consistent with the historical multiple-year transition matrices by using 
the relation

What remains is a computational problem of choosing a matrix M to minimise the difference between  and Dn.

Before continuing on to the next section we note that two constraints on D (and ) must be satisfied:

The subscripts µ and ν on the matrix D indicate the row and column (or initial and final rating states), respectively. These two requirements 
merely state, (A), that the probabilities must be positive and, (B), that the total probabilities of the final states must sum to 1 or 100%.
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Intuitive Constraints

As outlined earlier, we must now impose additional constraints on this system to make it reflect our intuition. To distinguish these from 
constraints (A) and (B) introduced above, we refer to them as ''soft" constraints. We make this distinction because, mathematically, we know that 
the "hard" constraints must be maintained, whereas the soft constraints are imposed by our intuition as a guide.

We summarise the soft constraints we wish to impose as follows:

1 The likelihood of default for higher-rated names is less than for lower-quality credits. Stated mathematically:

2 Transitions that consist of only one rating change are more probable than transitions that involve more rating categories. We may state 
this mathematically as

3 For a given horizon, we wish the population distributions in the rating categories to be consistent with what we know is the steady-state 
distribution of the rating categories. Equivalently, we state that after n periods we would like the relative population distribution of the 
different ratings to be maintained.

Implementation

With a description of the problem and of the constraints we wish to impose, we are ready to discuss implementation of the formalism that has 
been outlined. The approach taken is similar to that of the "travelling salesman" or "simulated annealing" problem, where different scenarios 
are introduced randomly and tested to find an optimal solution. With our problem, the matrix M is modified iteratively with perturbations that 
are introduced randomly, and an error function is calculated at each iteration. Perturbations are chosen to be in agreement with the constraints 
and are rejected if the error function is not reduced.
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With a relationship between the one-year and n-year matrices, we state mathematically how we wish the fitted n-year matrix to relate to the data 
for year n. Formally, we wish to minimise the error function

or, perhaps, if we wish to fit exclusively to the cumulative default data, we let ν = 8 and minimise the function

where the µ and ν symbols indicate a sum over each element in the N matrices.

We now consider how the constraints are included in the implementation. To enforce that the hard constraint (A) is maintained, all perturbations 
are checked to ensure that the resulting probability is not negative. To maintain the hard constraint (B), equal and opposite perturbations are 
introduced to a given row in pairs. By doing this, all rows sum to one for each iteration. In this case the magnitude of the perturbations is taken to 
be 0.00001ie, much smaller than the total probability of 1. Since soft constraints (1) and (2) are violated with by the original data, we are unable to 
enforce these conditions rigorously. Therefore the only perturbations that are considered are those which are likely to lessen the violation of these 
constraints. Soft constraint (3) states that we wish to impose the relative population on the distributions of ratings at a given horizon. Table B.E.4 
gives Standard & Poor's data for 1996 indicating the distribution of the companies that it rates.

Table B.E.4 Distribution of companies rated by Standard & Poor's in 1996

AAA AA A BBB BB B CCC

Number 85 200 487 275 231 87 13

Proportion (%) 6.2 14.5 35.3 20.0 16.8 6.3 0.9
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Implementing soft constraint (3) requires that we choose a specific horizon or period. Unfortunately we are unable to exploit the mathematical 
framework that has been outlined above to help us impose the steady-state distribution. This is because the default state is modelled as an 
absorbing state whereby all firms end in bankruptcy given an infinite amount of time (although this may take hundreds of years). We therefore 
arbitrarily choose a period of 10 years, after which we impose our steady-state distribution. To enforce this criterion we use an error function 
similar to that introduced earlier in this section. The two error functions are both normalised and subsequently combined, with equal weights, 
into one error function.

Results

Table B.E.5 gives the matrix resulting from the simulation along with the original transition matrix. The modified matrix is quite similar to 
the original matrix.

Table B.E.5  
Comparison of modified Standard & Poor's one-

year transition matrix (above) with original matrix adjusted for removal of NR category (below; data as Table B.E.2)
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Table B.E.6 Comparison of cumulative default probabilities (%): Standard & Poor's data (Table B.E.3); calculated 
from the original one-year matrix (Table B.E.2) multiplied out; and calculated from the modified one-year matrix 
(Table B.E.5, part 1) multiplied out

Original Standard & Poor's cumulative default probability data for years 1-10

Year

1 2 3 4 5 6 7 8 9 10

AAA 0.000 0.000 0.060 0.130 0.210 0.390 0.520 0.790 0.900 1.050

AA 0.000 0.020 0.080 0.170 0.310 0.470 0.700 0.920 1.120 1.370

A 0.050 0.140 0.260 0.440 0.650 0.900 1.190 1.560 1.940 2.340

BBB 0.180 0.430 0.710 1.280 1.850 2.490 3.220 3.900 4.510 5.000

BB 0.900 3.060 5.490 7.980 10.570 13.310 15.370 17.210 18.400 19.400

B 4.720 10.030 14.910 18.780 21.780 23.980 25.910 27.190 27.790 28.240

CCC 19.090 26.610 32.620 36.700 40.780 43.480 44.690 43.920 41.610 39.820
 

Original Standard & Poor's one-year matrix multiplied out for years 1-10

Year

1 2 3 4 5 6 7 8 9 10

AAA 0.000 0.001 0.006 0.015 0.029 0.049 0.076 0.110 0.150 0.198

AA 0.000 0.017 0.049 0.095 0.155 0.227 0.309 0.403 0.508 0.626

A 0.050 0.121 0.217 0.338 0.479 0.638 0.814 1.002 1.206 1.424

BBB 0.180 0.436 0.750 1.111 1.505 1.903 2.286 2.661 3.017 3.366

BB 0.900 2.003 3.130 4.139 4.947 5.749 6.546 7.324 8.075 8.637

B 4.720 8.252 10.687 12.460 13.635 14.442 15.165 15.707 15.973 16.212

CCC 19.090 27.550 31.855 33.468 34.192 35.663 36.753 36.433 34.594 34.174
 



Modified cumulative default probability data for years 1-10

Year

1 2 3 4 5 6 7 8 9 10

AAA 0.005 0.023 0.058 0.112 0.187 0.282 0.399 0.534 0.685 0.849

AA 0.005 0.030 0.081 0.162 0.275 0.418 0.587 0.779 0.994 1.231

A 0.050 0.141 0.273 0.443 0.642 0.864 1.105 1.356 1.621 1.897

BBB 0.180 0.460 0.823 1.248 1.716 2.185 2.631 3.060 3.457 3.836

BB 0.900 1.993 3.061 3.963 4.635 5.273 5.886 6.465 7.007 7.378

B 4.720 8.279 10.630 12.223 13.159 13.704 14.151 14.424 14.450 14.462

CCC 24.590 33.572 37.081 37.534 37.207 37.873 38.261 37.312 34.949 34.128
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Figure B.E.1 
Error function smoothly converges with iterations

Table B.E.6 compares the cumulative default probabilities from the original data (given earlier in Table B.E.3), from the original one-year 
matrix multiplied out, and from the modified one-year matrix multiplied out. The modified data are observed to be in better agreement with 
the historical data.



Finally, a plot is presented to show the convergence of the error function with successive iterations (Figure B.E.1). This is used as a test to 
ensure that the solution that has been found is computationally stable. We note that the solution that has been obtained is stable.

However, further simulations indicate that the error function exhibits local minima. This means that there are multiple "correct" matrices that one 
can obtain using different sets of random perturbations. Although these "correct" matrices are all quite similar, it is difficult to establish which is 
more correct. For this reason, we feel that the problem is non-trivial and requires further investigation beyond the scope of this initial study.

1 This appendix is based on an internal note written by Yang Song and Weixiong Li.

2 This appendix was prepared and written by Stevan Maglic.

3 "Ratings Performance 1997, Stability and transition" (updated August 1998), available from the Standard and Poor's website at http://www.
ratings.com
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Appendix

RAROC Remodelled

Thomas C. Wilson, Swiss Re New Markets

One of the most important developments in risk management over the past few years has been the widespread implementation of risk-
adjusted performance measurement (RAPM) systems, designed to put the returns of very different risk businesses on a comparable, risk-
adjusted basis. The main benefit of such systems is that they help institutions to identify businesses where they have a competitive advantage 
and make it easier to decide how to allocate capital.

Many transformation rules are used, but the most popular versions either adjust returns directly, for example by loan loss provisions, and then 
divide by allocated regulatory capital (modified return on equity), or divide unadjusted returns by risk-based capital allocations, like RAROC 
(risk-adjusted return on capital).

Suppose, for example, that point A in Figure 1 represents the risk and realised return profile for swaps trading. As the left-hand panel shows, 
it would not be possible to compare A's performance directly with that of other business units without adjusting for risk: while A has 
generated higher/lower absolute returns than other units, it has also accepted more/less risk.

The right-hand panel in Figure 1 shows the same units' returns adjusted by a risk-adjusted performance measure. In this example the swaps 
business, A, has outperformed the other business units on a risk-adjusted basis, thereby generating excess returns. Once the unit has been 
identified as providing excess returns, it should be allocated more equity capital at the expense of the other, non-performing business units. 
Although additional criteria, such as long-term strategic goals or cross-selling opportunities, will also affect the capital allocation decision, it 
is nonetheless important to know which units are currently making a net positive (or negative) contribution to the bottom line on a risk-
adjusted basis.

But what would happen if the RAPM systems did not correctly adjust for risks? What if its results were fundamentally biased relative to the way 
that the market actually compensated risks through higher returns? Then risk-adjusted performance evaluations would also be biased, leading the
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Figure 1 
Risk adjustment

institution to undercapitalise businesses in which it truly had a competitive advantage and overcapitalise those units with mediocre or even 
negative performance.

And the market's standard RAPM system - RAROC - is fundamentally biased: for most risk portfolios there is a trading strategy which will 
generate an infinite RAROC. This bias is unfortunate because RAROC is easy both to implement and to communicate and can therefore form 
the foundation of a strong and pervasive risk management culture. Fortunately, a very simple adjustment to the standard RAROC formula will 
leave the ease of both implementation and communication largely intact. But the intuition behind the correction requires a different and much 
more market-oriented way of thinking about the role of equity in financial institutions.

To understand RAROC's bias and its consequences, consider Figure 2, which plots three possible relationships between an expected risk-adjusted 
return measure and risk. The incentives are such that, under calculation rule A, the risk manager's attention is focused only on low-risk 
transactions (such as triple-A credits and short-term Treasuries) since these are the transactions with the highest expected risk-adjusted returns, 
while under calculation rule B his attention is focused only on high-risk transactions like junk bonds and massive exposures to derivatives.

There are two ways of interpreting scenarios A and B: either the risk-adjustment method has correctly identified mispriced transactions, 
implying that the market is inefficient; or the risk adjustment method is incorrect and falsely biases the risk manager's decisions. In an 
efficient market with no mispriced transactions the expected risk-adjusted return measure
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Figure 2 
Implications of RAPM bias

should be flatlike line M-M' in Figure 2implying that it has fully and correctly adjusted for risks, making all risk positions directly comparable.

If, in an efficient market, this line were not flat, risk arbitrageurs would enter the market and take the excess risk-adjusted returns that such 
mispriced transactions would imply. For the purpose of this article, a biased RAPM system is one that does not make returns comparable, even 
in efficient markets. 1

The standard RAROC calculation divides a portfolio's realised returns by its capital at risk in an attempt fully to adjust for risk:

where capital at risk is defined as the portfolio's maximum possible loss within a given confidence interval over an orderly liquidation period. 
We assume that the portfolio's capital at risk is correctly calculated, incorporating all the necessary return correlations and relying on the 
complete return distribution rather than a linear (or delta) approximation. So the bias that we demonstrate does not come from an incorrect 
calculation of capital at risk.

We further assume that the portfolio's realised returns are correctly calculated (on a change in mark-to-market basis rather than on accrual-
based accounting measures). Therefore the bias does not come from noneconomic income recognition. In fact, it comes from the RAROC 
calculation rule itself.

One of the main reasons for RAROC's bias is that it implicitly assumes that only the portfolio's risk capital is compensated, rather than the 
economic capital invested in the portfolio. It is therefore always possible for
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the risk manager to achieve an infinite RAROC for any portfolio given two simple conditions: the portfolio has non-zero mark-to-market value, 
and the risk manager has access to a risk-free asset.

Consider, for example, a portfolio which has a strictly positive mark-to-market value and assume that the risk manager has a risk-free investment 
opportunity. Under these relatively weak conditions, an infinite positive RAROC can be achieved by liquidating the entire portfolio immediately 
and investing the proceeds in the risk-free asset. This strategy would generate positive realised returns with no capital at risk - implying an infinite 
RAROC. The same logic holds true for portfolios with negative initial value.

This bias does not merely produce an inaccuracy of a few basis points which can arbitrarily be dismissed as rounding or estimation error - and it 
has nothing to do with market inefficiencies. It is a direct consequence of a calculation rule that considers only the position's risk when 
allocating capital and does not consider the economic capital or market value invested in the position.

Since the results are so strong, these necessary conditions deserve further elaboration. Although the bias is strongest for portfolios with 
high economic investment, such as the asset/liability portfolio or equity or bond trading portfolios, even pure derivative portfolios will be 
affected because of their unrealised and undistributed gains or losses. In practice, all portfolios will be affected to some degree.

Furthermore, most risk books do have access to a risk-free asset either directly or through arbitrage relationships (for example, using the put/
call parity theorem). But this second condition is not even necessary to prove RAROC's bias. This is proved in Figure 3, which plots expected 
RAROC against capital at risk for a $1 million investment in Treasuries with different maturities. As anticipated, at zero-risk expected 
RAROC is infinite. More interesting is the fact that as risk increases, expected RAROC decreases. This demonstrates RAROC's bias for 
portfolios with non-zero value, independent of whether the risk manager has access to a risk-free investment.

The technical implication is that if RAROC applies at all, it only applies to self-financing, pure risk portfolios, and then only if they have 
exactly zero value. In other circumstances, an institution's management might wake up one morning to find all its funds invested in overnight 
Treasuries, which would guarantee the risk managers an infinite RAROC. This is probably not the signal the board wants to send out.

To demonstrate all the sources of RAROC's bias, we will make the simplifying assumption that market price processes are Itô-differentiable 2 
and that the performance to be measured is based on single-period returns. The first assumption is consistent with most price processes used 
for option pricing and allows us to take full advantage of standard mean
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Figure 3 
Establishing RAROC's bias

variance techniques in finance. 3 Under this assumption, we can rewrite equation (1) as equation (2):

where α is the number of standard deviations required to give the arbitrary confidence interval (for example, α = 2 implies a 95% confidence 
interval, α = 3 implies a 99% confidence interval, etc), σR is the instantaneous standard deviation of the portfolio's returns, and both R and σR 
are in absolute dollar terms.

To highlight all of the sources of RAROC's bias, it is best to rearrange equation (2). As discussed earlier, if the RAPM system is to provide an 
unbiased evaluation of risk-adjusted performance even in efficient markets, the expected RAROC for any transaction or portfolio should be a 
constant and independent of its risk - in short, every transaction in an efficient market should be fairly and fully compensated for its risk. Using 
this logic, taking expectations of equation (2) and rearranging, we get equation (3):

where E() is the expectations operator and k is a positive constant equal to the expected RAROC multiplied by the confidence interval.

Equation (3) looks very similar to many one-factor pricing models like the capital market line in Sharpe-Treynor's capital asset pricing model, 
or Ross's arbitrage pricing theory: k can be interpreted as a risk premium, the position's capital at risk as the relevant risk that is measured and
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compensated by the market, and the confidence interval as a ''market risk-aversion" parameter. In these terms, it is clear that RAROC is based on 
an implicit assumption about how the market compensates risk with returns. The direct effect is that if RAROC is an unbiased risk adjustment 
method, equation (3) should be a good approximation to the way the market measures and compensates risks in equilibrium. If it is not a good 
approximation, RAROC will be biased and cannot be used to evaluate performance. And equation (3) is a very special risk/return pricing function 
- and one that is obviously false:

◊ RAROC implicitly compensates only risk, whereas the market compensates both risk and capital. To see this in the context of equation (3) 
notice that, as the portfolio's risk goes to zero, so does its expected return. But, in equilibrium, as risk goes to zero, the invested capital (if any) 
is compensated by the risk-free rate of return. By allocating only risk capital, RAROC implicitly assumes that risk capital alone is compensated 
by the market.

◊ RAROC's implicit risk premium is arbitrary, while the market's is not. The risk premium in equation (3) is a function of the confidence 
interval, which is set arbitrarily. As we will see, if the confidence interval is set too high, profitable businesses (on a risk-adjusted basis) will 
appear to be unprofitable; if it is set too low, businesses that destroy value will appear to generate excess returns.

◊ RAROC's risk measure can be valid only for portfolios, never for individual transactions. This is because capital at risk (or variance) is a total 
risk measure that includes both systematic and unsystematic risks, whereas the market compensates only the position's marginal risk contribution. 
To see the consequences of this bias, consider a long and a short position in the same asset. By equation (3), since both positions are risky from 
the bank's perspective, both are required to yield positive expected returns. But by combining both long and short positions, the bank can create a 
zero-risk, zero-return portfolio, implying that one of the expected returns must be negative. This contradicts equation (3), implying that RAROC 
cannot be used to evaluate individual transactions.

If we are to "fix" RAROC, we will have to make sure that it compensates invested capital as well as risk; that we choose the correct 
confidence interval so the risk premium reflects actual market prices; and that the risk measure is defined appropriately for both portfolios 
and transactions.

RAROC's capital bias arises because it ignores the economic capital invested in a portfolio. To demonstrate the necessary correction, suppose 
we were to start with an arbitrary reference portfolio with instantaneous expected returns (in per cent) equal to R' and instantaneous standard 
deviation of returns (in per cent) equal to σR. Suppose further that the risk manager had γ economic capital to invest between this reference 
portfolio
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and a risk-free asset. If γ = 0, this is a self-financing portfolio, where if γ > 0, there is positive economic value invested in the portfolio.

Based on these definitions, it is possible to derive the set of possible risk/return combinations that can be achieved for different levels of relative 
investment in the risk-free and arbitrary risk portfolios. Defining Rp as the portfolio's absolute return and σp as the portfolio's standard deviation 
of absolute returns, we can represent these different combinations as a line in Rp - σp space, with the exact formula for the line 4

Just as equation (3) was derived from the traditional RAROC calculation, equation (4) can be derived from a modified RAROC 
calculation. Rearranging equation (4) into a modified RAROC formula5 (with capital in the denominator), we get

where

If we ignore for the moment the implications for the choice of confidence interval, comparing equation (2) with equation (5) reveals how the 
traditional RAROC calculation needs to be changed to reflect both economic capital, γ, and risk capital, (α × σp): we simply need to add γ to the 
denominator. Therefore, the only additional information needed to implement this modified RAROC calculation rule is the economic value of 
the portfolio.

This analysis is not complete, however; the reference portfolio was arbitrarily chosen, implying an arbitrary implicit risk premium in equation 
(4) and, therefore, an arbitrary RAROC confidence interval in equation (5). The problem is that the market risk premium is anything but 
arbitrary, implying that RAROC's confidence interval must also not be arbitrary: if the two factors are not coordinated, RAROC will be biased.

To see this in concrete terms, consider again equation (5), which specifies that RAROC's confidence interval is equal to the risk premium on 
the arbitrary reference portfolio dividend by the risk-free rate of return. If the confidence interval is set too high, it will imply a risk premium 
which is unattainable by any portfolio in the market. Such a portfolio is represented as portfolio Z in the upper panel of Figure 4, where the 
shaded region represents risk/return combinations that are attainable in the market. Since such a high risk premium can never be achieved 
given current market
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Figure 4 
Adjusting for RAROC's pricing bias

opportunities, the higher the risk accepted by the risk manager, the lower will be the expected RAROC. This implies that if the confidence interval 
is set too high, expected RAROC will be downward sloping and, therefore, biased. This is demonstrated in the lower panel of Figure 4.

Similarly, if the confidence interval is set too low, it will imply a reference portfolio (like portfolio Y in the upper panel) whose risk premium 
can always be beaten by portfolios that offer higher expected returns for the same level of risk. Since such a low-risk premium can always be 
beaten, the higher the risk accepted by the risk manager, the higher the expected RAROC. This implies that, if the confidence interval is set too 
low, expected RAROC will be upward sloping and therefore biased. This is also demonstrated in the lower panel of Figure 4.

The solution is to choose a reference portfolio that gives the highest achievable risk premium and therefore the highest achievable 
confidence interval. This portfolio is designated as portfolio X in Figure 4 and is found through a two-step process.
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First, the set of portfolios that offers the highest possible expected return for a given level of risk is identified. This set is designated by the 
solid curve in Figure 4 and is often known as the "efficient frontier". Second, the portfolio which can be leveraged to the greatest advantage 
(portfolio X in the figure) is identified. Once this portfolio has been identified, the implicit risk premium can be determined and RAROC's 
confidence interval can be uniquely set. The result is a modified RAROC that reflects all of the portfolio's capital (both economic and risk) 
as well as the currently available market risk/return trade-offs:

where

It is easy to verify that if the risk manager chooses only mean variance-efficient portfolios, the expected RAROC will be constant and equal to 
the risk-free rate of return. Thus, the natural hurdle or benchmark rate for the modified RAROC calculation is the risk-free rate. This is an 
intuitive result since, by its very construction, the modified RAROC formula fully adjusts for all risks, making risk positions directly 
comparable with one another and against the risk-free rate of return.

Note that there is no natural, market-driven hurdle rate for the traditional RAROC calculation since the traditional formula ignores invested 
capital and sets the confidence interval in an arbitrary fashion. It is interesting to note that the above results depend only on the distributional 
assumptions and are not dependent on equilibrium. In fact, determining the optimal reference portfolio is a purely statistical exercise.

In terms of implementation, two points should be considered. First, the relevant risk premium is portfolio-specific (at least theoretically) since 
each risk manager faces a different set of instruments and market opportunities. Second, there are three methods of calculating the appropriate 
risk premium. Arranged in order of increasing accuracy - and increasing cost of implementation - these are: a constant risk premium for all 
businesses based on aggregate historical data; differentiated risk premiums by business unit based on historical data; and differentiated risk 
premiums by business unit based on current market conditions.

The problem with capital at risk (or standard deviation of returns) as a risk measure is that it cannot be applied to individual transactions - it is a 
total risk measure - whereas to evaluate individual transactions we require a measure of marginal risk contribution. Fortunately, there is a 
measure that is suitable for a mean variance framework: the position's covariance
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with the reference portfolio. The result is the risk/return pricing relationship given by

where E(Ri) is the transaction's expected return and σi,R* is the covariance of transaction i with respect to the optimal reference portfolio. 
This implies a RAROC calculation rule for individual transactions that is slightly different from the rule used for portfolios:

The only difference between equations (6) and (8) is that the risk measure has been changed from σp' a total risk measure, to σi,R*/σR*, a marginal 
risk measure. Note again that the results are driven purely by the assumed statistical properties of the model and do not rely on equilibrium.

1 I demonstrate later that RAROC calculations based on capital-at-risk allocations tend to generate profiles such as scenario A. Calculation rules 
that use regulatory standards to allocate capital tend to generate profiles such as scenario B, since regulatory capital allocations are not 
sufficiently differentiated in terms of the riskiness of underlying positions.

2 The precise assumption is that the price paths of all assets are governed by the following multidimensional stochastic differential equation:

where Pt is an N-dimensional vector of current asset prices, µ and µ both satisfy the Lipschitz and growth conditions, and Bt is an N-
dimensional standard Brownian motion process.

3 This assumption can be replaced by the assumption that either the institution is only concerned with the first two moments of the return 
distribution or that returns themselves are normally distributed. Although these alternative assumptions make it possible to define a non-trivial 
orderly liquidation period, they are more difficult to defend on either theoretical or practical grounds, especially for derivative businesses.

4 Defining µ as the level of relative investment in the risky portfolio and Rf as the risk-free rate, the return on an arbitrary leveraged portfolio, 
Rp, and its standard deviation, σp, are given by the equations

Substituting out µ and rearranging gives equation (4).

5 The same correction can be accomplished by adjusting the numerator of the RAROC equation as opposed to the denominator. 
Rearranging equation (4) differently, we see that the appropriate adjustment to the numerator is to subtract the risk-free rate of return times 
the amount of value in the portfolio (eg, rf × γ). From an economic perspective, the returns are adjusted so that they mimic the returns of the 
same portfolio as if any net investment was self-funded at the risk-free rate. If this adjustment is made, no further adjustment is required in 
the denominator.
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Many Happy Returns

Sanjeev Punjabi

Banks are increasingly using risk-adjusted performance measures (or RAPMs) for decision-making across different business lines. These 
measures take into account the risks embedded in the returns as well as the returns themselves and provide a common, aggregated framework 
to assess the contributions of various transactions and business units to the firm's value. So they can help business managers make informed, 
economic decisions and long-term strategic plans at various levels, including risk quantification and management, transaction evaluation, 
profitability enhancement, business performance measurement, capital allocation and risk-linked reward systems. They also provide tools to 
price new transactions effectively and enable higher value-added investments.

To carry out superior RAP analysis, comprehensive risk-exposure data and measurement systems and sophisticated portfolio 
methodologies, underpinned by extensively researched parameters, are extremely valuable.

RAPMs are invaluable in quantifying each transaction's and business area's regulatory and economic capital consumption, so making it easier 
for banks to calculate the level of regulatory and economic capital reserves. Regulatory capital adequacy procedures mandated by the Bank 
for International Settlements do not differentiate capital requirements based on the important risk determinants of varying counterparty credit 
quality and different diversifying or concentrating effects of transactions. Economic capital requirements are estimated as a function of the 
various economic risks inherent in the range of business activities.

Different RAPM Specifications

Four common RAPM variants are ROC (return on regulatory capital), RORAC (return on risk-adjusted capital), RAROC (risk-adjusted return on 
regulatory capital) and RARORAC (risk-adjusted return on risk-adjusted capital). In each of these performance ratios, a measure of unadjusted or 
risk-adjusted return is divided by the required regulatory or risk-adjusted capital requirement. While performance is generally measured in similar 
ways, these RAPMs are distinct techniques for comparing return on capital and incorporating differing forms of risk adjustment. A common 
definition of the RAROC method of performance measurement for a transaction is: 1

where

However, this measure is actually RORAC, not RAROC, because the
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adjusted income in the numerator does not include an adjustment for risk or unexpected losses, a measure of transaction risk. Hence, the 
numerator is simply risky return and not risk-adjusted return (RAR). Rather, the estimate of economic capital in the denominator 
captures transaction risks, for which economic or risk-adjusted capital is required.

RARORAC is a RAPM in which risk-adjusted return is divided by risk-adjusted capital. The risk-adjusted return component of RARORAC is 
valuable for performance measurement independent of the capital requirement. As a result, RARORAC enables, in a single measure, evaluation 
of the after-risk performance, risk contribution and capital requirements of a transaction or business. This article shows how the combination of 
risk adjustment in the numerators of the RAROC and RARORAC formulations makes these two measurement procedures superior to both ROC 
and RORAC.

Transaction or business risk is typically measured as the estimated volatility of the return distribution. The portion of this risk that contributes to 
the overall volatility of the bank's portfolio is undiversifiable and should be appropriately compensated. The specification and methodological 
derivation of the resulting suitable risk adjustment to adjusted income is presented below. This deduction to adjusted income results in a 
portfolio-based risk-adjusted return measure that incorporates different concentration and diversification effects and lends itself to 
straightforward implementation for a variety of financial instruments. It enables comparability of returns from instruments of various risk 
profiles relative to any portfolio. As a result, for example, in a portfolio containing both interest rate and equity products, returns due to a long 
position in long-maturity, high-grade corporate bonds can be quantified in comparison with returns accruing from a short position in short-
dated Treasury options.

Derivation from Capital Asset Pricing Theory

The risk-adjusted return is derived using the capital asset pricing model (CAPM). This specifies the relationship between expected asset risk 
premiums, the asset's undiversifiable risk (measured by its beta), and the riskless interest rate and expected market risk premium. For a 
commercial banking credit transaction (such as a term loan, revolver or standby letter of credit), revenues can accrue from up-front, agent, 
commitment or facility fees, and be spread over the funding cost for the drawn portion of the credit limit. The interest rate paid by the bank for 
funding the exposure can be proxied by the riskless rate of interest. Excess revenues from a typical credit transaction can be represented by R' - 
Rf, where R' are the revenues earned in the transaction and Rf is the cost of funding the borrowing. If R represents the adjusted return calculated 
after adjustments to R', the excess adjusted return (EAR) of the transaction is calculated as R - Rf. Since the receipt of transaction revenues is 
conditional upon there being no default
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Figure 1 
Comparison of return and risk of three assets relative to portfolio with the CEER/RAR measure

by the counterparty, the adjusted income is risky. The expected EAR for a transaction is therefore represented as . The one-
factor Sharpe-Lintner CAPM states that

where  is the return on a mean-variance-efficient market portfolio and β is the beta of the transaction relative to the market portfolio. The 
optimised lending portfolio of a bank is considered to be a suitable proxy for the market portfolio as it comprises all investment opportunities 
available to the bank in the market-place. In this optimal portfolio, indicated by M in Figure 1, the portfolio return/risk is maximal. The ratio of 
the optimal portfolio return, minus the riskless return, to its standard deviation is the optimal (or maximum) Sharpe ratio.

Decomposing the beta of the transaction relative to the optimal bank portfolio into its components - the covariance of the asset's return with 
the optimal bank portfolio return and variance of the optimal bank portfolio return - equation (1) can be restated as:

This equation is identical to

where
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and

For any asset on the line tangent to the optimal portfolio M indicated in Figure 1, equality (2) holds. In other words, the risk-adjusted return 
specified by equation (3) is zero:

In Figure 1, we plot the expected EAR relative to the risk contribution of three different assets, which reside in a large, well-diversified 
portfolio. The mean-variance-efficient frontier for this portfolio, along with the optimal portfolio M, considered as the "market portfolio" in 
capital asset pricing theory, are also shown in this figure. The tangent line to this frontier represents the capital market line for the bank's 
portfolio, which signifies the set of opportunities that provide the highest return for any level of risk. The optimal portfolio has the highest 
Sharpe ratio.

After deducting the portfolio-based risk adjustment specified by equation (3) from the asset's expected EAR, the resulting RAR (also known 
as "certainty-equivalent" excess return) of the three assets enables these assets' return-risk levels to be compared with a single measure. The 
asset with the highest RAR is the most attractive because it provides the highest return relative to its risk contribution to the portfolio.

Sharpe Ratio and Risk Contribution

In the absence of the requirement to hold economic capital, RAR is a suitable RAPM to determine the relative attractiveness of assets. 
Modern portfolio theory indicates that the Sharpe ratio of the optimised portfolio is the relevant benchmark target and measures the reward-to-
risk ratio offered by the market-place. However, the optimal Sharpe ratio indicated by theory is not achievable in reality.

A study by Asarnow (1996) suggests that measured Sharpe ratios can not only vary across different types of fixed-income instruments but can 
also be different by risk category of loans for the corporate loan market. Efficiency and integration of markets would suggest similar Sharpe 
ratios for varied asset and risk classes. Measurements of Sharpe ratios can be influenced by occurrences of higher than normal or lower than 
average losses on volatile sub-investment grade loans. The Sharpe ratios measured in Asarnow's and other studies are different for various 
asset classes - Treasuries, equities, corporate bonds, high-yield bonds, investment-grade
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loans and high-yield loans. This is due to several factors, the most significant being the segmentation of markets and investment strategies for 
various asset classes and their investors, and differing investor risk aversions for various levels of diversifiable and non-diversifiable risk. So 
the following need to be considered when setting a benchmark Sharpe ratio:

◊ the reward-to-risk ratio of the opportunity set presented by a wide range and the particular class of financial instruments in the marketplace;

◊ the institution's desired hurdle rate, as determined from its target return on equity; and

◊ the portfolio management system's measurement of the Sharpe ratio.

It is advisable to link the Sharpe ratio to the credit portfolio management framework in use because of key variations in the methodologies 
and measurements used to mark-to-market the credit ratings and exposures of market-based credit instruments. Additionally, there may be 
variations in the portfolio parameters (default correlations and volatilities) of credit instruments.

Additionally, for a working implementation of RAR, it is better to use the risk contribution to the actual portfolio as the optimal portfolio is not 
a realistic objective for credit transactions - particularly for commercial lending products - for a number of reasons. Three of these are:

◊ The competitive realities of the market-place To achieve an optimal portfolio, a company would have to forgo many market-making 
opportunities and business relationships and concentrate on transactions that are hugely profitable relative to their risk contribution to the 
portfolio. However, the number of these opportunities is finite, and the spreads on them are driven down in an efficient market.

◊ The credit paradox Concentrations of credit build-up due to the "credit paradox". 2 An asset's risk contribution to the optimal portfolio does 
not adequately capture its risk contribution to the current portfolio if there are concentrations of the same or highly correlated assets. Using 
the current portfolio instead of the optimal one imposes a suitable penalty on large transactions that exacerbates concentrations and assigns a 
higher marginal risk contribution to transactions of counterparties to which the current portfolio has high credit exposure.

◊ The difficulty in trading commercial lending products As a result of the relatively high illiquidity of loans, asset weights in a portfolio of 
commercial lending credit products are significantly less amenable to alteration than a portfolio of traded instruments. While active trading of 
loans in the cash and credit derivative markets has been on the upswing, this market is, by and large, small and limited to certain types of loans.
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Applying and Calculating RAR, RAROC and RARORAC

The risk adjustment in RAR enables relative-value analysis of assets with different expected excess returns and risk contributions to the portfolio. 
The risk contribution incorporates the asset's stand-alone risk, its correlation with that of the portfolio, and the portfolio's total risk. The risk 
adjustment is the market-based price of portfolio-linked risk; it is proportional to the asset's risk contribution and the Sharpe ratio of the portfolio. 
The objective of a portfolio manager, trader or account officer should be to undertake transactions with positive risk-adjusted return. In other 
words, a transaction's revenues should exceed its expected losses, risk adjustment, administrative expenses, funding cost and transfer prices.

However, a trading or lending portfolio may contain transactions with negative RAR. This can happen, for example, if unprofitable transactions 
are undertaken for liquidity or relationship reasons, if the pricing of the transaction inadequately compensates for the higher incremental 
marginal risk contribution due to asset concentration, or if an incorrectly conceptualised RAPM is used to evaluate the transaction.



The average RAR of all transactions in the portfolio is expected to be positive, which reflects the shareholder value that is added by the 
portfolio. We will set out an example involving two assets to illustrate the value of RAR for performance measurement and transaction 
evaluation (see Table 1). In this example, Asset 1 has a lower return and lower stand-alone risk than Asset 2. When the RAR measure is applied, 
we find that the asset with lower returns (Asset 1) is more attractive to a portfolio. Asset 1 has a lower stand-alone risk and lower correlation 
with the portfolio than Asset 2. So its estimated RAR is superior, despite its lower expected adjusted return. However, in another portfolio in 
which Asset 1 has a

Table 1 Use of RAR to evaluate two assets

Asset 1 Asset 2

Expected annualised adjusted return less funding cost
4% 10%

Stand-alone credit, market and operational risk
6% 15%

Correlation of asset returns with current portfolio returns
0.1 0.5

Benchmark Sharpe ratio of portfolio 1.0

Total risk of current portfolio 20%

Calculation of RAR 4 - 1 × 0.1 × 6 10 - 1 × 0.5 × 15

× 20 ÷ 20 × 20 ÷ 20

Risk-adjusted/certainty equivalent excess return
3.4% 2.5%
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higher correlation (than Asset 2) with the portfolio, transacting in Asset 2 might have greater appeal and value-added.

RAR, RAROC and RARORAC can be applied to a range of market-based credit instruments - interest rate and currency swaps, fixed-income 
options, forwards and equity and commodity derivatives. As suggested in Shimko (1997), both risk-adjusted profit and loss and value-at-risk (or 
economic capital) are important inputs to the calculation of RAPMs. Once suitable measures of the risk adjustments are calculated, the RAPM 
calculation is fairly straightforward. The risk measures for the credit exposure need to be calculated in the context of the correlation effects with 
the rest of the portfolio.

The panel on page 301, ''Swap steps", illustrates an implementation of these RAPM calculations in four steps for the simple example of a 
leveraged, seven-year interest rate swap.

Selecting a Suitable RAPM

The four RAPMsROC, RORAC, RAROC and RARORACdistinctively measure return on capital and incorporate differing forms of risk 
adjustment. Using the correct RAPM will result in the correct view of performance and capital allocation at the business, customer and 
transaction levels of analysis. Pricing guidelines, institutional strategies and, ultimately, shareholder value are affected.



Figure 2 shows the expected change in various RAPMs for different risk ratings, which serve as a proxy for transaction risk contributions. 
Assume that a CCC rating represents high financial distress. The portrayed patterns of change in RAPM with risk ratings are illustrative and 
can vary with different assumptions of parameters. For instance, the desired "capital comfort" influences the steepness of the RORAC and 
RARORAC curves. The analysis assumes market efficiency, meaning transaction pricing reflects the counterparty's risk rating and implied 
default risk. This is demonstrated in Figure 2(a), in which expected revenues from a transaction or business increase systematically the lower 
the counterparty's rating. An analysis of spreads for a range of credit instruments would confirm this type of relationship. When the return 
for a transaction is divided by the required risk-adjusted capital, the resulting measure is RORAC. Higher-rated assets need relatively low 
capital reserves as they contribute less risk to the portfolio. Consequently, the RORAC for them tends to be high. Hence, we observe that 
RORAC increases for higher-rated assets and is negative for severely distressed assets.

With a changing transaction risk contribution, we would expect RAR to be flat (see Figure 2(c)). Capital asset pricing theory indicates that, 
after deducting the cost of systematic risk and non-risk costs, the expected riskadjusted return across the entire market is, in fact, zero. A 
performing credit or trading portfolio will, however, have positive average RAR.
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Figure 2 
Variation of RAPMs with changes in risk ratings

In Figure 2(d), the average anticipated RARORAC will increase for assets with lower risk contribution because of the significantly higher risk-
based capital required for lower-rated assets. The deduction of risk costs in the numerator of RARORAC and absence of risk costs in the 
numerator of RORAC causes the pattern of increasing RARORAC for better-rated assets to be less steep than for RORAC.



If the capital requirement is measured by regulatory capital, ROC and RAROC are the counterparts of RORAC and RARORAC, respectively. 
With varying risk ratings, however, ROC and RAROC are remarkably
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SWAP STEPS

Consider a leveraged seven-year interest rate swap with an OECD bank counterparty for a $100 million notional 
amount, with a mark-to-market of 6% of notional. Suppose further that the annualised expected loss and unexpected 
loss for this credit product are, respectively, 50 basis points of mark-to-market and 50 basis points of notional.

Step I The regulatory capital requirement for this swap is potentially:

(0.5% of notional + mark-to-market) × counterparty risk-weighting

Since there is a 20% regulatory risk-weighting for an OECD bank counterparty, the BIS tier 2 (8%) regulatory 
capital is $1.3 million × 0.08 = $104,000.

Step II Assuming that we want this credit exposure to have economic coverage for 10 times the contributed risk and 
the default correlation of this exposure with the rest of the portfolio is 1%, a simplified calculation of portfolio-based 
risk-adjusted capital is:

√default correlation × capital multiplier 
× unexpected loss × notional

This amount is $500,000.

Step III Risk-adjusted return is calculated as:

economic profitexpected lossrisk cost to the portfolio

The risk contribution is √default correlation × unexpected loss, which is $50,000. Assuming an economic profit of 
$250,000 and a required Sharpe ratio of 1, and calculating the expected loss and risk contribution to be $30,000 and 
$50,000, respectively, the RAR is $170,000.

Step IV Using RAR and the estimates of regulatory and economic capital, RAROC and RARORAC are determined 
to be 163% and 34%, respectively. The levered, long-term nature of the swap and high degree of required economic 
capital, despite the low default correlation with the portfolio, results in a lower RARORAC relative to RAROC.
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Table 2 Risk-adjusted performance measures compared

Definition ROC 
Return on capital

RORAC 
Return on risk- adjusted 
capital

RAROC 
Risk-adjusted 
return on capital

RARORAC 
Risk-adjusted return on 
risk-adjusted capital

Typical measurement Excess adjusted return/ 
regulatory capital

Excess adjusted return/ 
risk-adjusted capital

Excess risk-adjusted return/
regulatory capital

Excess risk-adjusted 
return/ /risk-adjusted capital

Nature of measure Measure of profitability relative 
to regulatory 
capital

Reflects profitability 
relative to desired 
economic (risk) capital

Incorporates market- based 
risk cost as 
well as regulatory capital 
requirements

Pure economic measure; 
based on bank's desired 
cushion and market risk 
adjustments

Hurdle rate Difficult to calculate; the same hurdle rate may be 
used for all businesses not because it is correct but 
because it is easier to implement and communicate

Natural hurdle rate of zero resulting from deduction of risk 
and other costs; linked to changing business/portfolio 
composition and available market opportunities

Advantage Straightforward to implement and 
institutionalise

Links capital need 
to asset as well as 
to non-asset risks

Combines risk and regulatory 
costs 
in one measure

Produces risk-based 
decisions that appropriately 
differentiate assets

Limitation Does not capture different 
transaction 
risks

Biased towards 
acceptance of 
low-risk assets1

Affected by lack of 
risk differentiation 
in regulatory capital

Ignores regulatory cost of 
doing business

Asset 1 (lower-risk) of table 
1

4/(8 × 100%) = 50% 4/(√0.1 × 6 × 10) = 
21.1%

3.4/(8 × 100%) = 42.5% 3.4/(√0.1 × 6 × 10) = 17.9%

Asset 2 (higher-risk) of 
table 1

10/(8 × 100%) = 125% 10/(√0.5 × 15 × 10) = 
9.4%

2.5/(8 × 100%) = 31.25% 2.5/(√0.5 × 15 × 10) = 2.4%

Note: the simplified risk-adjusted capital calculation assumes a desired coverage of risk up to a capital confidence multiplier of 10. The 100% 
risk-weighting used to calculate ROC and RAROC assumes that both transactions are with a corporate counterparty. A capital multiplier of 8 is 
used for the calculation of regulatory capital requirements.

1Since banks with high desired ratings and low risk tolerance have an economic capital requirement that increases significantly with 
rising transaction risks, low-risk assets appear especially attractive despite contributing relatively low earnings. The RARORAC measure also 
results in a preference for transactions with less risk. A RAPM with risk capital in the denominator has this property because the market does 
not compensate for "capital comfort" but prices risk across investors of varying risk tolerance. Required "capital comfort" is greatest for 
commercial banks with a high credit rating, is less for investment banks, insurance companies and mutual funds (because of higher liquidity 
and more diversity of their asset portfolio), and is lower for hedge funds (whose risk appetite is arguably greater). For a RAPM to be unbiased 
(like RAR and RAROC), it is necessary that the average value of the measure with varying risk contribution be unchanged. This condition is 
not satisfied for RORAC and RARORAC.
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dissimilar from RORAC and RARORAC. First, the former two should be higher for funded than for unfunded credits because the benefit of 
increased revenues from funded credits would overshadow the impact of higher regulatory capital requirements. In Figure 2(e) and (f) it is shown 
that ROC and RAROC should be higher for OECD bank counterparties than for corporate counterparties for the same risk rating. Owing to the 
absence of a risk adjustment in ROC in Figure 2(e) and a disregard for counterparty risk rating in regulatory capital requirements, the shape of 
ROC is the same as that of return less costs in Figure 2(a). Similarly, the shape of RAROC with changing transaction risk contribution in Figure 2 
(f) is the same as that of RAR in Figure 2(c).

Table 2 compares and contrasts the four RAPMs. The degree of complexity of these measures increases from ROC to RARORAC. Clearly, 
these RAPMs have varying benefits for any institution. The selection of an appropriate RAPM not only hinges upon the desirable properties of 
the measure, but also depends on the availability of systems and processes and the diversity of businesses in an organisation. We can summarise 
the characteristics of the four RAPMs as follows:

◊ The absence of the risk adjustment in ROC encourages risk-taking to earn the associated higher revenues. In the long run this is likely to lead to 
higher credit losses and lower shareholder value. Insufficient pricing would be demanded for riskier assets and high-credit quality assets would 
be shunned due to their relatively low returns.

◊ While the use of risk capital in RORAC is an improvement over ROC, low-risk and likely-to-be-lower-revenue transactions that earn 
high RORACs are pursued to a greater extent. For institutions whose desired capital "buffers" are relatively high, the outcome may be a 
proclivity toward less attractive transactions. As a result, the portfolio will be of high credit quality but earn lower revenues.

◊ The incorporation of risk and regulatory considerations in RAROC leads to the pursuit of assets that provide market-based compensation for 
risk and aim to optimise the use of available regulatory capital. This measure is very effective and practical since it attempts to maximise risk-
adjusted profitability subject to market and regulatory constraints.

◊ The risk-based theoretical and economic underpinnings of the RARORAC technique make it invaluable in maximising risk-adjusted 
profitability while minimising risk capital. The practice of this decision-making procedure, in combination with other objectives such as 
revenues and earnings targets, is recommended. Due to the incorporation of risks in both the numerator and denominator of RARORAC, 
the accurate determination of risks assumes greater importance. A firm-wide use of this measure requires sophisticated methodologies and 
systems for measuring and tracking a variety of risks.
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Conclusion

An overall objective of any firm is to make the best use of available capital by allocating it efficiently to different businesses. Banking 
institutions are required to hold regulatory capital in the spirit of the 1988 Basle Accord. The uniformity and generally straightforward nature 
of these standards and absence of economic risk considerations captured in counterparty risk ratings have prevented an accurate measurement 
of economic capital that reflects the underlying risk characteristics. In fact, the regulatory capital standards have led to incentives that are 
mostly inconsistent with the trade-off between risk and return. Risk-based capital allocation is preferable. Some common risk or economic 
capital measures are linked to coverage of unexpected transaction/portfolio losses up to a desired confidence level, earnings-at-risk and asset 
volatility.

Zaik et al (1996) provide a useful discussion of how Bank of America utilises RAROC methodologies and systems in determining capital 
allocations. This scheme incorporates the covariation of a business unit's portfolio with the rest of the bank's portfolio of assets and 
considers the risk contribution of each business unit to the overall volatility of the bank's market value.



Based on the capital consumed by a business unit relative to the allocated capital, a transfer pricing mechanism aims to "level the playing 
field". While diversification is a desirable goal, average correlation measures of risk contribution should also be considered for transaction 
evaluation and performance measurement purposes. Not only may market pricing for an asset not reflect the impact of likely concentrations 
of similar assets and poor correlations of this asset with other assets in particular portfolios but, also, business managers have no control over 
the composition of the rest of the bank's portfolio.

The RAROC and RARORAC procedures are valuable for both capital allocation and performance evaluation. 3 These measures evaluate risk-
adjusted performance relative to regulatory and economic capital utilisation, respectively. RAROC enables performance measurement in light of 
the expected loss and risk costs of the transaction or business unit and allocates capital based on regulatory standards. RARORAC provides a 
mechanism for capital allocation tied to the aggregate risk profile; it takes into account the varying capital requirement across counterparty risk 
rating. The successful implementation of this procedure requires rigorous risk methodologies and measurements. The institution's assessment of 
its desired rating is significant in setting the target rate for RARORAC. For an institution with heavy regulatory capital consumption, closer 
adherence to a hurdle RAROC being achieved by new transactions becomes significant. In the reverse situation where an institution has 
substantial economic capital requirements, RARORAC has great value.
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1 Smithson et al (1997) propose a similar measure. In their measure the transaction's adjusted income is computed by deducting expected loss, 
due to the possibility and severity of default, from the net income

2 The credit paradox refers to the specialisation and lending relationships established by commercial lending originators, resulting in 
concentrations of transactions (industry, geography, maturity, market sector) in the bank's portfolio

3 A detailed exposition of the firm-wide implementation of RAPM systems in concert with different capital allocation procedures can be found 
in Matten (1996)
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Reconcilable Differences

H. Ugur Koyluoglu and Andrew Hickman

In the past few years, major advances in credit risk analytics have led to the proliferation of a new breed of sophisticated credit portfolio risk 
models. Several models have been developed, including proprietary applications developed for internal use by leading-edge financial institutions 
and third-party applications intended for sale or distribution as software. Several have received a great deal of public attention, including JP 
Morgan's CreditMetrics/CreditManager, Crédit Suisse Financial Products' CreditRisk+, McKinsey & Company's CreditPortfolio View and 
KMV's PortfolioManager. These new models allow the user to measure and quantify credit risk comprehensively at both the portfolio and 
contributory level. As such, they have the potential to cause profound changes to the lending business, accelerating the shift to active credit 
portfolio management 1 and, eventually, leading to an "internal models" reform of regulatory credit risk capital guidelines.2

But before these models can deliver on their promise, they must earn the acceptance of credit portfolio managers and regulators. To these 
practitioners, this seemingly disparate collection of new approaches may be confusing or may appear as a warning sign of an early 
developmental stage in the technology. While these misgivings are understandable, this paper will demonstrate that these new models in fact 
represent a remarkable consensus in the underlying framework, differing primarily in calculation procedures and parameters rather than 
financial intuition.

This paper explores both the similarities and the differences among the new credit risk portfolio models, focusing on three representative models:

◊ "Merton-based", eg, CreditMetrics and PortfolioManager;3

◊ "econometric", eg, CreditPortfolioView; and

◊ "actuarial", eg, CreditRisk+.

Note that this paper examines only the default component of portfolio credit risk. Some models incorporate credit spread (or ratings migration) 
risk, while others advocate a separate model. In this aspect of credit risk there is less consensus in modelling techniques, and the differences need 
to be explored and resolved in future research. The reader should strictly interpret "credit risk" to mean "default risk" throughout.

Additionally, for comparability, the models have been restricted to a single-period horizon, a fixed recovery rate and fixed exposures.

Underlying Framework

At first, the models appear to be quite dissimilarCreditMetrics is based on a microeconomic causal model of default; CreditPortfolioView is a
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Figure 1 
Conditional default rate transformation

macroeconomic causal model; and CreditRisk+ is a top-down model, making no assumptions about causality. Despite these apparent differences, 
the models fit within a single generalised underlying framework, which consists of three components:

◊ Joint default behaviour Default rates vary over timeintuitively, as a result of varying economic conditions. Each borrower's default rate 
is conditioned on the "state of the world" for the relevant economic conditions. The degree of "correlation" in the portfolio is reflected by 
borrowers' conditional default rates varying together in different states.

◊ Conditional distribution of portfolio default rate For each state, the conditional distribution of a homogeneous sub-portfolio's default rate can 
be calculated as if borrowers are independent because the joint default behaviour is accounted for in generating conditional default rates.

◊ Convolution/aggregation The unconditional distribution of portfolio defaults is obtained by combining homogeneous sub-portfolios' 
conditional default rate distributions in each state and then simply averaging across states.

This generalised framework allows a structured comparison of the models, as follows.

Conditional Default Rates and Probability Distribution of Default Rate

All three models explicitly or implicitly relate default rates to variables describing the relevant economic conditions ("systemic factors"). This 
relationship can be expressed as a "conditional default rate" transformation function (see Figure 1). The systemic factors are random and are 
usually assumed to be normally distributed. Since the conditional default rate is a function of these random systemic factors, the default rate 
will also be random.
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The Merton-based model relies on Merton's model of a firm's capital structure: 4 a firm defaults when its asset value falls below its 
liabilities. Default probability then depends on the amount by which assets exceed liabilities and the volatility of those assets. If 
standardised changes in asset value, ∆Ai, are normally distributed, the default probability can be expressed as the probability of a standard 
normal variable falling below some critical value, c. Joint default events among borrowers in the portfolio are related to the extent that 
the borrowers' changes in asset value are correlated.

Since the Merton model neither assigns the transformation function nor assumes a probability distribution for default rates explicitly, these 
relationships must be derived. The change in asset value can be decomposed into a set of normally distributed orthogonal systemic factors, xk, 
and a normally distributed idiosyncratic component, εi:

where bi,k are the factor loadings and xk, εi ~ iid N[0, 1].

Given the values of the systemic factors, the change in asset value will be normally distributed with a mean given by the factor loadings and 
factor values and a standard deviation given by the weight of the idiosyncratic factor. The default rate, conditioned on the systemic factors' 
values, can then be expressed as5

For the single borrower or homogeneous portfolio case, the systemic factors can be summarised by a single variable, m, reducing the 
transformation function to

where m ~ N[0, 1] and

is the asset correlation.

Since the cumulative normal function is bounded [0, 1] and concave in the relevant region, the resulting default rate distribution is bounded [0,1] 
and skewed right, as in Figure 1.
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The probability density function for the default rate, f(p), can be derived explicitly, as follows:

where ϕ(z) is the standardised normal density function.

The econometric model 6 drives the default rate, pi,t, according to an ''index", yi,t, of macroeconomic factors. The index is expressed as a 
weighted sum of macroeconomic variables, xk,t, each of which is normally distributed and has lagged dependency:

and

where εk,t and υi,t are normally distributed random innovations.

The index is transformed to a default probability by the Logit function:

The index and macroeconomic variables can be combined in a single equation:

consisting of a constant term and random terms representing systemic and index-specific innovations. For the single borrower or homogeneous 
portfolio case, these random terms can be summarised by a single normally distributed variable, m, so that the conditional default rate can then 
be expressed as



where m ~ N[0, 1], and U and V represent the summarised constant term and coefficient to the random term, respectively.

Since the Logit function is bounded [0, 1] and concave, the resulting distribution is bounded [0,1] and skewed, as in Figure 1.

The implied probability density function for the default rate, f(p), is
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The actuarial model 7 assumes explicitly that the default rate distribution follows the gamma distribution. Joint default behaviour is incorporated 
by treating the default rate as a random variable common to multiple borrowers. Borrowers are allocated to "sectors", each of which has a 
gamma-distributed default rate with specified mean and volatility. A borrower's conditional default rate is a scaled weighted average of sector 
default rates:

where p is the borrower's unconditional default rate, ωk represents the weight in sector k:

and

The gamma distribution is skewed right, as in Figure 1, but has unbounded positive support.

It is possible to derive the actuarial model's implied transformation function such that when applied to a normally distributed systemic factor, m, 
it results in a gamma-distributed default rate. The transformation function consists of all points (χ, µ) that satisfy

Hence, the transformation function is given by



where

m ~ N[0, 1] and Ψ (z; α, β) is the cumulative density function of the gamma distribution.
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Conditional Distribution of Portfolio Default Rate

Given fixed or conditional default rates, a homogeneous sub-portfolio's distribution of defaults follows the binomial distribution B(k; n, p), 
which provides the probability that k defaults will occur in a portfolio of n borrowers if each has default probability p. CreditMetrics implicitly 
uses the binomial distribution by calculating the change in asset value for each borrower and testing for defaultexactly equivalent to the 
binomial case of two states with a given probability. CreditPortfolio View explicitly uses the binomial distribution by iteratively convoluting 
the individual obligor distributions, each of which is binomial.

CreditRisk + uses the Poisson distribution P(k; pN), which provides the probability that k defaults will occur in a portfolio of n borrowers given 
a rate of intensity per unit time p. The binomial and Poisson distributions are quite similar; indeed, the Poisson distribution is the limiting 
distribution for the binomial distribution. 8

Aggregation

The unconditional probability distribution of portfolio defaults is obtained by combining the conditional distributions of homogeneous sub-
portfolio defaults across all "states of the world". Mathematically, this is expressed as a convolution integral.

The Merton-based and econometric models are conditioned on normally distributed systemic factors, and the independent loans' defaults 
are binomially distributed. Hence, the convolution integral for a homogeneous sub-portfolio with a single systemic factor is expressed as

The actuarial model's homogeneous sub-portfolio convolution integral, with gamma-distributed default rate and Poisson-distributed 
conditional defaults, is



These integrals are easily evaluated; in particular, the convolution of the Poisson distribution and gamma distribution yields a closed-form 
distribution, the negative binomial distribution. It is the differences between sub-portfoliosdiffering exposure size or default probabilities, or 
multiple systemic factors, complex correlation structure, etcthat create difficulty in aggregation. In practice, then, the convolutions are 
evaluated by Monte Carlo simulation in CreditMetrics and CreditPortfolio View, while CreditRisk+ uses a numeric algorithm based on 
"banding" exposures. In all three cases the procedures are exact in the limit.
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Figure 2 
The models in relation to the generalised framework

Figure 2 depicts the models as they are redefined in relation to the generalised framework.

Harmonisation of Parameters

The preceding discussion shows that all three models depend critically on the unconditional default probability and joint default behaviour. 
While unconditional default probability is relatively straightforward, joint default behaviour appears in a different form in each model. The 
Merton-based model uses pairwise asset correlations; the actuarial model uses sector weightings and default rate volatilities; and the 
econometric model uses coefficients to common macroeconomic factors. Although these parameters are very different in nature, they 
contain equivalent information to characterise joint default behaviour.



Coefficients and Correlations

The Merton-based model represents joint default behaviour with a set of asset factor loadings or, equivalently, a pairwise asset correlation matrix:

The systemic factors are defined to be orthonormal, so that
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The econometric model's "index" regression coefficients closely resemble the asset factor loadings of the Merton-based model. An "index 
correlation" is easily defined in a similar fashion to an asset correlation, and will be treated as equivalent, though they may provide 
slightly different results to the extent of differences in their respective conditional default rate functions.

Unconditional Default Rate and Default Rate Volatility

The unconditional default rate and default rate volatility are specified directly in the actuarial model. For the Merton-based and econometric 
models, they are calculated by

and

The parameters for the Merton-based (c and ρ) and econometric models (U and V) can then be solved to yield a specified unconditional default 
rate and default rate volatility. This defines the relationship between default rate volatility and asset correlation (see Figure 3).



Default Correlation

Some models take a Markowitz variance-covariance view of credit risk portfolio modelling. Each borrower has a variance of default given by 
the variance for a Bernoulli variable:

For a large homogeneous portfolio, the portfolio variance approaches
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Figure 3 
Default rate volatility and asset correlation

This provides the relationships between default correlation and default rate volatility and, therefore, asset correlation.



Mappings such as these allow parameter estimates to be "triangulated" by multiple methods, to the extent that model differences are not 
significant. For example, default rate volatilities can be used to estimate implied asset correlations in the absence of asset value data.

Differences in Default Rate Distribution

The discussion above ("Underlying framework") demonstrates that substantial model differences could arise only from the differing treatment 
of joint default behaviourthe conditional default distributions are effectively the same and the aggregation techniques are all exact in the limit. 
The section "Harmonisation of parameters" provides the means to compare the joint default behaviour on an apples-to-apples basis.

This comparison will be illustrated for a homogeneous portfolio with an unconditional default rate, p, of 116 basis points and a standard deviation 
of default rate, σ, equal to 90 bp. 9 Since each model produces a two-parameter default rate distribution, the mean and standard deviation are 
sufficient statistics to define the relevant parameters for any of the models, as above. To yield p = 116 bp and σ = 90 bp, the parameters for each 
model are as follows:
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Figure 4 
Default rate distributions compared

◊ Merton-based: c = -2.27, ρ = 0.073

◊ econometric: U = 4.684, V = 0.699



◊ actuarial: α = 1.661, β = 0.0070.

In this example, the models' conditional default rate functions are virtually indistinguishable when the systemic factor is greater than negative 
two standard deviations. For extremely unfavourable economic conditions, the econometric model predicts a somewhat higher default rate and 
the actuarial model predicts a somewhat lower default rate. The default rate distributions (see Figure 4) are also very similar, with only minor 
discrepancies in the tails.

The degree of agreement in the tails of these distributions can be assessed with the following statistic:

where f(x) and g(x) are probability density functions and z defines the lower bounds of the "tail", which will be defined arbitrarily as the area 
more than two standard deviations above the mean, ie, z = p + 2σ. This statistic measures the amount of the probability distributions' mass that
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Table 1 Tail-agreement statistics for the example distributions

Merton versus econometric 94.90%

Merton versus actuarial 93.38%

Econometric versus actuarial 88.65%
 

overlaps in the tail, normalised to the total probability mass of the two distributions in the tail. The statistic will be bounded [0, 1], where 
zero indicates distributions with no overlapping probability mass and one indicates exact agreement. Table 1 provides the tail-agreement 
statistics for the example distributions.

Without a credible alternative distribution, this tail-agreement statistic provides a relative rather than an absolute measure. However, it can be 
used to test the robustness of the similarity to the parameters (Table 2).

The results in Table 2 demonstrate that the similarity of the models holds for a reasonably wide range of parameters. The models begin to diverge 
at a very high ratio of default rate volatility to default probability, particularly for very low or very high default probabilities. Accordingly, in 
very high quality (AA or better) or very low quality (B or worse) portfolios, model selection can make a difference, though there are scant data 
on which to base such a selection. In a portfolio with only moderate weight in very high or very low quality sub-portfolios, these differences 
should not be significant in aggregation.

Impact of Parameter Inconsistency



This finding of similarity should be taken with caution, as it hinges on harmonising parameter values. In practice, the parameters vary with the 
estimation technique. The different estimation techniques appropriate to different joint default parameters may result in inconsistent default rate 
volatility. Even mean default probabilities may vary considerably depending on the estimation technique, sample, etc. Unsurprisingly, when the 
parameters do not imply a consistent mean and standard deviation of default rate distribution, the result is that the models are significantly 
different. This case is illustrated by an example of three parameter sets that are not consistent, though plausibly obtainable for the same portfolio 
(see Table 3). Within any one of these three parameter sets, a comparison of the models yields results similar to those illustrated in Figure 4 and 
Table 1tail-agreement statistics average 91% and range from 82% to 95%. Large differences arise when the models are compared across the 
inconsistent parameter sets (see Figure 5)tail-agreement statistics average only 76% and range from 65% to 85%, even when comparing the 
same model applied to each of the inconsistent parameter sets. The differences in parameterswell within the typical range of estimation 
errorhave much greater impact than model differences in this example.
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Table 2 Tail-agreement statistics versus parameter values

0.50 1.00 2.00 3.00

0.05% 98.10% 
93.53% 
91.71%

95.94% 
88.50% 
84.70%

91.16% 
81.17% 
73.13%

89.12% 
78.99% 
69.04%

0.10% 97.92% 
93.75% 
91.73%

95.57% 
88.94% 
84.78%

91.15% 
82.16% 
73.95%

88.40% 
80.40% 
69.73%

0.25% 97.61% 
94.11% 
91.79%

94.93% 
89.73% 
84.97%

90.35% 
83.87% 
74.83%

87.86% 
82.92% 
71.60%

0.50% 97.33% 
94.42% 
91.88%

94.41% 
90.56% 
85.30%

89.91% 
85.71% 
76.15%

88.09% 
85.61% 
74.28%

1.00% 97.06% 
94.93% 
92.04%

93.97% 
91.69% 
85.93%

89.89% 
88.29% 
78.57%

88.97% 
89.38% 
78.72%

2.50% 96.62% 
95.82% 
92.62%

93.62% 
93.94% 
87.79%

90.77% 
93.65% 
84.77%

91.33% 
94.68% 
87.53%

5.00% 96.33% 
97.02% 
93.55%

93.85% 
96.70% 
90.87%

92.79% 
95.24% 
91.38%

94.59% 
81.79% 
79.96%

10.00% 96.21% 
98.55% 
95.45%

94.92% 
95.57% 
95.22%

95.79% 
72.95% 
72.41%

na 
na 
na



Na = not applicable because it is an unreasonable combination of parameters model results 
become unstable. Each cell contains tail-agreement statistics for Merton v. econometric, Merton 
v. actuarial and econometric v. actuarial.

 

Table 3 Hypothetical inconsistent parameter values

σ c ρ α β U V Model for comparison*

1 2.26% 1.70% 2.00 8.5% 1.767 0.0128 4.00 0.70
Econometric

2 1.52% 1.71% 2.16 14.4% 0.790 0.0192 4.60 0.95
Actuarial

3 1.54% 2.63% 2.16 26.2% 0.343 0.0449 4.95 1.30
Merton

* In the inconsistent parameter case, the parameter sets' "models for comparison" were selected arbitrarily. Bold figures indicate 
parameters appropriate to selected model.
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Figure 5 
Conditional default rates for different models compared

Conclusions

On the surface, the credit risk portfolio models studied here seem to be quite different. Deeper examination reveals that the models belong to a 
single general framework, which identifies three critical points of comparisonthe default rate distribution, the conditional default distribution, 
and the convolution/aggregation technique. Differences were found to be immaterial in the last two of these, so that any significant differences 
between the models must arise from differences in modelling joint default behaviour which manifest in the default rate distribution. Further, 
when the joint default parameter values are harmonised to a consistent expression of default rate and default rate volatility, the default rate 
distributions are sufficiently similar to cause little meaningful difference across a broad range of reasonable parameter values. Any significant 
model differences can then be attributed to parameter value estimates that have inconsistent implications for the observable default rate 
behaviour.

Parameter inconsistency is not a trivial issue. A "naïve" comparison of the models, with parameters estimated from different data using 
different techniques, is quite likely to produce significantly different results for the same portfolio. The conclusions of empirical comparisons of 
the models will vary according to the degree of difference in parameters. 10 In such comparisons, it is important to understand the proportions 
of "parameter variance" and "model variance" if different results are produced for the same portfolio. The findings in this paper suggest that 
"parameter variance'' is likely to dominate. Future studies should focus on the magnitude of parameter differences and the sensitivity of results 
to these differences.
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Parameter inconsistency can arise from two sources: estimation error, which could arise from small sample size or other sampling issues; or 
model mis-specification. While default rate volatility may be immediately observable, even long periods of observation provide small sample 
size and risk non-stationarity. At the other extreme, asset correlations can be measured with reasonable sample size in much shorter periods, 
albeit with the risk of mis-specification in the return distributions and default causality assumptions in the translation to default rate volatility. 
Rather than conclude that parameter inconsistency potentially constitutes irreconcilable differences between the results of these models, this 
paper concludes that because the models are so closely related, the estimates are complementary and should provide improved accuracy in 
parameter estimation within the generalised framework as a whole.

A useful metaphor can be drawn from the success of the value-at-risk framework in modelling market risk. VAR has become the industry 
standard and the basis for regulatory capital requirements. But, in practice, VAR encompasses a variety of significantly different modelling and 
parameter estimation techniqueseg, historical simulation versus variance-covariance, delta-gamma versus exact Monte Carlo simulation, etc. 
The underlying coherence of the VAR conceptthat risk is measured by combining the relationship between the value of trading positions to 
market variables with the distribution of those underlying market variablesensures a consistency that is sufficient for widespread acceptance 
and regulatory change. Similarly, the underlying coherence of these new sophisticated credit risk portfolio models should allow them to 
overcome differences in calculation procedures and parameter estimation. Rather than dissimilar competing alternatives, these models represent 
an emerging industry standard for credit risk management and regulation.

The authors wish to thank Andrew Cross, Frank Diebold, Tom Garside, Mark Intrater, Andrew Kuritzkes, Hashem Pesaran, Til Schuermann, 
James Wiener and Tom Wilde for providing helpful comments and discussions. All errors are the responsibility of the authors alone. The 
opinions expressed herein are those of the authors and do not necessarily reflect those of Credit Suisse Financial Products, CSFP Capital Inc., 
or Oliver, Wyman & Company. This paper is an abridged version of "A Generalised Framework for Credit Portfolio Models", a working paper 
that may be obtained from the authors on request.

1 For example, see Kuritzkes (1998).

2 See International Swaps and Derivatives Association (1998).



3 The discussion that follows will focus on CreditMetrics as the example, but it also applies reasonably well to PortfolioManager.

4 See Merton (1974), Kealhoffer (1995) and Gupton, Finger and Bhatia (1997).

5 Vasicek (1987) develops this representation of the Merton model for a single factor.

6 See Wilson (1997).
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7 See Crédit Suisse Financial Products (1997).

8 See Freund (1992).

9 These parameters were selected to match Moody's Investors Services "All Corporates" default experience for 1970-95, as reported in Carty 
and Lieberman (1996).

10 For example, Isda (1998) and Roberts and Wiener (1998) compare the results of several models on test portfolios. The former finds that 
model results are fairly consistent, while the latter finds that the models may produce quite different results for the same portfolio using 
parameters selected independently for each model.
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Refining Ratings

Ross Miller

Difficulties in quantifying credit risk mean that it is measured with far less precision than market risk. Financial institutions that develop their 
own internal measures of credit risk usually use a "1 to 9" scale of creditworthiness for their exposures, taking their lead from the rating 
agencies' alphabetical scales, eg, from triple A to D. Even with the refinement of "notches", designated with a "+" or "-'', the vast universe of 
credit risk is reduced to at most 30 levels. In reality, the broad range of pricing for corporate debt obligations in the marketplace indicates that 
there are far more than 30 categories of credit risk. In the high-yield debt market the illusion of "stability" provided by a broad categorisation 
scheme can easily be outweighed by its imprecision.

The better precision of market risk measurements is mainly due to the rich body of quantitative theory that has been developed for it. In 
particular, there are many cases where the arbitrage-based techniques of option valuation theory can be applied to market risk. Despite the 
numerous shortcomings of this theory (elaborated upon in Risk and other journals), its practical application leads to a fairly precise quantification 
of risk in a wide variety of settings.

Fortunately, these same option-theory roots can be applied to the quantification of credit risk in corporate settings. Indeed, the modern theory's 
developersFischer Black and Myron Scholes (1973) and Robert Merton (1973)noted in their earliest works on options that the equity in any 
firm could itself be valued as an option. The value of the equity holder's implicit option is directly related to the likelihood of financial distress, 
at which point they will choose to limit any further liability from their stake in the firm by "putting" it at a price of zero to the debt holders. 
Generally, such financial distress will also result in a shortfall to the debt holders and the firm will default on its debt. Hence, the credit risk of 
the firmie, its propensity to defaultis directly and quantitatively linked to the value of its equity. (It is usually even more difficult to find the 
default probability from debt prices because, historically, debt has been much less liquid than equity.) In those cases where the value of the 
equity is directly observable, such as when it takes the form of an actively traded security, one should be able, in principle, to "reverse 
engineer" the probability distribution of default from the market value of the equity, given the volatility and financial structure of the firm's 
assets. Without delving into the details here, the option-valuation approach to credit risk is far more difficult to make practical than its market 
risk counterpart.

This article develops and applies the statistical machinery needed to determine whether a particular quantitative method of measuring credit
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risk, using option valuation or other methods, represents a refinement over broader categorisation methods. Here the term "refinement" is used in 
a technical sense of partitioning the creditworthiness of firms in a way that yields more information than the original partition, in this case the 
alphabet-based ratings. This is a particularly challenging statistical problem because defaults are infrequent occurrences and the error structure of 
their estimates cannot be assumed to be normal or to follow any other regular distribution. The solution to this problem is to get the most out of 
the existing data and to apply non-parametric tests (which do not rely on distributional assumptions) to them.

We describe here a methodology for testing whether a quantitative credit rating system is a statistically significant refinement of a broader 
rating system. We developed it as part of an independent study commissioned by the Capital Markets Assurance Corporation (CapMAC), a 
financial guarantee company based in New York (which has since merged with another financial guarantee company, MBIA). CapMAC 
was specifically interested in KMV Corporation's Credit Monitor systemthe first options-based credit rating systemand how it compared 
with Standard & Poor's (S&P's) notch-level ratings for US companies. 1

S&P ratings are designed to provide intermediate to long-run indications of creditworthiness.2 The ratings (in descending order of credit 
quality) are: AAA, AA+, AA, AA-, A+, A, A-, BBB+, BBB, BBB-, BB+, BB, BB-, B+, B, B- and so on. We did not use ratings below B- (CCC
+, CCC, etc) in the study because of the sparseness of these data. We used S&P's senior unsecured debt ratings as reported by S&P's Compustat 
database service.

In contrast, KMV's ratings take the form of expected default frequencies (EDFs), which range from 0.02% (2 basis points) to 20% and are 
reported with basis-point precision, making for 1,999 different possible ratings. As the likelihood of default varies over the business cycle, there 
is no fixed mapping between KMV and S&P ratings. KMV provides EDFs for horizons ranging from one to five yearssee Kealhofer, Kwok and 
Weng (1998) for more information about Credit Monitor and the relationship between EDFs and agency ratings. For this study, the one-year 
EDF, for which KMV provides the most information, is used. Although the EDF provides a cardinal measure of credit risk, the non-parametric 
methods used in this study will only examine its ordinal properties relative to S&P ratings.3

The test of KMV's predictive power relative to an S&P rating can be expressed as the following null hypothesis: given an S&P rating for a 
company, the KMV rating (EDF) provides no additional information about the likelihood that the firm will default over a specified period of 
time. Table 1 gives a grid of the EDFs for all companies rated by KMV Credit Monitor at the end of 1989 with an S&P rating of B-. The 87 
EDFs are in ascending order (descending creditworthiness). The table also shows which of the 87 defaulted in the following three years. The 
null hypothesis states that the
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Table 1 The pattern of defaults: 87 companies' "expected default frequencies" with actual defaults for 1990-92

0.02 0.04 0.13 0.15 0.16 0.16 0.26 0.26 0.28 0.28

0.30 0.30 0.43 0.48 0.51 0.51 0.56 0.63 0.65 0.68**

0.68 0.71 0.74 0.75 0.75 0.76 0.79 0.80 0.86 0.87

0.88 0.88 0.90 0.95 0.99 1.00 1.12 1.12 1.17 1.20

1.20 1.22 1.32 1.33** 1.35** 1.43 1.58 1.72 1.74 1.75

1.87 1.92 1.96 1.99** 2.06 2.07 2.16** 2.23* 2.54 2.64

2.65 2.71** 2.80 3.01 3.03 3.06 3.22 3.31 3.32* 3.32

3.49 3.63 3.69 3.81 3.91 4.02* 4.12 4.13 4.97 5.75

6.95** 7.09* 7.76** 7.88 8.75 10.42 17.02*

All companies were rated B by S&P at the end of 1989.

*Defaulted in 1990; **defaulted in 1991; *defaulted in 1992. Remainder did not default during this period.
 

pattern of defaults should be random within that cohort; however, it is clear from the table that defaults came disproportionately from the 
companies with the highest EDFs. Of course, this is a single cohort at a single point in time. We will next show how to aggregate all cohorts at 
all points in time into a single non-parametric statistical test of the null hypothesis.

To do this, we again used companies with both S&P ratings and KMV Credit Monitor EDFs. This time we studied US companies at the end of 
each month from June 1986 to November 1996a total of more than 1,000. Defaults were taken from KMV's default database, including those 
reported by the rating agencies for rated issues as well as those for companies without rated debt.

The trick to aggregating the KMV data over both time and S&P rating categories is to convert each EDF into an ordinal ranking within its month 
and (notch) rating cohort. A natural ordinal measure is a percentile rankwith 100 being the best (lowest EDF) and 0 the worst (highest EDF). A 
means for calculating the percentile that both takes account of ties in ranking, which are quite rare for companies with higher EDFs, and is 
consistent across cohorts of different sizes is given by

where Total is the size of the cohort, Worse is the number of firms in the cohort with worse credit ratings (EDFs) and Better is the number of 
firms with better ratings.

For example, in a cohort with 20 companies (the smallest allowed in the study), the company with the lowest EDF (assuming it is the only one) has
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Figure 1 
Distribution of KMV percentiles of defaulting firms six to 48 months prior to 

default

Better = 0 and Worse = 19, so, by substitution above, its Percentile = 97.5. If two companies are tied for third and fourth best EDFs, they 
would have Better = 2 and Worse = 16, giving Percentile = 85. The reason we set a minimum size for the cohort was to make the distribution 
of percentiles as continuous as possible, facilitating meaningful comparisons between cohorts. Also note that, by converting an EDF to a 
percentile, we are completely eliminating any bias that might result from EDFs as a whole being more or less optimistic about the overall rate 
of defaults than S&P ratings.



The null hypothesis we wish to test is that EDFs provide no more information than is contained in S&P ratings. Given the way the percentiles 
were constructed, the null hypothesis implies that the percentiles of the population of defaulting firms will have a flat (or uniform) distribution. 
4 Furthermore, this distribution should be uniform any number of months prior to default.
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The histograms in Figure 1 show that at six months prior to default this distribution is obviously far from uniform. As the default time nears 
the distribution becomes less uniform, which is what one would expect for any system with predictive powerie, the nearer the event, the greater 
the predictive power. Nonetheless, just from looking at the graph of the distribution, it is apparent that there is still some predictive power 36 
months prior to default.

Applying Kolmogorov-Smirnoff

The Kolmogorov-Smirnoff test is used to quantify the degree to which EDFs provide information not contained in S&P ratings. This test is a 
basic and well-understood tool of non-parametric statistics (see Siegel and Castellan, 1988, for details). In the one-sample version we can 
determine the significance with which a sample of data differs from a given baseline frequency distributionin this case the uniform distribution.

The Kolmogorov-Smirnoff test works by calculating the maximum distance between the observed distribution of EDFs and the uniform 
distribution. This maximum distance is known as the D-statistic. By aggregating over all months and ratings we get at least 50 data points, for 
which both KMV and S&P ratings are known: 6, 12, 18, 24, 36 and 48 months prior to default, more than enough to perform a meaningful 
statistical test.

The results of this test are shown in Table 2. KMV Credit Monitor has very strong predictive value for up to 18 months prior to default. 
The predictive power remains statistically significant out to 36 months. At 48 months the significance level finally drops below 95%. 5

An alternative non-parametric approach to showing the predictive power of EDFs relative to S&P ratings is to apply a binomial test to a division 
of the sample into two parts, with the fiftieth percentile as a natural cutoff point. The results of this test, which are not given here, as well as those 
for other natural percentile cutoffs (ninetieth, seventy-fifth, etc), confirm the results of the Kolmogorov-Smirnoff test. The advantage of the test 
is that it does not require the arbitrary choice of a percentile cutoff.

Table 2 Statistical significance of KMV default predictions

Months to 
default

Number of 
observations

Kolmogorov  
Smirnoff 
Dstatistic

Significance 
level (%)

6
66 0.5042

>99

12 66 0.4409
>99

18 66 0.3465
>99

24 66 0.2280
99

36 71 0.1775
95



48 54 0.1236
<80
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Discussion

This paper has demonstrated a statistical methodology for inferring that a quantitative credit rating system is a refinement of a traditional rating 
systemie, it provides additional information. This demonstration was made with the use of a single, innocuous statistical assumptionthat the 
number of firms in a cohort is large enough to make the distribution of percentiles nearly continuous. Generating results beyond those given 
here almost always comes at the cost of additional assumptions that could affect the validity of the analysis. For example, it is natural to try to 
turn the analysis around and ask whether, for a given EDF, a letter rating provides additional information. To do this analysis, the technique 
developed above cannot be applied without making further assumptions. The problem here is that whereas each letter rating-based cohort has 
associated with it a nearcontinuum of EDFs (see Table 1), virtually all cohorts based on a single EDF will contain few, if any, companies 
because the number of companies is small relative to the number of possible EDFs. The remedy of grouping EDFs together to get round this 
problem will not only require the use of arbitrary cutoffs but will also throw away information that may then be incorrectly attributed to the 
letter rating.

Additional assumptions are required to gauge the relative contribution of both the letter-based and quantitative rating systems simultaneously 
using regression analysis. In a regression, the two rating systems are used to generate two or more dependent variables. The independent variable 
is then either the default rate (for grouped data) or a dummy variable representing default (for individual data). Whichever way the analysis is set 
up, explicit assumptions as to the error distribution of the independent variables must be made to perform the regression. Given that neither rating 
is generated by a "natural" process that can be expected to have a predictable error term (eg, normally distributed), the results are likely to be 
quite sensitive to the distributional assumptions that underlie the regression.

On a more positive note, the analysis performed in this paper can be extended to compare two different quantitative credit rating systems with a 
common letter-based baseline. 6 Such a comparison can be directly implemented using the two-sample version of the Kolmogorov-Smirnoff test, a 
standard textbook extension of the single-sample version that we used.

1 All resources and data for this study were provided by CapMAC, who contacted KMV directly for the use of its historical data.

2 Additional credit information is available from S&P in the form of CreditWatch indications (positive, negative, stable and developing). 
However, S&P could not provide these data in a form suitable for a statistical study.

3 A rigorous test of the cardinal properties of KMV's Credit Monitor requires more data than were used in this study.
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4 It is safe to ignore any small error that may be introduced because of the finite sample size and the possibility of ties in rankings.

5 Technically, the test only shows that the distribution of percentiles is not uniform. However, it is clear from Figure 1 that the difference is such 
that it confirms that EDFs provide predictive value directly.

6 Unfortunately, no other vendors of quantitative credit rating systems contacted by CapMAC would permit the general release of results from 
such a comparative test.
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A Credit Risk Toolbox*

Angelo Arvanitis and Jon Gregory

This paper presents new insights and techniques for the computation of credit loss distributions for capital allocation and active portfolio 
management. It focuses on portfolios whose exposures are marked-to-market and therefore vary randomly over time. The analysis is thus 
applicable to both loan and capital market derivative portfolios. We develop analytical expressions under restricted assumptions and a 
general simulation procedure. We demonstrate how default correlations, stochastic recovery rates, stochastic exposures and credit migration 
affect the capital computation. We present two Monte Carlo acceleration techniques that significantly reduce the simulation time. Finally, we 
discuss how portfolio optimisation can be developed within this framework.

The management of credit risk is becoming a standard responsibility of risk departments. There are several commercially available products for 
credit risk management (see References). In this paper, we present techniques for faster and more accurate calculation of credit loss distributions.

There are two general approaches to calculating credit loss distributions. The first is to make simplifying assumptions about the portfolio and 
derive analytical expressions. The accuracy of such an approach will vary with the characteristics of the portfolio and quite large errors can be 
introduced. Nevertheless, the method we describe here (which has not previously been applied in credit risk management) gives good results. 
The second approach is to use Monte Carlo simulation, which is flexible but slow. We describe two techniques that significantly speed up the 
simulation.

Another objective of this paper is to deal with the problems of modelling default correlations. No assumption needs to be made about the 
capital structure of the firm, nor are equity returns required to estimate the correlations. An important question that arises in this context is 
the simulation of correlated binary variables, corresponding to default events, given only marginal probabilities and pairwise correlations.

We introduce a new approach for modelling stochastic recovery rates that intuitively links the recovery amount to the severity of the default. 
This induces correlation between the recovery rates and also leads to a reduction in simulation time.



*This is an updated version of a paper originally published in Risk (December 1998), pp. 50-55. The authors are grateful to Jean-Michel Lasry 
for helpful comments and discussions. A longer version of the paper is available from the authors upon request.

E mail: angelo_arvanitis@paribas.com; john_gregory@paribas.com
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Figure 1 
Error in estimating unexpected loss

Unexpected Loss

A common measure in risk management is the unexpected loss. This is the worst loss incurred at a specified level of confidence and for a 
specified observation period; it is therefore used to measure economic capital. The period used in credit risk is generally in terms of years 
(rather than days as for market risk) since the underlying positions cannot be readily traded. The level of confidence is defined by the 
(100x) percentile of the loss distribution, where x is determined according to the institution's credit rating.



For a normal distribution, the confidence level can be determined as a multiple of its standard deviation. But losses due to credit risk are highly 
skewed as adverse credit events are rare but give large losses. This means that a normal approximation is not valid, as illustrated in Figure 1. 
This shows the error, (ULstdev - ULp) /ULstdev' that would arise if one used the appropriate multiple of the portfolio's standard deviation, 
ULstdev' rather than the true percentile, ULp. For example, for a portfolio of 1,000 facilities each with default probability 2%, the unexpected 
loss is underestimated by 300%. To manage a portfolio of credit exposures one must estimate the whole loss distribution without relying on the 
normality assumption.

For a portfolio consisting of n assets or netted positions, the portfolio loss due to defaults up to a time T is given by
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where Xi(T) is a stochastic exposure given by the greater of the present value of the asset and zero, max (PVi, 0), di(T) is a binary default 
function with 1 indicating default and 0 otherwise, and δi is the recovery rate. The above expression cannot be calculated explicitly except when 
the number of assets is small.

Saddle-Point Approximation

When considering sums of independent random variables, it is convenient to consider the moment-generating functions (mgf). The mgf of a 
random variable V is

This can be thought of as the Fourier transform of the pdf. When independent random variables are added, their distributions are convolved but 
their mgfs are multiplied. As multiplication is such a simple operation, a summation of independent random variables is best tackled by 
examining their mgfs. For the example we are consideringa weighted sum of binary variables with weights wi and default probabilities pithe mgf 
is simply

One then has the problem of "undoing" the transformie, obtaining the pdf of L from the mgf ML. This can be achieved by an inversion integral 
similar to equation (2). By suitably approximating the shape of the integrand, one obtains an analytical approximation to the pdf of L. This 
technique is known as the method of steepest descents or saddle-point method (Davison and Hinkley, 1988). The method also allows one to 
obtain analytical approximations to the tail probability without having to integrate the density function. The saddle-point method does not make 
any prior assumption about the shape of the loss distribution. The shape of the approximated pdf may have fat or thin tails, be symmetric or 
asymmetric, be unimodal or multimodal, and be bounded or unbounded. In the case of a loss distribution we know that it is bounded by 0 and 
the sum of all the exposures.

Figure 2 compares the saddle-point approximation with the true distribution in the B(50,0.10) and B(50,0.01) casesie, n = 50, pi all equal. It 
is apparent that the saddle-point method gives better results than the
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Figure 2 
The saddle-point method

normal approximation, especially in the tails, and also outperforms the Edgeworth series (using two correction terms to the central limit 
theorem; see, for example, Johnston, Kotz and Balakrishnan, 1995). To quantify its performance, consider estimating the unexpected loss at 
the 99.9th percentile for the B(50, 0.01) example. This corresponds to a tail probability of 0.001. The saddle-point method underestimates 
the economic capital by 3%, the Edgeworth correction by 17% and the normal approximation by 37%.



We have been able to use the saddle-point approximation to derive expressions for loss distributions that include variable exposures and 
default probabilities and we have also been able to incorporate correlation into the analysis. The calculations are at virtually no computational 
cost, and we believe the saddle-point approximation to be an excellent method for calculating tail probabilities of credit loss distributions.
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Simulation Methods

The analytical expressions presented in the last section are very powerful in calculating loss distributions and may be used for arbitrary 
(but deterministic) recovery rates, unequal exposures and unequal default probabilities. However, to include all the effects present in a real 
portfoliosuch as stochastic exposures, stochastic recovery rates, correlations and credit migrationswe must use simulation. The method 
presented is not based on Merton's ''firm value model" model (1974), though it has an interpretation in terms of the asset returns of the firm.

Default events are positively correlated, which increases the unexpected loss. The correlations are mostly influenced by macroeconomic factors 
that are reflected in the general state of the economy. The estimation of default probabilities and correlations can be done dynamically based on 
the credit spreads of bonds issued by the firm or the returns of the underlying equity. Alternatively, static estimates can be made using 
historical data. We estimate default correlations from historical data supplemented with information according to the industrial and 
geographical characteristics of each counterparty. We emphasise that our correlation model is not based on equity returns and allows any 
procedure for estimating the default correlations to be used.

A correlation structure for binary variables is not completely specified by its pairwise correlations. We must therefore define the higher-order 
correlations. To do this, we assume that the entire correlation structure can be determined from a multivariate normal distribution, for which 
the higher-order correlations are defined by the pairwise ones. It must be emphasised that this is by no means the only way to build the 
higher-order structure, although the approach has the intuitive interpretation that the multivariate normal distribution represents the 
standardised (zero mean and unit variance) asset returns of the counterparties.

The correlation framework is defined by mapping the binomial default probabilities, pi, on to thresholds, ki=Φ-1(pi), of a normal distribution. 
The probability that the two assets default is given by integrating the bivariate normal pdfwhich is plotted in Figure 3, showing a correlation of 
50%. The area bounded by the two normal variables, ki = Φ-1(pi) and kj = Φ-1(pj), defines the probability of joint default of assets i and j. As 
the correlation increases the density function is "squashed" along the diagonal, increasing the joint default probability.

We need to relate the correlations between the normal variables λij to the correlations between binary variables ρij. This can be achieved 
by equating the expectation of pairs of joint binary events to the joint probability of a correlated bivariate normal distribution:
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Figure 3 
The default process

Using the standard definition of the correlation coefficient



establishes a relationship between ρij and λij that can be solved numerically.

It is important to understand the full implication of the above formula. Without loss of generality, pi≤pj; so Φ (λij,ki,kj) ≤ pi≤ pj (as the probability
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Figure 4 
Maximum value for default correlation

of a pair of events occurring is necessarily less than or equal to either of their individual probabilities), which gives

So the default correlation can reach unity if and only if the individual probabilities are equal. The maximum value that the pairwise 
default correlation may take with respect to the individual probabilities is shown in Figure 4.



Using this representation for the binary default events, it is possible to derive analytical formulae for the loss distribution. We do not discuss this 
approach further but instead proceed with Monte Carlo simulation for full flexibility. The same analysis can be performed by sampling from the 
α-stable instead of the normal distribution.

For a Monte Carlo simulation, we need a way of simulating correlated binary (default) events that involves drawing from the correlated 
multivariate normal distribution:

The underlying correlation matrix represents the correlation between the multivariate normal variables and not the default events themselves.

We know that the covariance matrix can always be factorised as C = AAT for some matrix A (by Cholesky factorisation or diagonalisation on C). If 
u is a multivariate process with components independently drawn
  

page_334

Page 335

from the standard normal distribution, the vector Au has the required covariance matrix C.

Having determined the correlation between the normal random variables, the binary default variable di is given by the indicator function I(Yi, < 
ki), where Yi is the ith element of the vector Au. The additional structure we have imposed ensures that the binary default variables match the 
default probabilities and correlations in the input data.

The simulation method we present includes stochastic exposures. It is important to compare this with the case in which the exposures are treated 
as constant, known as the "loan-equivalent approach". This approach makes three crucial assumptions. The first is that there is zero covariance 
between the exposures of the assets, which is unlikely. The second assumption is that the recovery rate is constant. We later present an analysis 
of a real portfolio in which this assumption leads to an underestimate of 25% of the unexpected loss. The last assumption is that the unexpected 
loss can be defined by the portfolio variance. The argument presented previously shows that this is not appropriate.

Our treatment of stochastic recovery rates follows from the default and migration model. In the event of default the recovery rate is defined by a 
series of further thresholds below the default threshold. Intuition suggests that a more extreme default leads to a lower recovery rate. This 
approach means that further random numbers need not be drawn and introduces correlation between the recovery rates. The form of the correlation 
is determined by the default correlation structure. The position of the recovery rate thresholds can be determined by matching the historical mean 
and variance, which depend on the seniority of the debt (eg, see CreditMetrics).

If default occurs at some time in the future, it is necessary to know the exposure distribution at the risk horizon. If the exposure is negative, 
default does not lead to a loss. A loss of up to the maximum exposure can be incurred when it is positive. The exposure distributions are 
estimated by simulating underlyings over many paths. Assets are then revalued, on a deal-by-deal basis, at a number of discrete time points on 
these paths. The exposure data are aggregated on a counterparty basis to account for the covariances between exposures, netting agreements 
and collateral.

We now apply the methodology above to a hypothetical example to illustrate the effect of the various factors on the loss distribution for a 
portfolio of swaps. Our initial analysis will consider only default events since they account for the majority of losses. We can estimate 
the distribution for the variable defined in equation (1) by averaging over many simulations.



Figure 5 shows the loss distributions for the swap portfolio obtained from four scenarios of varying complexity: a basic case (constant exposures 
and recovery rates and no default correlation), and then including default correlation, stochastic recovery rates and stochastic exposures. Table 1 
summarises the findings. It shows the increase in the 99.9th percentile for
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Figure 5 
Tail of loss distributions

the effects studied and also shows the estimate for the loan-equivalent methodology.

The most dramatic effect in the estimation of capital comes from the introduction of stochastic exposures. This has important implications for 
loan-equivalent methodologies. Using constant exposures will almost always underestimate the true economic capital. The loan-equivalent 
measure accounts for only 69% of the true economic capital in this instance.

We have so far restricted our analysis only to losses from default events, but for a complete model we also need to consider credit downgrades 
and the volatility of the credit spreads even without credit migration. The migration process is defined as a simple extension to the default 
model whereby further thresholds are added for each migration probability (see CreditMetrics for a complete description of this procedure). 
Credit migration has two effects. First, credit downgrades lead to a loss in the market value of assets and facilities. Second, a downgraded 
counterparty is more likely to default.



Table 1 Economic capital estimates for swap portfolio under different assumptions

Economic 
capital

Relative 
increase (%)

Basic case
36

Stochastic recovery rates
45 25

Correlated defaults
66 83

Stochastic exposures
124 244

All effects
177 392

Loan equivalent
122 229
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Figure 6 
Forward credit spread curves

To calculate the loss due to credit migration, we have to be able to compute credit spread curves at future points in time for all credit classes. 
Jarrow, Lando and Turnbull (1997), and Arvanitis, Gregory and Laurent (1999) present a pricing model that is consistent with this framework. 
The latter model also accounts for the volatility of credit spreads within a rating class. This would be important for capital market portfolios, 
where losses are marked-to-market even if there is no downgrade. In Figure 6, we show the estimation of forward credit spread curves using 
the model presented in Arvanitis, Gregory and Laurent (1999), calibrated with US telecommunication bond prices on December 30, 1997.



The credit migration events have a significant effect on the mean of the loss distribution (a 16% increase for the swap portfolio considered in this 
example), but the tail is not affected as much (4% increase in unexpected loss). This is due to the fact that the tails of the distribution are defined 
by the most extreme losses from default events. The loss distribution for credit migration events only is much closer to normal but still has a fatter 
tailan important observation for building models to assess the specific risk of bond portfolios.

Credit migration also causes a drift in default probabilities that must be taken into account when considering losses for multiple periods. For 
investment-grade portfolios, this will increase the probabilities of default over time since there is more chance of worsening credit quality.

Many simulations are required to get a good estimate of the loss distribution because the events that determine the tail of the distribution are 
rare. We describe two ways to speed up the convergence of the Monte Carlo simulation. The first technique is importance sampling, where the 
aim is to concentrate the simulations in the regions of most interest. Figure 7 shows the effect on convergence. The second method uses the 
analytical formulas discussed earlier to control the variation of a Monte Carlo estimator (see Figure 8). This approach represents a 
combination of the analytical and simulation methods, which is particularly powerful
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Figure 7 
Importance sampling



Figure 8 
Control variate

when the analytical approximation is close to the true distribution. Note that it is also possible to combine the importance sampling and 
control variate methods.

Default Data

To estimate expected loss and capital for risk management, we need to use "real" default probabilities. A straightforward way of estimating 
these numbers is from historical data, since they reflect actual default experience. It is important to point out that as the default process is 
non-stationary (more defaults during recession than expansion of the economy), particular attention should be paid to the choice of the 
estimation interval.

From the prices of traded instruments we can only derive risk-neutral default probabilities, which reflect a combination of the real 
default probabilities and the risk premia. They are therefore inappropriate for risk
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Figure 9 
Tail of loss distributions

management. Risk-neutral default probabilities are substantially more volatile than the real ones, resulting in high volatility for the computed 
capitalwhich is not acceptable for most applications. On the other hand, for arbitrage-free pricing and hedging we should use risk-neutral default 
probabilities. They could be derived from the prices of standard default swaps, since these are the natural instruments for hedging counterparty 
risk in loan and derivative portfolios. If default swaps are not traded for a specific name, bonds would be the best alternative.

Similarly, default correlations can be estimated from either historical defaults or historical credit spreads, or ideally, they can be implied from 
the prices of securities that are sensitive to correlation, such as spread options or first-to-default swaps. Unfortunately, the latter instruments tend 
to be very illiquid.

Credit Portfolio Optimisation

As the loss distributions are skewed, the usual mean-variance optimisation can lead to inefficient portfolios, as shown in Figure 9. Credit 
portfolio optimisation aims to increase the ratio of expected return to capital (unexpected loss) by either increasing the former or reducing the 
latter. The lack of exact analytical results forces us to use simulation to compute the efficient frontier.
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Glossary

A

adjusted exposurethe portion of the totality of all exposures that a bank would not be able to recover in the event of default

Amendment to the Basle Capital Accord (1996)the amendment of the 1988 Basle Accord to incorporate capital adequacy due to market risk

asset and liability managementpractice of matching the term structure and cashflows of an organisation's asset and liability portfolios to 
maximise returns and minimise interest rate risk

asset correlationcorrelation of returns from two risky assets

asset securitisationprocess whereby loans, receivables and other illiquid assets with similar characteristics in the balance sheet are packaged 
into interest-bearing securities that offer attractive investment opportunities

asset value of a firmthe present value of all the expected future cashflows attributable to all the firm's lines of business. Under generally accepted 
accounting principles (GAAP), an asset is defined as the probable future economic benefits obtained or controlled by the firm as a result of past 
transactions or events

B

back-testingthe validation of a model by feeding it historical data and comparing the model's results with the historical reality

banking booksee trading book



bankruptcythe liquidation of a firm's assets when it is unable to meet its financial obligations; distinct from default

beta distributiona family of parametric probability distributions with two degrees of freedom defined on the interval [0,1]. One of the Weibull 
class of distributions

bonda debt security which bears interest and promises repayments of principal

Brownian motiona type of Markov process that is used to specify the stochastic process of asset pricesalso known as the Wiener process

C

calibration(of a model) see parameterisation

call optioncontract giving purchaser the right to buy an underlying at a certain price on or before a certain date (see also put option)
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capital allocation/attributionthe allocation of capital to the business lines in a financial institution

capital chargethe required regulatory capital imposed on banks by the supervisory bodies

capital marketthe market for the sale and purchase of medium- and long-term financial instruments

capital multiplierthe economic capital necessary to protect a bank against the risk of unexpected credit default losses is a multiple of the 
portfolio unexpected loss. This multiple is the capital multiplier

capital ratiosee solvency ratio

charge-offa debit to the reserve for possible credit losses. It is also called a bad debt

collateralisationthe backing of a security by an asset

commitmentnormally means a loan and is composed of two portions: drawn and undrawn. A commitment is an amount the bank has agreed to 
lend, at a borrower's request, up to the full amount of the commitment

Comptroller of the Currencyan officer of the US Treasury Department responsible for chartering national banks and with primary 
supervisory authority over them. All national banks are required to be members of the Federal Reserve System and are insured by the 
Federal Deposit Insurance Corporation

concentration risksee credit risk concentration

contingent optionoption where the premium is higher than usual but is only payable if the value of the underlying reaches a specified level. 
Also known as a contingent premium option

correlation of credit qualitythe correlation of the credit ratings or rating changes of entities in a portfolio

correlation of defaultsee default correlation



counterparty risk weightingsee risk weighting

country riskthe risk that borrowers within a country will not be able to repay their obligations to foreign creditors because of negative political 
or general economic factors. Also known as sovereign risk

couponinterest rate payment on a bond

covenanta term or provision in a loan agreement; can be options the bank reserves to itself or options granted to an obligor

credit concentrationsee credit risk concentration; see also credit paradox

credit derivativea specific class of financial instruments whose value is derived from an underlying market instrument driven primarily by the 
credit risk of private or government entities. The underlying instruments of credit derivatives are generally in the form of corporate debt and 
securities issued by sovereign entities

credit enhancementany method or technique that reduces the credit exposure of a transaction with a counterparty

CreditMetricsthe framework used by JP Morgan for quantifying credit
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risk in portfolios of credit products, fixed-income instruments and financial instruments subject to counterparty default

credit migrationshort of a default, the extent to which the credit quality of an obligor or counterparty improves or deteriorates

credit paradoxthe dramatic rise in the loan spreads required as exposure to the same obligor increases. The phenomenon forces many banks to 
take on larger amounts of credit exposure in search of larger spreads, thereby exposing themselves to an even larger probability of suffering 
from default. See also credit risk concentration

credit qualitythe credit quality of a firm at a specific point in time is measured by the probability that it will be able to pay off its 
contractual obligations. The first instance of failure to do so is defined as default

credit repocredit repurchase agreement

credit (or default) riskthe risk that a loss will be incurred if a counterparty to a transaction does not fulfil its financial obligations in a timely manner

credit risk concentration(concentration risk) if a loan portfolio is highly concentrated in terms of exposure to a specific industry or country, it 
is highly susceptible to correlated default and credit migration events. The opposite of diversification

credit risk modelsmodels that attempt to quantify credit riskeg, value of the firm models; recovery of promised payoff models; instantaneous risk 
of default models

credit swapsagreement between two counterparties to exchange disparate cashflows, at least one of which must be tied to the performance of a 
credit-sensitive asset or to a portfolio or index of such assets. The other cashflow is usually tied to a floating-rate index (such as Libor) or a 
fixed rate, or is linked to another credit-sensitive asset

D

defaultfailure of a firm to make a payment on a coupon or reimburse its debt



default correlationthe degree to which the default of one obligor is related to the default of another. The quantity that ties the risk contribution of 
a risky asset to the portfolio

default pointcritical threshold for defaulting posited by KMV Corporation on the basis of the observation that a firm is more likely to default 
when its asset value reaches a certain critical level somewhere between the value of total liabilities and the value of short-term debt. Defined 
by KMV as the ''book value" of the firm's liabilitiesroughly approximated by the sum of the short-term debt and one-half of the long-term debt

default probabilitysee expected default frequency

default processin most cases of default there are transitions between credit ratings (credit migration) before the default state is reached; this is 
known as a multi-state default process. A two-state default process consists of the two possible events "no default" and "default" at the 
analysis horizon
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density function(of a distribution) the area under the density curve across an interval represents the probability over that interval

distance to defaultan index defined by KMV Corporation as the distance between the expected asset value of a firm at the analysis horizon and 
the default point, normalised by the standard deviation of the future asset returns

diversificationputting your eggs in more than one basket as a way of reducing risk

draw-downreferring to a loan facility, the amount of the commitment drawn by the obligor. See also usage given default

driftmathematically, the deterministic component of a Brownian motion indicating the general slope and direction of the random motion

E

economic capitalcapital necessary for the bank to remain solvent in the event of extreme loss. Economic capital is the number of standard 
deviations away from the expected loss that is necessary to protect the bank from insolvency in the event of extreme losses in the bank's 
portfolio due to default risk. Also known as "risk capital". See also value-at-risk

EDFsee expected default frequency

ELsee expected loss

event riska risk defined as a change in value of an asset or position due to occurrences such as a merger or acquisition, changes in market 
conditions, political upheavals or other unforeseen circumstances

expected default frequency (EDF)the probability that an obligor will default before the maturity of the contracted obligation to pay. 
Such probabilities can be estimated from historical data or analytically using options theory. Same as probability of default

expected exposurethe amount the bank can expect to lose, on average, over the period of time in which it extends credits

expected loss (EL)the average loss the bank can expect to incur on an asset over the period up to a specified horizon. See also unexpected loss

exposurevulnerability to loss from unanticipated events



extreme lossloss arising from defaults of catastrophic magnitude, which tend to occur more frequently when market conditions deteriorate beyond 
a certain point

extreme value theoryan actuarial science that focuses on extreme events and their associated tail probabilities; it looks explicitly at extreme 
outcomes and provides a series of natural models for them. The tail of an empirically observed loss distribution, however incomplete, can be 
fitted to some analytical "extreme distribution", facilitating the analysis of tail or extreme events

F

Federal Reserve Boardthe governing body of the central bank of the US. Composed of a seven-member Board of Governors, 12 regional 
reserve banks and depository institutions that are subject to reserve requirements
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first-passage timemathematically, the first instantaneous occurrence of an event, such as default

forward(transaction) agreement to exchange a predetermined amount of currency, commodity or other financial instrument at a specified future 
date and at a predetermined rate

Fréchet distributionan extreme value distribution with unbounded support to the right. Includes the log-gamma, Cauchy and Student's t 
distributions. See also generalised Pareto distribution

G

game theorya theory of individual rational decisions taken under conditions of less than full information concerning the outcomes of those decisions

generalised Pareto distributiona class of theoretical distributions of extreme values with three degrees of freedom parameterised as scale, 
location and shape. Includes the Gumbel (double exponential), Fréchet and Weibull distributions. See extreme value theory

Group of Ten (G10) countriesBelgium, Canada, France, Germany, Italy, Japan, Netherlands, Sweden, the United Kingdom and the United States

Gumbel (double exponential) distributionan extreme value distribution. Includes the normal, exponential, gamma and lognormal distributions. 
See also generalised Pareto distribution

H

hedgea strategy to reduce exposure by effecting a transaction that offsets an existing position

hedge fundprivate investment partnerships that seek above-average returns through aggressive portfolio management. Due to their private 
nature, hedge funds are allowed to use leverage, short sales and other non-traditional techniques to enhance returns

hold-to-maturitybank assets that are not classified for immediate sale

hurdle raterate of return required in a business enterprise

I



illiquid assetessentially, a lack of liquidity in an asset or in a portfolio of assets held by a transactor. The condition is always relative, since almost 
all assets vary in degree of liquidity. A corporate loan is less liquid than, say, a US Treasury security

indenturelegal contract specifying the relationship between the issuer and the holder of a security

industry indexrefers to the officially designated S&P index classification by industries

interest rate riskthe risk to borrowing or investment posed by interest rate changes

internal (credit) risk ratinga bank's own assessment of the risk associated with an entity as opposed to the ratings issued by credit rating 
agencies. Essentially, the bank's primary indicator of risk for individual credit
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exposures and used to provide guidance for setting loan loss reserves, profitability analysis and loan pricing analysis

ISDAInternational Swaps and Derivatives Association

J

joint distributiona multivariate distribution that depends on two or more variables

joint probability of defaultthe probability that one obligor will default if another defaults

Jumbo CDnormally refers to certificates of deposit (in the US) with at least $100,000

L

leptokurtosisphenomenon when the probability distribution has a larger mass on the tail and a sharper hump than is consistent with the assumption 
of a normal distribution

leverage(1) the opportunity for large gains or losses from a small initial investment as widely associated with derivatives or (2) the 
relationship between a firm's equity and its debt

leverage ratiothe ratio between a firm's equity and debt

LGDsee loss given default

liquidity riska risk that the market might dry up and make it impossible to sell out of a position without incurring large losses

loanan agreement whereby one party provides monies to another party for a set period in return for regular payment of interest and principal

loan loss reserve(or provision) the amount of reserve capital a bank needs to set aside to cover expected losses

loan poolan aggregate of several bank loans

loan portfolioa collection of illiquid assets, eg loans, held by an institution in its banking book



loan pricing calculatormeans of determining the required spread the bank needs to charge as compensation for taking on additional credits in 
an existing portfolio given a desired level of risk-adjusted return

loss given default (LGD)the fraction of the exposure amount that will be lost on default or, more appropriately, the fraction of the debt the bank 
is not likely to recover from the obligor once it has defaulted

loss probability distributionthe probability distribution of loss in portfolio value

loss severitydegree of loss in the event of default. See loss given default

M

macroeconomicsthe study of the behaviour of the economy as a whole

market risk"risk of losses in on- and off-balance sheet positions arising from movements in market prices" (BIS)

Markov processan ordered set of discrete random variables, each of which has at any time a given state or value dependent only on the state of 
the variable immediately before it. It assumes that only the current value of
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a stochastic (random) variable is important in predicting future values of that variable

Markov property(condition/process) of a system, that its evolution in time depends only on the state that preceded it

mark-to-market valuationvaluing securities on the basis of the current market values of a counterparty's obligations

martingale propertyposits that the conditional expectation of a future value of that random variable is the current one

mean excess functiongraphical method of determining the threshold in an extreme value distribution; an empirical estimate of the 
expected overshoot of a threshold when exceedance occurs. See also extreme value theory

model riskthe risk arising from the misuse of financial models, including mis-calibration and incorrect specification

Monte Carlo simulationtechnique used to determine the likely value of a derivative or other contract by simulating the evolution of the 
underlying variables many times over. The discounted average outcome of the simulation gives an approximation of the derivative's value. 
Monte Carlo simulation can be used to estimate the value-at-risk (VAR) of a portfolio. Here, it generates a simulation of many correlated market 
movements for the markets to which the portfolio is exposed, and the positions in the portfolio are revalued repeatedly in accordance with the 
simulated scenarios. This results in a probability distribution of portfolio gains and losses from which the VAR can be determined

N

nettingrefers to the offsetting of transactions between two parties with settlement of the net difference

notional amountthe quantity of an underlier (the primary instrument or variable) to which a derivative contract applies

O



obligor-specific riskrisk associated with a particular client; tends to increase with diminishing company asset size

off-balance sheet item (OBSI)an item not on a financial institution's balance sheet; includes swaps, futures, options, foreign exchange and 
interest rate risk

offsettings transactiona procedure for terminating an option's position

operational riskrisk of loss arising from inadequate systems and control, human error or management failure

outstandingsgeneric term referring to the portion of the bank's asset that has already been extended to a borrower (in the case of loans and 
bonds) and also to other receivables in the form of contractual payments which are due from its customers. If on default a borrower is unable to 
fulfil its contractual obligations or the receivables fail to come in, the bank is exposed to the entire amount of the outstandings. Examples of 
outstandings are term loans, credit cards, bonds and receivables
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P

pairwise correlation of defaultthe correlation between the defaults of two assets. See joint probability of default

parameterisationthe subjective choice of parameters used as inputs to a risk model; also known as "calibration"

parametric distributiona probability distribution whose shape and form are specified by certain parameters

par bonda bond selling at par

Pareto distributionsee generalised Pareto distribution

pay-downthe amount by which the par value of securities maturing is in excess of those sold

payoffthe return from an instrument or position

portfolio expected lossthe simple sum of individual expected losses from all the risky assets in a portfolio.

portfolio unexpected lossunexpected loss at portfolio level. Unlike portfolio expected loss, this loss is not equal to the linear sum of the individual 
unexpected losses of the risky assets making up the aggregate portfolio. Because of diversification effects, the portfolio unexpected loss is very 
much smaller than the sum of the individual unexpected losses

portfolio variancethe square of the standard deviation of the portfolio's return from the mean

prompt corrective action(FDICIA 1991) imposes increasingly strict limits and punitive actions on a bank as its capital ratio declines

put optionan option contract that gives the holder the right to sell the underlying security at a specified price for a fixed period of time

R

RAPMsee risk-adjusted performance measurement



RAROCsee risk-adjusted return on capital

ratingthe evaluation of an issuer's investment quality by a rating agency

recovery ratethe extent to which the face value of an obligation can be recovered once the obligor has defaulted

regulatory capitalsufficient capital imposed by regulators on banks that must be maintained to provide a cushion to absorb losses which 
would otherwise cause a bank to fail

required spreadthe spread the bank needs to charge given a particular level of return

risk-adjusted performance measurement (RAPM)calculation of performance using a risk adjustment (ie, risk-weighted) process. See also 
risk-adjusted return on capital

risk-adjusted return on capital (RAROC)the expected spread over economic capital, calculated for individual assets or portfolios

risk-adjustmentthe process whereby returns from dissimilar business lines are measured on a comparable basis according to their riskiness

risk-based capital standard/adequacygenerally referred to as the BIS capital rules
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risk capitalsee economic capital

risk contributionthe incremental risk that the exposure of a single asset contributes to the portfolio's total risk

risk-free ratea theoretical interest rate at which an investment may earn interest without incurring any risk

risk-neutrala theoretical condition whereby investors require no compensation for taking risk

risk-weighted assets (RWA)assets weighted in accordance with their relative credit riskiness

risk weightingwhen calculating the amount of capital which the Bank for International Settlements (BIS) advises should be set aside to cover the 
credit risk generated by derivative transactions, banks first calculate a "credit equivalent amount" and then multiply this figure by the appropriate 
counterparty risk weighting (eg, 20% for OECD incorporated banks). The product of this calculation is the final risk-weighted amount

S

securitisationsee asset securitisation

shape parametercontrols the shape of a probability distribution

short squeeze(or bear squeeze) rising prices due to a lack of supply; a short squeeze causing losses for those who have a short position

solvency ratiothe formula for setting down the size of the balance sheet credit run by a financial institution based on the riskiness and size of 
the capital; also known as a capital ratio



sovereign debtwhen the obligor is a state or government

specific riskrisk of changes in the value of an individual security due to factors related to the individual issuer of the security (eg, credit quality 
and liquidity) that are outside of broad market movements

spot raterate paid for commodities when they are offered for immediate payment and physical delivery

spreaddifference between the yield on a risky debt and the risk-free rate

stress-testinganalysis that gives the value of a portfolio under a range of worst-case scenarios

strike pricethe price level of the underlying asset at which an option may be exercised

structured note/vehiclestructured notes are OTC products that bundle several disparate elements to create a single product, generally by 
embedding options in a debt instrument such as a medium-term note

subordinated debta debt that is ranked lower than another security in the priority of its claim on the issuer's assets

synthetic optionreplicating the payment of an option using cash or, more often, futures

systemic riska risk that threatens the whole financial system due to the failure of one participant or an event
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T

term loana loan with a payment of interest where the principal is usually paid out some years later

term structure of interest ratesrelationship between interest rates on the same securities with different maturities

thresholdthe point in a distribution marking onset of extreme tail events

threshold levellevel of a firm's asset value that determines its credit rating

total return swapswap agreement in which the total return of bank loans or credit-sensitive securities is exchanged for some other cashflow, 
usually tied to Libor, or other loans or credit-sensitive securities. It allows participants effectively to go long or short the credit risk of the 
underlying asset

trading bookbank portfolio containing securities that are actively bought and sold for the purpose of making short-term profit, in contrast to 
the banking book, which generally consists of loans.

transition matrixan array of transition or migration probabilities from one credit rating to another

transition probabilitythe probability that the credit quality of a firm will improve or deteriorate; quantifies credit migration; see transition matrix

Treasury billa non-interest bearing security issued by governments to finance national debt

Treasury bonda long-term government security



U

UGDsee usage given default

ULsee unexpected loss

undiversifiable riskthe amount of credit risk that cannot be diversified away by placing or removing an asset in a portfolio; also called systematic risk

unexpected default ratethe distribution of future default rates is often characterised in terms of an expected default rate (eg, 0.05%) and a worst-
case default rate (eg, 1.05%). The difference between the worst-case default rate and the expected default rate is often termed the "unexpected 
default rate" (ie, 1% = 1.05 - 0.05%)

unexpected loss (UL)uncertainty in the amount of loss in portfolio value caused by market conditions. This uncertainty, or more appropriately the 
volatility of loss, is the so-called unexpected loss. Unexpected losses are triggered by the occurrence of default and unexpected credit migrations

usage given default (UGD)fraction of a loan commitment that has been drawn at the time of an obligor's default. See also draw-down

V

value-at-risk (VAR)formally, the probabilistic bound of market losses over a given period of time (the holding period) expressed in terms of 
a specified degree of certainty (the confidence interval). Put more simply, the VAR is the worst-case loss expected over the holding period 
within the probability set out by the confidence interval. Larger losses are possible but with a low probability. For instance, a portfolio whose 
VAR is $20
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million over a one-day holding period, with a 95% confidence interval, would have only a 5% chance of suffering an overnight loss greater than 
$20 million

value of the firm modelspropose that the underlying process driving a firm's default (or credit rating change) is the firm's asset value (after 
Merton, 1974). See also credit risk models

volatilitymeasure of the variability (but not the direction) of prices or interest rates

W

Weibull distributionan extreme value distribution with unbounded support to the left. Includes the beta and normal distributions. See 
also generalised Pareto distribution

Wiener processsee Brownian motion

workoutspecial payment arrangements formulated for the potential or actual default of a loan

worst-case default ratethe highest rates of default that are likely to occur at a given moment or period in the future, with a given level of confidence

worst-case (credit risk) exposureestimate of the highest positive market value a derivative contract or portfolio is likely to attain at a given 
moment or period in the future, with a given level of confidence



worst-case (credit risk) lossestimate of the largest amount a derivatives counterparty is likely to lose, with a given level of probability, as a result 
of default from a derivatives contract or portfolio

Z

zero-coupon bonda bond that makes no interest payments

Z thresholdthe mathematical positioning of joint probability of default into distinct bands or zones
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