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Preface

Novel applications for microwave and millimeter wave subsystems emerge in fields such as

monitoring, logistics, health, and security, leading to stricter performance requirements for

the underlying microwave and millimeter wave front-ends. As a result, there is a necessity

for novel circuit and system architectures and topologies, for fast, efficient, and accurate

modeling and optimization techniques of circuit components and systems as well as for

collaboration between the signal processing and microwave electronics communities.

The book addresses a number of topics that are of fundamental importance in the field of

microwave and millimeter wave systems and are expected to play a leading role in the next

5 years. Microwave systems as well as millimeter wave systems in a lesser extent have

enjoyed great evolution and application in recent years. Wireless systems, smart-phones,

WiFi, satellite systems, and RFID technologies have become part of everyday life. Although

the book is concerned with and strongly related to current state-of-the-art in microwave and

millimeter wave systems, the authors specifically chose to discuss topics that have the poten-

tial of having a long lasting impact in the longer term. The motivation behind the book has

been to provide a reference point for the readers working in the field of microwave and milli-

meter wave circuits and systems. Undoubtedly there are many different technical issues and

problems within this field, ranging from a circuit perspective to a system perspective, and

they are ultimately interconnected under the unifying umbrella of the various applications

they address. The book intends to provide a starting point, a key reference useful in every

designer’s library. The aim of the book is to address a selected number of challenging emerg-

ing problems and provide, on the one hand, state-of-the-art information and, on the other

hand, a perspective on promising new technologies such as textile electronics, substrate inte-

grated waveguide technology, and selected architectures such as software-defined radio,

digital transceivers, and ultrawideband (UWB) radar, all of which are expected to lead to

new breakthroughs in terms of system performance in the next decade. Depending on the

chapter, prior knowledge at the level of a Master of Science in Electrical Engineering with

knowledge in electromagnetic fields, antennas, microwave engineering, and signal process-

ing is a prerequisite.

This book aims to highlight selected research and technology trends that emerged as topics

of the European Union Cooperation in Science and Technology (COST) Action IC0803

RF/Microwave Communication Subsystems from Emerging Wireless Technologies, a

collaboration project between leading European and cooperating institutions worldwide,

focusing on the design of novel microwave and millimeter circuits and systems.



COST is the oldest and widest European intergovernmental network for cooperation in

research (www.cost.eu). Established by the Ministerial Conference in November 1971,

COST is presently used by the scientific communities of 35 European countries to cooperate

in common research projects supported by national funds. The funds provided by COST –

less than 1% of the total value of the projects – support the COST cooperation networks

(COST Actions) through which, with EUR 30 million per year, more than 30 000 European

scientists are involved in research having a total value that exceeds EUR 2 billion per year.

This is the financial worth of the European added value that COST achieves. A ‘bottom up

approach’ (the initiative of launching a COST Action comes from the European scientists

themselves), ‘�a la carte participation’ (only countries interested in the Action participate),

‘equality of access’ (participation is open also to the scientific communities of countries not

belonging to the European Union), and ‘flexible structure’ (easy implementation and light

management of the research initiatives) are the main characteristics of COST. As precursor

of advanced multidisciplinary research COST has a very important role for the realization of

the European Research Area (ERA) anticipating and complementing the activities of the

Framework Programmes, constituting a ‘bridge’ towards the scientific communities of

emerging countries, increasing the mobility of researchers across Europe, and fostering the

establishment of ‘Networks of Excellence’ in many key scientific domains such as:

Biomedicine and Molecular Biosciences; Food and Agriculture; Forests, their Products and

Services; Materials, Physical and Nanosciences; Chemistry and Molecular Sciences and

Technologies; Earth System Science and Environmental Management; Information and

Communication Technologies; Transport and Urban Development; Individuals, Societies,

Cultures and Health. It covers basic and more applied research and also addresses issues of

pre-normative nature or of societal importance.

Action IC0803 was established in 2008 for a period of four years and forms part of the

Information and Communication Technologies (ICT) COST Domain. More than one hun-

dred researchers from 57 entities have participated in the Action. The work program of the

Action is divided into three Working Groups, on ultra-low power and power efficient tech-

nologies, smart and reconfigurable radio transceivers, and finally design and optimization

methods towards highly integrated terminals and efficient communication systems. The first

two Working Groups are driven by applications whereas the last one is focused on simulation

and optimization techniques that provide for accurate and efficient tools for the design of

systems addressed by the other two working groups.

The first Working Group targets energy efficient systems. Energy efficiency is considered

both in terms of reducing the overall power dissipation as well as improving the efficiency of

high power systems. There are many research efforts and technologies targeting these goals.

In terms of low power systems one can distinguish design efforts towards extremely low

power sensor networks and RFIDs. In terms of power efficient systems there are research

efforts towards architectures that reduce the nonlinear distortion present in power amplifiers

in order to accommodate nonconstant envelope modulation techniques as well as highly effi-

cient architectures that inherently do not pose strict linearity requirements in the power

amplifiers due to the use of constant envelope modulated signals. In both cases the resulting

efficiency of the amplifiers is maximized. In all these types of systems there is a need for

both circuit-oriented, signal-processing, and system-oriented advancements. A promising

technology that is explored concerns MEMS-based devices, as they have displayed excellent

RF/microwave characteristics in terms of loss, bandwidth, and power consumption and,
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consequently, have found numerous applications in radar and communication system appli-

cations. It should be noted that low power and power efficient designs, and ultimately

battery-less circuits, lead to more environmental friendly solutions, which is one of the criti-

cal challenges of present and future subsystems.

Working Group 2 of the COST IC0803 Action dealt with Smart and reconfigurable RF

radio transceivers, covering all hardware and software aspects of state-of-the art RF radio

transceivers. The most important development of the last few years is the convergence of

hardware and software related research. With the availability of large processing power

at reasonable cost and energy consumption, typical tasks that were previously purely

implemented in hardware are now also available in the digital domain. The transition of

hardware to software implementations comes with its own new challenges. The most typ-

ical example is software-defined radio, requiring suitable algorithms to limit interference

and to perform decent estimation and synchronization. Also adaptations are required in

terms of hardware, such as the development of wideband adaptive antennas and transmit-

ters as well as sparse sampling in efficient radio receivers. By means of DSPs, hardware

impairments may be mitigated in wireless communication systems. Novel emerging

communication techniques, such as MIMO, UWB, and body-centric systems, as well as

cognitive radio and wireless sensor networks, also present new challenges in terms of

software and hardware, and open novel applications and terms of localization, monitor-

ing, and communication.

Finally, Working Group 3 focuses on developing new and efficient computer-aided design

(CAD) techniques for the design of novel compact components and efficient systems.

Efficient simulation methods are required in order to reduce the design time and, more

importantly, allow for fast optimization methodologies that include multiple constraints

based on the properties of the signals being transmitted. Such techniques will be applied in

the design of new compact components that lead to more integrated designs. As an example,

substrate integrated waveguide (SIW) resonators provide a low cost, high performance solu-

tion for filter design. SIW components combine advantages of rectangular waveguides such

as high Q-factor and low losses, with compact size and ease of integration with traditionally

used microstrip implementations as they share the same dielectric substrate. Another very

promising technology that is explored is components based on meta-materials. In addition,

the design of nonlinear circuits presents additional challenges associated with their rich

dynamical behavior. Although linear simulation and optimization methods are very well

developed, there is still a lot of work to be done in terms of nonlinear techniques applied in

the accurate and efficient design nonlinear circuits that are used for the generation and con-

version of frequencies (oscillators, frequency dividers, and mixers). Their nonlinear response

and their potential instability make their experimental behavior very difficult to predict. In all

of these topics it is essential to combine circuit and system theory with stability theory and

nonlinear dynamics. The presence and the effects of modulated signals in the stability

of such circuits also needs to be accurately analysed using efficient simulation methods.

Such topics are addressed in this Working Group and the results are ultimately utilized in the

various applications considered within the other Working Groups.

The applications, research problems, and challenges addressed within the Action Working

Groups have led to the realization of this book. The book is divided into two parts, address-

ing design and modeling trends, on the one hand, and highlighting important applications, on

the other. Furthermore, the material is ordered in such a way that it progresses from circuit
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challenges to systems and finally to applications. Part one of the book contains seven chap-

ters, whereas part two includes ten chapters.

The first chapter, Low coefficient accurate nonlinear microwave and millimeter-wave

nonlinear transmitter power amplifier behavioural models, by M�airt�ın O’Droma, from the

Telecommunications Research Centre of the University of Limerick, Ireland, and Lei

Yiming, from the State Key Laboratory of Advanced Optical Communication Systems and

Networks, School of EECS, Peking University, China, provides comprehensive coverage of

the new RF power amplifier (PA) modified Bessel–Fourier (MBF) behavioral model. It is

shown to be most suitable for large signal PA behavioral modeling and superior to all other

established low-order models used by the microwave and millimeter wave research and engi-

neering design community, such as power series models, the Saleh model, the modified Saleh

model, and the original Bessel–Fourier model, from which the MBF takes its origin.

The second chapter, Artificial neural network in microwave cavity filter tuning, by Jerzy

Michalski, Jacek Gulgowski, Tomasz Kacmajor, and Mateusz Mazur from TeleMobile Elec-

tronics Ltd., Gdynia, Poland, is related to filter optimization. Presently, microwave filter

tuning is a necessary step in the production process. This step typically consists of manual

work performed by a trained operator and usually requires a considerable amount of time.

Hence, there is great expectation among microwave filter production companies to automate

the process. Automated methods of filter tuning based on artificial neural networks are

suggested and different approaches to the problem are described with a series of experiments

supporting the presented ideas.

The third chapter, Wideband directive antennas with high impedance surfaces, by Anne

Claire Lepage, Julien Sarrazin, and Xavier Begaud from Telecom ParisTech, Paris, France,

demonstrates that it is possible to design low profile wideband directive antennas with high

impedance surfaces. The artificial magnetic conductor (AMC) behavior of such surfaces is

utilized in order to improve performances. Limitations of AMC narrow bandwidth character-

istics are overcome with two different approaches. A first technique leads to an optimized

antenna using a lumped element based AMC whereas a second one leads to a hybrid AMC

that enhances the antenna’s performances over a wide band.

The fourth chapter, Characterization of software-defined and cognitive radio front-ends for

multimode operation, by Pedro Miguel Cruz and Nuno Borges Carvalho from the Instituto de

Telecomunicações – Departamento de Electrónica, Telecomunicações e Informática from

Universidade de Aveiro, Portugal, addresses software radios. Software-defined radios (SDRs)

are now being accepted as the most probable solution for resolving the need for integration

between actual and future wireless communication standards. SDRs take advantage of the

processing power of modern digital processor technology to replicate the behavior of a radio

circuit. Such a solution allows inexpensive, efficient interoperability between the available stan-

dards and frequency bands, because these devices can be improved and updated and given new

capabilities by a simple change in software algorithms. This SDR concept is also the basis for

cognitive radio (CR) approaches, in which the underneath concept imposes strong changes in

terms of both complexity and flexibility of operation due to its potential adaptation to the air

interface. A promising application for this CR technology is to implement a clever manage-

ment of spectrum occupancy by use opportunistic radios, where the radio will adapt and

employ spectrum strategies in order to occupy spectra that are not being used by other radio

systems at a given moment. Nevertheless, for the correct operation of these radios a correct

behavioral model is fundamental, and thus this chapter is devoted to discuss these problems.
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The fifth chapter, deals with the Impact and digital suppression of oscillator phase noise

in radio communications, and is authored by Mikko Valkama and Ville Syrj€al€a, from
Tampere University of Technology, Finland, and Risto Wichman and Pramod Mathecken

from Aalto University, Finland. The design of compact and low-cost radios with high per-

formance and reconfigurable capabilities is a challenging task due to the contradictory nature

of these requirements, and is further hindered by the various imperfections and impairments

of the analog electronics involved in the radio transceiver. Such imperfections are: mirror-

frequency interference due to I/Q imbalance, nonlinear distortion due to mixer and amplifier

nonlinearities, timing jitter and nonlinearities in sampling and analog-to-digital (A/D)

converter circuits, and oscillator phase noise. These impairments can easily become a limit-

ing factor in the performance of the radio device, especially when complex high-order

modulated waveforms such as orthogonal frequency division multiplexing (OFDM) are

being deployed. This chapter concentrates on phase noise, which has a complicated character

and a large impact on the performance of multicarrier OFDM systems. A model of time-

varying phase noise for free running and phase locked loop oscillators is presented, followed

by a detailed description of the effects of phase noise in OFDM systems and time-varying

channels. Finally, different algorithms for the compensation of phase noise in the digital

base band are explored.

The sixth chapter, A pragmatic approach to cooperative positioning in wireless sensor net-

works, contributed by Albert Bel Pereira, Jose Lopez Vicario, and Gonzalo Seco Granados

from the Universitat Aut�onoma de Barcelona – UAB, Spain, is devoted to the theoretical

framework behind localization techniques in wireless sensor networks. In recent years,

location estimation in wireless sensor networks (WSNs) has raised a lot of interest from

researchers. In particular, much attention has been recently paid to cooperative positioning

techniques, as accurate positioning estimates can be obtained in networks with low complex-

ity and low-cost terminals. The objective of this chapter is to provide a review on cooperative

schemes for WSN. Among all of them, special emphasis is given to receive signal strength

(RSS) based techniques as they provide suitable solutions for practical implementation. Since

the accuracy of RSS methods depends on the suitability of the propagation models, coopera-

tive localization algorithms that dynamically estimate the path loss exponent are also

described. Practical examples based on real WSN deployments are also presented.

Finally, the last chapter of this first part of the book, Chapter 7, is devoted to Modelling of

substrate noise and mitigation schemes for ultra-wideband (UWB) systems, and is written

by Ming Shen, Jan H. Mikkelsen, and Torben Larsen from Aalborg University, Denmark. In

highly integrated mixed-mode designs, digital switching noise is an ever-present problem

that needs to be taken into consideration. This is of particular importance when low-cost

implementation technologies, for example lightly doped substrates, are aimed for. For tradi-

tional narrow-band designs much of the issue can be mitigated using tuned elements in the

signal paths. However, for UWB designs this is not a viable option and other means are

therefore required. Moreover, owing to the ultra-wideband nature and low power spectral

density of the signal, UWB mixed-signal integrated circuits are more sensitive to substrate

noise compared with narrow-band circuits. This chapter presents a study on the modeling

and mitigation of substrate noise in mixed-signal integrated circuits (ICs), focusing on UWB

system/circuit designs. Experimental impact evaluation of substrate noise on UWB circuits is

presented. It shows how a wideband circuit can be affected by substrate noise. This chapter

also presents a new analytical model for the estimation of the spectral content of the
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switching noise. In addition, a novel active noise mitigation scheme based on spectral infor-

mation is presented.

The second part of the book begins with Chapter 8, Short-range tracking of moving

targets by a handheld UWB radar system by Du9san Kocur and Jana Rov9n�akov�a from Techni-

cal University of Ko9sice, Slovak Republic. The chapter gives a description of the signal

processing methods for a handheld UWB radar system applied for a short-range detection

and tracking of moving persons. It explains the importance of the particular phases and pro-

vides an overview of methods applied within them. The performance of the selected methods

is illustrated by the results of processing of radar signals obtained by the M-sequence UWB

radar system applied for tracking of people moving behind walls.

The ninth chapter, Advances in the theory and implementation of GNSS antenna array

receivers, by Javier Arribas, Pau Closas, and Carles Fern�andez-Prades from CTTC, Spain,

and Manuel Cuntz, Michael Meurer, and Andriy Konovaltsev from DLR (German Aerospace

Centre), Germany, focuses on recent developments in the field of antenna arrays applied to

the design of robust, high-performance global navigation satellite system (GNSS) receivers.

This work mainly focuses on the architecture of a GNSS receiver with an adaptive antenna

array. The specifics of the design of such receivers are discussed, covering both analog and

digital signal processing blocks. Special attention is devoted to the design of critical compo-

nents such as the antenna array, radio frequency (RF) front-ends, and analog-to-digital (A/D)

converters. Array signal processing techniques are also addressed describing two main strat-

egies based on (i) spatial filtering by means of digital beamforming and (ii) signal parameter

estimation by statistical array processing. Finally, two operational prototypes of GNSS

receivers with adaptive antennas are proposed, including their latest test results.

Chapter 10, by Roberto G�omez-Garc�ıa, Jos�e-Mar�ıa Mu~noz-Ferreras, and Manuel

S�anchez-Renedo from the University of Alcal�a, Spain, is devoted to Multiband RF front-

ends for radar and communications applications. New concepts and implementations of

radio frequency (RF) front-ends are essential for emerging radar and wireless technologies.

In this context, multiband approaches are interesting for acquiring multistandard services.

This chapter focuses on deriving a mathematical framework for band allocation so that the

minimum sub-Nyquist sampling frequency can be employed without aliasing in a digital

multiband acquisition process. This justifies the use of direct-sampling architectures for the

associated receiver, where the input RF multiband bandpass filter becomes the key element

in terms of hardware. Design rules and experimental prototypes for a novel class of multi-

band bandpass filter based on signal-interference principles and suitable for these systems

are also described.

Chapter 11, on Mm-wave broadband wireless systems and enabling MMIC technologies,

is contributed by Jian Zhang, Mury Thian, Guochi Huang, George Goussetis, and Vincent F.

Fusco, from Queen’s University Belfast, UK. Millimeter wave bands provide large available

bandwidths for high data rate wireless communication systems, which are envisaged to shift

data throughput well in the GBps range. This capability has over the past few years driven

rapid developments in the technology underpinning broadband wireless systems as well as in

the standardization activity from various nongovernmental consortia and the band allocation

from spectrum regulators globally. This chapter provides an overview of the recent develop-

ments on V-band broadband wireless systems with the emphasis placed on enabling MMIC

technologies. An overview of the key applications and available standards is presented.

System-level architectures for broadband wireless applications are being reviewed.
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Examples of analysis, design, and testing on MMIC components in SiGe BiCMOS are pre-

sented and the outlook of the technology is discussed.

The twelfth chapter, Reconfigurable RF circuits and RF-MEMS, was contributed by

Robert Malmqvist from Swedish Defence Research Agency (FOI) and Uppsala University,

Sweden, Aziz Ouacha from FOI, Sweden, Mehmet Kaynak from IHP GmbH, Frankfurt

(Oder), Germany, Naveed Ahsan from Link€oping University, Sweden, and Joachim

Oberhammer from KTH Royal Institute of Technology, Stockholm, Sweden. While most of

today’s RF circuits are designed for a specific (fixed) function and frequency range, a much

higher degree of flexibility would be possible using highly reconfigurable circuit implementa-

tions and front-end architectures. This chapter presents examples of reconfigurable RF circuits

that have been realized using either fully transistor based solutions or by employing RF

microelectromechanical systems (RF-MEMSs). First a novel approach for implementing

reconfigurable circuitry based on the concept of programmable microwave function arrays

(PROMFA) is presented. Various reconfigurable circuit designs based on the emergence of

high performance RF-MEMS switches being developed in GaAs, GaN, and SiGe RFIC/

MMIC process technologies are then reviewed. In the final section, an overview of state-of-

the-art RF-MEMS based phase shifter designs intended for electronic beam-steering antennas

and phased array systems is presented.

Chapter 13, authored by Federico Alimenti, Andrea Battistini, Valeria Palazzari, and Luca

Roselli from the University of Perugia, Italy, and Stephen M. White from the University of

Maryland, College Park, USA, is titled MIOS: millimeter-wave radiometers for the space-

based observation of the Sun. Millimeter-wave observations of the Sun have never been

carried out from a space-based platform. This chapter presents a feasibility study for a full-

disk 90 GHz radiometer designed to detect the radio emission of solar flares. First, flare

radiation mechanisms are introduced, showing that millimeter-waves are very sensitive

probes of the highest energy electrons accelerated in solar flares. Then the fluctuation of

the Sun to satellite radio path attenuation is studied by modeling the ionosphere as charged

plasma. Finally, the science requirements and the system design are described.

The fourteenth chapter, Active antennas in substrate integrated waveguide (SIW) technol-

ogy, by Francesco Giuppi, Apostolos Georgiadis and Ana Collado from CTTC, Spain, and

Maurizio Bozzi and Luca Perregrini from the University of Pavia, Italy, presents the model-

ing and implementation of active cavity-backed antennas in substrate integrated waveguide

(SIW) technology. The cavity-backed topology helps to suppress undesired surface-wave

modes and provides improved antenna oscillator phase noise performance. The use of SIW

technology allows for a compact and cost-effective implementation of the structure. SIW

active antennas open new perspectives in the field of microwave and mm-wave low-cost

radio systems and wireless sensors.

The fifteenth chapter, Active wearable antenna modules, by Frederick Declercq and

Hendrik Rogier from Ghent University, Belgium, and Apostolos Georgiadis and Ana

Collado from CTTC, Spain, introduces the novel concept of active wearable antenna

modules, constructed entirely from breathable textiles and integrated flexible electronics, for

body-centric communication systems. First, a broadband transmission line and an inverse

small-band antenna characterization technique are presented. Both methods allow character-

izing the electromagnetic properties of the materials as used in the final antenna design. The

latter technique is especially developed for a fast and accurate environmental characteriza-

tion of textile materials allowing predicting antenna performance as a function of relative
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humidity. Second, an active wearable antenna module is designed relying on computer-aided

full-wave co-optimization techniques. Measurements prove that the proposed design tech-

nique together with an accurate material characterization provides an excellent performance

prediction. Also, energy scavenging by means of integration of flexible solar cells on to

wearable antennas is discussed by means of an example antenna design.

Chapter 16, Novel wearable sensors for body area network applications, by Chomora

Mikeka and Hiroyuki Arai from Yokohama National University, Japan, describes a novel

wearable waveguide: a flexible interface for body-centric wireless communications, capable

of concentrating wireless communication within the so-called smart suit, and made of flexi-

ble, lightweight, conductive fabric: the SC8100 textile. A typical sensing and wireless data

transmission design example is also presented.

Finally, Chapter 17 focuses on Wideband antennas for wireless technologies: trends and

applications. It has been authored by Bahattin T€uretken, Umut Bulus, Erkul BaSsaran, Eren
Akkaya, Koray S€urmeli, and H€useyin Aniktar, from TUBITAK-UEKAE, Turkey. Antennas

form a critical part of every wireless system and wideband antennas form an important sub-

set of antennas and arrays with many applications.

The last chapter of the book provides an overview of the development history, design

methodologies, and applications of wideband antennas, and concludes with a review on

emerging trends.

Monitoring, imaging, security, radar, Gbit communications, body area networks, RFID,

and wireless sensor networks are fields of significant interest and primary importance world-

wide, and represent examples where the use of microwave and millimeter wave technology

will be central in the next decade. Some of the requirements these applications pose to the

underlying front-ends are conformal topology, large bandwidths, linearity, miniaturization,

MIMO, and diversity techniques relying on multiple antennas, as well as adaptive and

reconfigurable transmission/reception capabilities including robust performance against

interference. The Editors have made an effort to address selected distinct challenges in the

design and modeling of microwave and millimeter wave circuits and systems, identify

important applications, and focus on new technologies such as substrate-integrated wave-

guide and textile electronics.
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1.1 Introduction

The new modified Bessel–Fourier (MBF) nonlinear RF power amplifier (PA) memoryless

behavioural model is fully derived and its attributes explored and described in this chapter.

Its performance is compared most favourably with the other main competing models. Effec-

tively it is shown in this chapter to be the model of choice when it comes to microwave and

millimetre wave memoryless PA behavioural modelling.

This new model originated from efforts to find low order models with better model accu-

racy than that attainable from Bessel–Fourier (BF), itself along with the modified Saleh (MS)

model being among the best memoryless small to large signal PA behavioural models in use

today [1–6]. Good low order models are desirable in certain situations, such as where model

parameters need to be constantly recomputed as, for example, in adaptive predistortion line-

arizers of PAs with linear memory [7–11] or in simulations of large multicarrier and/or

multiband subsystem simulations containing nonlinear PAs. For these latter situations – a
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single orthogonal frequency division multiplex (OFDM) air interface would be a common

modern-day example – PA models possessing accessible decomposability properties are

desirable. BF models and now the new MBF models are such examples. Decomposability

here means the capacity to individually generate, isolate, include or exclude each and all

nonlinear PA harmonics and intermodulation products (IMP), multipath and adjacent chan-

nel interference signals.

1.1.1 Chapter Structure

Demonstrating the superiority of the new model naturally requires a comparative analysis

with other models. Here this analysis is benchmarked against the same physical measure-

ments. Hence the physical context for model extraction for this analysis is first described in

Section 1.1.2. There details on an L-band laterally diffused metal oxide semiconductor

(LDMOS) PA and the modern wideband code division multiple access (WCDMA) signal,

which are used throughout this chapter for model extraction, validation and comparison, are

presented. This is a typical modern solid state PA; results found for other PAs, not presented

here, are quite similar. Then, in Section 1.1.3, the BF model, for which the MBF model was

sought as an improvement, is summarized. This is done especially from the perspective of

model accuracy, highlighting in particular the anomalous accuracy gaps of low order BF models.

In Section 1.1.4 the MBF derivation is set out. This necessitates a more indepth exposition of

aspects of the origin and composition of the BF model. The concept of deriving hypothetical

RF instantaneous voltage transfer characteristics (IVTC) of the PA, and complex FS approxi-

mation of these, is introduced. Exploring the relationship between the two enabled the

discovery of better accuracy low order models. From this it is shown how to derive the new

MBF model by means of which such improved accuracy low order models may be directly

extracted. Further benefits from this exposition are the new useful insights gained into the BF

model. In Section 1.1.5, various MBF models of the LDMOS PA are extracted and analysed in

the context of their IVTCs. Section 1.1.6 focuses mainly on showing how much better model

accuracy and behaviour prediction performance of third order MBF models is compared with

other established low order models. Section 1.1.7 addresses key conclusions.

1.1.2 LDMOS PA Measurements

For model extraction, validation and evaluation measurements, an L-band LDMOS nonlinear

PA manifesting some memory effects is driven at 5 dB input backoff (IBO) by a standard

WCDMA signal having a bandwidth of 3.84MHz and channel spacing of 5MHz. Sample

input and output signal spectra are shown in Figure 1.1. IBO and output backoff (OBO) here

denote the signal’s input and output powers normalized to the values at the 1 dB compression

point (P1), which is that point where an output power is compressed by 1 dB relative to that

yielded by the ideal linear PA equivalent for the same input power. This normalization rule is

applied to all powers and voltages in this chapter, unless otherwise stated.

The N input WCDMA envelope signal samples, uinðiÞ; i ¼ 1;N, may be written

uinðiÞ ¼
Z

AðtÞejfðtÞdðt� itÞdt ¼ Aie
jfi ð1:1Þ

where AðtÞ;fðtÞ;Ai and fi are the continuous and sampled input envelope amplitude and

phase at time t and sample point i respectively, and d is the delta Dirac function. The number
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of samples, N, is 105; at 32� 106 samples/s, this corresponds to a 3:125 ms signal duration.

The peak-to-average power ratio (PAPR) of the signals at the PA input and output under the

operating conditions defined above are found to be 10.36 and 6.6 dB respectively. Hence the

PA operation stretches deep into its large signal nonlinear region.

The corresponding N samples of the output envelope, uo;MðiÞ are as defined in Equation (1.2)
below. These are graphed in Figure 1.2 (grey dots) in the form of RF envelope gain and

phase versus IBO for each sample pair. It is clear from the spread of output samples at

any input IBO point that the PA complex envelope transfer characteristic, fM , manifests

some memory effects. As shown also in Figure 1.2 (full lines), the gain (i.e. AM–AM, g)

and phase (i.e. AM–PM, F) envelope characteristics of an EM PA, denoted fEM , may be

extracted from these by applying a moving average process over the sampled instanta-

neous input–output envelope responses. These EM characteristics are also graphed

in Figure 1.3, but there the input and output amplitudes are voltages normalized to

the corresponding voltages at the P1 point. The EM PA’s sampled outputs, uo;EMðiÞ,
corresponding to the uinðiÞ, are then read off these. The memoryless PA behavioural

model fmod is of fEM and its output samples are denoted uo;modðiÞ.
The relationship between the fM , fEM and fmod PA complex nonlinear envelope and the

input–output sample sets may be expressed as

uo;MðiÞ ¼
Z

fMðAðtÞejfðtÞÞdðt� itÞdt ð1:2Þ

ffi uo;EMðiÞ ¼ fEMðAie
jfiÞ ¼ gðAiÞejðfiþFðAiÞÞ ð1:3Þ

ffi uo;modðiÞ ¼ fmodðAie
jfiÞ ð1:4Þ
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Figure 1.1 LDMOS PA 3G WCDMA input and output spectra, in dB relative (dBr) to the peak value,

with the PA driven at 5 dB IBO.

Nonlinear Transmitter Power Amplifier Behavioural Models 5



Figure 1.2 Measured samples of AM–AM (gain, g) and AM–PM (F) versus IBO responses of

LDMOS PA driven by a 3G WCDMA signal (105 samples; grey dots), together with the extracted EM

envelope characteristics fEM (full lines).
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Figure 1.3 The magnitude and phase IVT characteristics of G over the PA’s measured dynamic range

�D to D, which are denoted Gampl and Gphase respectively, together with the extracted EM AM–AM, g,

and AM–PM, F, envelope characteristics. The ‘input’ and ‘output’ are normalized to their respective

voltages at P1.
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The behavioural prediction performance figures of merit (FOMs), used here, for example in

Equation (1.13) below, are based on the difference between output measurement samples

uo;MðiÞ and the model’s prediction of these, uo;modðiÞ. The difference between uo;MðiÞ and

uo;EMðiÞ amounts to a memory to EM error, be that memory linear or nonlinear, or both [1, 7].

This clearly sets a performance upper-bound to the closeness the behavioural prediction of any

memoryless model of this PA EM characteristics can come to the actual PA behaviour. Hence

it is denoted ‘memory to EM upper-bound’ (MEMUB).

1.1.3 BF Model

A memoryless BF model of a PA, fmod of fEM , of order L may be written [3]

fmodðAÞ ¼
XL
k¼1

bkJ1 akAð Þ ð1:5Þ

where J represents Bessel functions of the first kind, bk; k ¼ 1; L . . . , L, are the model’s L

complex coefficients and A is the envelope amplitude of a single PA input RF tone. Parame-

ter a is shown in O’Droma [3] to be inversely related to the model’s dynamic range. As such

it should be harmonized with the actual or measured dynamic range, D, of the PA being

modelled, rather than be arbitrarily set as other researchers have done, for example Shimbo

& Nguyen, [12]. Using a modelled-to-measured PA dynamic range ratio parameter g (cf.

Equation (1.9) below, where it is defined in relation to a, and associated explanations) the

notation BF(L; g) is used to denote these models, i.e., as defined in Equation (1.5). While

theoretically extensible to infinity, usually any L � 7 will yield excellent full range (small to

large signal dynamic range) model accuracy of the fEM envelope characteristics of most PAs.

Coefficients may be extracted through minimizing an error function such as the mean

absolute error, AE, between the model’s envelope characteristics and the device’s EM enve-

lope characteristics, that is

AE ¼ 1

S

XS
s¼1

gðAsÞejFðAsÞ �
XL
k¼1

bkJ1 akAsð Þ
�����

����� ð1:6Þ

AE is taken over S points, distributed over the PA dynamic range. To reflect any internal

minor deviations between the EM measurements and their model, a reasonably large value

for S is advisable, for example more than 40 measurements. Here we use 81, but much

smaller numbers yielded almost identical results. Below, in Section 1.1.6, AE is also

employed as a model goodness FOM in model comparisons.

Graphs of AE versus a for model orders ranging from 2 to 10, 15 and 20, for BF

models of the L-band LDMOS PA, are presented in Figure 1.4. A ‘zero model’ is

included as a useful reference. It is that model where all model coefficients in Equation

(1.6) are set to zero; hence its AE, denoted AEzero�model , is equivalent to the average

absolute EM envelope amplitude, normalized here of course. These graphs immediately

convey why Shimbo and other authors of References [2, 12, 13], were successful with

their ‘arbitrary’ choice of 0:6 for a in creating good tenth order BF models, but why

Vuong and Moody, authors of Reference [14], where they strongly criticised the model,

were quite unsuccessful because of their bad choice of 200.
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1.1.3.1 BF Model Accuracy Anomalies that Spurred the Development
of the MBF Model

Values of a � 1:2 yield viable and good BF models, with accuracy improving exponentially

with model order, hitting an AE ‘floor’ for orders � 8, as may be seen in Figure 1.4. The

sixth and seventh order models manifest optima that almost reach this floor. The AE for the

low order BF½3; g� model, at 0:0083, for the best we could extract via Equation (1.6), is more

than 10 times worse than that for a BF½10; g� model, which at 0:0006 is excellent. However,

what is more notable is that it is about five times worse than the quite good BF½4; g� and
BF½5; g� models. A search for a better third order model to bridge this ‘accuracy gap’ is what

led to the discovery of the modified BF models (MBF). Key to this is a deeper understanding

of the relationship between AE and a; this is examined further in Section 1.1.4.

1.1.4 Modified BF model (MBF) – Derivation

The proposed new MBF model is derived by exploiting the link between the BF envelope

model in Equation (1.5) and the complex Fourier series (FS) approximation of the periodic

extension Ge;g of the PAs RF complex EM IVTC, denoted G. This latter may be expressed as

voðtÞ ¼ G½viðtÞ� ¼ Gampl ½viðtÞ�eGphase½viðtÞ�

¼
X1

k¼�1
cke

jakviðtÞ � D � viðtÞ � D
ð1:7Þ
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Figure 1.4 Model accuracy of the BF models of the LDMOS PA EM envelope characteristics with

2 to 10, 15 and 20 coefficients as a function of ag. Log scales used. Full line: even order models;

dashed line: odd order models.
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where viðtÞ and voðtÞ are the instantaneous complex RF input and output voltage signals,

Gampl and Gphase are the magnitude and phase parts of G and ck is the kth complex coefficient

of the FS approximation of G.

In Reference [3], O’Droma has shown both that the relationship between the coefficients

bk in the envelope BF model, Equation (1.5), and the FS ck coefficients here is

bk ¼ jðck � c�kÞ ð1:8Þ

and that parameter a is the same in both Equations (1.5) and (1.7). Implicit to the definition

of the FS is that the period of the periodic extension Ge;g of G is 2p/a. This period is effec-

tively the model’s dynamic range and may be so defined. Hence linking it to D, the PA

measured envelope dynamic range, which in turn is half that of the actual IVTC range, is

important and may be achieved by defining a dynamic range ratio parameter g such that

2p

a
¼ gD ð1:9Þ

In the LDMOS PA example here, the value of the normalized dynamic range of the PA

envelope amplitude is D ¼ 1:855. Just as the relationship between a and the period of the FS

approximation of the periodic extension of the associated IVTC Ge;g has been missed

in some seminal papers on the BF model, for example Shimbo, and Vuong and Moody in

References [12, 14], so also the linking of the ratio of the modelled to measured dynamic

ranges through g has been missed. However, as will be seen below, all this plays an impor-

tant role in both the BF models and in the new MBF models.

1.1.4.1 PA IVT Characteristics from BF Envelope Models

From the extracted coefficients bk of a BF model of the PA EM envelope characteristics,

Equation (1.5), an FS approximation of the periodic extension Ge;g of a hypothetical non

unique memoryless IVTC of the PA, G, may be derived, by obtaining the ck coefficients in

Equation (1.7) via Equation (1.8). As the dynamic range of the PA EM envelope is 0 to D, so

the dynamic range of G is �D to D. While being hypothetical, in a mathematical sense, this

IVTC model will be a good model if the originating BF envelope model is good. In fact,

there is an unlimited number of such ‘derived’ IVTC models, depending on how one chooses

to fix the relationship between c�k and ck in Equation (1.8). Presumably at least one of these

will match the actual PAs IVTC, which is unknown here and may remain unknown without

affecting the validity of the theory being set out below; cf. also Blachman’s approach in

Reference [15]. In Equation (1.8), setting

c�k ¼ �ck ð1:10Þ

yields IVTC models manifesting odd and even symmetry for the amplitude and phase com-

ponents respectively. Deriving such an IVTC, G, for this LDMOS PA from an optimum 10th

order BF(10; 2.7) model yields an excellent match to the measured EM envelope character-

istics over the dynamic range D. This derived G is shown in Figure 1.3, in its Gampl and

Gphase components, together with the PA EM AM–AM, g, and AM–PM, F, envelope

characteristics.
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1.1.4.2 Finding Good Low Order BF PA Envelope Models from a Derived PA IVTC

Treating this derived G as though it was a measured EM IVTC of the PA, new FS approx-

imations (models) now may be extracted from it, via Equation (1.7). Different FS

approximations may be found depending on how the periodic extension of G is achieved,

quite apart from the order of the FS. These models in turn may be converted back into new

BF envelope models by applying Equation (1.8) to the extracted FS coefficients. Such BF

models obviously cannot be better than the originating excellent BF(10; 2.71) used to find G

but, as there is some freedom in choosing how to make the periodic extension Ge;g of G for

the new FS models, following O’Droma and Lei [16], there is a potential to find, low order

BF models that are more accurate than those directly extracted.

The first step in finding such improved models is to control the ratio of the period, gD, of
the periodic extension Ge;g to the 2D dynamic range of G. This can be done directly via

control of g (or a, Equation (1.9)); hence the inclusion of the subscript g in Ge;g . Making

g > 2 opens a gap of g � 2ð ÞD width between the recurring G sections in the middle of

each period of the Ge;g , creating the possibility, the second step, to control the shape of the

curve in this gap, which connects these G sections. Different gap widths and different shapes

of connecting curves will yield different FS approximations. A ‘good’ FS model extracted

from Ge;g , following Equation (1.7), is one that is a good match to the IVTC G that is in

the ‘�D to D’ range only of Ge;g .

That the dynamic range of the model, the period gD, should be greater than or at least

equal to that of G, the dynamic range of the PA being modelled, which results when g � 2,

is a natural expectation. However, for a fuller understanding, it is useful to consider in more

depth the modelling dynamics as a function of the actual values of g (>2,¼ 2 and <2), as

addressed in the following.

g ¼ 2: poor models with strong Gibbs effect
With g ¼ 2 the period of the FS model and the PAs IVTC dynamic range are equal, that is

both are 2D. Hence Ge;2 will consist simply of G sections repeated with a step discontinuity

‘connecting’ them at each period transition, as seen in Figure 1.5 for two periods of the

amplitude component of Ge;2 and in Figure 1.6 for the corresponding phase component. An

FS approximation (to Ge;2) will naturally manifest a Gibbs effect [17] at these discontinu-

ities, resulting in an inherently poor IVTC model accuracy, especially in the region of the

discontinuity, that is in the PAs large signal region. An FSð20; 2Þ approximation of this,

which was extracted but is not shown here, is indistinguishable from the graphs marked ‘FS

from BFð10; 2Þ’ in these figures; the Gibbs effect is clearly visible in both.
This impact on model accuracy for values of g in and closely around g ¼ 2 is also evident

from the AE graphs in Figure 1.4, where g ¼ 2 falls in the transition area between the good

AE models on the right and the poor models on the left.

g > 2: Good models, especially around g¼ 4
Depending on the size of this gap g � 2ð ÞD between the G sections in each period of the Ge;g

and the shape of the curve connecting the G sections within the gap, different models result.

It is intuitive to seek a smooth transition between the end points thereby eliminating disconti-

nuities and thus also the Gibbs effects in the FS approximations. Further, it makes sense to

choose the shape of a ‘transition’ curve so that attributes present in the G sections are

exploited. One such clear attribute is the resemblance of the typical shape of the large signal
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nonlinear amplitude component of a PA IVTC to a half period (–p/2, p/2) of a sinusoid.

Hence if the period of the periodic extension is widened to 4D, that is g ¼ 4, and thus the

gap between the G sections in each period increased to 2D, then making an even reflection

of the IVTC about its end points, that is about the Gampl end points at D and �D, will tend to

complete the resemblance to a full sinusoid. Besides greatly reducing or eliminating the

discontinuity in the amplitude component of the IVTC, this kind of manipulation of Ge;4

significantly increases the likelihood of finding reduced coefficient-count FS approximations

with acceptable accuracy, as there is a good potential to achieve a significant matching of the

dominant amplitude part of Ge;4 by the first term of the FS approximation. Such a periodic

extension, with odd symmetry about zero for the amplitude characteristic, is yielded by

Ge;4ð2nDþ xÞ ¼ ð�1ÞnGðxÞ; � D � x � D with n ¼ 0;�1;�2; . . . ð1:11Þ

The graph of the Ge;4 periodic extension in accordance with Equation (1.11) for the

LDMOS PA IVTC G is shown in Figure 1.5 (amplitude component). An FSð20; 4Þ model,

Figure 1.5 The periodic extensions, Ge;2 and Ge;4, of the PA EM IVT amplitude characteristic G (the

full line from �D to D; also Figure 1.3) and the amplitude parts of FS approximations of these shown

over the normalized input range �4 to 4. The periodic extensions are with g values of 2 and 4

respectively, the former with discontinuities at �D, �3D and so on, the latter without, as it is

constructed following Equation (1.11). There are graphs of six FS approximations superimposed on the

Ge;2 and Ge;4. One is of Ge;2, derived from BF(10; 2). The Gibbs effect is visible and strong. The other

five are of Ge;4: one, the FS(20; 4) approximation, is directly extracted from Ge;4, Equation (1.7), and

four are derived from optimized and nonoptimized 3 and 10 coefficient MBF envelope models, via

Equations (1.7) to (1.9). The g optimized ones are MBF(3; 3.8) and MBF(10; 4.2) and non-optimized

are MBF(3; 4) and MBF(10; 4). All five models are visually indistinguishable from Ge;4 and Ge;2 over

the relevant �D to D range, although outside this range, the best ones, from the g optimized MBF(10;

4.2) and MBF(3; 3.8) models, are clearly distinguishable. The extracted EM gðAÞ characteristic is also
shown. Input and output are normalized with respect to their respective voltages at P1.
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extracted from Ge;4 in Equation (1.7), is graphed there also. It is visually indistinguishable

(without zooming) from Ge;4. Further, over the dynamic range �D to D, the Ge;4 graph is

indistinguishable from other superimposed FS models that are derived from the newly

extracted MBF models – yet to be described (Section 1.1.5 below).

In Figure 1.6, the phase component graphs corresponding to those in Figure 1.5 are shown.

There the FS(20; 4) approximation of Ge;4 is visually distinguishable from Ge;4 (and Ge;2)

only in the vicinity of the mild discontinuities at zero, 0;�D;�2D and so on. The differences

are really quite insignificant, being of the order of a fraction of a degree.

Given the nature of the periodic extension rule used, Equation (1.11), the even coefficients

of the FS(20; 4) approximation of Ge;4 will be zero. The spectrum of the odd coefficient

magnitudes are found to decrease exponentially and rapidly towards zero with increasing

coefficient number. This is as would be expected. It is almost identical in fact to the spectrum

for the new MBF(10; 4) model, shown later in Figure 1.12(b); the positive order coefficients

only are shown here. This means of course that the significance for model accuracy of the

higher order terms reduces exponentially with order value. While this attribute might in gen-

eral be expected in a series-based approximation model, in fact it is not normally the case for

the coefficient sets directly extracted for BF(L;g) models via Equation (1.6). However, here,

Figure 1.6 The Ge;2 and Ge;4 phase characteristics and their FS approximations corresponding to the

Figure 1.5 graphs. Apart from the FS approximation derived from BF(10; 2), in the relevant �D to D

range, the models match the Ge;4 and Ge;2 very well. For the most part they are visually

indistinguishable from one another, especially those from MBF(10; 4) and MBF(10; 4.2). Only in a

narrow region in the vicinity of zero and �D may the directly extracted FS(20; 4) approximation and

the models from MBF(3; 3.8) and MBF(3; 4) be visually distinguished. As with the amplitude models

from MBF(10; 4.2) and MBF(3; 3.8), here also these are clearly distinguishable outside the �D to D

range.
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following the algorithm described, the attribute does apply and hence good lower order FS

models of the IVTC, and thus derived BF models of the envelope characteristics, may be

found, either by just dropping coefficients or by simply extracting new low order FS models

of Ge;4.

g < 2 and the ‘Zero Model’ asymptote
Reducing g below 2 means that the period of the periodic extension of the IVTC will be

shorter than the 2D dynamic range of G and so the ends of each period will overlap. It is

similar to the aliasing errors in DSP when undersampling happens. With this, it is impossible

to reproduce the G IVTC in the overlap region. Moreover, considering that the fundamental

FS component itself will be 2/g sinusoid periods long in the 2D IVTC dynamic range and as

such a poor match to the monotonic half-sinusoid form of the IVTCs Gampl over this 2D

range, then the coefficient extraction optimization process will tend to attenuate this first FS

coefficient; the smaller the g, the greater the attenuation. Hence it is intuitive to appreciate

that the model extraction optimization process will quickly drive the FS coefficient values

towards zero as g decreases and the overlap increases. This behaviour of the FS, and thus of

the BF, coefficients is reflected in Figure 1.4, shown on the left where all models tend

towards the ‘zero model’ asymptotically.

1.1.4.3 The Modified BF Model

Having set out a process (above) that makes for a good low order model – viz. deriving a

good IVTC G from an excellent high order BF model, finding good low order FS models of

it and converting these back to good low-order BF models – a new MBF model may be

adduced as a way to find these good low order models directly, that is bypassing the algo-

rithm’s intermediate steps. In can be achieved with two modifications of the BF model. The

first is, following the logic of Equation (1.11), to impose the constraint of allowing only odd

order coefficients. The second is to substitute a in the BF model with 2p/(gD), in accordance

with Equation (1.9), and thereby express the period of the underlying FS approximation of

the IVTC in terms of the measured dynamic range D of the PA being modelled and have

control of the ratio, g, of both. For low order models the value of g should be kept in

the region of 4 so as to optimize the intuitive match of the fundamental component of the

directly linked underlying FS approximation of that underlying hypothetical IVTC, which

will have the sinusoidal-like form of the Ge;4 as described above and in Equation (1.11).

Hence this modified BF (MBF) may be expressed as

gðAÞejFðAÞ ¼
XL
k¼1

bð2k�1ÞJ1
2p

gD
ð2k � 1ÞA

� �
ð1:12Þ

The following section analyses MBF models extracted using this equation.

1.1.5 MBF Models of an LDMOS PA

Tenth and third order MBF models of the LDMOS PA above were directly extracted, using

Equation (1.12), with g ¼ 4, Equation (1.11), and with values of g that were optimized to

yield minimum AE, those values found here being 4:2 and 3:8 respectively.
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To check these models in the IVTC domain against the Ge;4 characteristic and the FS(20; 4)

model extracted from Ge;4, they were translated into FS approximations using Equations (1.7),

(1.6) and (1.10). These then are approximations of hypothetical periodically extended

IVTCs of the PA. They are graphed in Figures 1.5 and 1.6 as the graphs marked

‘FS models from MBF(10; 4), MBF(10; 4.2), MBF(3; 4) and MBF(3; 3.8)’. For the

amplitude component, over the key G dynamic range �D to D, they appear excellent and

visually indistinguishable from Ge;4 and from the FS(20; 4) model. This is the range

where model accuracy matters. Outside this region, � �D and � D, the two FS approxi-

mations derived from the optimized MBF models can be distinguished, just as might be

expected. A similar result may be noted for the phase component in the range �D to D,

except in the vicinity of the mild discontinuities present here at 0and � D, although

interestingly the two 10-term MBF models are also indistinguishable from the IVTC

here, unlike the FS(20; 4) model. This latter is an indication that higher order MBF mod-

els are better than their equivalent BF models, even if only slightly. That the optimized

MBF envelope models do yield better results may be seen in the accuracy and perform-

ance comparisons in the sequel in Section 1.1.6 (e.g. Table 1.1).

As might be intuited from the foregoing, for lower order models, especially third order

ones, the actual value of g for optimum results relates mainly to the kind of extension

needed to migrate the underlying extended IVTC shape into a sinusoidal resemblance

with period gD, and hence enable its periodical extension Ge;g to be largely approxi-

mated through the first coefficient of the FS approximation. Whether g is > 4 or < 4,

and by how much, depends inversely on how deeply the EM characteristics (from

extracted measurements) penetrate into the PA saturation region. For high order models,

there is little difference in the AE between the optimum and a model with g ¼ 4, as may

be observed in Figure 1.7 for MBF(10; g) and MBF(7; g). There AE is more determined

by the interplay between the coefficient terms.

Table 1.1 LDMOS PA model performance comparisons: MBF vs classical models

Model La g Average error (AE) NMSE (dB) ACEPR (dB)

MBF (optimum) 3 3.8 0.0030 �33.3 �43.1

MBF 3 4 0.0034 �33.0 �42.8

MBF 10 4 0.0006 �33.5 �43.5

MBF (optimum) 10 4.2 0.0005 �33.5 �43.5

BF (optimum) 3 3.64 0.0083 �31.3 �40.5

BF (optimum) 10 2.71 0.0006 �33.5 �43.5

Salehb 2 — 0.0514 �27.7 �36.6

MS 4 — 0.0063 �32.1 �43.1

PS(3)c 3 — 0.0085 �31.0 �39.8

MEMUBd 10–40 — — �33.5 �43.5

aL is the number of coefficients only; it does not include g or a in MBF and BF, or the various optimiz-

able exponent parameters in Saleh and MS.
bWith AM–AM only, hence two parameters; for this PA, a Saleh AM–PM model is unextractable [6].
cThree complex coefficients: first, third and fifth:
dFOM’s “memory to equivalent memory upper bound” for the LDMOS PA.
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The tendency in the typical PA AM–AM characteristic, gðAÞ, towards quarter wavelength
sinusoidal resemblance means the model is particularly suited to large signal modelling, with

measurements deep into the PA saturation region, for example extending up to �6 dB IBO.

1.1.6 MBF Model – Accuracy and Performance Comparisons

Comparisons in the following are focused on low order models for the most part – on third

order MBF models being compared with third order BF and with other established low order

power series (PS), Saleh and modified Saleh models [1, 5, 6]. All models are extracted from

the EM LDMOS PA. Excellent tenth order MBF and BF models are also included. The

behavioural prediction performance is set against the measurements of PA amplifying

WCDMA signals, as described in Section 1.1.2, and generally follows traditional compara-

tive analysis [8, 9]. These comparison results are summarized as follows:

1. MBF and BF model accuracy.

2. Gain characteristics – model accuracy.

3. Behaviour prediction performance – NMSE and ACEPR.

4. Regeneration of the envelope amplitude’s CCDF.

5. Model large signal margin of reliability.

6. Model extensibility, MBF versus BF.

These are addressed in Table 1.1 under the following subsection headings.

1.1.6.1 MBF and BF Model Accuracy

Through the AE model accuracy FOM, that is Equation (1.6) for BF and an equivalent for

MBF, models may be compared. Figure 1.7 shows these comparisons as a function of g (and

a, top axis).
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Figure 1.7 Accuracy of the BF and MBF envelope models, with 3, 5, 7 and 10 coefficients, of the

LDMOS PA EM envelope characteristics as a function of g and a.
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The behaviour on the left (poor AE, asymptotically driven towards the zero model) and in

the transition region follows the logic already discussed above for the BF model in Section

1.1.4.2. On the right, in the region with g � 4, the AE improves (exponentially) with increas-

ing model order; this is also seen in Figure 1.8. For each order all model coefficients are

separately extracted.

MBF models of 2 and 4 coefficients (and others) are omitted for clarity; as with the 5; 7

and 10 coefficient MBF models, they provide no special AE improvement over their BF

equivalents in the g � 4 region. Orders � 10 are omitted but these are found to yield negligi-

ble further improvement; this may already be observed for BF models in Figure 1.4.

Of particular note, and the main outcome of this comparison, is the greater sensitivity to g

of the third order MBF model; it manifests a pronounced optimum occurring at g ¼ 3:8. At
this point MBF(3; 3.8) has an AE of more than 250% better than any third order BF model,

that is, any BF(3; g) model directly extracted, via Equations (1.5) and (1.6). Examination of

other PA characteristics yield similar results (not shown here), with optimized g always being

found in a narrow region around 4. The AE comparisons with the other low order models may

be seen in Table 1.1, where MBF performs better than twice as good as its nearest competitor,

the MS model.

For higher order models the AE improvement of MBF over their BF equivalents is not signifi-

cant. In a sense all higher order (L � 7) BF and MBF models are good. Optimization points for

g are so mild as to be nearly indefinable; hence setting g � 4 (or a � 0:85) will always yield
good near-optimum models. Both MBF and BF models are better than equivalent power series

models, and of course better than the modified Saleh (MS) and Saleh models [1, 6].

1.1.6.2 Gain Characteristics – Model Accuracy

Complementing the AE view (Table 1.1) are graphs shown in Figure 1.9 comparing a selec-

tion of gain characteristics of lower order models over the envelope dynamic range.
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Figure 1.8 Accuracy of optimum BF and MBF models as function of model order, L.
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Models included are the best MBF(3; 3.8), BF(3; 3.64), MS, two-parameter AM–AM

Saleh and three-term power series PS(3) with complex coefficients that could be extracted

for the LDMOS PA used here. The MBF model is clearly quite superior over the input

dynamic range, and especially through the important large signal region. The four-parameter

MS is a close second.

IVTC Domain Accuracy
For completeness the associated underlying FS models derived from the MBF(3; 3.8) and

MBF(3; 4), following Equations (1.7), (1.8) and (1.10), have been included in the IVTC

domain graphs in Figures 1.5 and 1.6. Addressing the amplitude characteristics, in the rele-

vant �D to D dynamic range of G (i.e. of the Ge;4 and/or Ge;2) the FS models cannot be

distinguished from the Ge;4 and/or Ge;2; a zoom at saturation regions would show small dif-

ferences (not shown here). Outside that range, MBF(3; 3.8) can be distinguished, as would

be expected, but this is not relevant to model accuracy.

1.1.6.3 Behaviour Prediction Performance – NMSE and ACEPR

This is done here by comparing the output signal from the model to that of the actual

LDMOS PA output when using a WCDMA validation signal, a different signal from that

used for model extraction. That signal’s input and output PAPR values were similar at 10

and 6.57 dB respectively. Two figures of merit, FOMs, are compared in Table 1.1: normal-

ized mean square error (NMSE) and adjacent channel error power ratio (ACEPR[1, 18, 19].

The NMSE effectively evaluates the autocovariance of the difference between the measured

and modelled PA outputs [19]. In ACEPR the power of the error between the measured and

the modelled signal outputs within the adjacent channel is evaluated and compared to the

power in the carrier channel [20]. As ACEPRs can be taken of the upper or lower adjacent
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channels both are calculated and the worst case selected for presentation here. Both FOMs

are defined as follows [1]:

NMSE ¼ 10� log

PN
i¼1

uo;MðiÞ � uo;modðiÞ
�� ��2

PN
i¼1

uo;MðiÞ
�� ��2

2
6664

3
7775 ð1:13Þ

ACEPR ¼ 10� log

R
f adj

Ymeasðf Þ � Ymodðf Þj j2df
R
f ch

Ymeasðf Þj j2df

2
664

3
775 ð1:14Þ

ffi 10� log

Pn3
i¼n2

YmeasðiÞ � YmodðiÞj j2

Pn1
i¼�n1

YmeasðiÞj j2

2
6664

3
7775 ð1:15Þ

where the sampled output spectra Ymeas and Ymod of the measured and modelled output sig-

nals are obtained by fast Fourier transforms of uo;M and uo;mod respectively. The values of n1,

and of n2; n3, are chosen so as to correctly define the inband channel components over �1:92
MHz and the standard first upper or lower adjacent channel components over �ð5� 1:92Þ
MHz respectively relative to the 3G WCDMA centre frequency; cf. Figure 1.1.

PA memory effects are present in the actual PA output. With memory omitted from the

models, there is then a ‘memory to equivalent memoryless’ upper bound (MEMUB) on each

of the FOMs, that is an upper bound on the performance achievable by the EM models. This

can be estimated by calculating the signal output differences between a near ‘perfect’ (high

order) EM PA model and the actual PA device with memory. To set the MEMUB results for

the FOM bounds (row ‘MEMUB’ in Table 1.1), several excellent BF, MBF and higher order

piecewise linear models of the PA EM envelope characteristics were examined (covering the

model order range of 10 to 40 terms) and none could improve on the MBF(10; 4) and opti-

mizedMBF(10; 4) and BF(10; 2.71) models. This is not unexpected, as the AE improvement

with ever higher order BF or MBF models is negligible.

In Table 1.1 it is clear that, for these FOMs, MBF(3; 3.8) is significantly better than a

classical BF(3), a PS(3) and the Saleh model, and is also better than the MS model, though

this latter compares well with it.

1.1.6.4 Regeneration of the Envelope Amplitude’s CCDF

A comparison is made of the performance of the models to regenerate or preserve the

statistical distribution of the envelope amplitude. This is done here through the comple-

mentary cumulative distribution functions (CCDFs) of the output envelopes of the actual
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LDMOS PA (‘measured’) and its models obtained using the validation WCDMA signal.

For the N output samples,

CCDFðPoÞ ¼ 1

N

Z1

s¼Po

nðsÞds ð1:16Þ

where nðsÞ is the density distribution function of the time domain output signal samples

over the power domain. These are shown in Figure 1.10. There Po;mean is the average signal

power over the N output signal samples. It is clear that here again the MBF performs

best among the low order models, with the MS a close second. The CCDF result for the

MBF(3; 3.8) model is indistinguishable from the MEMUB graph, that is the graph obtained

using the near ‘perfect’ model, which is the regenerated CCDF upper bound achievable for

this LDMOS when memory is omitted from the model.

1.1.6.5 Model Large Signal Margin of Reliability

A further advantage of the MBF model over its corresponding BF model, be these high or

low order models, is its behaviour beyond the PA measured dynamic range used to extract

the model. If the model extraction signal drove the PA deep into saturation, even into flat

compression as for the LDMOS PA here, then the MBF envelope model and its correspond-

ing IVTC model, both of which can be considered ‘extended’ when employing a value of g
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Figure 1.10 A comparison of the CCDF regeneration performance of the low order models of the

LDMOS EM envelope characteristics set against the actual CCDF extracted from the measurements

(‘measured’) and against the ‘memory to EM upper bound’ CCDF regeneration (MEMUB); the upper

two graphs. The model graphs, in order going from bottom (worst case) to top (best case), are Saleh

(AM–AM only), PS(3), BF(3; 3.64), MS andMBF(3; 3.8).
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in the region of 4, through their even reflection about the upper limit of the measured

dynamic range (i.e. about D for the envelope measurement and about both the D and �D

points for the IVTC model), effectively continue this compression for some (short) distance

beyond the measured dynamic range. This may be observed in Figure 1.5. Such continuation

of this compression is what would be expected to be seen in the actual behaviour of a PA.

This can be regarded as providing a modelling ‘margin of reliability’. It will even do this

when falling short of the deep PA saturation. It is an attribute that can be important when a

model is used in a context where the signals being amplified in a simulation or behavioural

analysis experiment have PAPRs that are greater than the model extraction signal.

This is notable as normally models, and model extraction procedures, do not set any con-

straints on the behaviour in the region outside the measurement dynamic range (except

sometimes by artificial extrapolation of the characteristics). It can happen that the behaviour

of some models in this region is erratic. This is the case for BF models. Therefore, if one

seeks a BF(L; g) model by a direct fitting process to the EM envelope characteristics of Equa-

tion (1.5) and using a g that one judges to be good that is correctly following the thinking

outlined above, then the resulting model will in all likelihood be good – excellent for high

order L – within the measurement dynamic range D (i.e. for the envelope characteristics or

from �D to D for the IVTCs) but its behaviour outside this range will be erratic and not

amenable to prediction. If not foreseen, it could result in significant behaviour prediction errors

when the envelope dynamic range of the signal being analysed is even slightly greater than D.

An example of a good directly extracted BF(10; 4) model which does not have this margin

of reliability may be observed in Figure 1.11. There the amplitude characteristics of it and its
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the measured EM g(A) and IVTC Ge;4 are also included.
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corresponding FS(20; 4) IVTC model, derived from it using Equations (1.7), (1.8) and

(1.10), are shown (actual and zoomed) and set against those of the MBF(10; 4) and

its derived FS(20; 4). All the models perform well within the dynamic range of the measure-

ments: the derived amplitude IVTC FS approximations FS(20; 4)fromBF(10;4) and

FS(20; 4)fromMBF(10;4) within the �D to D range and the BF(10; 4) and MBF(10; 4) models

within the envelope AM–AM dynamic range 0� D. However, immediately outside this, the

FS(20; 4)BF(10;4) and BF(10; 4) manifest erratic behaviour and radically ‘take off’ vertically.

With a zoom-out scale of 18 000 (right-hand side axis), it is possible to show their full behav-

iour. The behaviour of the phase characteristic outside the measurement dynamic range is

likewise just as erratic (not shown here).

This effect is also reflected in the magnitude values in the coefficient spectrum

(Figure 1.12a). Besides, there being a growth in the coefficient magnitude until the third

coefficient and only thereafter an exponential decline, there are several order-of-magnitude

differences in the coefficient values compared to the MBF(10; 4) coefficients (Figure 1.12b).

Numerical computational precision is a further concern when handling such large order-of-

magnitude numbers mixed with other small numbers. The MBF coefficients notably have

values in close proportion to the (normalized) PA measurements and have an exponential

decline to zero with coefficient order.

1.1.6.6 Model Extensibility – MBF versus BF

Both BF and MBF models are extensible. However, MBF has an additional distinguish-

ing extensibility property. For a given MBF model of a given order L, the model AE will

deteriorate gradually and monotonically, as terms are dropped, starting with the highest
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order coefficients. Such behaviour would be analogous to that expected in power series

models. However, as is implicit in Figure 1.12(a), this is not normally the case with the

BF model class. There, the integrity of the coefficient set generally must be maintained;

dropping even one coefficient regardless of its order can cause radical deterioration in

accuracy. An example of this is illustrated in Figure 1.13, which shows a comparison of

AE deterioration for a BF(10; 4) versus an MBF (10; 4) model as a function of an orderly

dropping of coefficients.

1.1.7 MBF Model – the Memoryless PA Behavioural Model of Choice

The evolution and derivation of the MBF PA behavioural model has been set out. Its

most immediate and significant contribution is the superiority of its low order models

over all existing established low order models, and this is especially so where large sig-

nal behaviour is being considered. This has been demonstrated here, where three-term

MBF models are extracted of equivalent memory characteristics of an L-band LDMOS

nonlinear PA that displays some memory effects and compared to other low order models

of the PA, namely a three-term BF model, a three-term power series model, the modified

Saleh model and the classical Saleh model. It yields the best model accuracy – more

than twice as good as its nearest competitor – and behavioural performance prediction

among all these low order models (with margins of several dB in some instances). The

reason for its good low order modelling of large signal PA behaviour modelling
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capability is shown to be an inherent suitability to match the general quarter wavelength

sinusoidal resemblance of the typical heavily saturated PA AM–AM characteristic, gðAÞ.
The behavioural prediction performance analysis and comparisons are based on the PA

amplifying a 3G WCDMA. In fact, for the performance FOMs considered – NMSE,

ACEPR and the fidelity with which a model regenerates the CCDF of the signal’s

envelope – the MBF comes exceptionally close to the upper-bound values set by the

memoryless approximation of the PA ‘with memory’.

In evolving the MBF, useful concepts introduced include the ‘equivalent memoryless’

model of those PAs that manifest linear and nonlinear memory, and the use of this in setting

FOM memory to equivalent memory upper-bounds (MEMUB) as well as the behavioural

prediction performance achievable by any memoryless model of a nonlinear PA with mem-

ory effects and the hypothetical instantaneous voltage transfer characteristic (IVTC) domain,

where one may find any number of hypothetical PA IVTCs that correspond to the PA EM

envelope characteristic. This IVTC domain was most useful in showing the direct relation-

ship of complex FS approximations of the PA IVTCs in this domain with MBF and BF

approximations in the envelope characteristic domain. This linkage has been known but

never really explored, or exploited to yield the MBF model, as done here. While an MBF

model is directly extracted in the PA envelope characteristic domain, its principal novel

modelling attribute is to implicitly exploit the possibility, in the corresponding hypothetical

IVTC domain, of shaping the extension of the IVTC outside the PA measured dynamic range

in such a way as to achieve a good (even optimum) alignment between a periodic extension

of this and the first (fundamental) FS term. This is why MBF is so good as a low order model

and also why it is particularly suited to large signal memoryless PA behavioural modelling

applications with a signal dynamic range extending beyond saturation, while simultaneously

maintaining good modelling accuracy in the small signal region. Since for best low order

MBF models, parameter g, the ratio of the PA model to measured dynamic ranges, should be

optimized in a narrow region around a value of 4; then perhaps it is more correct to call the

model an Lþ 1ð Þ parameter model. This optimization, however, while important for third

order models, is unnecessary for other orders and particularly orders greater than 7, as the

accuracy improvement is negligible.

Another benefit of evolving the MBF model has been the deeper insight it afforded into

both BF and MBF model classes. How to always get accurate stable models of either type

has been fully clarified. Importantly the new MBF model class inherits all attributes and

capabilities of the BF model, such as its instantaneous RF and equivalent baseband or enve-

lope behavioural modelling capability, and its accessible intermodulation product and

harmonic decomposability property, which is so useful in multicarrier and multiband system

analysis.

Further advantages it manifests over the BF model include augmented extensibility and

an additional margin of reliability. It augments the BF model’s series-extensibility propert-

ies, in that higher order coefficients monotonically and exponentially increment model

accuracy by ever smaller amounts, which is not the case in the BF model, where high order

coefficients can be very important in their contribution to accuracy and thus cannot be

dropped with an expectation of a small change in accuracy. Unlike the BF model, the MBF

has the potential to inherently introduce a margin of reliability into large signal model

behaviour for some distance beyond the measured dynamic range. Thus, and also for

higher order models, these subtle but important advantages and distinctions over the BF
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model would recommend it as the model of choice when selecting between the BF and

MBF models.

As a final concluding remark, MBF is recommended as the model of choice among all

models for small or large signal behavioural modelling of microwave and millimetre-wave

nonlinear PAs using low or high order models.
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Microwave Cavity Filter Tuning
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2.1 Introduction

The growth and progress in the mobile telecommunication industry drives a big demand for

microwave filters. Looking from the perspective of rapidly developing industry one must

face the technological obstacles limiting its growth. In the case of microwave filters the pro-

duction process is very difficult because of the requirements imposed on the final product

and the precision that is implied by these requirements. It turns out that even a modern

assembly line cannot guarantee the satisfactory precision that is repeatable in the industrial

scale. This is the basic reason for the situation where the microwave filter manufacturing

process is now only partially automated. When the device leaves the automatic assembly

line there is no guarantee that it satisfies the requirements assumed in the design process. It

may be said that the filter is pre-tuned and waits for the intervention of the skilled human

operator – this phase is called the tuning process. The filter’s construction allows for some

tuning elements (practically screws) that influence the resonant frequencies of cavities and

values of couplings between them.

In the literature many different attitudes to the filter tuning process are described. The

basic idea is to find the relations between characteristics of the filter being tuned and the

positions of the tuning screws. In a wider aspect this means finding the relation between

measurable physical properties of the filter and the change to the tuning screws that must be

applied to make these properties fulfil the technical requirements.

Here should be mentioned, especially, the methods that identify the tuning element that

has to be changed, like those based on the time domain response [1, 2] or the coupling matrix
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parameter extraction method [3, 4]. Only a few approaches to filter tuning are discussed here

but the interested reader may be directed to specific descriptions [5–9] and to an overview of

methods [10].

2.2 Artificial Neural Networks Filter Tuning

Looking at the filter tuning process from a more formal perspective, we have the device that

is described by a filter characteristic function (or set of numbers). The filter may be treated as

a function that converts the position of tuning elements into the filter characteristics. There-

fore, when we denote the space of filter characteristics by C and we assume that there are R

tuning elements, then we have the function F : RR ! C. In this context there are many possi-

ble choices for the space C. It may be the space of real- or complex-valued functions, the

space of coupling matrices, the space RK for some K or many others, but what really matters

is the inverse of this mapping, that is F�1 : C ! RR. It may happen that such mapping does

not exist as a single-valued one, but even if a given element of C may be achieved for

multiple positions of tuning screws, it is still acceptable. It is enough to know how much the

positions of tuning screws should be changed in order to achieve the desired filter characteristics.

It is hard to expect that we will be able to find the inverse mapping F�1 in an analytic

form, as the numerical approximations are of huge complexity. That is why the artificial

neural network (ANN) seems to be a good choice. The idea is to find the ANN representation

of the unknown function F�1 and see if it may be used in the filter tuning process. This

representation is called the inverse model of the filter. Such an inverse model, for the detuned

characteristic of a filter Sd, generates the tuning element deviations (distance vector from

properly tuned filter) Dz, which, after applying to the current filter screw positions z, makes

the filter tuned (Figure 2.1).

The theoretical ideas behind ANN are not presented in this chapter – only basic intuitions

related to the subject are briefly described. The ANN may be perceived as a certain extrap-

olation of a function defined by a discrete set of samples. The extrapolation is built in the

so-called learning process. In this phase the arguments of the function and the expected values
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are specified. The larger the set of learning samples, the better it is – but only to some extent. If

we supply too many or too few learning data, then the ANN loses its generalization properties.

The generalization ability is the real value that we are chasing here – the network is expected

to correctly ‘guess’ the values of the function for the argument outside the learning set. The

power of this tool is hidden just here: to generate the correct values of the function not from

the well-known formula but from the dependencies, patterns and similarities ‘discovered’

during the learning process.

The ANN cannot be treated as the universal tool that will solve all the problems and

approximate all unknown functions. The examples showing that the ANN approximation

of function F�1 may be useful in the filter tuning process are to be presented in this

chapter. It will be shown how such a filter’s inverse models may be built based on the

ANN and used in the filter tuning procedures. In the more detailed descriptions the fol-

lowing notations will be used: N will denote the filter order, R will define the number of

tuning elements of a filter, typically it will be the filter order plus number of tunable

couplings and cross-couplings, while M will denote the number of points that represent

the discretized filter characteristic.

2.2.1 The Inverse Model of the Filter

The inverse model of the filter is built as the artificial neural network of a certain architec-

ture. In the described case the three-layer, feedforward multilayer-perceptron ANN [11] is

used. Its input layer contains the fixed number of NI neurons, the middle layer contains NML

neurons and the output layer has NO neurons. The number NI depends on the measured char-

acteristics of the filter – this issue will be discussed a little bit later, but one may consider it to

represent a set of complex values of the reflection characteristics S11ðf Þ measured at a certain

number of frequency points. The value of NO corresponds to the number of tuning elements

of a filter. In the case of sequential tuning there is always NO ¼ 1, while in the case of paral-

lel methods we have NO ¼ R, where R is the number of tuning elements. The number NML of

middle (hidden) layer neurons is selected experimentally for the given filter.

The inverse model is always trained using training pairs (input and output vectors) of the

form fsn;Dzng, where n varies through some finite set of indexes. In this pair sn is the input

vector of dimension NI while Dzn is the expected output, being a vector of dimension NO.

Vectors sn represent the detuned filter characteristics and Dzn the corresponding deviations

of tuning elements responsible for filter detuning. The training set may be selected according

to different methodologies: the certain number of vector pairs may be selected randomly,

where one may select points distributed uniformly in specified hypercube in the DZ space,

but there is always a necessity to measure the filter’s characteristics for the filter being

detuned in a controlled way. This shows the most important drawback of the model based on

the ANN: the measurements for different positions of tuning elements must be repeated

many times. The size of the learning set appears to be an important problem. Collecting

learning data takes a lot of time and moreover it may happen that the network loses its gener-

alization capabilities.

Looking at the filter tuning problem one may follow one of two main paths: one is sequen-

tial tuning and the other is parallel tuning. Both methods treat the tuning process as a

sequence of tuning steps but the first one assumes that we are adjusting all elements of the

filter one by one – one at a time. In this method, before tuning, the filter has all tuning
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elements removed. In some situations, depending on the filter design, it is better to put the

cavity tuning screws maximally down. The second method assumes that before tuning a filter

is pre-tuned and during the tuning process all employed tuning elements are changed at the

same time. The two methods imply different approaches towards the ANN architecture and

learning process – and each of them has some advantages and disadvantages.

It must be mentioned here that whatever automated tuning method is chosen, the reduction

in the number of steps necessary to have the filter tuned should be treated as the main goal. It

means much more than saving time necessary to tune the filter. By minimizing the number of

tuning element changes, it also reduces the problem of passive intermodulation (PIM), which

can appear if a tuning element is changed many times. In this case small metal elements of

the tuning screw can drop into a cavity and can be the source of PIM. One must remember

that each time the position of tuning screws is changed, it influences the physical properties

of the filter. This is not a problem when the number of tuning steps is limited, but it may

appear when the tuning is performed by a human operator. The automated solutions gener-

ally lead to a smaller number of tuning steps.

2.2.2 Sequential Method

The description of the sequential tuning method will be presented here. Following the

description given in Reference [12], in the sequential tuning method the general inverse

model for a filter is not built but a set of inverse models for many subfilters of the given filter

is created. How may this be achieved? At the beginning of collecting the data (the learning

vectors) for algorithm preparation a filter must be correctly tuned. It is used as the inverse

model of the entire filter. Then the R-th tuning element is removed (or put maximally down

in the case of cavity),1 which gives us a filter with simpler topology (we have one tuning

element less). This changes the filter’s properties but one may build the inverse model for

such a subfilter. The procedure of removing (or inserting) tuning elements is repeated one

by one, which results in the set of inverse models. Figure 2.2 presents the eighth subfilter of

a sixth order filter consisting of 13 tuning elements (tuning elements: 2, 4, 6, 8, 10, 12 –

cavities, tuning elements: 1, 3, 5, 7, 9, 11, 13 – couplings).

Now let us assume building the inverse model for the r-th subfilter. The set of samples

Pn ¼ Skn ;Dz
k
n

� �
is collected, where Dzkn goes through the set of tuning element positions in

the form

Dzkn ¼ �Ku;�Kuþ u;�Kuþ 2u; . . . ; 0; . . . ;Ku� 2u;Ku� u;Kuf g

which gives ð2K þ 1Þ training points. For each Dzkn value the filter characteristic Skn is read

from the vector network analyser (VNA). In this model u is the unit change of the tuning

screw position, while Ku is the maximal change in the tuning element position. The values

of u and K depend on the sensitivity of the tuning elements and for each filter type should be

chosen experimentally. The important observation is that for a given subfilter the size of the

training set is not too big and one may expect that for each subfilter it will be approximately

the same. This means that the size of the training set for the entire filter (the set of all R

inverse models) grows linearly with the number of tuning elements R. The r-th inverse model

is presented in Figure 2.3.

1
In practice, it is enough to change the tuning element to shift the resonance frequency outside the observed band.
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When the r-th inverse model is trained the ANN learning ability is checked with the error

function given by

Lr ¼
P2Kþ1

K¼1 Dzk0r � Dzkxr
�� ��
2K þ 1

u½ � ð2:1Þ

where k is the index of the measurement, Dzk0r is the correct value of the tuning element

deviation (known value) and Dzkxr is the tuning element deviation as a response of the

ANN.

When the set of R inverse models is trained, one may use them in the process of micro-

wave filter tuning whose path is inverted compared to the data collecting order. The tuning

process starts from the filter input. Initially it is referred to the latest built inverse model.

During tuning the tuning screw is put in an initial position and then, based on measured char-

acteristics, the first inverse model generates the Dz1 value. The value of Dz1 must be applied

to the tuning element to enable the subfilter to be tuned; in this case the ANN answers

Dz1 ¼ 0. Then the second tuning element is processed by putting it in some initial position

and looking for the response of the second inverse model to the measured filter’s character-

istics. The value Dz2 is obtained and needs to be applied to the second tuning element. The

procedure is repeated until Dz2 ¼ 0, which means that the second element has found its cor-

rect position. This scheme is repeated for all R inverse models and all R tuning elements.

2.2.3 Parallel Method

The sequential method described above requires rather simple ANN architecture and

offers a tuning algorithm that is very straightforward. Later it is proved that this concept

may be applied practically, but the user must be aware of its limitations. It should be

especially mentioned that when the filter is not tuned properly in a certain step (for a

certain subfilter) then the ANN responses in the following steps will not lead to a tuned

filter. In other words, if there is a need to return to one of the elements that is already

      1      2      3       4       5       6       7       8       9     10      11    12    13

Figure 2.2 The eighth subfilter model of the six cavity filter, with R¼ 13 tuning elements. The tuning

elements 1–7 are tuned, 9–13 are removed. Reproduced courtesy of The Electromagnetics Academy.

ANN ∆

s11(1)

…

s11(M)

zr

Figure 2.3 The inverse model in the case of the sequential filter tuning method.
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tuned there will be no ability to do it. The model is not going to answer the question

‘which element is incorrectly tuned’.

The parallel method allows one to look at the filter from a different perspective. In this

case the inverse model is treated as the vector-valued function returning a vector of dimen-

sion R. So each response of the inverse model tells how much the positions of all tuning

elements that require tuning should be changed. Moreover, one may possibly expect that the

filter will be tuned in one step only (assuming that positions of all tuning screws may be

changed in a single step – at the same time) and even if this theoretical expectation is not

observed practically, one may expect that the number of tuning steps is very small. This

sounds like a much more universal attitude than the sequential tuning, but starts numerous

problems that were not observed previously. The inverse model used in the parallel method

of filter tuning is presented in Figure 2.4.

The first problem that emerges now is the selection of the training set. In the case of

sequential tuning when uniformly distributed positions of tuning elements were selected,

the size of the learning set kept growing linearly with the order of the filter. Theoretically

there is no problem now; if one wants to have tuning element positions uniformly distrib-

uted in some hypercube of RR then one must use ð2K þ 1ÞR positions of tuning elements!

In practice this is not acceptable because it increases the time of the learning process

considerably. The example of distribution of samples in three-dimensional space is pre-

sented in Figure 2.5.

Therefore, some other methods of learning point selection should be chosen. One of the

methods is to select the samples randomly from the set of acceptable tuning element varia-

tions ½�Ku;Ku�R. One may also select points by varying one tuning element only – this

looks like a serious limitation of the space of possible settings of tuning elements, but, sur-

prisingly, appears to work.

The number of points representing the discretized filter characteristic that should be

selected is also an issue. The performed tests [13] show that it may be relatively small (of

order 2R), but it is good to increase it to have better learning and generalization properties.

The exact dependences between the training vector number and network topology (number

of weights) are very difficult to establish. The theoretical estimation can be done using the

Vapnik–Chervonenkis dimension [14]. In practice this relation should be chosen experimen-

tally. In general, if the number of elements of the training set is too low the network can be

overtrained and will poorly generalize. If the number of elements of the training set is too

high the training process of the network can be very hard and time consuming or even

impossible to perform successfully. The training process for an ANN designed for parallel

tuning method is based on vector pairs from one set PL ¼ SL;DzLf g (learning set). The

ANN generalization ability, during the training process, is checked using the vector pairs

ANN

s11(1)

…

s11(M)

∆z(1)

…

∆z(R)

Figure 2.4 The inverse model in the case of parallel filter tuning. Reproduced courtesy of The

Electromagnetics Academy.
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from a different set PT ¼ ST ;DzTf g (training set). The generalization error in the case of the

parallel method is calculated as

GErr ¼ 2K
XTE
a¼1

XR
b¼1

Dza0TðbÞ � DzaxTðbÞ
�� ��=ðTE � RÞ ð2:2Þ

where TE is the number of testing elements, R is the number of output neurons (i.e. tuning

elements of the filter), K is as defined before, the maximal deviation of tuning the element in

both directions, and Dza0TðbÞ and DzaxTðbÞ denote respectively the known and expected ANN

response for the filter characteristic sT from the testing set.

Now, assuming that the inverse model is ready (i.e. the ANN is trained), the tuning algo-

rithm may be described following the much simpler method than in the case of sequential

filter tuning – the same steps are repeated as many times as the filter’s characteristics differ

from the one of the correctly tuned filter. This single step is to put the measured filter’s char-

acteristics as an ANN input and read the response that indicates which screws should be

changed and by how much. After the screw’s positions are adjusted we look for the filter’s

characteristics again and repeat the step until DzðbÞ ¼ 0; b ¼ 1; 2; . . . ;R.

2.2.4 Discussion on the ANN’s Input Data

In general, the inverse modelling idea is based on the transformation of the filter’s character-

istics into the change of tuning element’s position. However, there are many possible choices

of what should be used to describe the filter, that is the filter characteristic. It appears

that not all of them are useful as far as the filter tuning is concerned. The first idea that was
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Figure 2.5 The example of sampling in three-dimensional space (R ¼ 3). Learning vectors are

marked as pairs {Dzi,si}, i ¼ 1; 2; . . . ; L, where L is the number of learning pairs. Reproduced courtesy

of The Electromagnetics Academy.
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used – and appeared to be a good choice – is to take the discrete sample of the reflection

characteristic – as the complex-valued function. Theoretically for Chebyshev filters (without

cross-couplings) the complex reflection characteristic is a full filter representation. All

experiments presented below consider the reflection characteristics only. Alternatively, or

additionally, the transmission S12 can be used. If we decide to use both the reflection and

transmission characteristics the dimension of the input layer of the neural network must be

doubled. What should be highlighted here is the fact that performing the tuning experiments

on cross-coupled filters, when basing this on the reflection characteristics only, we obtained

very good results.

Let us assume now that the certain number of frequency pointsf i, where i ¼
1; 2; . . . ;M are taken and the ANN input data are defined as the set of complex values of

function S11ðf iÞ. This set appears to carry the entire information on the reflection charac-

teristic that may be extracted from the analyser – the question remains, how many

elements should be taken? From the theoretical analysis it occurs that at least 2N data

points are needed (to recreate the formula of S11ðf Þ, which is the rational function, being

the ratio of two polynomials of degree N, with the coefficient of the highest degree of the

denominator equal to 1).

As presented in Reference [15], in general, the transmission and reflection characteristics

of a two-port filter network, composed of a series of N intercoupled resonators, can be

defined as a ratio of two polynomials

SðvÞ ¼ AðvÞ
BðvÞ ¼

PT
i¼0 aiv

iPN
j¼0 bjv

j
ð2:3Þ

This equation may be transformed into

XT
i¼0

aiv
i ¼ SðvÞ

XN
j¼0

bjv
j ð2:4Þ

and in matrix form it can be written as

XM�ðTþ1ÞaðTþ1Þ�1 � YM�ðNþ1ÞbðNþ1Þ�1 ¼ 0 ð2:5Þ

and then

XM�ðTþ1Þ � YM�ðNþ1Þ
� � aðTþ1Þ�1

bðNþ1Þ�1

" #
¼ 0 ð2:6Þ

which gives the final matrix form of the homogeneous linear equation as

XM�ðTþNþ2ÞdðTþNþ2Þ�1 ¼ 0 ð2:7Þ

This equation looks homogeneous but actually it is not because of necessity to impose

some restrictions on coefficients – especially that bN ¼ 1. Therefore we have T þ N þ 1
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unknown values. With M < T þ N þ 1 equations the system is expected to have multiple

solutions. That is not acceptable because there is no clear criteria to select one of them.

On the other hand, if M > T þ N þ 1 the system is overdetermined and is rather expected

to be inconsistent, but one may still look for a least-square type solution, that is the

unknown vector that gives the value closest to zero. Equation (2.7) may therefore be

solved if the SðvÞ characteristic of Equation (2.3) is determined in at least M ¼ T þ N þ 1

frequency points. Considering the reflection characteristic S11 then T ¼ N [15]. Having such

a discrete set of points SðvlÞ; l ¼ 1; 2; . . . ;M, it is possible to restore the whole characteristic

in an analytical form [13]. Considering this, it is assumed that for M � 2N þ 1,

unambiguous mapping between the reflection characteristic S11 determined at M frequency

points to tuning element positions is possible. Each sampled complex point of the reflection

characteristic requires two input neurons, one for the real and the second for the imaginary

part. This gives relations between the filter order N and the number of input layer neurons

NI � 2M.

A series of tests were done showing that the number of points may be limited (also the

number of input layer neurons) to a number close to 2N, keeping the generalization error on

nearly the same level [13]. Below Figure 2.6 is shown the generalization error defined by

Equation (2.2) for the filter presented in Figure 2.7. In this experiment the learning and test-

ing sets have 1000 and 100 elements respectively.

What about the other possible representations of the reflection characteristics? Practically,

when the filter is tuned by the human operator the only information that is used is the modu-

lus of reflection characteristics S11ðf Þj j. It is therefore reasonable to expect that the ANN

input data may be limited to a modulus S11ðf Þj j so decreasing the number of input layer

neurons by half. Unfortunately, performed experiments were not successful – it turned out

that the generalization error could not drop below a certain level. Apparently the modulus is

not sufficient to recreate the inverse model in a reasonable way.

It is also worth mentioning that other partial representations of the complex-valued

functions, such as phase, only real or only imaginary parts, did not lead to reasonable generali-

zation properties of the inverse model. In general, the method can be customized with regard

to any filter characteristics that fully describe a filter, constituting the filter tuning goal.
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Figure 2.6 ANN error defined by Equation (2.2) for the TX filter from Figure 2.7.
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2.3 Practical Implementation – Tuning Experiments

The tests were performed to check whether the procedures described above may be imple-

mented in practice. The testing environment was completely automated and consisted of the

programmed robot that was responsible for changing the positions of the tuning screws

according to responses of the appropriate inverse model.

The multiple tests were performed for filters with different topologies. Below we present

results of selected and representative tests of the most general case, that is filters where not

only cavities but also couplings may be adjusted in order to have a filter tuned.

2.3.1 Sequential Method

Following the example given in Reference [12] this method represents two relatively com-

plex filters – one of order 11 and the other of order 8.The first tuning experiment for the filter

of order 11 is described (Figure 2.7), with the lower part of diplexer – a TX filter marked

Figure 2.7 The layout (a, c) and the topology (b) of the filter used in the experiment. Small circles

represent tunable couplings and cross-couplings. Bigger circles represent cavities. There are no

coupling tuning elements between cavities 15–17 and 17–18. Fixed cross-coupling occurs between

cavities 2–6. Reproduced courtesy of The Electromagnetics Academy.
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with numbers – and the upper part of the diplexer – an RX filter not used in the tuning experi-

ment. One of the most important features of the presented approach is that the filter is treated

as a black box; no information on the filter topology and its technical details is necessary in

the algorithm customization.

The inverse models were built based on the following tuning elements extraction path: 21,

20, 19, . . . , 2, 1. The training sets for each inverse model were prepared for 41 positions of

the tuning screw, ranging from �20u to þ20u, where u ¼ 22:5�. In the experiment, the

inverse filter models were built based on the complex reflection characteristics collected

from one filter, which can be described as an inverse model template (IMT). The tuning pro-

cess was performed for another filter of the same type, which is defined as a tuned filter (TF).

The reflection characteristics were represented by 256 complex points. The scattering char-

acteristics obtained in the following steps of the tuning process are presented in the following

pictures. Apart from the scattering characteristics in dB we present the real part of S11, that is

the characteristic that was used in the process of preparing ANN.2

The filter used in the present experiment should be considered as tuned if the reflection

characteristic level is below �18 dB within the passband centred at f 0 ¼ 943:5MHz and

with bandwidth BW ¼ 35MHz. Figures 2.8 to 2.13 present the reflection characteristic of

the filter during the tuning process where successive tuning elements are set in the proper

position. While observing the final tuning results in Figures 2.12 and 2.13 one may conclude

that the filter is properly tuned. Experiments were performed for five different filters of the

same type using the inverse models generated based on the inverse model template. All fil-

ters were tuned within the time of a couple of minutes, which is very short compared to the

time needed by skilled technicians to do it manually.

Now let us proceed to the next example of the filter of order 8, which is an RX part of the

900MHz GSM combiner (Figure 2.14). The inverse models were built on the following tun-

ing element extraction path: 8, 7, 9, 6, 10, 5, 11, 4, 12, 3, 13, 2, 14, 1. In this case the training

sets for each inverse model were prepared for 21 settings starting from �10u up to þ10u,
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Figure 2.8 The real part of the reflection. All tuning elements, 1–21, are removed. Solid line – IMT

characteristic, dotted line – TF characteristic. Reproduced courtesy of The Electromagnetics Academy.

2
In the process of preparing an ANN an imaginary part of S11 was also used. To avoid the mess in figures, authors

decided to include only the real part.
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where u ¼ 45�. The reflection characteristics were represented by a discrete set of 32 points.

The steps of the tuning process are presented in Figures 2.15 to 2.20.

The last characteristics, depicted in Figures 2.19 and 2.20, show the filter condition

when tuning is completed, with all elements set. The centre frequency for this filter is at

f 0 ¼ 897:5MHz and the bandwidth equals BW ¼ 35MHz. The technical filter specifica-

tion requires that within the passband we should have S11j j below the level of �16 dB, so

that the filter is properly tuned. The tuning time for this filter is about 3minutes and in

this case it requires one tuning iteration for each tuning element, so each tuning element

is positioned only once. The differences between the inverse model template character-

istics (which we treat as the ideal reference) and the tuned filter may be explained by

small physical discrepancies appearing as a result of the production process. Due to those

discrepancies in some cases we may expect that in practice the filter may require fine

tuning, which can be performed very easily even by a mildly experienced human

operator.
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Figure 2.9 The transmission and the reflection (in dB). All tuning elements, 1–21, are removed. Solid

line – IMT, dotted line – TF characteristics. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.10 The real part of the reflection. Tuning elements, 1–11, are tuned. Solid line – IMT

characteristic, dotted line – TF characteristic. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.11 The transmission and the reflection (in dB). Tuning elements, 1–11, are tuned. Solid

line – IMT characteristics, dotted line – TF characteristics. Reproduced courtesy of The Electro-

magnetics Academy.
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Figure 2.12 The real part of the reflection. All tuning elements, 1–21, are tuned. Solid line – IMT

characteristic, dotted line – TF characteristic. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.13 The transmission and the reflection (in dB). All tuning elements, 1–21, are tuned. Solid

line – IMT, dotted line – TF characteristics. Reproduced courtesy of The Electromagnetics Academy.
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1 2 3

(a) (b)

4 5 6 7 8 9 10 11 12 13 14

Figure 2.14 The picture (a) and the topology (b) of the filter used in the experiment. Small circles

represent tunable couplings and cross-couplings. Bigger circles represent cavities. There is no tunable

coupling element between cavities 7–8. Fixed cross-couplings can be found between the cavities 1–7

and 8–14. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.15 The real part of the reflection. All tuning elements, 1–14, are removed. Solid line – IMT

characteristic, dotted line – TF characteristic. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.16 The transmission and the reflection (in dB). All tuning elements, 1–14, are removed.

Solid line – IMT, dotted line – TF characteristics. Reproduced courtesy of The Electromagnetics

Academy.
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2.3.2 Parallel Method

To test the parallel method the tuning experiments were performed for two filters: the first

one of fourth order and the second one of fifth order. The topologies of these filters are pre-

sented accordingly in Figures 2.21 and 2.22. For both filters the relatively small learning sets

are collected: for each tuning element the S11 characteristics were collected (512 points) for

11 positions of each tuning screw (from �5u to þ5u), where u ¼ 3:6� (for cavity) and u ¼
216� (for coupling). This gave the learning sets consisting of 77 and 99 elements for fourth

order and fifth order filters respectively.

Tables 2.1 and 2.2 show the positions of the tuning elements for the investigated filters

before and after tuning. The corresponding reflection and transmission characteristics are

depicted in Figures 2.23 and 2.24.

The performed filter tuning process, for both filters, required changes to all tuning ele-

ments – both cavities and couplings, which makes the experiment essentially different from

the one described in Reference [16, 17]. The described change in the tuning element position

was applied to all elements one by one and each element was touched only once. The fifth
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Figure 2.17 The real part of the reflection. Tuning elements, 1–5, 10–14 are tuned. Solid line – IMT

characteristic, dotted line – TF characteristic. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.18 The transmission and the reflection in (dB). Tuning elements, 1–5, 10–14 are tuned.

Solid line – IMT characteristics, dotted line – TF characteristics. Reproduced courtesy of The

Electromagnetics Academy.
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Figure 2.19 The real part of the reflection. All tuning elements, 1–14, are tuned. Solid line – IMT

characteristic, dotted line – TF characteristic. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.20 The transmission and the reflection (in dB). All tuning elements, 1–14, are tuned. Solid

line – IMT, dotted line – TF characteristics. Reproduced courtesy of The Electromagnetics Academy.
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Figure 2.21 The topology of the fourth order filter used in the experiment. Large circles denote

cavities, smaller couplings.
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Figure 2.22 The topology of the fifth order filter used in the experiment. Large circles denote cavities,

smaller couplings.
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order filter’s centre frequency is f 0 ¼ 1:95 GHz and the bandwidth BW ¼ 20MHz. For the

fourth order filter we have f 0 ¼ 2:14 GHz and the bandwidth BW ¼ 20MHz. For both

devices the requirement was to have the reflection characteristics level in the passband below

�20 dB. Therefore one can see that both filters are tuned correctly. In practice the tuning

process is not always completed in one step and the additional fine tuning procedure is

required, but it does not require special experience from the human operator and is relatively

quick and straightforward.

We refer the reader to the paper [16] to see test results for some other filters with more

complex topology. The tuned device is a 17 cavity diplexer with a sixth order filter having a

single cross-coupling between cavities 2 and 5 as the RX part, with the TX part being an 11

cavity filter with two cross-couplings (between cavities 2 and 5, and between cavities 5 and

8). As mentioned, the testing environment was different from the one described in the pres-

ent chapter, because only cavities were used in the tuning process. Some additional factors

were investigated including utilization of a number of filters in the testing process (in this

work only one is used to collect learning vectors). Also the influence of the learning set size

on the generalization error was discussed. The learning and generalization error curves for

different learning sets, varying from 25 up to 1000 elements, were compared. What may be

observed is the dependence of the learning set cardinality on the learning and generalization

error – with an increased number of learning elements a defined level of learning/generaliza-

tion error appears, but with the learning set large enough (over 200 elements) the error level

that is achieved is basically the same in all cases. Thus learning may take longer but final

learning and generalization effects are approximately the same.

2.4 Influence of the Filter Characteristic Domain on Algorithm
Efficiency

As mentioned before, considerable reduction of the dimension of the input vector, keeping

the generalization error (i.e. the inverse model accuracy) at a reasonable level, is possible.

Still the issue of selection of the sampling frequency points appears to be very important.

The lower the number of points, the more important it is to specify how they should be

selected. Also additional problems start appearing – especially lower stability of the general-

ization process resulting from the measurement errors. It appears that a minor fluctuation of a

single frequency point value starts to be meaningful.

Table 2.1 Deviations of tuning elements before and after the tuning process for the fourth order filter

Tuning element number 1 2 3 4 5 6 7

DzðmÞ before tuning (u) 5 �2 5 1 �5 �5 �3

DzðmÞ after tuning (u) 0 0 0 0 0 0 0

Table 2.2 Deviations of tuning elements before and after the tuning process for the fifth order filter

Tuning element number 1 2 3 4 5 6 7 8 9

DzðmÞ before tuning (u) 3 1 �1 �4 �5 2 3 1 �5

DzðmÞ after tuning (u) 0 0 0 0 0 0 0 0 0
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However, the problem of limiting the dimension of the input data vector remains very

important. It is therefore worth mentioning that recently two different ideas on input data

compression were reported [18, 19]. The first one is related to discrete wavelet transform

compression and the other to principal component analysis (PCA). In both cases the basic

idea is very similar: instead of passing the complete characteristic as the pattern that is

required to be recognized, authors extract ‘the most important data’ from it, ignoring the

‘meaningless’ remainder. In the case of the wavelet transform D4 a discrete wavelet trans-

form is used and experiments show that the relatively long tail of the transform (Figures 2.25

and 2.26) may be ignored, keeping the generalization error on the nearly unchanged level.

On the other hand, the PCA method suggests the reduction of the input data vector dimen-

sion by the selection of the appropriate basis. The experiments show that even if the

dimension of the space spanned by the newly selected basis is much smaller than the original

one, the generalization error is kept at the acceptable level.

First, let us focus on the Daubechies D4 wavelet transform as a method of filter reflection

characteristics compression. The details about that transform and its application in the reflec-

tion characteristics representation are described in References [19] to [21] respectively.

In Figures 2.25 and 2.26 the original signal and its D4 transform are presented. When

looking at the Daubechies D4 transforms one may observe that the biggest value of the trans-

formed signal occurs at its beginning. This observation raises a question: at which moment

can the transform signal be truncated without significant influence to the inverse model? To
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Figure 2.23 The scattering characteristics of the fourth order filter. Solid lines represent character-

istics of the detuned filter. Dashed lines show results of the tuning process.
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Figure 2.24 The scattering characteristics of the fifth order filter. Solid lines represent characteristics

of the detuned filter. Dashed lines show results of the tuning process.
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answer this question, some numerical investigations have been performed. Starting from 512

complex-valued points different compression rates were taken into account – starting from

the first eight transform values up to 512 values (meaning no compression). Figure 2.27 pres-

ents how the generalization error for the trained ANN depends on the number of learning

epochs for different compression levels (denoted by different values of C). One may come to

the conclusion that if the signal is highly compressed and fewer than 56 transform points are

left, the ANN cannot be properly trained, causing high generalization errors. If 64 or more

transform points are left, the ANN trains very well and practically no improvement is

achieved with additional transform points.

The other compression idea is related to the principal component analysis (known

also as Karhunen–Loeve transformation – for details see References [11] and [22]).

The brief description of the method is to transform the signal into the so-called feature

space and select only the most important features of the signal. This is achieved by
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Figure 2.25 The reflection characteristic of a filter. Real part – solid line, imaginary part – dashed

line.# 2011 European Microwave Association. Reprinted, with permission, from [19], Fig. 1.
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part – dashed line. Point C defines the location from which the transform is completed with zeros or

truncated in further considerations. # 2011 European Microwave Association. Reprinted, with

permission, from [19], Fig 2.
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changing the appropriate coordinates, so the biggest variance is in the subspace generated

by the first basis vector, then in the subspace spanned by the second basis vector and so

on. Similarly, as in case of wavelet transform, we can truncate the least important basis

vectors compressing the signal [18]. Figures 2.28 and 2.29 present the original and com-

pressed signals.

Similarly, we can compare the generalization error depending on the number of learning

epochs for different dimensions C of the space of the compressed signal (Figure 2.30). As

one may notice, if there are less than 16 components the ANN may not be trained on a

satisfactory level, but for more than 16 components further increasing the number of compo-

nents does not affect the efficiency of the network.

The two compression techniques presented in this section show that the input data dimen-

sion may be reduced considerably. This results in a far less complex internal structure of the

ANN and finally in a much faster learning process. The tests described above show that this

might be used in practice based on real measurement data.
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Figure 2.27 Generalization error of the ANN trained with D4 filter characteristics for different

compression levels C, where C is the point at which the D4 transform is truncated. # 2011 European
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line.# 2011 IEEE. Reprinted, with permission, from [18], Fig. 1.
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2.5 Robots in the Microwave Filter Tuning

An present in production practice the filter tuning is performed by skilled and experienced

technicians who are responsible for finding the positions of tuning screws that guarantee the

shape of reflection characteristics matching requirements specified for the device. The man-

ual tuning process is the only option when there is no algorithm that specifies which tuning

element should be adjusted and how much. However, when the filter inverse model is availa-

ble a fully automated tuning environment may be designed and implemented.

As already mentioned, there are two different attitudes to filter tuning: sequential and paral-

lel. The parallel one has a major advantage over the sequential – the ability to change position

of all tuning elements at the same time, considerably speeding up the tuning process. How-

ever, to change more than one element at the same time we need to have a dedicated robot

head that interconnects multiple stepper motors to filter tuning elements. Practically this

model is not flexible because different filter types require a different construction of the head.
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Figure 2.29 PCA transform of reflection characteristic of a filter. Point C defines the location from

which the transform is completed with zeros or truncated in further considerations. # 2011 IEEE.

Reprinted, with permission, from [18], Fig. 2.
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The other option is to use the single arm robot. That results in the much slower tuning

process (because we may change the position of only one screw at a time) but is a much

more flexible solution, because the same device may be configured for different filters.

The developed test environment is fully automated. It consists of the PC set (used for ANN

processing), a vector network analyser (VNA) and a mechanical system responsible for tun-

ing screw control. It must contain stepper motors with stepper motor controllers. The block

diagram of the parallel system is presented in Figure 2.31.

In the parallel setup the IAFTT robot (Figure 2.32) was used to collect ANN learning elements

and to tune the filter. It is possible for this robot to change all tuning elements simultaneously.

On the other hand, the one-arm SCARA robot (Figure 2.33) is used in the sequential

tuning environment. Fortunately the one-arm robot configuration may also be used in the

parallel tuning algorithm.

PC 

VNA     FILTER 

SM SM 

SMC SMC 

. . . . . . 

. . . . . . 

HEAD           

. . . . . . 

.

IAFTT 

Figure 2.31 The tuning environment [23] – block diagram (PC – the computer used for ANN

processing and reading characteristics from the VNA and stepper motor control, SMC – stepper motor

controller, SM – stepper motor, HEAD – interconnects stepper motors and filter screws, VNA – vector

network analyser, FILTER – microwave filter).

Figure 2.32 A photo of the IAFTT robot controlling all tuning elements simultaneously.
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2.6 Conclusions

In this chapter the basic idea about the artificial neural network microwave filter tuning was

outlined. Two attitudes towards the tuning algorithms with possible advantages and disad-

vantages of both of them were presented. The experiments were performed and proved that

the suggested methods work in practice – even for relatively complex filters (of high order

and complex topology). All tuning experiments, described in the present chapter, were per-

formed with the use of the reflection characteristic of filters. The proposed tuning methods

can work with the other filter characteristic representations like the transmission S21. This

may be necessary if we want to tune filters with transmission zeros (cross-coupled filters). In

general, ANN input vectors can be defined as concatenation of vectors of more than one

different filter characteristic.

There are still many open problems related to the optimization of the suggested solutions,

especially to the learning process, which requires a lot of learning data samples that are not

always possible to retrieve. Some novel, interesting ideas showing the possible ways to solve

these problems were also given.
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Wideband Directive Antennas
with High Impedance Surfaces
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Institut Mines-T�el�ecom, Telecom ParisTech, Paris, France

3.1 Introduction

In recent years, there has been a growing interest in applying artificial materials, known as

metamaterials, to antennas. This generic term covers a variety of definitions: left-handed

material (LHM), high impedance surface (HIS), epsilon-near-zero (ENZ), and mu-near-zero

(MNZ). A common thread to all these definitions is that these materials derive their unique

properties not from their composition but from their structure. They are mostly composed of

a periodic arrangement of materials, patterns. This spatial periodicity naturally induces a

spectral selectivity. This narrow bandwidth is, in addition to losses, one of the main limita-

tions for metamaterials applications.

The objective of this chapter is to demonstrate that it is possible to design wideband anten-

nas with metamaterials. Among the above-mentioned variety of metamaterials, it focuses on

high impedance surfaces (HISs), introduced by Sievenpiper in Reference [1]. These surfaces

can be used in order to improve antennas by reducing their thickness and making them uni-

directional rather than bidirectional. Thus, designing unidirectional antennas is required on

many platforms (aircrafts, unmanned aerial vehicles, etc.) in order to obtain outward radia-

tion and preserve the interior of any electromagnetic pollution. Furthermore, for integration

and mechanical constraints, antennas have to be low profile. To achieve these properties,

most common solutions consist in locating the antenna above a reflector or an absorbent

cavity. The solution with an absorbing cavity is simple but half of the radiated power is lost.

Absorbents are heavy and their features are difficult to reproduce. Moreover, the cavity is

sized at a quarter of a wavelength at the lowest operating frequency and can become very

bulky for low frequency applications. Another efficient technique is to use a reflector made
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of a good electrical conductor to retrieve the radiated power lost in the first solution. This

technique is optimal in the middle of the bandwidth where a constructive interference phe-

nomenon is obtained by locating the reflector at a quarter wavelength (at center frequency)

from the antenna. However, this solution is inherently limited bandwidth and can rarely

exceed the octave and leads to quite thick structures.

It therefore appears difficult to design a unidirectional antenna while achieving a simulta-

neously wide bandwidth and compactness, but among metamaterials, the so-called HIS have

remarkable characteristics and can exhibit two different properties. Indeed, within a limited

frequency bandwidth, these periodic structures can exhibit on the one hand an electro-

magnetic bandgap (EBG) in which surface wave propagation is forbidden along the

structure. On the other hand, they are able to reflect electromagnetic waves without any

phase shift for the electric field, which makes them behave like an artificial magnetic

conductor (AMC). Both the EBG and AMC behaviors may or may not occur at the same

frequency. Furthermore, some geometries do not exhibit EBG characteristics whereas they

act as an AMC. In this chapter, only the AMC property is considered since it is the one that

allows low profile unidirectional antennas to be obtained by using the metamaterial as a

reflector. In fact, while perfect electric conductors (PEC) impose a reflection phase of p,
perfect magnetic conductors (PMC) do not introduce any phase shift. Artificial magnetic

conductors reproduce the PMC behavior at a given frequency and, at about this specific

frequency, constructive interferences between incident and reflected electric fields can occur.

It is therefore possible to locate the antenna closer to the AMC reflector. Consequently, the

antenna becomes unidirectional and thin. However, the main challenge consists in preserving

the wideband properties of the antenna.

This chapter investigates the possibility of using AMC to achieve wideband antennas. An

introduction to AMC is firstly presented in Section 3.2. Its characteristics are detailed in

order to explain how these metamaterials are used with antennas. The main limitations

related to wideband aspects are highlighted. Sections 3.3 and 3.4 propose two different

approaches to deal with these limitations. Section 3.3 gives some insights on how to optimize

the AMC design with a wideband bow-tie antenna. Furthermore, the addition of lumped

elements on the AMC is considered in order to reduce side lobes of the radiation pattern.

Section 3.4 illustrates the way that an AMC can be modified to increase antenna gain. This

has been made possible with a technique based on surface current observation. Thanks to this

technique, a low profile wideband antenna using a hybrid AMC is presented.

3.2 High Impedance Surfaces (HIS) Used as an Artificial Magnetic
Conductor (AMC) for Antenna Applications

3.2.1 AMC Characterization

An artificial magnetic conductor surface is usually composed of a periodic arrangement

of unit cells. The classical method to characterize such an AMC has been proposed by

Sievenpiper in 1999 [1] and is called the reflection phase method. This method consists in

illuminating the surface to be characterized by a TEM wave at normal incidence. Then, the

phase difference between the incident electric field and the reflected one is compared. The

reference plane at which this phase difference is determined is usually the AMC surface or

the plane at which the radiating element will be located. Constructive interference occurs
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when the phase difference in the AMC plane is between �p/2 and þp/2 and this defines the

bandwidth of the artificial magnetic conductor. The graph of the evolution of the phase

difference as a function of frequency is represented by the ‘phase diagram’. It can be deter-

mined using analytical models, computational methods or experimental test-beds.

Most of analytical models are based on the transmission line theory. The HIS is described

with an equivalent circuit model. This implies constraints on the shape of the unit cell, which

has to be simple, and also on the periodicity of the HIS, which has to be small compared to

the wavelength. Several models have been developed in References [2] to [5] for normal or

oblique incidences. The advantage of using analytical models is that they enable one to pro-

vide the phase diagram in a very short time. The main drawback is the accuracy of the model.

Computational methods consist in simulating a single cell of the HIS and applying

appropriate periodic boundary conditions to obtain the behavior of the infinite surface [6].

Figure 3.1 presents a mushroom pattern. Each cell is composed of a square metallic patch

above a grounded substrate. The patch is connected to the ground with a metallic via hole.

This HIS has been simulated with a CST Microwave Studio using methods described in

Reference [7]. The phase diagram is presented in Figure 3.2. As described earlier, the inci-

dent wave is a TEM wave with normal incidence. It can be deduced from Figure 3.2 that the

phase difference is null at 6.3GHz. At this frequency, the surface behaves like a perfect mag-

netic conductor. The �90� bandwidth ranges from 4.6 to 8.5 GHz.

The bandwidth of this structure strongly depends on the height h. The greater the height,

the wider the bandwidth, but the structure becomes bulky.

Regarding the mushroom structure, the simulation demonstrates that the presence of

metallic vias has no influence on the phase diagram as long as the incident wave is normal to

the surface. However, for this pattern, vias are mandatory when EBG properties are required.

In coming sections, no via is used for simplicity reasons and because only the AMC behavior

is considered in the design of low profile directive antennas.

By applying the Floquet theorem, it is even possible to characterize the surface for various

incident angles [5]. Therefore numerical methods enable quite accurate characterization to

be provided, but can be time consuming, especially when complex designs are involved.

Regarding the experimental characterization, several methods can be employed to deter-

mine the phase diagram. The first one presented in Reference [3] consists in using two horn

Figure 3.1 Mushroom structure (W¼ 8mm, g¼ 1mm, h¼ 4.8mm, er¼ 1).
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antennas located in an anechoic chamber as shown in Figure 3.3. The transmitting horn illu-

minates the surface to be characterized and the reflected wave is collected by the receiver

horn. The two antennas are located at an equal distance from the surface and an absorber

takes place between the two in order to avoid any coupling effect. A preliminary measure-

ment is done with a metallic surface, which is taken as a reference. This method enables the

phase diagram to be determined at normal incidence but also for different values of the inci-

dent angle by rotating the surface under test and moving the receiving antenna [8].

Another method uses a so-called ‘waveguide simulator’. This measurement technique has

been first developed to characterize antenna arrays and frequency selective surfaces [9], but

can be applied to other periodic surfaces like the AMC. It consists in using an oversized

rectangular waveguide terminated with the AMC surface [7]. Thanks to the image principle,

Figure 3.3 Phase diagram: measurement test bed using two horns.

Figure 3.2 Phase diagram of the mushroom structure.
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this device simulates an infinite surface. The main advantage of this method is that it is easier

to implement than the first one. Moreover, it does not require any anechoic chamber. How-

ever, it enables measurement only over the frequency band of the TE10 mode and incident

angle depends of the frequency. Finally, the size of the AMC surface must be equal to the

size of the waveguide and must be composed of an integer number of unit cells.

3.2.2 Antenna over AMC: Principle

As has been mentioned, the AMC can be used as a perfect magnetic conductor to reflect the

electric field in-phase. So it can be located close to an antenna to behave as an efficient

reflector. On the contrary, if a classical perfect electric conductor is used as a reflector with

an antenna, theoretically it has to be located at a quarter wavelength distance away from the

antenna to lead to constructive interferences between the field radiated by the antenna and

the field reflected by the PEC surface. This is shown in Figure 3.4(a). While a PEC surface

introduces a 180� phase shift in the reflected wave path, a PMC surface does not add any

additional phase shift. Therefore it can be located very close to the antenna and still leads to

constructive interferences, as presented in Figure 3.4(b).

To achieve an AMC-based antenna, the first step is to design the AMC to operate in the

desired bandwidth. Then, the method consists in locating a planar antenna operating within

the same bandwidth, parallel and close to the AMC. Theoretically, constructive interferences

occur. However, it is important to keep in mind that the phase diagram has been calculated

without the antenna and with a plane wave at normal incidence. These conditions are very

different from practical ones. The next step is to take into account the coupling between the

antenna and the AMC by simulating the whole structure. This methodology is followed in

the next sections and limitations are discussed, especially for wideband applications.

3.2.3 AMC’s Wideband Issues

The operational bandwidth of an antenna is commonly defined by its impedance matching

bandwidth but not only that. The radiation pattern has to be taken into account as well. An

efficient radiation in a given direction is often a limiting criterion in addition to a reflection

coefficient below �10 dB. As has been mentioned earlier, an AMC leads to constructive

interferences over a limited bandwidth defined in Reference [1] by a �90� reflected phase

criteria. Thus, if the antenna bandwidth is equal or larger than the AMC bandwidth, one

would expect that the operational bandwidth would be limited by the AMC one. Similarly, if

Figure 3.4 Planar antenna with (a) PEC reflector and (b) AMC reflector.
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the AMC bandwidth is equal or larger than the antenna one, one would expect that the opera-

tional bandwidth would be limited by the antenna one. However, in practice, the behavior of

an antenna over an AMC is a rather complex phenomenon. An AMC is a resonating surface

and the antenna is often a resonator. Thus, some interactions take place between both and

some authors study their influences.

In Reference [6], the behavior of a dipole antenna over a high impedance surface com-

posed of square patches with metallic vias (mushrooms) is studied. This surface exhibits

both AMC and EBG properties. It is found that the dipole antenna can be matched as

long as its resonance frequency ranges within the AMC bandwidth defined by a new

criterion: 90� � 45�. This observation is different from what was expected from the the-

ory mentioned in Reference [1]. This study shows that it is possible to design an efficient

narrow bandwidth antenna when its band overlaps the AMC one. But what to do when a

wide bandwidth is desired?

In Reference [10], a wide bandwidth is achieved with a simple dipole antenna over a

mushroom-based AMC. By optimizing properly the interaction between the impedances of

the dipole and its image through the AMC design, a bandwidth of 38% is obtained.

To increase the bandwidth further, different antennas should be used intuitively. Rather

than a narrowband dipole, a wideband dipole could be considered. This has been done in

Reference [11] for example. Two different structures are studied over an AMC, a diamond

antenna and an open sleeve dipole. It is shown that if antenna and AMC designs are opti-

mized together rather than separately, interesting wideband results can be obtained. A

�10 dB impedance bandwidth of 67% is achieved. However, by taking into account the radi-

ation pattern, the effective bandwidth is reduced to 36% around 5.6GHz. This band has been

defined by the authors by considering a gain greater than 6 dB. From this study, it appears

that though it is possible to achieve an impedance matching over a wide bandwidth by opti-

mizing the AMC and the antenna together, it is more difficult to achieve high gain toward

one direction over the same bandwidth. It therefore appears that using AMC for wideband

applications presents some issues regarding the radiation pattern.

These issues have been addressed in Reference [12]. Authors demonstrate that for wide-

band antennas, limited bandwidth AMCs do not necessarily avoid obtaining a wideband

operation of the antenna over the AMC. With an appropriate design of the antenna element

combined with the AMC, the return loss is independent of the reflection phase criteria. The

operational bandwidth is then limited by the degradation of the radiation pattern that may

occur at some frequencies. An example of a folded bow-tie dipole over a square-patch-based

AMC is presented. Though the impedance bandwidth of the antenna can exceed 50%, its

operational bandwidth is limited to 40% due to the drop of the gain. The main beam splits

into two side beams thereby presenting a minimum of radiation in the broadside direction.

Mechanisms involved in the radiation of AMC-based antennas have been investigated in

References [13] and [14]. By studying the behavior of a dipole antenna over an AMC com-

posed of square patches, authors identified two different kinds of resonance. One is due to

the resonance of the antenna modified by the presence of the AMC. The other one is due to

resonances of the AMC itself. These resonances can be used for broadening the antenna

bandwidth. However, the radiation pattern of these resonances strongly depends on the size

of the AMC. When the size is greater than a wavelength in the effective medium, side lobes

appear and the main beam may split into two beams. So the same beam splitting effect

observed previously in Reference [12] is described here in Reference [13].
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Wideband issues have been clearly identified in the literature. Limitations related to the

radiation of AMC-based antennas have been explained as well. However, few techniques

that could help antenna designers to improve antennas based on AMC surfaces have been

reported [15]. That is why the following sections investigate some design optimization tech-

niques to deal with these issues.

3.3 Wideband Directive Antenna Using AMC with a Lumped Element

The purpose of this section is to demonstrate how an AMC reflector enables the gain of a

wideband linear polarized antenna to be increased. The classical bowtie antenna is proposed

as the radiating element. Firstly, the features of the bowtie in free space without any AMC

reflector are described. The second part deals with the design of the AMC reflector using the

phase diagram. Then, the performances of the bowtie antenna above the AMC are presented.

In the last part, an alternative solution is proposed with the use of lumped elements to

improve the radiation pattern over a wider frequency band.

3.3.1 Bow-Tie Antenna in Free Space

The bow-tie antenna [16] is a planar version of the biconical antenna. Its bandwidth depends

significantly on the flare angle a. As with any dipole, the antenna feed has to be balanced. To

increase the mechanical rigidity and thus facilitate the fabrication of a reproducible proto-

type, the proposed bow-tie is etched on a substrate with a thickness of 1.6mm. The relative

permittivity is 3.7. There is no ground plane. The geometry of the antenna is presented in

Figure 3.5. Dimensions are d¼ 27mm and a¼ p/2. The input impedance of the bow-tie is

close to 175V.

Simulations have been performed with CST Microwave StudioTM software using the time

domain transient solver. As expected, the impedance bandwidth is very large: it starts at

2.2GHz until at least 6GHz using the criteria jS11j ��10 dB. Regarding the radiation pat-

tern, it is bidirectional along the Oz axis at the beginning of the band as shown in Figure 3.6

at 3GHz. For higher frequencies, several side lobes appear and the broadside realized gain

decreases (see Figure 3.7). It should be remembered that the realized gain, by definition,

takes into account the reflection coefficient jS11j of the antenna.

Figure 3.5 Geometry of the bow-tie antenna.
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Figure 3.6 Realized gain (dB) of the bow-tie at 3GHz in the E-plane (XZ plane).
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Figure 3.7 Evolution of the broadside gain (Oz direction) over the frequency band.
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3.3.2 AMC Reflector Design

The AMC reflector is composed of metallic square patches etched on a grounded substrate.

There is no via between the patch and the ground plane, which helps to reduce the cost and

facilitate the realization. The unit cell geometry is presented in Figure 3.8.

Simulations have been performed with different values of the AMC parameters [17].

Results show that for a constant gap value, when the patch width decreases, the null reflec-

tion phase frequency increases and so does the fractional bandwidth of the AMC. Moreover,

for a constant ratio w/g, when the gap width decreases, the null reflection phase frequency

increases and also the fractional bandwidth of the AMC.

In order to design an AMC whose frequency band is included within the operational

band of the bow-tie, the following dimensions have been chosen: w¼ 8.2mm, g¼ 0.4mm,

hAMC¼ 3.2mm. The substrate is the same as that of the bow-tie (er¼ 3.7). The bandwidth of

this AMC is deduced from the phase diagram depicted in Figure 3.9 and goes from 3.57 to

4.67GHz.

Figure 3.8 Unit cell geometry.

Figure 3.9 Phase diagram of the AMC.
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3.3.3 Performances of the Bow-Tie Antenna over AMC

The bow-tie antenna is now located above the previous AMC made up with 14� 14 unit

cells. The port impedance is now 100V. The complete structure described in Figure 3.10 has

a total size of 120� 120mm2 with a thickness of h¼ 4.8mm¼ l/20 at 3GHz, where l is the

wavelength in free space. In Figure 3.10, one can see four teflon screws enabling the differ-

ent layers to pile up. It has been verified that these elements do not disturb the return loss and

the radiation pattern.

The reflection coefficient (see Figure 3.11) shows that the bow-tie’s bandwidth has

been reduced. The lowest frequency is now 2.9 GHz instead of 2.2 GHz for the bow-tie

in free space. The coupling between the bow-tie and the AMC reflector leads to

Figure 3.10 Geometry of the bow-tie above the AMC reflector: front view and side view.

1 2 3 4 5 6
−35

−30

−25

−20

−15

−10

−5

0

Frequency (GHz)

S
11

 (
dB

)

 

 

Bowtie alone
Bowtie with AMC

Figure 3.11 Simulated reflection coefficient of the bow-tie above the AMC reflector (normalized to

Z0¼ 100V).
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additional resonances, which enable an acceptable value of the magnitude of S11 to be

maintained until 6 GHz.

From 3 to 4.6GHz, the AMC reflector has significantly increased the broadside realized

gain, which is greater than 8 dB (Figure 3.12). However, for higher frequencies, the gain

strongly decreases due to the split of the radiation pattern.

This first result proves that designing the radiating element and the AMC reflector inde-

pendently enables a structure to be obtained that provides a broadside gain higher than 6 dB

over a bandwidth of 42% with a thickness of only l/20 at the lowest frequency. In the next

section, it is demonstrated that it is possible to limit the decrease of the gain at higher

frequencies and thus to obtain a directive structure over a wider bandwidth.

3.3.4 AMC Optimization

In order to improve radiation patterns beyond 4.6GHz, the AMC reflector is designed again

to shift the null reflection phase at higher frequencies. Thereby, new dimensions are:

w2¼ 7.3mm, g2¼ 1mm, hAMC2¼ 3.2mm. The operational frequency band of this optimized

AMC deduced from its phase diagram is 4.3–6GHz. The complete antenna (bow-tie above

AMC) keeps approximately the same bandwidth and is matched from 3 to 6GHz.

Compared to the previous antenna, the broadside gain with the optimized AMC has been

significantly improved beyond 4.6 GHz, as shown later in Figure 3.16. However, the side

lobe level remains high at higher frequencies. In fact, some important currents appear at the

edges of the ground plane, as shown in Figure 3.13 at 5GHz.

In order to minimize the propagation of surface currents at higher frequencies and thus to

reduce the side lobe level, SMD resistors (100V) are connected between patches at the edges

of the AMC reflector. This technique has already been used in Reference [18] but SMD resis-

tors were soldered to all patches, making the AMC surface behave like a wideband absorber.

In this case, the position and the number of resistors have been optimized in order to both

keep the radiation behavior in the broadside direction and also limit the side lobe level.
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Figure 3.12 Simulated broadside realized gain of the bow-tie above the AMC reflector.
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A prototype of this structure has been realized and measured (Figure 3.14). The proto-

type is fed by a taper balun designed to transform a 100V balanced line to a 50V
unbalanced line [19].

Figure 3.15 presents the simulated and measured reflection coefficient of the bow-tie

above the optimized AMC reflector with SMD resistors. It should be pointed out that adding

SMD resistors does not change the return loss of the structure composed of the bow-tie above

the optimized AMC. The difference between simulation and measurement can be explained

by the fact that the balun has not been taken into account in the simulation in order not to

increase the computation time.

Figure 3.16 presents the broadside gain from 3 to 6GHz for three structures: the bow-tie

above the AMC reflector previously designed and the bow-tie above the optimized AMC

with and without the SMD resistors. We observe that the optimized AMC enables the gain to

stay more stable over the band. The drop in the gain at 3GHz was expected due to the fact

that this frequency is out of the operational band of the new AMC, but it stays at an accept-

able value (2 dB). The optimized AMC has significantly improved the gain beyond 4.6GHz

especially at 5.2GHz, which corresponds to the null reflection phase of the AMC. It can also

be noticed that SMD resistors contribute to increase the gain of 4 dB at the end of the band

and thus to improve the stability of the gain over the band.

The effect of SMD resistors on surface currents is shown in Figure 3.17. Compared to

Figure 3.13, one can see that currents at the edges of the AMC reflector have been reduced.

Figure 3.18 compares the realized gain in the E-plane (ZX plane) and in the H-plane

(ZY plane) of the antenna with the optimized AMC with and without resistors at 5.8 GHz. It

can be noticed that, in both planes, side lobe levels are largely reduced thanks to resistors

while the broadside gain increases. Moreover, Figure 3.18 presents a comparison between

simulation and measurement, which demonstrates the validity of the proposed method.

Figure 3.13 Current distribution on the AMC plane (XY) at 5GHz: magnitude of Jx (in A/m).
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Figure 3.14 Prototype of the bow-tie above the optimized AMC with SMD resistors.
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Figure 3.15 Reflection coefficient of the bow-tie above the optimizedAMC reflector with SMD resistors.
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3.4 Wideband Directive Antenna Using a Hybrid AMC

The complex problem to achieve a wideband operation with an antenna over an artificial

magnetic conductor has been addressed in Section 3.2. In particular, obtaining a high gain

over a broadband is a challenge because of the beam splitting phenomenon occurring at

certain frequencies. A method based on the phase diagram observation has been presented in

the previous section in order to increase the bandwidth along which the antenna maintains a

main beam in the broadside direction. In this section, an alternative procedure is given.
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Figure 3.16 Broadside realized gain of the bow-tie above the optimized AMC reflector.

Figure 3.17 Current distribution in the AMC plane with resistors (XY) at 5 GHz: magnitude of

Jx (in A/m).
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A method based on the current’s interpretation is applied to explain the radiation behavior of

an AMC-based antenna and to identify the structure’s areas contributing to the beam split-

ting. This approach is helpful in order to find a solution to cancel this unwanted effect.

Consequently, a modified AMC is proposed that is able to maintain a formed radiation

pattern over a wide frequency bandwidth.

3.4.1 Performances of a Diamond Dipole Antenna over the AMC

3.4.1.1 Diamond Dipole Antenna in Free Space

This section starts with analyzing a diamond dipole antenna alone, as presented in

Figure 3.19. This antenna has already been used above for the periodical AMC in Refer-

ence [11] and difficulties to achieve a wideband operation have already been addressed. The

diamond dipole structure is printed on a Teflon substrate of thickness h¼ 0.8mm, relative

permittivity er¼ 2.2 and losses tan d¼ 0.0009, and has the following dimensions according

to Figure 3.19: a¼ 1.5mm, b¼ 3mm, s¼ 0.5mm and l¼ 8mm.

The structure is simulated with an input port impedance of 50V by using the CST

Microwave Studio. A relative bandwidth Df of 28% (defined for jS11j<�10 dB) is

obtained at about 5 GHz (from 4.5 to 5.7 GHz). The realized gain in the broadside direc-

tion is shown in Figure 3.20, where the antenna bandwidth Df is also indicated. It ranges

between 1.1 and 1.6 dB over the whole bandwidth. The radiation pattern at 5 GHz in the

E-plane is given in Figure 3.21. As expected, the antenna exhibits a typical dipole pattern

which is quite stable over the bandwidth. The polarization is linear along the x axis

(according to Figure 3.19). These results are taken as references for the next section

where the classical AMC is introduced.
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Figure 3.18 Realized gain (dB) of the bow-tie over the optimized AMC at 5.8GHz: (a) E-plane and

(b) H-plane.

Wideband Directive Antennas 65



3.4.1.2 Diamond Dipole Antenna with a Classical AMC

Once the reference antenna has been characterized, the AMC might be designed.

The pattern chosen is the same as in the previous section, the square patch without via.

The geometry of the AMC is shown in Figure 3.8. Its dimensions are found by simulat-

ing a unit cell using PEC/PMC boundary conditions in order to generate a TEM incident

wave. The design is done in such a way that the resonance occurs at the antenna

operating frequency, for example 5 GHz. So the dimensions are found to be:

w ¼ 7:4 mm; g ¼ 1 mm; h ¼ 3:2 mm with er ¼ 4:1; tan d ¼ 0:0009, where w is the width

of the square patch, g is the gap width, h is the substrate height, er is the relative permit-

tivity of the substrate and tan d its losses. The simulated reflection phase is null at 5 GHz

Figure 3.19 Diamond dipole antenna geometry.

Figure 3.20 Realized gain of the simulated diamond dipole antenna (Df is the antenna bandwidth

defined for jS11j<�10 dB).
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and the constructive bandwidth defined by the �90� criteria ranges from 4.24GHz up to

5.84GHz (32%). Consequently, it completely overlaps the diamond dipole antenna band-

width previously designed. Theoretically, and by neglecting the coupling between the

square patches and the antenna, the AMC should reflect the electric field in phase with

the electric field radiated by the diamond dipole. Thus, constructive interferences should

occur over the whole antenna bandwidth.

The diamond dipole antenna is located above the AMC as presented in Figure 3.22.

A distance hair¼ 2mm is observed between the antenna’s substrate and the AMC. So the

antenna’s overall thickness is 6mm (l0/10 at 5GHz). This distance, hair, has been obtained

by optimization in order to improve the impedance matching.

The whole structure is simulated with AMC of four different sizes. All the surfaces ana-

lyzed are square. The number of patches constituting each of them ranges from 6� 6 up to

12� 12. The input impedance of the antenna is now 75V, which provides better perform-

ances in terms of impedance matching when the AMC is located below the dipole. Results

in terms of the reflection coefficient are compared in Figure 3.23. The case without AMC is

also shown as a reference. The achieved �10 dB bandwidths of the different examples are

summarized in Table 3.1. While the bandwidth of the antenna alone is 28%, the bandwidth

of AMC-based antennas goes up to 51% for the surface with 12� 12 square patches. As

mentioned in Section 3.2, using AMC with a resonating antenna can lead to an enhancement
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Figure 3.21 Radiation pattern of the simulated diamond dipole antenna at 5 GHz in the E-plane

(XZ plane).
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of the frequency bandwidth. The lower frequency of the bandwidth remains nearly constant

at 4.4 GHz for any AMC size, whereas the upper frequency becomes higher as the AMC size

increases (except between the 8� 8 and 10� 10 AMC). When observing reflection coeffi-

cients in Figure 3.23, we notice that when the number of square patches increases, more

resonances appear in the upper frequency band. Thanks to those, using a greater number of

patches can lead to an enhanced bandwidth (under proper impedance matching conditions).

Table 3.1 Frequency bandwidths achieved with different sizes of the AMC

Lower frequency Higher frequency Bandwidth Bandwidth

Antenna alone 4.50GHz 5.90GHz 1.40GHz 28%

AMC 6� 6 4.35GHz 6.65GHz 2.30GHz 42%

AMC 8� 8 4.35GHz 7.15GHz 2.80GHz 49%

AMC 10� 10 4.45GHz 7.15GHz 2.70GHz 47%

AMC 12� 12 4.40GHz 7.40GHz 3GHz 51%
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Figure 3.23 Simulated reflection coefficient of the antenna with and without the AMC.

Figure 3.22 Geometry of the AMC-based diamond dipole antenna (wp¼ 7.4mm, g¼ 1mm).
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Regarding the obtained frequency bandwidths with respect to AMC sizes, the antenna

with the 8� 8 AMC is now considered. The surface of the AMC is 67.2mm2 or (1.1l0
2) at

5GHz. The realized gain provided by this solution is shown in Figure 3.24 over the whole

antenna bandwidth, that is, from 4.35 to 7.15GHz. The gain goes up to 7.4 dB at 4.6GHz.

However, it decreases drastically down to �10 dB at 5.8GHz. To understand this behavior,

the radiation pattern at 5.8 GHz in the E-plane is drawn in Figure 3.25. The reason for

the gain drop appears clearly: the radiation pattern splits into two main beams, thereby

exhibiting a null of radiation in the broadside direction. Therefore avoiding this effect is

compulsory in order to achieve a high gain over a wide band. Thus, in the next section, a

method to analyze the origin of the beam splitting is presented.

3.4.2 Beam Splitting Identification and Cancellation Method

The behavior of the antenna is studied by analyzing its surface current. In fact, it is well

known that a surface on which a uniform current is circulating exhibits a directive radiation

pattern with a main beam in the direction normal to the surface (broadside direction). Fur-

thermore, the larger the surface, the greater the directivity. However, when the surface

becomes large compared to the wavelength, the current distribution may be not uniform and

the current phase may range between 0� and 360�, thereby inducing some opposite phase

current. Consequently, destructive interference may occur with null directions in the radia-

tion pattern. This effect is particularly undesirable when the null is in the broadside direction.

To understand if this effect happens, the surface current of the 8� 8 AMC-based antenna

previously designed is observed. The current is considered in the AMC plane, where it is

mainly concentrated and spread over the larger surface (compare to the antenna where the

current is highly localized). The surface current Js lying in the XY plane is determined from

the magnetic field H with the boundary condition on the patch’s metallic surface:

�Js ¼ �Hy � x̂þ Hx � ŷ
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Figure 3.24 Broadside realized gain of the 8� 8 AMC-based antenna.
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Furthermore, as the antenna is linearly polarized along the x axis, only the current directly

contributing to this polarization is considered. Thus the expression is reduced to

�Jx ¼ �Hy � x̂

The surface current Jx responsible for the main component of the radiation pattern is

directly related to the y component of the magnetic field. The magnitude and the phase of Jx
are plotted in Figure 3.26(a) and (b) respectively, at 5.8GHz, the frequency at which a null

appears in the broadside direction. From Figure 3.26(a), we can observe that the current is

not uniformly spread. The maximum concentration of current is close to the antenna. Some

other minor maxima can be distinguished as well. However, this nonuniform current distri-

bution does not lead necessarily to a radiation pattern with null directions. It also depends on

the phase of the current. This phase is depicted in Figure 3.26(b). We can see that the phase

ranges between 0 and 360�. Thus, in some areas, the current is in opposite phase, thereby

inducing some destructive interference. Because of this effect, at the frequency of 5.8GHz,

the main beam is split in the broadside direction. To identify clearly which parts of the

surface are responsible for the beam splitting, a methodology is developed.
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Figure 3.25 Radiation pattern of the 8� 8 AMC-based antenna at 5.8GHz in the E-plane (peak gain

of 6.5 dBi).
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1. Strongest current identification. The area where the current is the strongest is consid-

ered as the reference area. To define this reference, a threshold empirically chosen at half

the current maximum value is taken. For this case, the maximum value of the current

amplitude jJxj is 4.8 A/m. Therefore, any area along which the circulating current is

Figure 3.26 Current distribution of the 8� 8 AMC-based antenna in the AMC plane (XY) at 5.8 GHz:

(a) magnitude of Jx (in A/m) and (b) phase of Jx (in degrees).
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greater 2.4 A/m is part of the reference area. This reference area is shown in Figure 3.27

(a), where the current amplitude ranges between 2.4 and 4.8 A/m. One can see that this

area lies in the proximity of the dipole antenna.

2. Destructive phase interval determination. While considering the current Jx only in the

reference area, the phase is plotted in Figure 3.27(b). As can be observed, the phase

Figure 3.27 Distribution of the strongest current Jx of the 8� 8 AMC-based antenna in the AMC

plane (XY) at 5.8GHz: (a) magnitude of Jx (in A/m) and (b) phase of Jx (in degrees).
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ranges between 202� and 326�. By assuming that constructive interferences occur when

currents are in phase �90�, the phase range is extended from 112� to 416� (416� ¼ 56�

for phase wrapped between 0� and 360�). Consequently, a ‘destructive interval’ is defined
between 56� and 112�. This means that wherever the current has a phase ranging between

56� and 112� on the AMC surface, this current contributes to destructive interference in

the broadside direction and so to the beam splitting effect.

3. Destructive current identification. The phase of the current lying in the ‘destructive

interval’ is plotted in Figure 3.28(a). Parts of the surface that are responsible for the beam

splitting are now clearly identified. To further refine the localization of this area, it is

weighted by the amplitude of the current. This is done by considering the current only

wherever it is greater than a given threshold, here chosen empirically at a quarter of the

maximum value. By doing so, it is assumed that the current whose phase lies in the

destructive interval has an effect somehow proportional to its amplitude. In other words,

the ‘destructive current’ having high amplitude contributes more to the beam splitting

than the ‘destructive current’ having low amplitude. This final identification leads to the

current phase shown in Figure 3.28(b). One can see that the current that mainly contrib-

utes to the beam splitting is localized in the middle of the AMCs edges along the x axis.

By modifying the AMC structure in these areas, it may therefore be possible to change the

current distribution and consequently avoid its phase ranging in the ‘destructive interval’.

This perspective is studied in the next section.

3.4.3 Performances with the Hybrid AMC

Since the problematic current responsible for the beam splitting is mainly localized on the

last rows of patches along the x axis (one for positive y and one for negative y), it is natural

to try to modify the geometry of these last rows. The first idea is to remove them completely

in order to obtain a 6� 8 AMC-based antenna. Thus, since the last rows are removed, no

current can propagate along them. This could suppress the beam splitting effect at 5.8GHz.

However, while doing so, the size of the whole system is reduced and one can expect that

the directivity decreases as well. Another idea is to short-circuit the patches of these last

rows by filling the gap between them with metal in order to cancel their resonance. Thus the

last rows are no longer composed of square patches but are a metallic surface as presented in

Figure 3.29. With this modification, the phase of the circulating current along the x-oriented

AMC edges is affected. Theoretically, since resonating patches act as a perfect magnetic

conductor (PMC), replacing those with a perfect electric conductor (PEC) should introduce

a 180� phase shift. Consequently, one can expect to suppress the beam splitting effect. Since

both PEC and PMC surfaces are composing the surface, the solution is referred as a hybrid

AMC-based antenna.

Such a solution has been simulated and results in terms of the reflection coefficient are

shown in Figure 3.30 along with those of the antenna alone and the antenna with the

classical 8� 8 AMC. Though the shapes of the curves between antennas with the classi-

cal AMC and with the hybrid AMC are not similar, the �10 dB frequency bandwidths

are identical. Therefore the proposed solution also has a wide bandwidth, Df¼ 49%,

ranging from 4.35 to 7.15GHz.

Realized gains are compared in Figure 3.31 between the solutions based on the hybrid

AMC, the classical AMC, and the diamond dipole alone. The realized gain obtained with the

proposed hybrid solution is greater than the one obtained with the diamond dipole alone over
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the whole frequency bandwidth. It goes up to 9 dB at 5GHz while with the diamond dipole

alone it goes up to 1.6 dB at the same frequency. Furthermore, it does not decrease drastically

like the classical AMC-based solution and remains greater than 5 dB along the frequency

bandwidth except in the upper part, from 6.8 to 7.15GHz, where it goes down to 0.6 dB. It

Figure 3.28 Phase of the problematic current Jx of the 8� 8 AMC-based antenna in the AMC plane

(XY) at 5.8GHz: (a) full problematic current and (b) strongest problematic current (both in degrees).
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can also be noticed that except in this upper part of the band, the realized gain achieved with

the hybrid AMC is always greater than the one achieved with the classical 8� 8 AMC while

both solutions have the same surface size.

To illustrate what happens at 5.8 GHz with the hybrid solution, the radiation pattern is

shown in Figure 3.32. The main beam of the antenna no longer splits in the broadside

direction and has a peak gain of 6.3 dBi. Thanks to the AMC modifications, the surface

current might be more uniformly distributed than with the classical AMC. In order to

prove this assumption, the magnitude and the phase of the surface current along the

hybrid AMC is plotted in Figure 3.33(a) and (b) respectively. These figures are to be

compared with Figure 3.26(a) and (b) from the classical AMC case. From Figures 3.26(a)

and 3.33(a), it can be seen that the distribution of the current is more concentrated in

the center of the AMC with the hybrid solution than with the classical one. However,

Figure 3.29 Hybrid AMC-based diamond dipole antenna (patches on the y edges are connected with

each other in order to form a perfect metallic surface).

Figure 3.30 Reflection coefficient of the hybrid AMC-based antenna compared to the classical

solutions.
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from the phase shown in Figure 3.33(b), it is difficult to determine qualitatively if this

distribution is more suitable to obtain a main beam toward the broadside direction than

the one of the classical AMC shown in Figure 3.26(b). In fact, the phase is also distrib-

uted over the entire 360� range. In order to give more insight into the hybrid solution’s

Figure 3.33 Current distribution of the hybrid AMC-based antenna in the AMC plane (XY) at

5.8GHz: (a) magnitude of Jx (in A/m) and (b) phase of Jx (in degrees).
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behavior, the same problematic current identification method used in the previous

section is applied.

Firstly, regions where the hybrid AMC current is the strongest are identified by keeping

the same threshold than earlier at half its maximum magnitude value. Secondly, in these

regions, the phase of the current is plotted and can be seen in Figure 3.34(a) (this figure is to

be compared with Figure 3.27b). The plotted phase ranges between 161� and 322�. By
considering constructive interferences occurring when currents are in phase �90� and by

wrapping the phase between 0� and 360�, a ‘destructive interval’ is defined between 52� and
72�. Thirdly, the phase of the current lying in this ‘destructive interval’ is plotted and is

shown in Figure 3.34(b) (this figure is to be compared with Figure 3.28a). One easily notices

that not much current is included in the ‘destructive interval’. Furthermore, if the current is

considered only where its amplitude is above a given threshold, such as a quarter of its

amplitude maximum, as has been done earlier between Figure 3.28(a) and (b), nothing would

be displayed. This means that the current whose phase lies in the destructive interval does not

contribute much to the radiation because of its relatively low amplitude.

Consequently, by applying the same identification method as previously with the same

relative thresholds, with the classical AMC some problematic current areas have been identi-

fied as responsible for the beam splitting while with the hybrid AMC no problematic area has

been found. Thus, this explains why no beam splitting is observed with the proposed hybrid

solution. The observation of the current appears to be a good tool to use in order to under-

stand the radiation behavior of an AMC-based antenna at particular frequencies within a

given bandwidth. From an understanding of this behavior, some possible solutions can be

found by the antenna’s designers.

3.5 Conclusion

In this chapter, high impedance surfaces (HISs) are used to improve wideband antenna per-

formances. In particular, the artificial magnetic conductor (AMC) behavior is utilized in

order to achieve a reflector that can be located very close to antennas, thereby leading to low

profiles. AMCs are inherently narrow band. However, it has been shown that the bandwidth

of AMC-based antennas can exceed the AMC bandwidth alone in terms of impedance

matching. Nevertheless, some issues regarding the radiation pattern are reported. In particu-

lar, maintaining a high gain value toward a given direction over a wide frequency range is a

difficult task. Regarding this problem, this chapter presented two different approaches.

The first approach highlighted the fact that designing the antenna and the AMC separately

does not lead to optimal performances and that adjustment in AMC designs is necessary. A

methodology has been presented for that purpose and has been used to design a wideband

AMC-based bow-tie antenna. Though a wide bandwidth has been obtained in terms of

impedance matching, the frequency range over which the gain level is high is narrower. As a

consequence, it reduces the operational antenna bandwidth. Therefore a method based on

side lobe reduction using lumped resistors has been proposed. With this method, the gain has

been successfully kept at a higher level over a wider bandwidth.

The second approach has been illustrated using a diamond dipole antenna. Unwanted radi-

ation behaviors over the frequency range have been efficiently suppressed by modifying the

AMC pattern. A method to identify the problematic current circulating over the AMC has
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Figure 3.34 Phase distribution in degrees of the current Jx in the AMC plane (XY) at 5.8GHz plotted

(a) where the current Jx has the highest amplitude and (b) where the current is problematic (i.e., where

the phase lies in the destructive interval, thereby leading to destructive interferences and so to beam

splitting).
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been developed. Then, from this identification, the AMC surface has been modified in order

to cancel problematic currents. Thus, a hybrid AMC has been developed that makes the

antenna radiating with a high gain over its entire impedance bandwidth.

Some solutions to overcome, to some extent, limitations regarding the achievability of a

wide bandwidth with an AMC-based antenna have been detailed in this chapter. By increas-

ing antenna impedance bandwidths, the AMC offers a great potential in designing wideband

radiating structures, but only as long as the radiation is well controlled.
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4.1 Introduction

Software-defined radios (SDRs) [1] are now being accepted as the most probable solution for

resolving the need for integration between actual and future wireless communication stan-

dards. SDRs take advantage of the processing power of modern digital processor technology

to replicate the behavior of a radio circuit. Such a solution allows inexpensive, efficient inter-

operability between the available standards and frequency bands, because these devices can

be improved, updated and their operation changed by a simple change in software

algorithms.

The ultimate goal for an SDR architecture is to push the digitization closest to the antenna

as much as possible, thus providing an increased adaptation and reconfigurability in the

digital domain by the use of current digital signal processors (DSP, FPGA, etc.) capable of

treating the incoming signals correctly. A common implementation for the SDR concept as

proposed in Reference [1] is shown in Figure 4.1.

This SDR concept is also the basis for cognitive radio (CR) approaches [3] in which the

underneath concept imposes strong changes in terms of both complexity and flexibility of

operation due to its potential adaptation to the air interface. A promising application for this

CR technology is to implement a clever management of spectrum occupancy by the use of

opportunistic radios, where the radio will adapt and employ spectrum strategies in order to
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take profit from portions of spectra that are not being used by other radio systems at a given

moment.

In that sense, these new developments will impose huge impairments in the design of radio

receivers and characterization techniques that will allow the behavior of the radio receiver to

be represented in order to minimize interferences and nonidealities and thus to increase the

dynamic range, bandwidth, and so on. Moreover, this chapter provides a good foundation for

supporting RF engineers in the overall receiver design to achieve better radio solutions.

This chapter will start first by presenting the most used receiver strategies for radio com-

munications and concentrate on the usability for SDR/CR systems. Afterwards, the chapter

will focus on techniques for modeling and characterization of SDR receivers, where the pro-

posed behavioral model format allows the identification of different memory taps depending

on the observed nonlinear mechanisms for a correct understanding of such wireless systems.

Then, a specific practical application of the proposed behavioral model will be presented,

when considering a band-pass sampling receiver with a quadrature-phase shift keying

(QPSK) modulated wireless signal.

4.2 Multiband Multimode Receiver Architectures

For SDR/CR applications several receiver architectures may be used, ranging from common

super-heterodyne, zero-IF, and low-IF designs to band-pass sampling approaches, but also

recent proposals of six-port interferometers and direct RF sampling with analog decimation.

All these are valid and practical receiving architectures, but some are gaining visibility over

the others mainly because of the actual advancements in ADC/DAC technology and the

enormous increase in the capabilities of digital signal processors.

The basic review that is done here is mostly based on References [2], [4], and [5]. Starting

with the well-known super-heterodyne receiver (Figure 4.2), where the received signal at

the antenna is translated to an intermediate frequency (IF) using a down conversion mixer,

band-pass filtered and amplified. This is followed by a second stage for down conversion to

baseband based on an I/Q demodulator and then converted to the digital domain to be

treated. This architecture is now adopted mostly for higher-RF and millimeter-wave

frequency designs [6, 7], for instance in point-to-point microwave links or short radar com-

munications. However, super-heterodyne receivers have a considerable number of problems

Figure 4.1 Typical implementation for an ideal software-defined radio [1]. # 2010 IEEE. Reprinted,

with permission, from [2].
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regarding their use in SDR/CR applications, the most relevant being the mandatory use of an

image-reject filter in front of the mixer and the filter construction for a specific channel.

Therefore, the super-heterodyne configuration is not attractive for use in SDR/CR receivers

due to its complicated expansion for multicarrier multiband receivers.

The second approach is the zero-IF receiver [8, 9] (see Figure 4.3), which eliminates the IF

stage of the previous super-heterodyne architecture, down converting the desired RF band

directly to baseband. The received signal is selected at RF by a band-pass filter (BPF)

and amplified by a low-noise amplifier (LNA), being afterwards directly down converted to

DC by an I/Q demodulator and finally converted to the digital domain using an ADC. A

substantial reduction in the number of analog components compared to a super-heterodyne

architecture is evident. Moreover, in this architecture, a high level of integration is guaran-

teed thanks to its simplicity and relaxed specification requirements for the RF band-pass

filter. These advantages make it a common architecture for multiband receivers such as the

Figure 4.3 A zero-IF architecture.# 2010 IEEE. Reprinted, with permission, from [2].

Figure 4.2 A super-heterodyne receiver architecture.# 2010 IEEE. Reprinted, with permission, from [2].
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one described in Reference [9] and for complete transceiver architectures as in References

[10] and [11]. Despite its simplicity and higher integration, many components of the zero-IF

receiver are more complex to design. Additionally, the direct translation to DC raises several

problems such as DC offset [12], local oscillator (LO) leakage, I/Q impairments, second-

order intermodulation products (that are generated around DC), and large flicker noise of the

mixer [13], which can easily corrupt the received baseband signal. Some techniques to mini-

mize these problems associated with its advantages and integration currently make this the

most used configuration in radio receivers.

A similar configuration to the previous one is the low-IF receiver [14], wherein the incom-

ing RF signal is down converted to a nonzero IF frequency instead of going directly to DC.

This can be achieved by a complex RF down conversion (quadrature I/Q approach) or by a

real RF down mixing. This architecture combines the advantages from zero-IF and super-

heterodyne receivers. After a few filtering and amplification steps as in the previous

approaches, the signal is converted to the digital domain by using relatively robust ADCs,

which increase total power consumption because of the required higher conversion rate.

Moreover, in this solution an image suppression block at the digital domain is commonly

employed to cancel undesired effects from the image frequency problem now reintroduced.

Again, a high level of integration is possible and the use of digital signal processing is

allowed to execute the reception of several contiguous channels.

Another feasible alternative is the band-pass sampling receiver (BPSR) [15, 16] shown in

Figure 4.4. The incoming signal is filtered by an RF band-pass filter that can be a tunable

filter or a bank of filters, and subsequently amplified by a wideband LNA. Afterwards, the

signal is sampled and converted to the digital domain by a high sampling rate ADC and

digitally processed. The underlying idea is that energy from DC to the input analog band-

width of the sampling circuit present in the ADC is folded back to the first Nyquist zone

(NZ) [0, fS/2] because of the inherent sampling properties. It is essential to emphasize the

importance of RF band-pass signal filtering because it must reduce all signal energy

Figure 4.4 A band-pass sampling receiver.# 2010 IEEE. Reprinted, with permission, from [2].
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(essentially noise) outside the desired NZ that would otherwise be aliased and thus degrade

the attainable signal-to-noise ratio (SNR). Moreover, this filtering procedure has to separate

the signals present in each NZ in order to avoid overlap of signals at the output. One

advantage is that the needed sampling frequency and associated processing rate are propor-

tional to the information bandwidth, rather than to the carrier frequency. However, a few

critical requirements exist such as the fact that the analog input bandwidth of the sampling

circuit must include the RF carrier band and the clock jitter dependence, which can be seri-

ous problems with modern ADCs.

A different possibility includes a quite old technique known as the six-port interferometer

(SPI), which is being evaluated to become a practical architecture for SDR/CR receivers

[17]. In the past this technique was mainly used for instrumentation and measurement appli-

cations [18–20]. Nevertheless, quite recent works demonstrate the use of an SPI radio

receiver with some modifications to operate at millimeter-wave frequencies for QPSK and

binary phase-shift keying (BPSK) modulated signals [21]. An SPI demodulator eliminates

the use of down converting mixers and obtains directly the baseband information with a

decoder (by means of a new phase spectrum demodulation scheme) from the four interfer-

ometer output signals. On the other hand, the support of quadrature amplitude-modulated

(QAM) signals by the SPI radio are the object of ongoing research and development efforts.

The possible operation of the SPI radio at very high transmission rates (large bandwidths) by

using mostly passive devices and its low-cost implementation can be confirming factors for

these SPI radio approaches.

Finally, other architectures proposed for SDR/CR receiver applications involve the utiliza-

tion of direct RF sampling techniques with discrete-time analog signal processing and deci-

mation to allow the signal to be received properly, such as the ones developed in References

[22] and [23]. These designs are still in a very immature stage but should be further studied

due to their potential efficiency in implementing reconfigurable receivers.

4.3 Wideband Nonlinear Behavioral Modeling

From the previously discussed architectures one of the most promising for SDR/CR applica-

tions is the BPSR design because of its approximation to the initial idea from Mitola [1]. In

order to use such an approach in real SDR/CR configurations, a correct characterization of

the front-end should be performed as a way to construct digital equalizers that could increase

the receiving signal quality and, thus, maximize dynamic range, bandwidth, and so on.

Moreover, the simulation of such a huge and complex architecture (an entire BPSR) is quite

computer intensive, mainly when the objective is to simulate RF signals modulated with high

bandwidth excitations.

In that way, the main motivation of this section is to give a brief overview of the BPSR

architecture operation and then propose a suitable wideband behavioral model, accompanied

by the respective parameter extraction procedure, to cover RF/IF and baseband

frequency responses as presented in Reference [24], within the first and over several

different NZs.

4.3.1 Details of the BPSR Architecture

This section aims to provide a more profound detail about the account of the BPSR opera-

tion. This architecture has its key element in the ADC component (commonly in a pipeline
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structure) that contains a sample-and-hold circuit, which in theory will down convert the

incoming signals as a mixer module, followed by the quantizing scheme based on a pipeline

approach [25]. As mentioned above, the BPSR design is an approach that permits all of the

energy from DC to the input analog bandwidth of the ADC to be folded back to the first NZ.

This process occurs without any mixing down conversion because a sampling circuit is

somehow replacing the mixer module. Actually, this is one of the most interesting compo-

nents of this architecture, because it allows an RF signal of higher frequency to be sampled

by a much lower clock frequency.

The basic concept is depicted in Figure 4.5, in which it is observed that all the input sig-

nals present in the allowable bandwidth of the sampling circuit are folded back to the first NZ

(Figure 4.5, bottom). Furthermore, the signals are down converted and fall over each other if

no filtering has been used previously. This folding process occurs for all the available signals

at the input of the circuit as well as for any nonlinearity that may have been generated previ-

ously (e.g., in the LNA or even in the specific sampling circuit). In addition, based on some

relationships [15], it is possible to predict the resulting IF folded frequencies, ffold, using the

Figure 4.5 Process of folding that occurs in the sample-and-hold circuit: (top) entire input spectrum

bandwidth and (bottom) output from the circuit with all the signals folded back and overlapped in the

first NZ.# 2011 IEEE. Reprinted, with permission, from [24].
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following formulation:

if fix
f C
f S
�
2

 !
is

even; f fold ¼ rem f C; f Sð Þ
odd; f fold ¼ f S � rem f C; f Sð Þ

�
ð4:1Þ

where fC is the carrier frequency, fS is the sampling frequency, fix(a) is the truncated portion

of argument a and rem(a,b) is the remainder after division of a by b.

In order to better understand the operation of the explained BPSR in different NZs let us

assume that the BPSR, as shown in Figure 4.4, is sampled by a clock of 100MHz and excited

first by a signal excitation present in the first NZ (e.g., 14MHz) and then excited by a signal

excitation situated in the second NZ (e.g., 78MHz). For instance, if we consider a system

that generates three harmonics, for the first excitation frequency and taking into account the

frequency folding phenomena, the fundamental and respective harmonics will fall within the

first NZ. However, the same will not happen for the second excitation frequency, where the

baseband will fall on the first NZ, the fundamental and second harmonic will fall in the sec-

ond and fourth NZs, respectively, and are folded back in the reversed way, obtained with

Equation (4.1). Regarding the third harmonic, it will fall in the fifth NZ and is folded back in

the normal mode.

In that sense, any model that may be used to describe the behavior of such architecture

should have in mind that the operation over a huge bandwidth has to be covered and accom-

panied by different dynamic effects, which can be represented by different memory taps in

the nonlinear model.

4.3.2 Proposed Wideband Behavioral Model

As was seen in the last section, to represent the BPSR nonlinear behavior effectively requires

that the produced behavioral model should be wideband and take into account the NZ when

the signal is sampled. In addition, several spectral components may appear in the first NZ

case of the low-frequency baseband nonlinearities (defined by an even-order nonlinear prod-

uct), with high-frequency components also possibly appearing at higher NZs where they are

folded back to the resultant ADC bandwidth. This will impose conditions where the dynamic

response of the BPSR will have time constants of highly different orders, with some at the

RF time frame and others inside the baseband time frame.

In that sense, an appropriate behavioral model that produces the required mathematical

description for describing the nonlinear behavior of the BPSR could be supported on the

Volterra series theory [26], due to its good performance in this type of mildly nonlinear sce-

narios. The Volterra series conditions represent a combination of linear convolution and non-

linear power series providing a general structure to model nonlinear systems with memory.

As such, it can be used to describe the relationship between the input and output of the

considered BPSR, which may present a nonlinear behavior having memory effects. This

relationship can be written as

yðtÞ ¼
X1
n¼0

Z 1

�1
� � �
Z 1

�1
hnðt1; . . . ; tnÞxinðt� t1Þ � � � xinðt� tnÞdt1 � � � dtn ð4:2Þ
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where xin(t) and y(t) are the input and output signal waveforms, respectively, and hn(t1, . . . ,tn)
is the nth-order Volterra kernel.

The applicability of such an RF time-domain Volterra series model to account with all

these nonlinearities at once is complex because of the complicated model structure, which

leads to an exponential increase in the number of coefficients for higher degrees of nonli-

nearities and memory lengths. Furthermore, the overall system description can behave

very differently because, for instance, the even-order coefficients can generate signals at very

high frequencies (such as in the case of the second harmonic) and at baseband frequencies

near DC.

In that sense, the Volterra approach as presented in Equation (4.2) is not optimum for this

situation since it uses the same descriptor for the second harmonic as for the baseband

responses and thus does not provide the required flexibility. In fact, this problem was

observed in the work presented in Reference [27], where a good approximation was achieved

at higher frequencies but it had some problems at lower frequencies and vice versa.

To overcome this issue the Volterra series model can be applied in a low-pass equiv-

alent format [28], in which a selection of each nonlinear cluster (baseband, fundamen-

tal, second harmonic, etc.) is firstly made and its particular complex envelope is then

digitally obtained. As a result, the Volterra low-pass equivalent behavioral model is

applied individually to each complex envelope cluster, taking into consideration the

nonlinearity that has originated it. Actually, it can be seen as a model extraction based

on the envelope harmonic balance method, where each cluster is addressed individually

[29]. This low-pass equivalent conversion is exemplified in Figure 4.6, which considers

a third-order degree nonlinear scenario.

As illustrated in Figure 4.7, the resulting model will be a collection of different sub-mod-

els obtained and extracted individually for each nonlinear cluster. Generally, this begins with

the application of different Volterra operators in the extracted complex envelopes, followed

by an up conversion of each cluster to the correct carrier frequency and finally summed

together to create the resulting model output. In this way, the input of the proposed model

will be the complex envelope of the desired excitation signal, which will then produce a real

waveform representing the output of the nonlinear component/system.

Thus, as an example, the baseband and second harmonic arise from a second-order multi-

plication and are represented in this circumstance as

~yBBðkÞ ¼ ~h0 þ
XQA1

q1¼0

XQA2

q2¼q1

~h2;BBðq1; q2Þ~xðk � q1Þ~x�ðk � q2Þ ð4:3Þ

~y2HarmðkÞ ¼
XQC1

q1¼0

XQC2

q2¼q1

~h2;2Harmðq1; q2Þ~xðk � q1Þ~xðk � q2Þ ð4:4Þ

where h0 is the DC value of the output, h2,BB and h2,2Harm are the second-order Volterra

kernels for the baseband and second harmonic responses, respectively. The character �
refers to a complex signal or value and the symbol � means the complex conjugate.

For the proposed modeling strategy it can be noted that different memory lengths are used

on the baseband and second harmonic components (represented in Equations (4.3) and (4.4)
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Figure 4.6 Diagram of the low-pass equivalent conversion of each cluster. # 2011 IEEE. Reprinted,

with permission, from [24].

Figure 4.7 Proposed design for the wideband behavioral model. # 2011 IEEE. Reprinted, with

permission, from [24].
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by QA1/QA2 and QC1/QC2), which provides an augmented flexibility to these models. As

regards the fundamental signal and associated intermodulation distortion, these arise from a

first-order function combined with a third-order nonlinear product:

~yFundðkÞ ¼
XQB1

q1¼0

~h1;Fundðq1Þ~xðk � q1Þ

þ
XQB1

q1¼0

XQB2

q2¼q1

XQB3

q3¼q2

~h3;Fundðq1; q2; q3Þ~xðk � q1Þ~xðk � q2Þ~x�ðk � q3Þ
ð4:5Þ

In the same line, the third harmonic arises uniquely from a third-order degree polynomial:

~y3HarmðkÞ ¼
XQD1

q1¼0

XQD2

q2¼q1

XQD3

q3¼q2

~h3;3Harmðq1; q2; q3Þ~xðk � q1Þ~xðk � q2Þ~xðk � q3Þ ð4:6Þ

Moreover, when higher orders are requested more Volterra kernels should be determined.

When extracting the kernels for each nonlinear cluster it is desirable to include all the

possible contributions for each specific case, since it will deeply affect the extraction per-

formance. For example, if expecting a component/system with fifth-order nonlinearities,

then the third harmonic will not be exclusively characterized by a polynomial of third order

but also including the contributions from a fifth-order coefficient.

In summary, it should be emphasized that in each cluster any nonlinear order and memory

depth can be used and thus clearly different approaches can be employed. Also, the newly

proposed behavioral model scheme has the feasibility to be extended and applied into multi-

carrier nonlinear components/systems, as demonstrated in Reference [30].

4.3.3 Parameter Extraction Procedure

This section is devoted to describing the parameter extraction procedure, which has been

employed in a BPSR design similar to that in Figure 4.4. The constructed laboratory proto-

type of this BPSR architecture (device under test, DUT) considered several band-pass filters

to select the desired NZ to be modeled connected to a wideband (2–1200MHz) LNA, which

has a 1-dB compression point close to þ11 dBm, an approximated gain of 23 dB, and a noise

figure near to 5 dB. This is then followed by a commercially 10-bit pipeline ADC that has a

linear input range of around þ10 dBm (2Vpp for a 50-V source) and an analog input band-

width (�3 dB bandwidth of the sampling circuit) of 160MHz. This ADC component was

then sampled using a sinusoidal clock of 90MHz.

Evaluating the DUT at such a clock frequency will virtually create several NZs of 45MHz

(fs/2) each at the output of the DUT. In this sense, the chosen excitation carrier frequencies

are 11.5MHz for the first NZ and 69MHz for the second NZ. To measure the described DUT

correctly, a laboratory setup based on the mixed-domain test bench proposed in Reference

[31] was used, shown briefly in Figure 4.8. As illustrated in Reference [2] it is specifically

dedicated to mixed-domain radio front-ends (SDR/CR) characterization.

As was widely discussed in Reference [24], it is quite difficult to have a setup for mixed-

domain measurements with synchronized samplers between the different domains. The

92 Microwave and Millimeter Wave Circuits and Systems



solution for this situation was to embed a triggering pulse in the input signal followed by the

waveform excitation of interest. In this way, all the measurements will be corrected accord-

ingly to that trigger signal and become fully synchronous. Further details about this practice

can be seen in Reference [24].

In addition to this, the treatment of the measured signals revealed in certain situations a

huge corruption of these measurements by noise (instrumentation noise and noise generated

in the DUT components), which is very close to the small distortion products desired to be

modeled, making the parameter extraction impractical. Once again to minimize this issue a

new approach was pursued consisting of the following steps:

1. Apply a fast Fourier transform (FFT) to the output RF time-domain signals.

2. Select only the desired frequency bins [27, 32] taking into account the nonlinearity order

considered and construct a noise-free signal, only with the selected frequency compo-

nents, for each cluster to be extracted.

3. Afterwards, apply an inverse fast Fourier transform (IFFT) in order to obtain a cleaner

(without undesired frequency components and out-of-band noise) time-domain signal for

each cluster.

4. Calculate the complex envelopes (e.g., using the Hilbert transform) for each cluster of the

rearranged output signals.

5. Apply the low-pass equivalent Volterra series model, expressions (4.3) to (4.6), into these

new output signals using also the measured input complex envelope and obtain the desired

low-pass complex Volterra kernels.

6. Up convert each output complex signal to the corresponding cluster center frequency,

depending on the resultant frequency from Equation (4.1), and finally assess the model

performance.

Figure 4.9 shows a generalized flow diagram for the overall parameter extraction proce-

dure. Such an approach allows, in step 5, the selection of nonlinear orders and memory taps

that are more convenient in each specific cluster, reducing in some sense the required number

of parameters. As well, it is important to notice that when the signal is within an even-order

NZ, the output signal at the output of the DUTwill appear rotated (reversed) (see Figure 4.5).

Figure 4.8 The experimental test bench proposed in Reference [31]. # 2011 IEEE. Reprinted, with

permission, from [24].
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Thus, in these circumstances an inversion of the signal is required, prior to the extraction of

the particular cluster behavioral model.

Taking into consideration a few assumptions about the input signals, the extraction process

of the low-pass complex Volterra kernels was based on a least-squares technique, expressed by

H ¼ XTX
� ��1

XTY ð4:7Þ

where X and Y are the input complex signal matrix and the output signal vector, respectively,

and H is the vector of complex kernels being searched. This least-squares extraction is then

executed for each one of the previously selected clusters.

As an example, if the complex parameters are being investigated for a baseband cluster with

a memory length of Q taps, the input signal matrix (X) will be designed in the following way:

X ¼

1 ~xð0Þ~x�ð0Þ ~xð0Þ~x�ð�qÞ � � � ~xð�QÞ~x�ð�QÞ
..
. ..

. ..
. ..

.

1 ~xðnÞ~x�ðnÞ ~xðnÞ~x�ð�qÞ � � � ~xðn� QÞ~x�ðn� QÞ
..
. ..

. ..
. ..

.

1 ~xðNÞ~x�ðNÞ ~xðNÞ~x�ðN � qÞ � � � ~xðN � QÞ~x�ðN � QÞ

2
6666664

3
7777775

ð4:8Þ

Figure 4.9 Flowchart diagram of the kernel extraction procedure. # 2011 IEEE. Reprinted, with

permission, from [24].

94 Microwave and Millimeter Wave Circuits and Systems



and the complex output at baseband frequencies (Y) is defined as

Y ¼ ~yBBð0Þ � � � ~yBBðnÞ � � � ~yBBðNÞ½ �T ð4:9Þ

where Q represents the memory length and N is the number of captured samples for both input

and output complex envelope signals.

Afterwards, the seek vector of complex kernels (H) for the baseband cluster is calculated

using Equation (4.7), which is actually composed of the following Volterra operators:

H ¼ ~h0 ~h2;BBð0; 0Þ ~h2;BBð0; qÞ � � � ~h2;BBðQ;QÞ
� �T ð4:10Þ

This process is then executed for each individual cluster and then the final response of the

behavioral model is achieved by employing the design depicted in Figure 4.7, wherein each

cluster is up converted to the exact carrier frequency, based on Equation (4.1), as shown in

the following expression:

yðkÞ ¼ Ref~yBBðkÞ þ ~yFundðkÞejv1t þ ~y2HarmðkÞejv2t þ ~y3HarmðkÞejv3tg ð4:11Þ

As a final remark about the proposed behavioral model and respective parameter extrac-

tion strategy, it should be emphasized that great care should be taken when choosing carrier

frequencies, signal bandwidths, and so on, due to the folding process that happens in the

addressed DUT; the model extraction will become not valid if different clusters fall within

overlapping frequency bins.

4.4 Model Validation with a QPSK Signal

In order to evaluate the performance of the proposed behavioral model for a BPSR, a QPSK

modulated signal with a symbol rate of around 1 Msymbol/s filtered with a square-root raised

cosine(RRC) filter with a roll-off factor of a ¼ 0:25, which determined a signal PAPR

of approximately 5.4 dB, has been applied. These results were previously presented in

Reference [24]. It used the laboratory setup shown in Figure 4.8 to perform the various mea-

surements. The extraction of the seek parameters was executed in part of the captured input

and each cluster output complex envelopes. After that, an equal number of remain samples

were used to assess the accuracy of the complete behavioral model when compared with the

obtained measurement results.

4.4.1 Frequency Domain Results

The obtained results are shown in Figures 4.10 and 4.11 for the two different NZs evaluated.

Looking at the figures, it can be said that the proposed behavioral model and its associated

parameter extraction procedure estimate the unknown parameters well and produce good

results for the two NZ signals. Moreover, in Figure 4.10 the different memory depths (taps)

for each nonlinear cluster can be checked for different NZs.

In order to be more precise in this evaluation, the integrated power within the frequency

band of the fundamental signal, lower and upper adjacent channels, baseband component,
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Figure 4.10 Entire bandwidth (smoothed) of measured and modeled outputs for a QPSK signal

centered at 11.5MHz (top) and 69MHz (bottom). # 2011 IEEE. Reprinted, with permission,

from [24].
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Figure 4.11 Spectrum of measured and modeled results, at the carrier band and second harmonic

band for a QPSK signal centered at 11.5MHz (top) and 69MHz (bottom). # 2011 IEEE. Reprinted,

with permission, from [24].
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and second and third harmonics were calculated. These results are revealed in Table 4.1 for

the two NZs evaluated. It is clear that there is a good approximation to the DUT measure-

ments presented by the proposed behavioral model.

Another figure-of-merit commonly used to express the error of a given model is the nor-

malized mean square error (NMSE), [33]. The comparison between the complete measured

output signals and the proposed behavioral model results reached NMSE values of �33.0 dB

for the first NZ excitation and �32.9 dB for the second NZ excitation.

These demonstrated results validate in some sense this behavioral model proposed for

BPSR application.

4.4.2 Symbol Evaluation Results

In order to validate the presented behavioral model even further, a digital version of a QPSK

demodulator was implemented in order to obtain the symbol information (around 1000 symbols)

from the previously measured and modeled QPSK signals, evaluated in the two different NZs.

Figure 4.12 illustrates the obtained normalized constellation diagrams for each NZ

addressed. The figure verifies once again the good performance of the proposed behavioral

model and the respective parameter extraction procedure. These assumptions are fully con-

firmed by the values presented in Table 4.2, where a good matching in terms of the root mean

square (rms) EVM and also the peak EVM is observed.

Table 4.1 Measured and modeled integrated powers for the QPSK excitation# 2011 IEEE.

Reprinted, with permission, from [24]

first NZ (fc¼ 11.5MHz) second NZ (fc¼ 69MHz)

Measurement

(dBm)

Model

(dBm)

Measurement

(dBm)

Model

(dBm)

Baseband �41.7 �42.9 �44.6 �45.4

Fundamental �3.01 �3.02 0.40 0.38

Adjacent channel

(lower)

�53.3 �54.6 �52.7 �52.5

Adjacent channel

(upper)

�55.9 �56.0 �50.3 �51.2

Second harmonic �38.5 �38.5 �40.8 �40.9

Third harmonic �51.6 �52.2 �52.8 �53.0

Table 4.2 Measured and modeled EVM values for the QPSK excitation# 2011 IEEE. Reprinted,

with permission, from [24]

first NZ (fc¼ 11.5MHz) second NZ (fc¼ 69MHz)

Measurement Model Measurement Model

EVM rms 4.23% 4.97% 6.85% 5.2%

EVM peak at symbol 16.39% 16.15% 22.13% 19.24%

(703) (703) (898) (898)
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5.1 Introduction

Building compact-size and low-cost yet high-performance, flexible and reconfigurable radio

transceivers for future wireless systems is generally a very challenging task. Using dedicated

hardware particularly designed and optimized for only a single application or part of the

radio spectrum yields only limited solutions, especially in terms of radio flexibility and re-

configurability. Also, to keep the overall size and cost of the radio parts feasible, especially

in multiantenna multiradio scenarios, the cost and size of individual radios are strongly

limited. This implies that various circuit imperfections and impairments are expected to take

place in the used radio transceivers, especially in the radio frequency (RF) analogue

electronics [10]. This is also further catalysed by decreasing supply voltages and increasing

electronics miniaturization. This is discussed at a general level, for example in References

[1] to [4]. Good examples of such RF imperfections are, for example, mirror-frequency inter-

ference due to I and Q branch amplitude and phase mismatches (I/Q imbalance),

intermodulation and harmonic distortion due to mixer and amplifier nonlinearities, timing

jitter and nonlinearities in sampling and analogue-to-digital (A/D) converter circuits, and

oscillator phase noise. These RF impairments, if not properly understood and taken into

account, can easily limit the performance of the radio transceivers, and thereby the perform-

ance of the corresponding wireless radio link and system. The RF impairment effects are

becoming increasingly important in the evolution of radio communications when more and
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more complex, and thus more sensitive, high-order modulated wideband communications

waveforms are being deployed in the emerging radio systems, compared to legacy narrow-

band binary modulation-based radio communications.

While there are various different types of RF impairments related to underlying radio

electronics, this chapter concentrates on analysis and digital signal processing-based sup-

pression of oscillator phase noise [5–8]. In general, phase noise has a rather complicated

character and a large impact to the radio transceiver and link performance, especially in

OFDM and other multicarrier type systems, and therefore analysis and compensation of

phase noise in multicarrier systems continues to be a relevant active research topic. We

first present the modelling of time-varying phase noise for free running and phase locked

loop oscillators. Thereafter, we explain the effect of phase noise in OFDM systems and

analyse the performance of OFDM in time-varying channels in the presence of phase

noise. The last part of the chapter explores different algorithms for the compensation of

phase noise in the digital baseband.

In general, as will be explained in detail in the forthcoming sections, phase noise appears

in the form of multiplicative noise relative to the ideal phase noise-free signal. Thus the gen-

eral impact of phase noise is that it broadens the spectral content of the signals (through

spectral convolution). From an individual multicarrier waveform (like OFDM) point of view,

this yields intercarrier interference (ICI) between the neighbouring subcarriers. This can be

seen as an in-band problem, essentially increasing the in-band noise floor of a single radio

waveform. In a more general context, however, phase noise also causes interference between

the neighbouring RF channels or bands, which can be seen as an out-of-band problem

dealing with multiple RF signals. Such an effect can be even more troublesome, compared

to in-band problems, due to different RF power levels (dynamic range) of different RF

carriers. In this chapter, the focus is on the phase noise-induced in-band problems. In terms

of presentation, this chapter follows the presentations in References [9] and [10].

5.2 Phase Noise Modelling

This section gives a very short introduction to phase noise modelling and is based on the

phase noise modelling given in References [11] and [12] and summarized in Reference [8].

There are many nonidealities related to oscillators, such as carrier frequency offset and

phase offset. However, the most complex of the nonidealities is the time-varying phase noise

denoted here by fðtÞ. A real oscillator-generated signal with phase noise can be written as

vðtÞ ¼ A cos vctþ fðtÞð Þ ð5:1Þ

Here, A is the amplitude of the oscillating signal and vc is the nominal angular oscillation

frequency. The phase noise modelling focuses on the modelling of the time-varying phase

noise component fðtÞ. The modelling in this chapter is based on the simple mathematical

free-running oscillator (FRO) model and on more complex phase-locked loop (PLL) oscilla-

tor model, since in practice PLL oscillators are used in communications devices.

5.2.1 Free-Running Oscillator

The FRO model is simple and easy to use in simulations and mathematical analysis. It is

based on the assumption that the phase noise process is a so-called Brownian motion process
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(also known as the Wiener process or random-walk process). It can be written as

fðtÞ ¼ ffiffiffi
c

p
B tð Þ ð5:2Þ

where BðtÞ is the time-varying standard Brownian motion and c is the diffusion rate, which

basically is the inverse of the relative oscillator quality. What makes FRO easy to use in

simulations is the simple generation of the sampled version of Equation (5.2):

fn ¼
ffiffiffi
c

p
B nTsð Þ � ffiffiffi

c
p

Bn ð5:3Þ

where Ts is the sampling interval. From the definition of the standard Brownian motion,

B nTsð Þ � B ðnþ 1ÞTsð Þ � N 0; Tsð Þ, where Nðm; s2Þ denotes the normal distribution with

expectation value m and variance s2. This effectively means that the sampled FRO process

can be generated as the cumulative sum of normal distributed random variables with zero

mean and variance cTs. Thus, it is possible to characterize the whole phase noise process

with just a single parameter c.

To map the parameter c to a more easily measurable parameter, let us study the power

spectral density (PSD) of the FRO. This is because the decay of the oscillator PSD is

commonly used to characterize the oscillator phase noise properties. Specifically, a 3-dB

bandwidth is used in this context, and it can be calculated as a point where the PSD has

decayed to half of its maximum. If we assume that the oscillation frequency vc is relatively

large and the diffusion rate c is relatively small (which they are in practice), we can approxi-

mate the one-sided PSD of the noisy oscillator signal as [11]

Sv;ssðDvÞ � c=2

c=2ð Þ2 þ Dvð Þ2 ð5:4Þ

Here, Dv ¼ v� vc is the frequency difference from the nominal oscillation frequency.

This corresponds to the well-known Lorentzian spectrum as discussed, for example, in

Reference [11]. From this it is simple to calculate the 3-dB bandwidth b of the oscillator

process of Equation (5.1) as

b ¼ c

4p
ð5:5Þ

Now, instead of characterizing the phase noise process with c, we can use the 3-dB band-

width of the oscillator, which is a more tangible quantity.

5.2.2 Phase-Locked Loop Oscillator

There are various ways to model PLL oscillators. In this section, the model introduced in

Reference [12] is used. It models a PLL oscillator that takes into account white and

flicker (1=f ) noises [13] in its free-running (FR) voltage-controlled oscillator (VCO) and

only white noise in its FR crystal oscillator (CO). The VCO model is based on the work

done in Reference [14]. In the oscillator model, first a one-sided PSD of a baseband
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equivalent VCO is generated according to Reference [14] as

Sa;ssðDvÞ ¼ cw þ cf Sf Dvð Þ
cw þ cf Sf Dvð Þ

2

� �2

þ Dvð Þ2
ð5:6Þ

Here, the PSD of the flicker noise is

Sf ðDvÞ ¼ 2p

Dvj j �
4

Dv
tan�1 gc

Dv

� �
ð5:7Þ

cw ¼ 2p

Dvf � Dvw

Dv3
f � 10

LðDvf Þ
10 � Dv3

w � 10
LðDvwÞ

10

� �
ð5:8Þ

and

cf ¼
2p Dvw � Dvf

� 	
DvwDvf

Dv2
f � 10

LðDvf Þ
10 � Dv2

w � 10
LðDvwÞ

10

� �
ð5:9Þ

On these, gc is a frequency corner point at which the flicker noise PSD essentially deviates

from the nominal 1=f slope and Dvw, Dvf , LðDvwÞ and LðDvf Þ can be attained from the

circuit simulator or one-sided PSD spot measurements of the VCO oscillator. LðDvwÞ is a
measurement at a white noise dominated region of the oscillator spectrum at offset Dvw

from the nominal oscillation frequency and LðDvf Þ is a measurement at a flicker noise domi-

nated region of the oscillator spectrum at offset Dvf from the nominal oscillation frequency.

The corresponding PSD of the CO is generated also with Equation (5.6), but without flicker

noise. The equation for the PSD of the CO can thus be written as

Sa;ssðDvÞ ¼ cw;CO
cw;CO

2

� �2
þ Dvð Þ2

ð5:10Þ

Here, cw;CO is given by Equation (5.8), but naturally from the measurements of the CO.

Equation (5.10) closely resembles the PSD of the FRO model in Equation(5.4), because the

used CO is a high-quality FRO with relatively low nominal oscillation frequency. However,

Equation (5.10) is the PSD for the baseband equivalent oscillator and, furthermore, maps the

oscillator measurements to the PSD through the measurement parameter cw;CO. Now, to gen-

erate the actual PSD of the PLL oscillator vðtÞ ¼ Aej vctþfðtÞð Þ actually needed in the baseband
simulations, we need to combine the PSD of the CO and VCO. In this work, combination is

done according to the work in Reference [15].

We know that the PSD of the complex exponential of the phase noise approximately

equals the PSD of the actual phase noise fðtÞ at frequencies higher than the oscillator 3-dB

bandwidth [16]. For our oscillator model, as justified in Reference [15], we use this approxi-

mation in general. Thus, we can generate the phase noise by shaping the spectrum of white

Gaussian noise to correspond to the baseband equivalent version of Sa;ssðDvÞ, namely
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Sa;ssðvÞ. An example of the CO, VCO and PLL PSDs with parameters LðDvwÞ¼
�120 dBc/Hz at Dvw ¼ 1MHz, LðDvf Þ¼�76 dBc/Hz at Dvf ¼ 10 kHz, LCOðDvw COÞ¼
�160 at 1MHz and gc ¼ 2.15 kHz is depicted in Figure 5.1. For more details and discussion

refer to References [12] and [14].

5.2.3 Generalized Oscillator

To generalize the oscillator model even further, the nonconstrained form of the given PLL

oscillator model is presented. We generate the phase noise in the same way with the help of

a spectral masque, but now without tight constraints on the oscillator phase noise spectrum.

Practically, this means that we generate white Gaussian noise, transfer it to the frequency

domain with a discrete Fourier transform (DFT), then filter the signal with an arbitrary phase

noise spectral masque and the filtered result is then finally transformed back to the

time domain with an inverse discrete Fourier transform (IDFT). Naturally in this model,

phase noise is generated in blocks since we cannot have an infinite length DFT/IDFT pair.

The actual spectral masque can be obtained, for example, directly from the circuit simulator

or from measurements of an oscillator.

For the purpose of later analysis, let us derive a connection between the phase noise spec-

tral masque and average powers of the spectral components of the phase noise complex

exponential. The spectral components can be calculated easily with the DFT. The N-point

DFT of the phase noise complex exponential is

JkðmÞ ¼ 1ffiffiffiffi
N

p
XN�1

n¼0

ejfnðmÞe�j2pnk=N ð5:11Þ

Figure 5.1 An example PSD of the CO and VCO used in the design of a PLL. Theoretical and

simulated PSDs of the resulting PLL are also depicted.# 2009 IEEE. Printed, with permission, from [8].
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Here, k ¼ 0; 1; . . . ;N � 1 is the index of the spectral component and m is the index of the

spectral DFT block. With a small phase approximation, namely ejfnðmÞ � 1þ jfnðmÞ; and
when keeping unit variance we can write

ejfnðmÞ � 1þ jfnðmÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ s2

f

q ð5:12Þ

where s2
f is the average power of the phase noise fnðmÞ, which can be derived from the

spectral masque as [17]

s2
f ¼ s2

w

N

XN�1

k¼0

l2k ð5:13Þ

Here, s2
w is the variance of the time-domain white Gaussian noise from which the phase

noise is generated and lk is the spectral masque multiplier for the kth spectral component.

Now by combining Equations (5.11) and (5.12), we can write

JkðmÞ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N 1þ s2

f

� �r XN�1

n¼0

1þ jfnðmÞ½ �e�j2pnk=N ð5:14Þ

When k 6¼ 0, this can be written as

JkðmÞ � jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N 1þ s2

f

� �r XN�1

n¼0

fnðmÞe�j2pnk=N ¼ jFkðmÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ s2

f

q ð5:15Þ

where FkðmÞ is the kth frequency bin of the N-point Fourier transform of fnðmÞ. So finally

k 6¼ 0 : E JkðmÞj j2
h i

� s2
wl

2
k

1þ s2
f

¼ s2
wl

2
0

1þ s2
w

N

XN�1

k¼0

l2k

¼ c2
k

1þ 1

N

XN�1

k0¼0

c2
k0

ð5:16Þ

For the DC bin, that is when k ¼ 0, we can write

J0ðmÞ �
N þ j

PN�1

n¼0

fnðmÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N 1þ s2

f

� �r ¼
ffiffiffiffi
N

p þ jF0ðmÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ s2

f

q ð5:17Þ
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so we have

k ¼ 0 : E J0ðmÞj j2
h i

� N þ s2
wl

2
k

1þ s2
f

¼ N þ s2
wl

2
0

1þ s2
w

N

XN�1

k¼0

l2k

¼ N þ c2
0

1þ 1

N

XN�1

k¼0

c2
k

ð5:18Þ

Here, c2
k ¼ s2

wl
2
k is the energy of the phase noise around the kth subcarrier as depicted in

Figure 5.2. Quantity c2
k can be simply connected to the practical oscillator PSD measure-

ments by

c2
k ¼ s2

wl
2
k � PSDf k

1

Ts

� �
1

Ts

ð5:19Þ

Here, PSDf is the PSD of the phase noise process at the frequency given by the argument.

Equation (5.19) connects the powers of the spectral components of the phase noise complex

exponential to the tangible PSD values.

5.3 OFDM Radio Link Modelling and Performance under Phase Noise

Direct conversion architecture is used in most commercial mobile devices of today, and

therefore impairments that are not so tightly considered architectural weaknesses are inter-

esting. One of the most interesting impairments in this context is phase noise. Its effect on

DCR is especially interesting since phase noise is a very big problem in mobile OFDM

receivers, in which DCR is usually used. Furthermore, emerging cellular systems like LTE

and LTE-Advanced use OFDM.

First, this section describes the effect of the phase noise on a general I/Q signal in DCR.

After that the section focuses on the phase noise effect on OFDM, followed by SINR and

capacity analyses of the OFDM radio link impaired by receiver phase noise.
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Figure 5.2 An example power spectral density function of the phase noise. # 2011 IEEE. Printed,

with permission, from [17].
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5.3.1 Effect of Phase Noise in Direct-Conversion Receivers

A general bandpass signal contains two low-frequency components, namely the inphase

(I) and quadrature (Q) components. Such a bandpass signal is typically written as

sIðtÞcos ðvctÞ � sQðtÞsin ðvctÞ, where vc denotes the signal centre frequency and sIðtÞ and
sQðtÞ are the I and Q components. The so-called baseband equivalent signal, in turn, is a

complex-valued signal sðtÞ, whose real and imaginary parts are the I and Q components,

that is

sðtÞ ¼ sIðtÞ þ jsQðtÞ ð5:20Þ

I/Q modulation is thus a modulation technique in which the above formalism is utilized such

that the I and Q components are low-frequency message signals, being then modulated into

orthogonal cosine and sine carriers. In the case of digital transmission, these I and Q compo-

nents, and thereon the corresponding bandpass signal, are carrying the transmitted bits, while

the more detailed mapping from bits to message waveform(s) depends on the applied data

modulation. On the receiver side, the I and Q components are recovered by I/Q

demodulation.

In a direct-conversion receiver (DCR), the received signal from the target centre frequency

is I/Q down-converted directly to baseband, and lowpass filtering implements most of the

receiver selectivity. This is typically divided between both analogue and digital filters. Now,

when the I/Q down-conversion stage suffers from phase noise, we essentially end up having

a complex observation of the form

ŝðtÞ ¼ ŝIðtÞ þ jŝQðtÞ ¼ sIðtÞ cos fðtÞð Þ þ jsin fðtÞð Þ½ � þ jsQðtÞ cos fðtÞð Þ þ jsin fðtÞð Þ½ �
¼ sIðtÞejfðtÞ þ jsQðtÞejfðtÞ ¼ sðtÞejfðtÞ

ð5:21Þ

Therefore, in the DCR the phase noise effect on the signal waveform (namely the baseband

equivalent effect of phase noise) can be seen as a multiplication with a complex exponential

that has phase noise as its argument. Thus phase noise appears as multiplicative noise. Of

course, after the sampling, the signal with phase noise is

ŝn ¼ sðnTsÞejfn ð5:22Þ

where Ts is the sampling interval, n is the sampling index and fn ¼ fðnTsÞ.

5.3.2 Effect of Phase Noise and the Signal Model on OFDM

In the frequency domain, the effect of phase noise can be seen as spread of the received

signal spectral contents. From an individual waveform point of view, the corresponding

effect on the constellation of a single carrier signal is just the corresponding time-varying

phase rotation of the constellation, as can be seen in Figure 5.3(a), and, if small, the effect

on the signal quality is only very minor. However, the phase noise can still be a serious prob-

lem in the case of single-carrier waveforms if the spectral content of the possibly much
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stronger neighbouring channel signal is spread on top of the weak desired signal. This

depends on the assumed RF signal dynamic range and the amount of RF filtering in general.

For multicarrier signals, in turn, the effect of phase noise is much more complex and

severe, even without any neighbouring channels, as depicted in Figure 5.3(b) for OFDM.

This is the focus in the rest of this chapter. In addition to the rotation that every OFDM

symbol experiences (as in single carrier symbols), OFDM symbols suffer from intercarrier

(a)

(b)

Figure 5.3 (a) Single-carrier 16QAM signal (1024 symbols) with phase noise and (b) OFDM with

16QAM subcarrier modulation (1024 subcarriers) with phase noise. In both cases the FRO oscillator

with 100Hz 3-dB bandwidth due to phase noise is assumed. I and Q components of the signals are

presented in the horizontal and vertical axes respectively.
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interference (ICI) because phase noise spreads the energy of every subcarrier on top of the

other subcarriers [18–20]. In a constellation it is seen as a spread around the ideal rotated

constellation points. The effects of the phase noise on OFDM signals have been studied and

analysed, for example, in References [9], [11], [19] and [21] to [24].

In general, for an OFDM configuration with N subcarrier symbols k ¼ 0; 1; . . . ;N � 1, the

mth OFDM symbol is generated from subcarrier modulated symbols XkðmÞ with the help of

the N-point IDFT. The n th sample of such an OFDM symbol can be written as

xnðmÞ ¼ 1ffiffiffiffi
N

p
XN�1

k¼0

XkðmÞ ej2pkn=N ð5:23Þ

where sampling indices are n ¼ 0; 1; . . . ;N � 1. Now if the sampling interval is Ts, the

symbol length in seconds is NTs and the sampling frequency is Fs ¼ 1=Ts. In practice, to

exploit the long symbol duration in the OFDM signal, the cyclic prefix is also implemented

to mitigate the impacts of multipath components of the radio channel. This is done by recon-

structing the OFDM symbol so that the last G samples of Equation (5.23) are transmitted first

and then the OFDM waveform without the prefix. This lengthens the OFDM symbol to N þ
G samples, which is N þ Gð ÞTs seconds. The cyclic prefix effectively makes the OFDM sig-

nal immune to intersymbol interference, so at the receiver after ideal up-conversion at the

transmitter, the time-invariant multipath channel, ideal down-conversion and removal of the

cyclic prefix, the mth received OFDM symbol can be written as

rm ¼ hm � xmð Þ þ zm ð5:24Þ

where hm is the ðD� 1Þ multipath channel impulse response vector,

xm ¼ x0ðmÞ; x1ðmÞ; . . . ; xN�1ðmÞ½ �T, operator � denotes circular convolution between the

elements of the operated vectors, and zm is the ðN � 1Þ vector of white Gaussian noise sam-

ples. Now the expression in (5.24) can be simplified with the help of the circular convolution

matrix [25] as

rm ¼ Hmxm þ zm ð5:25Þ

where Hm is the ðN � NÞ circular convolution matrix corresponding to the channel impulse

response vector hm.

The previous formulation assumed ideal oscillators in the transmitter and receiver. With

phase noise included in up-converting and down-converting oscillators in the transmitter and

receiver, respectively, we can write the received signal as

rm ¼ diag ejfm;R
� 	

Hm diag ejfm;T
� 	

xm þ zm ð5:26Þ

Here, diag �ð Þ is a function that creates a diagonal matrix out from its input vector and

fm;T and fm;R are vectors consisting of transmitter and receiver phase noise samples

fn;XðmÞ; X 2 T ;Rf g, respectively, so that fm;T ¼ f0;X;f1;X ; . . . ;fN�1;X


 �T
; X 2 T ;Rf g. In

this chapter, a reasonable channel delay spread is assumed. This means that the channel

coherence bandwidth is relatively high. From this stems the fact that in approximations we
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are able to change the order of the diagonal phase noise matrices and the cyclic channel

matrix in Equation (5.26). We are therefore able to approximately model all the phase noise

either as transmitter or receiver phase and mark the combined phase noise term as

fm ¼ fm;T þfm;R [9, 6, 11].

5.3.3 OFDM Link SINR Analysis under Phase Noise

In the frequency domain (after the receiver FFT), the signal model for the received signal in

Equation (5.26) without transmitter phase noise (or all phase noise referred to thereceiver

side) can be written as

RkðmÞ ¼ XkðmÞHkðmÞJ0ðmÞ þ
XN�1

l¼0;l 6¼k

XlðmÞHlðmÞJk�lðmÞ þ
ffiffiffiffi
N

p
ZkðmÞ ð5:27Þ

where HkðmÞ is the channel transfer function, JkðmÞ is the frequency-domain phase noise

complex exponential defined in Equation (5.11) and ZkðmÞ is the frequency-domain additive

white Gaussian noise. ZkðmÞ is multiplied by
ffiffiffiffi
N

p
because with the DFT scaling used

in Equations (5.11) and (5.23) the ideal oscillator response is amplitude multiplication byffiffiffiffi
N

p
. The scaling used in Equation (5.11) is also used for the phase noise here. If we assume

that the common phase error (CPE) is easily mitigated and the ICI is the only contribution of

noise due to phase noise, we can derive the signal-to-interference-and-noise ratio (SINR)

into the form [17]

gk ¼
E XkðmÞHkðmÞJ0ðmÞj j2
h i

E
PN�1

l¼0;l 6¼k

XlðmÞHlðmÞJk�lðmÞ þ ffiffiffiffi
N

p
ZkðmÞ

�����
�����
2

2
4

3
5

ð5:28Þ

Here E �½ � is the statistical expectation operator. Now, if we make natural assumptions that (1)

XkðmÞ, HkðmÞ, JkðmÞ and ZkðmÞ are mutually statistically independent and stationary, (2)

that for 8k : XkðmÞ are independent of each other and (3) that E XkðmÞ½ � ¼ 0, and with

assumption that noise power, average channel power response and average transmitted signal

power are subcarrier independent, namely

8k : E ZkðmÞj j2
h i

¼ s2
z ð5:29Þ

8k : E HkðmÞj j2
h i

¼ s2
h ð5:30Þ

and

8k : E XkðmÞj j2
h i

¼ s2
x ð5:31Þ
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we can rewrite Equation (5.28) as

gk ¼
s2
xs

2
hE J0ðmÞj j2
h i

s2
xs

2
h

PN�1

l¼1

E JlðmÞj j2
h i

þ Ns2
z

¼
E J0ðmÞj j2
h i

PN�1

l¼1

E JlðmÞj j2
h i

þ s2
z

s2
xs

2
h

¼
E J0ðmÞj j2
h i

PN�1

l¼1

E JlðmÞj j2
h i

þ N

r

ð5:32Þ

where r is the received signal-to-noise ratio (SNR). Now from Parseval’s theorem and linear-

ity of the expectation value operator it is found that

XN�1

k¼0

E JkðmÞj j2
h i

¼ N ð5:33Þ

By using Equation (5.33), we can rewrite quation (5.32) in more simple form as

gk ¼ g ¼
E J0ðmÞj j2
h i

N � E J0ðmÞj j2
h i

þ N

r

ð5:34Þ

which is subcarrier independent and only depends on second-order statistics of the CPE.

Now by using Equation (5.18), we can approximate the above as

g � N þ c2
0PN�1

k¼1

c2
k þ

1

r

XN�1

k¼0

c2
k þ

N

r

ð5:35Þ

This is relatively simple formula for the SINR in the general OFDM case with a general

oscillator.

In Figure 5.4, the theoretical formula (5.35) is compared to results given by the OFDM

link simulator. In the simulator, the OFDM signal with 1024 subcarriers is generated, and

the signal is then passed through a channel. After that additive noise is added if applicable,

and the down-converting oscillator with PLL phase noise in the receiver is modelled. Then

the SINR is calculated.

5.3.4 OFDM Link Capacity Analysis under Phase Noise

In this section we shall derive closed-form expressions for the link capacity of an OFDM

system impaired by phase noise and subject to Rayleigh fading. For a system model with the

received signal comprising the desired signal part plus the noise part and assuming indepen-

dence between the two, with each drawn from a Gaussian distribution, the ergodic capacity is

typically employed to evaluate the throughput. To determine the ergodic capacity it is neces-

sary to average the instantaneous capacity over phase noise and channel realizations, but

since ICI is not a Gaussian random variable in general [23] the task is not straightforward.
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To this end, we employ an alternative SINR expression instead of Equation (5.33), reflecting

the instantaneous SINR (i.e. the SINR for a given channel and phase noise realizations) and

determine its probability density function to determine the ergodic capacity [9, 26].

We start by determining the instantaneous capacity by fixing the phase noise process and

the channel and assuming that the symbol alphabet Xk; 8k are Gaussian i.i.d. (independent

and identically distributed) random variables that are also independent with the Gaussian

receiver noise. Under such conditions, we see that for this fixed realization of the phase noise

and channel, the ICI along with the receiver noise is Gaussian and, hence, instantaneous

capacity is applicable and is given by

Ck ¼ log2 1þ gkð Þ ð5:36Þ

where

gk ¼ Hkj j2 J0j j2
PN�1

l¼0;l 6¼k

Hlj j2 Jlj j2
 !

þ s2
Z=s

2
X

ð5:37Þ

In the above equations, we have dropped the OFDM symbol index m without loss of

generality. If the 3-dB bandwidth of the phase noise process is small compared with the

subcarrier spacing and the channel coherence bandwidth is much larger than the subcar-

rier spacing, the following approximation holds [9]:

XN�1

l¼1;l 6¼k

Hlj j2 Jlj j2 � Hkj j2
XN�1

l¼1

Jlj j2 ð5:38Þ

Figure 5.4 OFDM system (1024 subcarriers) performance under phase noise from a PLL type

oscillator with LðDvwÞ¼�120 dBc/Hz, LðDvf Þ¼�76 dBc/Hz and g¼ 2.15 kHz. Equation (5.35) is

used and the SINR is given as a function of the received SNR.
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Thus, the SINR is simplified to

gk ¼
Hkj j2 J0j j2

Hkj j2 PN�1

l¼1

Jlj j2
� �

þ s2
Z=s

2
X

¼ 1� Y

Y þ s2
Z= Hkj j2s2

X

� � ð5:39Þ

where we have used the fact that

J0j j2 ¼ 1�
XN�1

l¼1

Jlj j2 ð5:40Þ

and have defined

Y ¼
XN�1

l¼1

Jlj j2 ð5:41Þ

We have dropped the subcarrier index k without loss of generality. From Equation (5.39), we

see that the SINR and, hence, capacity in Equation (5.36) is a random variable whose distri-

bution depends on the distribution of Y and of the channel Hkj j2.
With the knowledge of the distributions of the random variables in Equation (5.39), statis-

tical measures of capacity can be derived. For example, the average capacity can be derived

by using Equation (5.39) in Equation (5.36) and sequentially averaging over the distributions

of Y and the channel. We assume the channel to be Rayleigh faded. It is shown in Reference

[9] that for small ratios of phase noise 3-dB bandwidth to subcarrier spacing, Y can be char-

acterized as a sum of correlated gamma variables with a well-defined probability density

function. In Figure 5.5, the probability density function plots of Y for a Wiener phase noise

process are shown for two different phase noise levels. We clearly see from the figures that

for a fixed subcarrier spacing, increasing the phase noise 3-dB bandwidth broadens the distri-

bution of Y and thus we could expect the SINR in Equation (5.39) or (5.35) and, hence,

capacity in Equation (5.36) to decrease.

Using the probability density function of Y derived in Reference [9] for a Wiener phase

noise process, the capacity averaged over the distribution of Y while keeping the channel

fixed is given as

C ¼ log2 1þ Yð Þ � K
X1
k¼0

Bk log2 Y
1�ck
ck þ bkY

1
ck

� �
ð5:42Þ

where Y ¼ Hkj j2s2
Z=s

2
X . The coefficients Bk; ck are obtained from the parameters that charac-

terize the distribution of Y. Equation (5.42) represents the capacity for a static channel. The

first term in Equation (5.42) represents the AWGN capacity for a static channel while the

second term arises because of the presence of phase noise, which results in an overall reduc-

tion of the capacity. In the absence of phase noise the second term reduces to zero and the

capacity reduces to the traditional AWGN capacity. Averaging Equation (5.42) over the dis-

tribution of Hkj j2, the average capacity for an OFDM system impaired by Wiener phase
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Figure 5.5 PDF plots of Y for two different Wiener phase noise 3-dB bandwidths. The first plot is for

a phase noise 3-dB bandwidth equal to 80Hz and the second plot is for a value of 2 kHz. Bandwidth is

625 kHz, N¼ 32 and subcarrier spacing is 19 kHz.
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noise is given by [21]

C ¼ log2ðeÞ
e

1

bkY�
K
X1
k¼0

Bk log2 Y
1�ck
ck þ bkY

1
ck

� �
2
64

3
75 ð5:43Þ

The first term in the above equation represents the capacity in a Rayleigh fading channel

and the second term is due to the presence of phase noise, which causes the overall capacity

to reduce from the Rayleigh fading channel capacity. Figure 5.6 shows the average capacity

plots as a function of the SNR for different 3-dB bandwidths of the phase noise process. As

can be seen from the figure, with the presence of phase noise the capacity reduces from the

AWGN case where the phase noise is absent. Also, the capacity decreases with increasing

levels of phase noise.

5.4 Digital Phase Noise Suppression

The task of phase noise estimation and mitigation in OFDM radios is one of the main topics

of this chapter. The phase noise effect on OFDM signals is very severe and of a complicated

nature, and there have not been good algorithms to mitigate the phase noise from OFDM

signals until recently. In the literature, firstly, only CPE mitigation was considered, for
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Figure 5.6 Average capacity C plots. The solid lines represent the analytical results and markers

represent the simulations. Bandwidth is 20 kHz, N¼ 1024 and subcarrier spacing is 19.5 kHz. Beta

denotes the 3-dB bandwidth of Wiener phase noise.
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example in Reference [19]. This was a natural approach as the CPE has potentially a very

serious effect on the OFDM signal if a free-running oscillator is used. However, the CPE is

hardly a problem in a wireless communications link, because in conventional channel

estimation techniques the effect of the CPE is usually estimated as a part of the channel.

Furthermore, if the phase noise is just jitter around the nominal phase, as is the case, for

example in an PLL oscillator, the CPE alone is merely a minor problem, because constella-

tion rotation caused by the CPE depends on the average phase error from the nominal phase

during the duration of one OFDM symbol and is thus very small. However, if the channel is

not fading, as, for example, with a plain additive white Gaussian noise channel assumption,

the CPE estimation becomes interesting because it is simpler than doing the channel estima-

tion. Furthermore, if the channel is assumed known, the CPE estimation is interesting for the

analysis of ICI mitigation algorithms.

The mitigation of the ICI part of the phase noise has also received extensive attention

in the recent literature. In Reference [27], a general phase noise mitigation technique

mitigating CPE and ICI has been considered. A more advanced iterative algorithm for

phase noise mitigation, where also the low-pass nature of the phase noise process is

taken into account, was proposed in Reference [6]. The iterative part of the technique

was further improved in Reference [28] by coding, and the actual phase noise compensa-

tion part was further improved in Reference [5].

This section reviews the latest phase noise mitigation algorithms in the literature. The first

derivative estimates ICI using linear interpolation of CPE estimates first proposed in Refer-

ence [8]. The idea is simply to interpolate CPE estimates from the middle sample of one

OFDM symbol to the middle samples of the adjacent OFDM symbols. Another idea pro-

posed in Reference [8], and based on the same problem setting as the technique in Reference

[5], was invented independently during the publication process of Reference [5]. It is rather

simple as well. It was noticed that the algorithm in Reference [6] provides poor phase noise

estimates at the beginning and at the end of each OFDM symbol. Due to the continuous

nature of the phase noise, the phase noise estimates can however be interpolated over the

interval in which the estimates are poor. Another iterative time-domain phase noise mitiga-

tion algorithm, which has first been published in Reference [7], is also reviewed. The idea is

to detect the received signal after only the CPE of the phase noise is mitigated and then to

reconstruct the phase noise-free signal. This signal is then used for a phase noise estimation

by comparing it to the signal with phase noise still present.

5.4.1 State of the Art in Phase Noise Estimation and Mitigation

First, this section presents a simple CPE mitigation technique proposed in Reference [29], as

it is usually needed in iterative ICI mitigation techniques to get the initial detection result.

Then, some more advanced algorithms are reviewed and the ICI mitigation algorithm pro-

posed in Reference [6] is presented in detail, followed by the detailed presentation of the

improvement to the algorithm proposed in Reference [5].

5.4.1.1 CPE Estimation and Mitigation

CPE is a multiplication of all the subcarrier symbols by the same complex number within an

OFDM symbol [11, 20]. CPE estimation techniques therefore merely estimate the common
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complex multiplier for all the subcarriers of an OFDM symbol. Such estimation tech-

niques have, for example, been proposed in References [19], [29] and [30]. The techniques

are similar and basically just solve the problem of a CPE estimation by averaging the

calculated CPE values at pilot subcarriers using a least squares (LS) estimation. Therefore,

directly from Reference [29], the LS solution for the CPE during the mth OFDM symbol

can be written as

Ĵ0ðmÞ ¼

P
k2Sp

RkðmÞX�
kðmÞH�

kðmÞ
P
k2Sp

XkðmÞHkðmÞj j2 ð5:44Þ

Here, Sp is a set of pilot subcarriers. In this chapter, the LS estimate of Equation (5.44) is

always used for the CPE estimation, because of its computation simplicity. After computing

the LS estimate for the individual OFDM symbols, the mitigation of the CPE is straightfor-

ward. Just the division of the received subcarrier symbol values with the corresponding CPE

estimate is required.

5.4.1.2 ICI Estimation and Mitigation

The ICI is the more complex part of the phase noise effect, as is also its estimation. When the

CPE is mitigated from the signal, the remaining time-domain phase noise contribution for

individual OFDM symbols is just the same as before with only one exception: the mean of

the remaining phase noise is approximately zero. The zero-mean phase noise causes the ICI.

The problem of estimating and mitigating the ICI has been widely studied in the literature.

Some examples are the studies in References [5] to [9], [12], [13], [23], [27] to [29] and [31]

to [51]. Of these, in References [35], [37] and [38] the phase noise is compensated jointly

with either channel and/or other transceiver impairments, such as an IQ imbalance. Exam-

ples of time-domain phase noise mitigation algorithms are given, for example, in References

[34] and [38]. The algorithm in Reference [34] is based on estimating the most dominant

discrete cosine transform terms of the phase noise. The algorithm is then enhanced in Refer-

ence [33] by iteratively using the nonpilot symbols in the phase noise estimation process.

Another time-domain algorithm based on Kalman tracking is proposed in Reference [31].

The frequency-domain ICI mitigation algorithm proposed in Reference [6] is based on two

simple but significant ideas, that is iterative estimation of the phase noise and exploiting the

knowledge that most information of the phase noise can be recovered from the first few terms

of its discrete Fourier transform. Its performance is improved in References [5] and [28] by

means of improving the estimation algorithm and exploiting the information given by chan-

nel coding, respectively.

From all the available ICI mitigation algorithms, the algorithm of Reference [6] with

its expansion in Reference [5] are presented as the state-of-the-art algorithms in more

detail, because of their good performance. Another reason is the fact that the algorithm

of Reference [6] is easily modified without practical performance loss to an LS-based

algorithm, which does not require prior knowledge about the statistics of the phase noise.

The idea is based on the frequency-domain signal model presented in Equation (5.27).

With the assumption that most of the phase noise effect is indeed in its first u spectral
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components, we are able to rewrite Equation (5.27) as

RkðmÞ ¼
Xu
l¼�u

Xk�lðmÞHk�lðmÞJlðmÞ þ clðmÞ ¼
Xu
l¼�u

Ak�lðmÞJlðmÞ þ clðmÞ ð5:45Þ

where clðmÞ denotes the term with additive noise and remaining ICI outside of the first

u spectral components, and for simplicity we have substituted XkðmÞHkðmÞ with AkðmÞ.
Now if this equation is written only for subcarriers k 2 l1; l2; . . . ; lPf g, where

P 	 2ðuþ 1Þ, we can write a solvable matrix equation as

Rl1

Rl2

..

.

RlP

2
6664

3
7775 ¼

Al1þuðmÞ Al1þu�1ðmÞ � � � Al1�uðmÞ
Al2þuðmÞ } } ..

.

..

.
} } ..

.

AlPþuðmÞ � � � � � � AlP�uðmÞ

2
66664

3
77775

J�uðmÞ
J�uþ1ðmÞ

..

.

JuðmÞ

2
6664

3
7775þ

cl1
ðmÞ

cl2
ðmÞ
..
.

clP
ðmÞ

2
6664

3
7775 ð5:46Þ

This can be written compactly as Rm;P ¼ Am;u Jm;u þCm;P, where Rm;P and Cm;P are

ðP� 1Þ vectors, Jm;u is a ð2uþ 1� 1Þ vector and Am;u is a ðP� 2uþ 1Þ matrix. From this it

is easy to use an LS estimation to estimate the most prominent ICI components Jm;u as

Ĵm;u ¼ AH
m;uAm;u

� ��1

AH
m;uRm;P: ð5:47Þ

In order to compute the above estimate, Am;u needs to be known. In the algorithm, the

detection results after CPE mitigation are used and then for the next iteration the detection

result from the previous iterations are used. Channel estimates and prior channel information

are also needed for the computation of the estimate. Instead of the previous LS solution, we

could use also, for example, the minimum mean-square error (MMSE) estimation, but we

would then need to know more about the statistics of the phase noise process in order to use

it. Furthermore, the simulations by the author showed that the performance improvements

are almost nonexistent. This is why in this chapter only the LS version of the estimation

algorithm is used.

After estimation of the most prominent spectral components of the phase noise, the actual

mitigation can simply be done by taking deconvolution between the received signal and the

estimated phase noise in Equation (5.47). The resulting phase noise compensated signal can

then be used as seen fit.

5.4.1.3 Modified ICI Estimation

Using a heavily truncated Fourier transform to estimate a nonperiodic signal such as the

phase noise sequence is a problem, because the DFT assumes that the time-domain signal is

periodic, whereas the phase noise process is not. However, this is not a problem with the

nontruncated version of the DFT, but truncating the DFT makes the periodicity assumption

very prominent in the corresponding time-domain signal [5, 8].
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In Reference [5], a solution is proposed to the truncated DFT in the ICI estimation algo-

rithm of Reference [6]. The proposed solution is based on mapping the received time-domain

signal vector so that the edge parts of an OFDM symbol are mapped to the centre part of the

vector. The mapping can be done with time-domain multiplication with permutation matrices

of the form

pr ¼ eN=2þ1; eN=2þ2; . . . ; eN ; eN�1; . . . ; eN=2

 �T

pl ¼ eN=2; eN=2�1; . . . ; e1; e2; . . . ; eN=2þ1


 �T ð5:48Þ

Here, pr and pl are the size (N � N) permutation matrices for the right and left edges,

respectively; en is a unit vector of length N, which has unity as its nth element and other

elements are zeros. This time-domain mapping corresponds to mapping the truncated

frequency-domain phase noise estimate with Fourier transforms Pr and Pl of the permu-

tation matrices pr and pl . Therefore what we actually need to do is to multiply the

truncated phase noise estimate Ĵm;u (filled with zeros to be size N � 1) with Pr and Pl .

When carrying out the actual calculations in the receiver, naturally only nonzero

elements of the Ĵm;u are interesting, so Pr and Pl can be modified accordingly to be

smaller. The resulting sequence is then transformed to the time domain, and the samples

corresponding to the estimated phase noise are picked and used as phase noise estimates

at the edges, instead of using the estimates provided by Ĵm;u. In Reference [5], the edge

substitution window on the both sides was proposed to be around 6% of the OFDM

symbol length, which also gave the best results in the simulations [8].

Compared to the algorithm of [6], the complexity is increased because we need some extra

computations. Most burdensome computation results from the fact that signal processing is

done in the time domain, so the signal needs to be transformed to the frequency domain

again. This results in one extra DFT.

5.4.2 Recent Contributions to Phase Noise Estimation and Mitigation

In this section, first, a very simple technique to improve the CPE estimates with linear inter-

polation is presented. This is followed by the presentation of the technique to improve the

performance of the state-of-the-art technique of Reference [6]. Both of these techniques

were first published in Reference [8]. Then, the time-domain phase noise mitigation tech-

nique is presented, first published in Reference [7].

5.4.2.1 ICI Estimation Technique Using CPE Interpolation (LI-CPE)

The idea of the first ICI estimation technique introduced in this chapter, called LI-CPE, is

based on the fact that the CPE estimate for an OFDM symbol approximates the mean of the

phase noise sequence during that symbol. Because of this, the CPE corresponds to the exact

value of the phase noise most likely in the middle of the OFDM symbol. Then, if we interpo-

late between the CPE values of adjacent OFDM symbols, from the middle of one OFDM

symbol to the middle of adjacent OFDM symbols, we should have a crude estimate of the

phase noise with the CPE and ICI taken into account. To improve the estimate a little, we

can scale the interpolation result by replacing the DC bin of the estimated phase noise with

the original CPE estimate. This is logical since we know that CPE estimates should be
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relatively reliable. Interpolation, on the other hand, has changed the CPE estimate, so replac-

ing it with more reliable one gives an improved estimate. Illustration of the technique is

shown in Figure 5.7. In the figure, the small hops at the OFDM symbol boundaries result

from the CPE replacement.

The interpolation in this technique can be done in various ways. In this chapter, however,

only linear interpolation is used. The reason for this choice is not only the fact that linear

interpolation is very simple but also the fact that if we interpolate between two points of a

random walk (Wiener) process, the linear interpolation is actually approximately the opti-

mum way to do the interpolation [38].

It should be noted that using this technique imposes a delay of one OFDM symbol, since

we cannot get the full interpolation result before the estimation of the CPE of the next sym-

bol has been done.

5.4.2.2 Iterative ICI Estimation Technique Using Tail Interpolation (LI-TE)

The second ICI estimation technique is based on the ICI estimation algorithm of Reference

[6]. Before having access to Reference [5], the authors of this chapter also noticed the poor

performance of the algorithm of Reference [6] at the OFDM symbol boundaries. This is clear

when plotting the time-domain phase noise estimate versus the actual phase noise sequence

shown in Figure 5.8. The peaks at the OFDM symbol boundaries are very clear and relatively

wide, and the values of the estimates during these peaks differ from the underlying phase

noise sequence very clearly. Mathematically the effect results from the truncation of the

DFT done in the algorithm of Reference [6].

To combat the peaking effect of the algorithm of Reference [6] effectively, this chapter

introduces a new technique, called LI-TE, for improving the estimates at the OFDM symbol

boundaries. Simulations have shown that already continuing the last reliable estimate of the

phase noise to the edge of the OFDM symbol gives impressive performance improvement.

To further improve the estimate, once again, interpolation is used. In the LI-TE technique,

Figure 5.7 Illustration of the phase noise sequence and corresponding CPE estimate and the

estimation result given by the LI-CPE technique.# 2009 IEEE. Printed, with permission, from [8].
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interpolation is done from the last reliable phase noise estimate of the previous OFDM sym-

bol to the first reliable estimate of the phase noise of the current OFDM symbol. So once

again the idea is very simple and, like in LI-CPE, only linear interpolation is used. According

to empirical analysis, the optimal interpolation window is around 15% of the total OFDM

symbol length at both edges of the OFDM symbol. In this empirical analysis, the length of

cyclic prefix was assumed to be 6.15% of the total OFDM symbol length.

It should be noted that like LI-CPE also LI-TE imposes a delay to the system. LI-TE needs

the ICI estimation results given by the algorithm of Reference [6] for the previous and next

OFDM symbol, so delay of one OFDM symbol results in the first iteration. The delay can

increase when the number of iterations increases if the LI-TE is also used to the next OFDM

symbol prior to interpolation. This is not necessary, because the interpolation can be done

based on the nonperfect phase noise estimate of the next OFDM symbol as well. However,

the best performance is obtained if LI-TE is done for the next OFDM symbol as well as in

the iteration loops. This results in one extra delay length of one OFDM symbol per iteration.

Already two or three iterations give performances very near to the maximum performance

the technique is capable of [7, 8, 39], so the actual number of iterations does not need to be

high. Also, being relatively computationally complex, using many iterations is not very fea-

sible anyway. In terms of complexity, the technique is similar to that in Reference [5].

In Reference [36], the authors present a phase noise compensation scheme using the itera-

tive method proposed in Reference [6]. A Bayesian approach is used in arriving at the esti-

mates of the spectral components of the phase noise. The authors show that the real and

imaginary parts of the spectral components can be characterized as the sum of two random

variables. The first random variable follows a Gaussian distribution while the second has a

distribution that is a weighted sum of gamma distributions. Using this a priori knowledge,

estimates of the spectral components are derived. The obtained estimates require knowledge

of the transmitted symbols. Thus, the compensation method operates in an iterative fashion

where symbol estimates are used for arriving at estimates of the spectral components of the

phase noise process.

Figure 5.8 Illustration of the phase noise sequence and the corresponding ICI mitigation result given

by the algorithm of Reference [6] and by the introduced LI-TE technique. # 2009 IEEE. Printed,

with permission, from [8].
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5.4.2.3 Channel Estimation Aspects in the Introduced Techniques

Both the introduced techniques, LI-CPE and LI-TE, rely on interpolation of phase noise esti-

mates between adjacent OFDM symbols. However, if a channel estimation is done in the

conventional way, OFDM symbol by OFDM symbol, the CPE is also estimated at the same

time, and when the channel equalization is done, the CPE information is also lost. CPE infor-

mation is vital for the LI-CPE technique and LI-TE also needs the CPE information to work

optimally, but it still manages to cut the bad peaks in the ICI estimates at the symbol bounda-

ries even when the CPE information is lost. Here, a channel estimation technique that retains

the CPE information is reviewed. It works with a quasistatic channel and was first proposed

in Reference [39].

In the reviewed channel estimation algorithm, channel estimates for the pilot subcarriers

are first needed. These can be attained, for example, by using the zero forcing principle as

Ĥm;pilots ¼ Rm;pilots 
 =Pm ð5:49Þ

Here, 
= is a point-by-point division operator, Ĥm;pilots is a (P� 1) vector (P is the number of

pilots) consisting of the estimate of the channel frequency responses for the pilot subcarriers,

which are in (P� 1) vector Pm and Rm;pilots is a (P� 1) vector of the received subcarrier

symbols corresponding to the pilot subcarriers. Now if we assume that the channel is quasi-

static for the duration of K OFDM symbols, we know that, without CPE, the partial channel

estimates Ĥm;pilots should be the same for the current and adjacent K � 1 OFDM symbols.

Using this, it is trivial to estimate the relative CPE from the partial channel estimates. The

relative CPE in the lth OFDM symbol with respect to the CPE in the mth OFDM symbol

(we assume that the relative CPE is nonexistent in the m th OFDM symbol) can then be

written as

Ĵl;0;rel ¼ Ĥl;pilots 
 =Ĥm;pilots ð5:50Þ

As stated before, this is the relative CPE. We are actually not interested in the absolute CPE

value before channel equalization, but we are indeed interested in the relative CPE value.

This is because the ICI estimation methods LI-CPE and LI-TE rely on the relative CPE infor-

mation. We now have P estimates of the same CPE for each OFDM symbol, so to get the

final CPE estimate for them th OFDM symbol we can take the mean of the all CPE estimates

within one OFDM symbol as

Ĵ0;relðmÞ ¼ Ĵm;0;rel ð5:51Þ

where x denotes taking the mean of the elements of vector Ĵ. The CPE can then be taken

out from the channel estimates before the channel equalization to retain the CPE infor-

mation in the OFDM symbols. This also allows averaging of the channel estimated

within the quasistatic windows. Naturally if the channel can be assumed to be static dur-

ing the K OFDM symbols, it is beneficial to average the channel estimates. However, this

would not be possible if the CPE is not removed first from the channel estimates. After

averaging, the partial channel estimates can be used in any way seen fit for channel
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estimation. Here, the total channel estimate is constructed by using linear interpolation

between the adjacent pilot subcarriers.

It should be noted that for LI-CPE and LI-TE algorithms, the minimum quasistatic case

(K ¼ 3) is already sufficient to make them work very well.

5.4.2.4 Iterative Time-Domain Phase Noise Mitigation Algorithm

The time-domain algorithm (called here the Syrj€al€a algorithm), presented next, was first pro-

posed in Reference [7] and is depicted in Figure 5.9. The idea is to use the time-domain

signal, which is reconstructed from the detection results without phase noise, and compare

that reconstructed signal to the time-domain signal, which still has phase noise present. Since

the phase noise effect in the time domain is a simple multiplication by the time-varying com-

plex exponential, estimating it is very simple.

Let us start from the received time-domain signal of Equation (5.26), which is corrupted

by the noise oscillator at the transmitter, channel and the noisy oscillators at the receiver.

Now, as already discussed, Equation (5.26) can be approximated as

rm � Hm diag ejfm
� 	

xm þ zm ð5:52Þ

After DFT, channel equalization and CPE mitigation and IDFT, Equation (5.52) can be writ-

ten as

ym � Ĥm;CPE

� 	�1
Hm diag ejfm

� 	
xm þ zm


 �
� diag ej fm�f̂m;CPEð Þ� �

xm þ Ĥm;CPE

� 	�1
zm

ð5:53Þ

Here, Ĥm;CPE is the (N � N) convolution matrix of channel estimates, which also includes

the CPE estimate f̂m;CPE. Already before the IDFTwe are able to do symbol detection in the

DFT Channel Est.
+ Equalization

CPE Est. +
Removal IDFT

DFT

Symbol
DetectionIDFTx 1

e jxScaling
+ arg( )

my

ˆmx

S

mr

m

Figure 5.9 The first introduced time-domain phase noise mitigation algorithm (Syrj€al€a). The switch S
passes through the OFDM symbol and then opens. It is open until all the iterations have been completed

and the next OFDM symbol is taken in.# 2011 IEEE. Printed, with permission, from [7].
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first iteration, so Figure 5.9 is a little misleading on this part. After the symbols are detected,

an estimate of the time-domain OFDM waveform x̂m is reconstructed from the detected sym-

bols with IDFT. This symbol is approximately the input signal of the iterative part of the

algorithm ym without the phase noise and additive channel noise effect. The signal ym is

then divided by the signal x̂m, and the result is a very crude estimate of the phase noise term,

given as

um � diag�1 x̂mð Þ diag ej fm�f̂m;CPEð Þ� �
xm þ Ĥm;CPE

� 	�1
zm

h i

� diag ej fm�f̂m;CPEð Þ� �
þ diag�1 x̂mð Þ Ĥm;CPE

� 	�1
zm

ð5:54Þ

Here we need reciprocals of the elements in vector x̂m, which can however have zero ele-

ments. In the case of a zero element, the resulting value from the inverse operation is set to

zero. This selection is done because it forces the estimation algorithm to ignore zero values

in x̂m. If xm had zero values, they would anyway be affected very heavily by the additive

noise, so it is better to ignore them in the estimation process. At this point, we use the knowl-

edge that the phase noise complex exponential and the actual phase noise sequences are steep

low-pass processes, so we filter signal um to improve the estimate. Prior to filtering, however,

we scale the signal and take its argument. The scaling is done to give more weight to

the samples that probably have more amplitude. This is beneficial because the additive

noise affects the high-amplitude samples very heavily and has only a mild effect on low-

amplitude samples. The dynamics of the signal is high because the OFDM signal is well

known to have a high peak-to-average power ratio. The scaling is done according to the

amplitudes of the reconstructed signal as

qm ¼
ffiffiffi
2

p
x̂mj j2

Na=N
ð5:55Þ

This is an (N � 1) vector of scaling factors, where x̂mj j2 is a vector consisting of squared

absolute values of the elements of the vector x̂m and Na is the number of active subcarriers.

With this scaling, it is assumed that each active subcarrier has unit average power and that

the channel power response is also unity. The scaling indeed weights the high-amplitude

signal samples exponentially. After scaling, taking an argument and low-pass filtering, the

estimate of the phase noise (without the estimated part of the CPE) can be written as

LPF diag qð Þarg umð Þf g � fm �f̂m;CPE ð5:56Þ

Here, the arg �ð Þ function gives the argument of a complex exponential. This is then used as

an argument of the inverse complex exponential function, and the time-domain input signal

of the algorithm ym is sample by sample multiplied by this. The result is then discrete Fourier

transformed and the symbols are detected. The algorithm can be used iteratively by using

these now much improved symbol detection results as a basis for reconstructing a new time-

domain reference signal x̂m.
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5.4.3 Performance of the Algorithms

5.4.3.1 Parameters of the Simulation and the Simulation Setup

To compare the performance of the presented phase noise mitigation algorithms, symbol

error rate (SER) simulations are run with the following simulation setup. First, a 3GPP-LTE

downlink type OFDM signal with 1024 subcarriers is created with 15 kHz subcarrier spac-

ing, 300 active 16 QAM modulated subcarriers on the both sides of the centre subcarrier are

created and null carriers are added so that the total of 1024 subcarriers are in place. After the

signal creation the cyclic prefix of length 63 samples is added to the OFDM symbols. The

transmitter phase noise is then modelled to the signal. After this, the signal is put through a

channel, either the additive white Gaussian noise (AWGN) channel or the extended ITU-R

vehicular A multipath channel [40]. The multipath channel is assumed to be quasistatic for

the duration of 12 OFDM symbols. After the channel, receiver phase noise is modelled and

the OFDM signal is inverse discrete Fourier transformed. Then, the channel and CPE are

estimated and equalized. In the channel estimation, three cases are simulated: (1) perfect

channel information, (2) a traditional pilot subcarrier-based LS algorithm with linear interpo-

lation to estimate the missing channel frequency response and (3) the advanced channel

estimation scheme proposed in Reference [39]. For the perfect channel information case,

only 16 subcarriers are considered as pilots (for CPE estimation), and for practical channel

estimation cases 66 pilots are used. The channel and CPE equalization is then followed by

the ICI mitigation algorithms presented and proposed.

All the iterative ICI mitigation algorithms are iterated three times. For the Petrovic algo-

rithm [6], and thus for Bittner [5] and LI-TE algorithms [8, 10, 39], the parameter u ¼ 3. For

the Bittner algorithm 70 samples and for LI-TE algorithms 155 samples at both edges of the

OFDM symbol are used for tail estimation. For the Syrj€al€a algorithm [7, 10], the used low-

pass filters to separate the phase noise estimate from the noise are designed with the Remez

algorithm and are of the order of 200 and 350 for the AWGN channel and extended ITU-R

vehicular A channel, respectively.

5.4.3.2 Analysis of Results of Simulation

In Figures 5.10 and 5.11, the simulation results are presented for all the presented phase

noise mitigation algorithms in the additive white Gaussian noise channel case. Clearly

the performance of the Syrj€al€a algorithm is superior to that of the other algorithms over

the simulated received SNR and phase noise 3-dB bandwidth regions. Also the LI-TE

technique does a good job in phase noise mitigation. In Figures 5.12 and 5.13, the per-

formances of two of the best algorithms are compared in the extended ITU-R vehicular A

multipath channel case with different levels of prior channel knowledge. Only two of the

best algorithms were selected because otherwise the figures would have been too busy.

Furthermore, the relative performance difference is the same compared to the AWGN

case, with one exception: the LI-TE and LI-CPE methods have very good gain when

using the proposed advanced channel estimation scheme. As depicted in the figures, LI-

TE even outperforms the Syrj€al€a algorithm in the low-phase noise region when advanced

channel estimation is used. However, the Syrj€al€a algorithm then regains its place as the

best performing algorithm again when the phase noise error starts to dominate at higher

phase noise regions.
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5.5 Conclusions

Phase noise has a serious effect on performance of OFDM transceivers. In this chapter, the

effect was analysed in terms of the SINR and capacity. The SINR analysis was done for

arbitrary oscillators, and the result was a very simple formula that can be used in the design

of an oscillator used in OFDM receivers. The performance of OFDM systems impaired by
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Figure 5.10 Simulated SER versus phase noise 3-dB bandwidth. The AWGN channel with a fixed

received SNR of 18 dB.
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Figure 5.11 Simulated SER versus received SNR bandwidth. The AWGN channel and a fixed phase

noise 3-dB bandwidth of 300Hz.
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phase noise was also characterized in terms of the link capacity. Analytical expressions of

average capacity of an OFDM radio link impaired by phase noise were presented. For a given

signal-to-noise ratio, the capacity decreases, in a nonlinear fashion, as the phase noise 3-dB

bandwidth increases. Also, phase noise mitigation algorithms for the OFDM signal were

presented and their performances were compared to each other. The phase noise mitigation

↑

↓

↓

Figure 5.12 Simulated SER versus phase noise 3-dB bandwidth. The extended ITU-R vehicular A

channel with a fixed received SNR of 26 dB. Three different channel estimation approaches are used.

→

↓

↓

Figure 5.13 Simulated SER versus received SNR bandwidth. The extended ITU-R vehicular A

channel and a fixed phase-noise 3-dB bandwidth of 300Hz. Three different channel estimation

approaches are used.
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algorithms, which also consider the intercarrier-interference effect provide a significant

increase in performance when compared to algorithms considering only the common phase

error effect.
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6.1 Introduction

Location estimation in wireless sensor networks has become an important field of interest

from researchers [1–3]. This is due to the demand for knowledge of the node position by the

majority of applications. In environmental monitoring, such as fire or agriculture control, a

basic premise to give sense to all the data measured is to know their location; if not known,

data could be considered as meaningless information.

The main purpose of a localization algorithm is to estimate those positions of nodes with

unknown coordinates from the following information: a priori knowledge of some node posi-

tions and intersensor measurements. Hence, the majority of existing localization methods

applied in a wireless sensor network (WSN) tries to achieve the best accuracy considering

the restrictions that this kind of network imposes.

Although nowadays there are many methods of localization in wireless networks, such as

the global positioning system (GPS), a localization method suitable to be used in a WSN

must take into account the resource constraints imposed by the nodes, such as energy con-

sumption and the costs of transmission and computing hardware. The increase in terms of

size and cost of energy required by the GPS hardware makes this method unsuitable to be

applied in WSN. It could only be used to obtain a priori knowledge of the positions of refer-

ence nodes that are present in the network.
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The objective of this chapter is to provide a review on cooperative schemes for WSN.

Among all of them, special emphasis is given to received signal strength (RSS)-based tech-

niques as these provide suitable solutions for practical implementation and take care of the

restrictions in terms of cost and complexity. Since the accuracy of RSS methods depends on

the suitability of the propagation models, cooperative localization algorithms that dynami-

cally estimate the path loss exponent are also described. The chapter is also interested in the

cost, in terms of energy consumption, that a localization algorithm has. In that sense, in order

to achieve a trade-off between energy consumption and accuracy, a node selection criterion

is proposed. In addition, practical examples based on real WSN deployments are presented.

The rest of the chapter is organized as follows. In Section 6.2 the two main categories of

internode measurements, range-free and range-based, are presented. Furthermore, a first

classification of the localization algorithms between cooperative and noncooperative is also

presented. In Section 6.3 several localizations algorithms, divided between centralized and

distributed, are presented. In Section 6.4 the two parts that compose an RSS-based algorithm,

measurement and location update phases, are presented. Later, in Section 6.5 the different

node selection mechanisms existing in the literature are presented. Furthermore, two differ-

ent methods are proposed and an energy model is presented. In addition, the localization

algorithm with joint node selection and path loss exponent estimation is presented. Finally,

Sections 6.6 and 6.7 present, respectively, the simulation and experimental results obtained

from the algorithm proposed.

6.2 Localization in Wireless Sensor Networks

Nowadays, the existing algorithms are able to locate nodes inside a WSN. Choosing between

the different approaches depends on requirements that the final application demands. In

order to differentiate between the great number of existing methods different classifications

have been created.

The first classification divides existing methods into two main categories: range-based and

range-free approaches. These approaches differ in the way of obtaining internode distances.

In the context of a WSN, a second classification is cooperative versus noncooperative

algorithms. These classifications will be presented in the following sections.

6.2.1 Range-Free Methods

Range-free methods are based on connectivity information. These are the simplest measure-

ments that an algorithm can do. The basic idea is to decide if a node is connected to an

adjacent node or not. The connectivity information is usually obtained from RSS measure-

ments. Considering perfect circle radio coverage, any node that receives an RSS above a

threshold is supposed to be connected to the receiving node. Also a node can be considered

inside the coverage range of another node by measuring the number of received packets. The

commonest algorithms based on connectivity measurements are centroid, DV-Hop or APIT

[4–6].

6.2.1.1 Centroid

One of the simplest methods used is the centroid. The mean of the coordinates of all anchors

(nodes with known location) becomes the position estimation of each listening node. A
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possible improvement could be the introduction of weights in order to achieve higher accu-

racy. An application of this method in a WSN is presented in Reference [4]. The authors

considered an unconstrained outdoor environment. The results presented are for a network

formed by four anchor nodes with an ideal spherical transmission range (see Figure 6.1). In

that case an average localization error of 1.83m is obtained. The major problem of this

method, applied to a WSN, is that the accuracy is directly related to the number of anchor

nodes. It could be increased if the number of overlapped reference nodes is increased. Never-

theless, the inclusion of more anchor nodes increases the cost of the network.

6.2.1.2 DV-Hop

The distance vector (DV)-Hop algorithm [6] is another method that is based on connectivity

measurements. The DV-Hop is more complex than the centroid but more accurate estima-

tions are achieved. The algorithm starts with a broadcast message sent by all the anchors.

Nodes in the network count how many hops exist between them and all the anchor nodes

inside the network. Each node selects the shortest path to every anchor node. Once having

these hop distances, anchors broadcast the average distance per hop to neighbours (achieved

when a message from an anchor is received by another anchor). With both measurements a

trilateration or multilateration method is used to obtain the final location.

Figure 6.1 Centroid method with the different possibilities of positioning.
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The DV-Hop algorithm is a distributed strategy that does not require any extra hardware

and is capable of providing global coordinates to the nodes. The simplicity in terms of calcu-

lation and no increase in terms of cost due to hardware requirements makes this algorithm

suitable to be used in a WSN.

Compared to the previous algorithm, the accuracy does not only depend on the connectiv-

ity with the anchors. Now the accuracy depends on the connectivity with any node (anchor or

not anchor). In that sense, reducing the necessity of having anchors inside the network will

reduce the cost of the network. At the end of the subsection a comparison between the three

range-free algorithms will be made.

6.2.1.3 APIT

The approximate point in triangle (APIT) test [5] is an area-based approach. The APIT algo-

rithm is basically divided into four steps: each node receives the location of as many anchors

as possible; given all possible combinations of three anchors, each node has to form trian-

gles; then the node has to determine whether or not it is within each triangle; and finally the

position is obtained by calculating the centroid of the intersection of all triangles selected

(see Figure 6.2).

As in the previous approaches, the APIT algorithm is capable of providing global coordi-

nates (thanks to the anchor nodes) without increasing the cost of the hardware. However, in

comparison with the DV-Hop, the APIT algorithm depends only on communications with the

anchor nodes. The APIT and centroid algorithms are considered noncooperative methods,

because they do not take advantage of communication between nonlocated nodes. Hence,

Figure 6.2 APIT estimation.
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the accuracy of the solution will depend, in part, on the density of anchor nodes or having

long-range transmission range anchor nodes able to be sensed at further distances.

6.2.1.4 Comparison of the Three Methods

A comparison of these three methods is presented in Reference [5]. Authors analyse the

dependence of the accuracy of the three methods with different parameters such as anchor

density, radio range ratio or nonlocated node density. The results reflect that no single algo-

rithm can be used in all scenarios. The centroid algorithm has the largest localization error,

but it is not dependent on features such as node density. Furthermore, this is the algorithm

with less exchange of information and is simpler to implement. The DV-Hop algorithm

requires a higher exchange of messages through the network and it is necessary to have a

higher density of nodes in order to obtain good values of accuracy. The DV-Hop achieves a

mean error equal to the radio range R. The APIT algorithm obtains similar results in terms of

accuracy but nonlocated nodes have to have more anchor nodes inside their radio range. The

parameter that badly affects all the algorithms is the anchor node range. As the transmission

range of the anchors increases, the error also increases. The APIT algorithm achieves a mean

error 0.75 times the radio range R.

6.2.2 Range-Based Methods

The range-based classification groups all the methods that estimate the internode distances or

angles with the use of range information. Range information helps the algorithm to achieve a

better accuracy in distance estimates than range-free approaches.

In this subsection the different signal metrics used to obtain distance estimates are pre-

sented. These distances are then used to determine node position.

6.2.2.1 Time of Arrival (TOA)

The first range-based measurement is the time of arrival (TOA) [7]. The TOA is based on

measuring the difference between the sending time of a signal at the transmitter and the

receiving time at the receiver. The major problem of this method is the possible lack of syn-

chronization between nodes. Errors of about 2% are achieved over a communication range of

3–6m [8]. Moreover, the node clocks resolution should be of the order of nanoseconds (in

radio frequency (RF) 1 ns translates to 0.3m [9]). Although it is a range measure usually

used in wireless or satellite networks [10] (in which base stations and mobile nodes are syn-

chronized), a recent trend uses time measurement approaches with ultra wideband signals

(UWB) [11–13]. The UWB signal achieves a high accuracy because the transmitted pulses

has a wide bandwidth and hence a very short pulse waveform. With the recovery of this

transmitted pulse it is possible to estimate the distance between the receiver and transmitter.

6.2.2.2 Time Difference of Arrival (TDOA)

Another existing time measurement approach avoids the necessity of having an entire syn-

chronized network. This method is known as the time difference of arrival (TDOA) and two

different ideas are presented [14].

The first TDOA method [11] is based on the measurement of the difference between the

arrival times of a signal sent by a transmitter at two receivers. This method assumes that the
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receiver locations are known and the two receivers are perfectly synchronized. For that

reason, it is mostly used in cellular networks where the complexity of base stations is consid-

erably relaxed.

Another method also based on a difference of arrival times is presented in References [15]

and [16]. The basic idea is to eliminate the necessity of having a synchronized network,

neither the senders nor the transmitters. In order to achieve its purpose the method uses a

combination of two kinds of signal, for example RF and ultrasonic signals, which have dif-

ferent velocities of transmission. One transmitter sends two kinds of signal to a unique

receiver. The time difference between the first and the second signal is used as an estimate of

the one-way acoustic propagation time. In this case nodes require extra [16] hardware in

order to be able to transmit and receive different signals.

The first case is more appropriate in cellular networks due to the fact that base stations

have fewer requirements in terms of complexity or cost. It is possible to synchronize them;

hence they could act as the receivers at the time of estimating the TDOA. On the other hand,

the second TDOA approach could be more suitable to be used in a WSN. The major con is

the necessity of including extra hardware in the entire network.

Both approaches obtain a good accuracy. In Reference [16] the results show an average

error of the distance estimates between 29 and 8 cm. However, both methods increase the

complexity of the network and the cost of nodes.

6.2.2.3 Round-Trip Time of Arrival (RTOA)

The round-trip time (RTT) method [17] avoids the synchronization constraint that the TOA

or first TDOA methods impose, nor the hardware requirements of the second TDOA method.

The measurement starts when a node A sends a packet to a node B. When node B receives

the packet, it retransmits it to node A. At the end, node A receives the packet; hence, it can

calculate the propagation time because the difference between the sending time and the

receiving time at node A is twice the propagation time plus the processing time at node B

(obtained from specifications or estimated at the calibration time).

Numerical results based on different experimental setups are presented in Reference [17].

The results show that RTT measurements give a root mean square (RMS) error between a

minimum of 75 cm and a maximum of 2.51m. The difference in accuracy compared to that

achieved by TOA or TDOA measurements is remarkable. Furthermore, this technique needs

a higher exchange of packets in order to estimate the internode distance.

6.2.2.4 Received Signal Strength Indicator (RSSI)

In this case, the distance between two nodes is obtained by using the measured power of the

received signal [18]. The RSS is measured during normal transmission. Hence, this tech-

nique does not impose any extra requirement in terms of complexity or hardware. Compared

to the AOA- or TOA-based approach, this technique has become the most inexpensive. How-

ever, distance estimates obtained through RSS measurements suffer from errors induced by

shadowing and multipath effects. Usually, RSS-based distance estimations are based on the

well-known radio propagation path loss model. This model assumes that the power decays

proportionally to the distance 1=da , where a is the path loss exponent. In order to include the

shadowing effects the power received is modelled as a lognormal variable (Gaussian if it is
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expressed in dB), resulting in

PRx
ðdBmÞ ¼ P0ðdBmÞ � 10alog10ðdÞ � yi ð6:1Þ

where P0 is the power received at a reference distance (usually 1 metre) and vi represents the

shadowing effects modelled as a Gaussian with zero mean and variance s2
yi
expressed in dB.

The adoption of lognormal modelling is usually motivated by experimental results such as

those provided by References [19] and [20]. Some results in terms of accuracy are presented

in Reference [21]. The authors carried out a measurement campaign by means of using

TelosB motes. The average error achieved in the measured distances is 2.25m, for a distance

between 1 and 8 meters. The RSS-based estimates achieve worse accuracy compared to that

achieved with time measurements. However, the major advantage is that RSS provides a

lower complex solution. Moreover, distance estimates could achieve better accuracy if an

accurate model is used.

6.2.2.5 Angle of Arrival (AOA)

Angle or direction of arrival, AOA and DOA [9], are those methods that rely on the measure-

ments of the angle between senders and receivers. In Reference [9] two different ways of

estimating distances are presented. The first method [22], which is the most common, esti-

mates the angle of arrival by means of using a sensor array. Each sensor requires two or more

sensors placed at a known location with respect to the centre of the node. The angle is esti-

mated following the same approach as in a time-delay estimation. The measurement consists

of two phases. At the first phase, anchors transmit their location and a short omnidirectional

pulse. Then they transmit a beacon with a rotating radiation pattern. Taking advantage of

beamforming techniques, the anchors are able to transmit directional pulses every T seconds

and to change the direction of the signal by a constant angular step Db. Sensors have to

register the arrival time between the first omnidirectional signal and the time of arrival of the

pulse with maximal beacon power. This difference in time (Dt) allows the sensor to estimate

the angle of arrival as

b ¼ Db
Dt

T
ð6:2Þ

The accuracy achieved in Reference [22] is an average error of 2m in a scenario with 6

anchors and 100 nonlocated nodes uniformly distributed in a 50m� 50m area. Increasing

the anchors produces mean errors in the localization below 1.5m.

In References [23] and [1], RSS measurements from directional antenna arrays on each

node were also used to estimate arrival angles. Accuracy errors below 1 metre are achieved

compared to those achieved with distance-based algorithms. However, the increase in cost

and size of the nodes makes the AOA a more complex solution although it achieves good

results in terms of localization accuracy.

6.2.2.6 Radio Interferometry

This technique [24] is based on exploiting interfering radio waves. Although it is also based

in RSS measurements, the procedure of extracting the distance is more complex. The basis of
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radio interferometry is to utilize two transmitters (two reference nodes with known location)

to create an interference signal and compare the phase offset at two receivers. By measuring

this relative phase offset at different carrier frequencies, it is possible to obtain a linear com-

bination of the distances between both transmitters and receivers. The accuracy obtained is

considerably increased. Results achieved in Reference [24] show that more than 50% of the

range measurements achieve accuracy lower than a quarter of the wavelength. In Reference

[25] a tracking algorithm based on radio interferometry measurements is presented.

The mean absolute error achieved with the mobile experiment is between 0.94 and 1.96m.

The error achieved with a stationary experiment is between 0.54 and 0.83m. A high accuracy

is achieved with the measurement of RSS signals (no extra hardware is required). On the

other hand, the method presents some requirements, such as synchronization of some nodes

and signal processing units able to estimate the carrier offset.

6.2.3 Cooperative versus Noncooperative

Once distance estimates are obtained the next step is to estimate node locations inside the

network. This second phase, usually called the location-update phase, could also be classi-

fied as cooperative or noncooperative.

Noncooperative approaches estimate the nonlocated node positions by only considering

the anchor node positions. In this case, the accuracy of these approaches mainly depends on

the density of the anchor nodes or the usage of long-range transmission anchors. Using this

kind of technique in large-scale networks could be critical. On the other hand, in small-scale

networks, where nodes have a high probability of having direct communication with anchor

nodes, the use of a noncooperative technique could become a great option.

In cooperative algorithms, there are no restrictions in the communication between any

nodes inside the network. Nodes are able to obtain information from more nodes than only

anchors. With this strategy the number of anchor nodes in the network can be reduced.

Hence, cooperative localization can offer increased accuracy and coverage.

6.3 Cooperative Positioning

The cooperative algorithms have become an accurate approach for localization algorithms in

low-cost and low-complex sensor networks. Cooperating with the entire, and not only with

the anchor node, network can increase the accuracy, in terms of error, of the final position

estimate. An important purpose is to achieve a good trade-off in terms of accuracy versus

network complexity and cost, and the cooperative approaches are a kind of algorithm that

could achieve a good trade-off. Furthermore, a cooperative algorithm is a scalable solution

because it does not only depend on the number of anchors nodes; it also takes advantage of

all the nodes inside the network (anchor or nonlocated).

Cooperative approaches could be classified into two categories: centralized versus distrib-

uted. Although this classification could also be applied to noncooperative algorithms, the

discussion is here presented as differences among such alternatives, emphasized in a cooper-

ative system.

Centralized approaches involve those algorithms in which one node becomes a central

unit. This central unit is the one that has to recollect all data and it is the only one that com-

putes all the position estimates. On the other hand, in a distribution algorithm each node is

responsible for estimating its own position, relative to its neighbours.
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In the following subsection different alternatives of both approaches are presented, dis-

cussing which are their strong points and when they are the appropriate algorithms to be

used.

6.3.1 Centralized Algorithms

In some applications it is appropriate to implement a centralized WSN due to the nature of

the application, for example environmental monitoring, where the information should be

controlled in a central point. In this kind of application, a unique central processor controls

all the data. In this situation, the use of centralized algorithms in order to locate the nodes

inside the network should be useful.

On the one hand, centralized algorithms provide good accuracy, because the central node

has information of the entire network. Moreover, these nodes are less restricted in terms of

complexity and hence a more complex algorithm could be implemented. On the other hand,

all the information collected at the network must be transmitted to the central node; hence

the traffic is increased and the scalability is reduced.

6.3.1.1 Multidimensional Scaling

Multidimensional scaling (MDS) [1] was originally developed for use in mathematical

psychology and has many variations. Although MDS is normally developed in a central-

ized fashion, distributed-based algorithms exist in the literature. The most usual approach

is the MDS-MAP (maximum a posteriori) [26], which is a direct application of the sim-

plest kind of multidimensional scaling: classic metric MDS. The basic idea is to arrange

objects in a space of a certain number of dimensions trying to reproduce the dissimilar-

ities observed in the objects. Adapting to a localization algorithm, the objects are the

nodes and the dissimilarities are the distance estimates. By means of using the law of

cosines and linear algebra the MDS is able to reconstruct the relative positions of the

points based on the internode distances. The last step of an MDS algorithm is transform-

ing the relative map obtained to an absolute map based on the knowledge of the absolute

position of some anchors.

Clearly, MDS has potential in the sensor localization domain. It is possible to con-

struct a relative map without knowing any absolute position. Results that depend on

different features are shown in Reference [26]. They show that the accuracy of the MDS-

MAP is highly dependent on the connectivity. In order to reduce the error, the algorithm

needs a high density of nodes (a minimum number of 12 cooperating nodes). Another

important point is the high accuracy achieved when range information is used instead of

connectivity information. In conclusion, it is possible to achieve an error less than half

the range radio of the nodes with a number of 12 cooperating nodes and 4 anchors in

order to change from a relative to an absolute map. A major drawback is the necessity of

having all the information in a central node. This problem can be reduced by means of

using map-stitching techniques [27].

6.3.1.2 Semidefinite Programming

Semidefinite programming (SDP) is a subfield of the convex optimization. SDP basically

consists in minimizing a linear function subject to the constraint that an affine combination
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of symmetric matrices is positive semidefinite. Such a constraint is nonlinear and non-

smooth, but convex, so semidefinite programs are convex optimization problems. The major

problem of applying these techniques is that the localization problem is a nonconvex

problem. Hence, the basic idea of an SDP algorithm is to convert the nonconvex quadratic

distance constraints into linear constraints by introducing a relaxation to remove the

quadratic term in the formulation. Three different approaches applying SDP algorithms

are presented in Reference [28]. The best result achieved is an error of 5% of the radio range.

This accuracy is highly affected by the noise factor, although it is maintained below a value

of 20% of the radius range having a value equal to or higher than 0.3. Moreover, when the

size of the network increases the solution of a large SDP becomes more complex. This

problem can be solved by means of dividing the network into several clusters, reducing the

complexity of the entire network.

6.3.1.3 Maximum-Likelihood Estimation

The maximum-likelihood estimation (MLE) is a centralized localization algorithm [19]. As

it occurs with MDS it can be solved in a distributed fashion. MLE is a popular statistical

method used for fitting a statistical model to data and providing estimates for the model’s

parameters. One of its advantages is its asymptotic efficiency. This method applied to a

WSN is developed in Reference [19]. Simulations carried out in a scenario with 40 nonlo-

cated nodes achieve a root mean square of 2.1m. Although it is possible to achieve a good

accuracy two major problems appear when this method is used. The first is that if the method

is not initialized with a good starting point it is possible not to achieve the global maxima.

The second one is that if data measurements deviate from the statistical model assumed, the

results obtained may not be optimal.

6.3.2 Distributed Algorithms

In the distributed algorithm each node processes all the data that it collects from the net-

work. They themselves are responsible for estimating their own coordinates. This is

possible because nodes share their position information. A distributed algorithm is usu-

ally considered more efficient, in terms of computational cost, and scalable. On the other

hand, distributed algorithms have lower accuracy compared to that achieved with a

centralized algorithm due to the fact that the calculus is done at the nodes, which have

less computational capacities.

6.3.2.1 Lateration

Instead of using angles to estimate the position, lateration methods use distances. These

methods compute the nonlocated node positions by using the estimated distances to refer-

ence nodes nearby. The node position is obtained by means of calculating the intersection

point of the circles with radius equal to the estimated distances and centred at reference node

positions (see Figure 6.4). This technique is significantly affected by the errors on the dis-

tance measurement (ranging). Once a nonlocated node estimates its position, it becomes a

new reference node that will help the rest of the nodes, giving to nonlocated nodes the possi-

bility of exchanging information with other nonlocated nodes. Hence a lateration method can

be considered as a cooperative localization algorithm.
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Figure 6.3 Cooperative and non-cooperative approaches

Figure 6.4 Lateration example.
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6.3.2.2 Non-Bayesian Estimators

The non-Bayesian estimators [29] are one of the categories inside the distributed algorithms.

The basic idea is the minimization of a cost function, such as LS (least squares) or ML (max-

imum likelihood), in a distributed way. Each node estimates its own position following a

three-step algorithm. The procedure starts with the distribution of their coordinates to their

neighbours. Then each node estimates the internode distance, by means of using range met-

rics, with those nodes from which the node has received their coordinates. Finally, nodes

recalculate their position estimates by means of using both data. These steps are repeated

until a convergence. The problem with these methods is the possibility of not converging to

a global minimum. This fact is related to the use of a good starting point. If an initial point

near to the final solution is not used the algorithm could not converge to a global solution.

The cost functions of both methods are

CLSðxÞ ¼
XN2

i¼1

X
j2Si

Zj!i � f xi � xj
� ��� ��2CMLðxÞ ¼

XN2

i¼1

X
j2Si

ln
zj!i

f ðxi � xjÞ
� �� �2

ð6:3Þ

where zj!i is the distance estimate between node i and node j and f(xi – xj) is a function that

estimates the distance between node i and j using the coordinates of them.

The major difference between both methods is that the ML approach takes advantage of

the statistics of noise sources and the LS approach does not. A comparison between both

methods is shown in Reference [30]; more concretely, the LS approach is a weighted one.

All results presented show that the ML approach achieves better accuracy in terms of posi-

tioning errors. The mean error values obtained with the ML algorithm are between 1.2 and

1.5m in comparison to that obtained with a WLS algorithm (values between 1.4 and 1.75m).

6.3.2.3 Bayesian Estimators

Other methods that are used in the localization algorithms are those that are based on the

Bayesian estimators. These methods have been firstly used in localization algorithms for robots

[31]; nowadays many works have used them in sensor localization and tracking algorithms.

The basic idea is that, given sensors measurements z, what is the probability of being at

position x (p(xjz))? This posterior density over the random x conditioned to all received mea-

surements z is usually called belief [25]. By means of computing the belief it is possible to

obtain the position estimate. The authors present different algorithms of obtaining the posi-

tion estimates using a Bayesian approach such as the Kalman filter or particle filter. Results

show that both methods achieve good accuracy but in terms of complexity the particle filter

implementation is the best option.

In Reference [29], the authors present a distributed approach called factor graphs (FGs),

which is a successive refinement method used to estimate the probability density of sensor

network parameters. Each sensor initializes their belief. Then, all nodes broadcast their

beliefs to neighbours. Each node updates their belief with their own belief and the informa-

tion extracted from the neighbour beliefs. Hence, nodes iteratively refine their position.

Results obtained in Reference [29] show that the distributed approach achieves similar

results obtained with a centralized approach. Results presented show that 90% of the nodes

achieve an error below 1m, as compared to the results achieved by the non-Bayesian LS

algorithm in which only the 40% achieve error values below 1m.
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6.4 RSS-Based Cooperative Positioning

Several methods have been presented in previous sections. The first classification is between

range-free and range-based methods. Both methods are suitable to be used in a localization

algorithm for a WSN. However, the choice between one or another is based on the require-

ments of the final application. In order to achieve a good trade-off between accuracy and cost

one of the most appropriate options is an RSS-based range measurement. RSS-based meth-

ods present less accurate measurement results but they are the simplest methods that could be

applied in a WSN.

A cooperative approach is most suitable for large-scale networks, compared to a non-

cooperative approach. The accuracy of the noncooperative methods is highly dependent on

the density of the anchor nodes. Also a high density of neighbour nodes, obtained with a

cooperative approach, gives more robustness to the localization algorithm.

Finally, the last choice is between a centralized and a distributed algorithm. As discussed

before, centralized approaches give a higher accuracy due to the possibility of developing a

more complex algorithm. Distributed approaches need to be able to be computed in each

node so they have to be as simple as possible. On the other hand, a centralized approach

needs a higher traffic exchange, because all data has to be sent to the central node, which

limits the capability of scaling the network.

In order to start the discussion of an RSS-based cooperative algorithm let us consider a

wireless sensor network with N nodes. There are N1 nodes, whose exact locations are known

(anchor nodes). The rest of the nodes, N2¼N�N1, do not know their position (nonlocated

nodes). Those algorithms are normally divided into two steps. The first one is the measure-

ment phase in which the algorithm uses some range measurement in order to obtain distance

estimates. The second one is the location update phase, in which by means of using the

estimates obtained at the first phase and the node state information, the algorithm computes

the position estimates.

6.4.1 Measurement Phase

As commented above, this chapter focuses on the RSS-based cooperative approach. In this

kind of algorithm the first phase of the algorithm consists in obtaining internode distances, in

this case by means of RSS measurements.

RSS-based measurements are a very attractive ranging method for practical implementa-

tion because they do not need extra hardware to be measured. The most common sources

of error that affect RSS-based distance estimations are shadowing and multipath signals,

which complicate the modelling of the channel that nodes need to know a priori. Usually,

RSS measurements are modelled through the well-known radio-propagation path loss and

shadowing model [19]. Received power is modelled as a lognormal distributed random

variable with a distance-dependent mean. Hence, power received in node j from a signal

transmitted by node i, Pij, is expressed as

RSSij ¼ Pij ¼ P0 ¼ 10aij log10 dij � yij ð6:4Þ

where P0 is the power received in dBm at 1m distance, dij is the distance between nodes i

and j in metres, parameter aij is the path loss exponent, that is the rate at which the power
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decreases with distance, and nij�N(0, s2
v) represents lognormal shadow-fading effects,

where the value of the standard deviation sv depends on the characteristics of the environ-

ment. The small-scale fading effects are diminished [19] by time averaging; hence they do

not affect the distribution of nij. Since static scenarios are considered, the major sources of

error are shadowing and path loss.

In Reference [20], the authors discuss that the lognormal distribution is often used to

explain the large-scale variations of the signal amplitudes in multipath fading environments.

References inside Reference [20] present the validity of this model for modelling an indoor

radio channel. Some results show that the lognormal fits better than the Rayleigh model.

Furthermore, large-scale variations of data collected at 900MHz, 1800MHz and 2.3GHz

for transmission into and within buildings were found to be lognormal.

Given the received power RSSij in Equation (6.4), the density of Pij is [32]

f Pjg Pijjg
� � ¼

10

log10ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ps2

dB
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� �2

log
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Pij
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0
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0
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1
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20
BBBBB@

1
CCCCCA ð6:5Þ

It is worth noting that P0 and Pij are not expressed in dBm. Hence, an ML estimate of the

distance dij could be derived as [32]

dij ¼ 10

P0�RSSij
10aij ð6:6Þ

An important result of the lognormal model is that RSS-based distance estimates have

variance proportional to their actual range [9]. The standard deviation in decibels is consid-

ered constant with range. This consideration means that the multiplicative factors are

constant with range; hence, this explains the multiplicative error present in RSS-based

distance estimates.

6.4.2 Location Update Phase

Once the relative distances between nodes are obtained, the main goal is to estimate the loca-

tion of the nonlocated nodes with the help of anchor nodes and the rest of the nodes in the

network.

The position estimates for each nonlocated node are obtained by means of the least

squares (LS) criterion. The localization algorithm has to obtain the set of nonlocated node

positions that minimize the difference between the estimated distances at the first phase and

the distances computed using such position estimates. In particular, the problem consists in

minimizing the following cost function:

CLS xð Þ ¼
XN2

i¼1

X
j2Si

dij � dij xi � xj
� �� �2 ð6:7Þ

where dij(xi, xj)¼ jjxi� xjjj is the distance between nodes i and j, calculated with the esti-

mated position (or real coordinates if node j is an anchor) of nodes i and j, Si is the group of
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nodes (anchor and nonlocated) that cooperates in the position estimation of nonlocated node

i and x are the coordinates of the nodes.

The cost function is minimized with the optimization of the node coordinates. The mini-

mization will be obtained by means of calculating the derivative of Equation (6.7) with

respect to xi:

@CLS

@xi
¼
X
j2Si

dij � dij

� �2
@xi

þ
X
k2Si

dki � dkið Þ2
@xi

ð6:8Þ

Wireless channels are usually not considered reciprocal. For that reason measurements of

the second summation should be omitted. As a result, the cost function adopted by each node

can be rewritten as

CDLS xið Þ ¼
X
j2Si

dij � d xi � xj
� �� �2 ð6:9Þ

A distributed cost function is found, so each node is responsible for obtaining the minimiza-

tion of this cost function. Many methods could be applied in order to obtain this minimization.

A gradient descent is one of the simplest approaches that have a lower computational complex-

ity. Hence, the distributed cost function in Equation (6.9) is iteratively minimized. These

algorithms have the possibility of not reaching a global minimum when a good starting point

is not used. Even so, it is a simple method with a low computational complexity.

The gradient of the cost function is

rxiCDLS xið Þ ¼ rxi

X
j2Si

dij � xi � xj
�� ��� �2 !

¼
X
j2Si

dij � xi � xj
�� ��� �

eij ð6:10Þ

where eij ¼ (xi � xj/kxi � xjk) is the unit vector that takes the orientation between the node i
and node j. So, the estimate of xi can be iteratively computed by using the gradient descent

algorithm as follows:

x̂i tþ 1ð Þ ¼ x̂i tð Þ þ g
X
j2Si

dij � dij

� �
eij ð6:11Þ

where g is the step length factor.

This algorithm becomes a simple, low computational approach that obtains position esti-

mates in a cooperative and distributed way by means of using RSS measurements.

In Figure 6.5, a WSN scenario of 50m� 50m with 24 anchor nodes and 30 nonlocated

nodes is considered. The mean absolute error obtained in the position estimates as a function

of the number of cooperating nodes is presented. As commented previously, the higher the

number of cooperating nodes, the lower the error obtained. However, it is remarkable that the

error is not monotonically decreasing and the error is saturated for high values of cooperating

nodes. This is basically due to the effect commented previously: having a further node causes

a higher error in a distance estimate. On the other hand, there also exists a relation with the

presence of more anchor nodes cooperating in the estimation of coordinates. For that reason,

in the following section a node selection mechanism is presented to limit the number of
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cooperating nodes by selecting those nodes that provide an appropriate error value in terms

of position accuracy. By doing so, the number of cooperating nodes, those within group Si, is

reduced and energy efficiency can be improved. For example, the difference in error obtained

with a number of cooperating nodes equal to 6 and 50 is minimal but the number of cooper-

ating nodes is considerably lower; that is energy consumption can thus be significantly

reduced.

6.5 Node Selection

A cooperative approach allows the algorithm to achieve better accuracy results. On the other

hand, the computational cost is increased because nodes receive more information from

more cooperating nodes. Furthermore, a higher packet exchange in the network will be nec-

essary; hence there exists a higher probability of losing a packet due to a collision.

Considering also that this chapter focuses on RSS-based distance estimates, one needs to

take into account that the error that suffers these estimates is multiplicative to distance.

Having a cooperative approach allows each node to cooperate with more nodes that could be

further away. Hence, the distance estimates that a node would use should have a higher error.

It is also shown in Figure 6.5 that reducing the number of cooperating nodes does not

seriously affect the accuracy of the localization algorithm.

In order to reduce the use of a great number of cooperating nodes, that is having a lower

number of nodes inside each group Si, the node selection mechanism is presented. The major

purpose behind the node selection is to reduce the packet exchange inside the network, and

thus the reduction of computational effort done by each node and the energy consumption of

them. Some works have presented different approaches in order to select those nodes that

will cooperate with each nonlocated node.
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Figure 6.5 Mean absolute error versus mean number of cooperating nodes (24 anchor nodes).
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In Reference [33], the authors present a noncooperative microgenetic algorithm (MGA) in

order to select nodes and improve the localization in a WSN. The adaptation of the MGA

presented is based on three steps: firstly, the construction of a small population of chromo-

somes based on the best values of position estimation; secondly, a genetic operator called a

descend-based mutation is applied; and, finally, a second genetic operator called a crossover

operator is used. The basic idea is to first select best nodes (done at the first step) and then

apply both genetic operators to the chromosomes (aka nodes) in order to converge to a final

solution. The results obtained are, in mean, 0.2 times the node range R.

In Reference [34] the authors propose to select nodes by means of using the Cr�amer–Rao

bound (CRB) instead of using the closest nodes. The algorithm calculates the CRB of all the

reference nodes that a node receives and selects those nodes with a lower CRB. Results

obtained show that with a number of eight reference nodes the location error is, approxi-

mately, 7m if RSS-based distance measurements are used. On the other hand, 0.8m of error

is achieved if TOA-based distance estimates are used.

In Reference [35], the authors present a censoring method based, also, on the CRB. The

algorithm censors those nodes with an unreliable estimation. Based on the CRB calculation,

the authors propose a criterion that will reflect the quality of the information that a node

transmits as well as the geometry of the positions of the anchors and nonlocated nodes. Three

methods of censoring are presented in the work: the first one is the one in which a node can

censor itself, that is each node can decide not to broadcast its own information; the second

one blocks the reception of information from the neighbours considered not reliable; and,

finally, the last one is created to avoid an unnecessary transmission when a node is censored

by all its neighbours, that is a node receives the order not to transmit because all its neigh-

bours have censored it.

All these censoring methods are executed through the calculation of the CRB, and by

comparing it with a threshold imposed by the algorithm. With the inclusion of all these cen-

soring methods, the authors obtain a reduction in complexity and in network traffic, while the

position accuracy is maintained.

All methods achieve a high reduction of messages exchanged in their results. A compari-

son between distance-based selection and CRB-based selection is done in Reference [34].

On the one hand, better results are achieved when the CRB is used to select cooperating

nodes; for example differences between 2.5m with three cooperating nodes and 0.3m with

10 cooperating nodes are presented in the location error. On the other hand, the distance-

based selection does not require any extra calculation at the time of deciding which nodes

are the best to cooperate.

Finally, a node selection least squares (NS-LS) location algorithm is presented in

Reference [36]. The idea of obtaining a good trade-off in terms of position accuracy ver-

sus energy consumption is maintained. As discussed in Reference [36], the derivation of

the optimal selection criterion is not possible. For that reason, the authors presented a

suboptimal scheme based on the received power threshold (RSSth). In other words, only

nodes with an RSS higher than RSSth are allowed for cooperation. In a simple scheme

this criterion becomes suitable for a hardware restricted WSN. In particular, the choice

of the RSSth value was designed to ensure a minimum number of anchor nodes inside the

cooperating node group Si. In accordance with this value Nm, different trade-off points of

energy consumption versus accuracy can be achieved. Results showed that Nm¼ 3 allows

the algorithm to achieve an excellent trade-off. Concerning the relation between RSSth
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and Nm, the authors in Reference [36] derived an analytical procedure to obtain the

required threshold that assures the desired value of Nm. Considering a uniform distribu-

tion of the nonlocated nodes, the mean number of anchor nodes inside a circumference of

radius rth is obtained as

Nm �
XN1

j¼1

pr2th
1

A
¼ N1pr

2
th

A
ð6:12Þ

where A is the total area of the considered scenario and N1 is the total number of anchor

nodes in the scenario. An appropriate received power threshold (RSSth) must be selected in

order to ensure that a number Nm of anchor nodes are inside the coverage range radius.

Taking rth as the coverage range radius, a relation between the RSS received at a distance

rth is obtained by means of using the path loss propagation model. Hence, a relation

between RSSth and Nm could be established by means of

RSSth ¼ N1pP
2=a
0

NmA

 !a=2

ð6:13Þ

With this relation it is possible to fix a threshold that assures a mean number of anchor

nodes. With this threshold nodes are able to discard those nodes that have an RSS below this

value; hence the algorithm is able to reduce the number of cooperating nodes.

The algorithm achieves worse results in terms of accuracy (a degradation between 0.23

and 0.44m). On the other hand, the reduction achieved in terms of energy consumption is

above 78% compared to a nonselection algorithm.

6.5.1 Energy Consumption Model

Wireless sensor network nodes rely on low data rates, a very long battery life (several

months or even years) and very low computational complexity associated with the proc-

essing and communication of the collected information across the WSN. In order to

maintain the battery life, the reduction of the energy consumption is an important point

in a WSN.

The energy consumption of a node is directly related to the number of messages trans-

mitted or received. The purpose of using node selection mechanisms is to reduce the packet

exchange between nodes inside the network. The reduction of packet exchanges becomes an

important function in the reduction of energy consumption. Nodes only interact with their

group of cooperating nodes. Hence, the energy consumed will depend on the required num-

ber of transmissions. An energy consumption model is presented in order to reflect the

effects produced in the network.

Each node i needs to create its own group of cooperating nodes Si (see Figure 6.6). At

the beginning, each node i sends a broadcast message with its coordinates xi. Only those

nodes that receive this message answer with their node id and their location coordinates.

With the received messages, each nonlocated node can create its own Si group. Once

these groups are created, the exchange of messages is only done between cooperating

nodes. At this time, the total amount of energy consumed by the network follows the
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model presented in Reference [37]:

e ¼ mRx
� mTx

� � XN2

i¼1

NSi � N2

 !
k ð6:14Þ

where k is the number of iterations of the algorithm, NSi is the number of nodes inside Si,

and mTx
and mRx

(e.g. a value equal to 400 nJ/s is used in Reference [37]) are the energy

consumption values dedicated for peer to peer transmission and reception procedures,

respectively. It is noticeable that this model presents some differences compared with the

model presented in Reference [37]. It is supposed that the energy per transmission is

always the same instead of having an energy consumption depending on time. The purpose

behind a node selection mechanism is the reduction in the traffic. Hence, the energy

consumption model presented only reflects the impact that selection mechanisms could

produce. Furthermore, it has only taken care of the energy consumption at the transmission

and reception times.

Energy consumption is an increasing function of the number of cooperating nodes NSið Þ.
The introduction of a node selection mechanism reduces the number of cooperating nodes;

hence the energy consumption will decrease.

In the following subsection two low complex mechanisms suitable to be used in a WSN

localization algorithm are proposed. Later, in Section 6.5.3, the joint path loss and node

selection localization algorithm is proposed. The different blocks that form the proposed on-

line path loss and node selection localization algorithm are presented in detail.

6.5.2 Node Selection Mechanisms

Which is the best criterion to use in order to select the nodes that will cooperate in the

location-update phase? With this question in mind, and taking a look at existing methods

presented at the beginning of the section, two node selection criteria are presented.

The continuous idea that is maintained through the entire chapter has an important pur-

pose: to present a low complex localization algorithm. For that reason, two node selection

criteria are presented. The introduction of a node selection should not suppose an increase in

the computational complexity of the algorithm. Both node selection mechanisms are related

by the fact that a node can do without any extra measurement requirements.

Figure 6.6 Creation of group Si.
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In order to take the advantage of these measurements, both node selection mechanisms

will depend on the path loss estimates obtained by the location algorithm. With those selec-

tion mechanisms a reduction in the number of nodes that cooperate in the location algorithm,

as well as a reduction in energy consumption of the network, is achieved.

6.5.2.1 Low Path Loss Selection

The first selection criterion is the selection of those nodes that have the lowest values of the

path loss exponent estimated by the localization algorithm. The idea behind this node selec-

tion mechanism is to select those nodes that have the best channel conditions. When the path

loss exponent takes a high value the conditions of propagation are worse.

The method works as follows. Given all the estimates of âij , the first selection mechanism

selects those nodes that have the lowest values for the path loss exponents of the nodes inside

the coverage of node i:

âi1 � âi2 � � � � � âin; 1; . . . ; n 2 Si

where âi1 and âin are the lowest and the highest exponents, respectively. Those nodes with

the lowest values are selected:

SNSi ¼ i1; i2; . . . ; inaf g

with na standing for the number of selected nodes.

6.5.2.2 Low Distance Selection

The second selection criterion selects those nodes with lower values of distance estimates,

that is those nodes closer to the nonlocated nodes. RSS-based distance estimates have an

error multiplicative to the distance; hence the selection of closer nodes will choose those

nodes with a lower distance estimate. The higher the distance, the higher the error of the

distance estimates. For that reason the mechanism tries to reduce this effect by selecting

the closest nodes to the nonlocated node i.

Given now all the distance estimates of the nodes inside the coverage of node i:

di1 � di2 � � � � � din; 1; . . . ; n 2 Si;

where in this case di1 and din are the lowest and highest distance estimate, respectively. The

new group of cooerating nodes becomes

SNSi ¼ i1; i2; . . . ; indf g

with nd standing for the number of selected nodes.

6.5.2.3 Selection Mechanisms Performance

In Figure 6.7, an example of both node selection mechanisms is shown. Both nodes could not

use nearer nodes; hence they have the possibility of having a higher error on distance
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estimates. The only mechanism that could have a higher probability of selecting closest

nodes is the lower distance criterion. Only with perfect channel knowledge is it possible to

achieve a perfect selection of the closest nodes.

Two important points now have to be discussed: which of the suitable methods is better to

use and how many nodes has to be used in order to obtain the best results?

Selection of the Criterion
The first results of the performance are presented in Figure 6.8. Both methods are used in the

same scenario and for different numbers of nodes for na and nd. Low path loss selection

selects those nodes with the best-estimated channel conditions. The major problem is that

these nodes could be further away from the node i. As RSS-based range measurements are

Figure 6.7 Example of both node selection methods.

Figure 6.8 Mean absolute error versus N1 na ¼ nd ¼ 6ð Þ.
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used, the error in the distance estimates becomes higher. The probability of achieving a

worse accuracy is increased, as reflected in the results shown. The low distance selection

achieves better results in terms of accuracy.

Selection of the Number of Cooperating Nodes
This is the second important point when a node selection mechanism is included in the local-

ization algorithm. In the previous presented works both methods has defined how a node

collaborates or not in the location-update phase. In the first work they only allow cooperation

to those nodes that are above a CRB threshold. In the second work, authors have analytically

extracted a way in which they assure, in mean, that at least three cooperating nodes are

anchors.

Simulation results are presented in order to decide which is the suitable number of cooper-

ating nodes, because it is not straightforward to obtain the value of cooperating nodes that

optimize the system behaviour. In principle, the optimum number of nd is scenario depen-

dent. In the scenario considered here, results presented in Figure 6.9 show that a value equal

to 6 is generally the best choice. This means that actually the optimum nd does not depend on

the fine-grained distribution of the nodes, but rather on general parameters of the scenario.

6.5.3 Joint Node Selection and Path Loss Exponent Estimation

During the entire chapter the different blocks of a localization algorithm have been pre-

sented. A presentation of an RSS-based distributed algorithm has been done at the beginning,

followed with the introduction of a node selection mechanism in order to reduce the cooper-

ating nodes. Moreover, obtaining RSS-based distance estimations depends on the knowledge

Figure 6.9 Outage probability (N1¼ 18).
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of a transmission model. This model is usually obtained with a previous measurement cam-

paign. However, the idea of repeating a measurement campaign in every possible scenario in

which the algorithm has to work is not a good decision. For that reason, an on-line path loss

estimation is introduced in order to dynamically estimate the transmission model and allow

the algorithm to estimate the model that best fits the current scenario. In this subsection is

presented all the steps that the localization has to do in order to obtain position estimates.

Algorithm 6.1 presents the different stages of the node localization algorithm with an on-line

path loss estimation. A more in-depth explanation of the different blocks of the algorithm

present in Algorithm 6.1 is presented in the following subsections.

Algorithm 6.1 LS Localization Algorithm with On-Line Path Loss Estimation

Discovering Cooperating Group Si:

node i transmits a broadcast message

nodes able to receive respond with their id and their coordinates

Previous Coordinate Estimation:

for i ¼ 1 to N2 do

x̂ t ¼ 1ð Þ ¼Pnanch
a¼1 xa

RSSiaPnanch

a¼1
RSSia

				
				

end for

On-Line Path Loss-Node Selection-Least Squares algorithm

for i ¼ 1 to titer1 do

Coordinate Estimation:

for t( ¼ 1 to tiiCT2 do

for i ¼ 1 to N2 do

x̂i tð Þ ¼ x̂i t� 1ð Þ þ gx
P

j2Si dij � d̂ ij

� �
eij

end for

end for

Path Loss Estimation:

for t0 ¼ 1 to titer2 do

for i ¼ 1 to N2 do

for j ¼ 1 to NSi do

âij tð Þ ¼ âij t� 1ð Þ � galog 10ð Þ P0�RSSij
5

1
a2
ij

dij dij � d̂ ij

� �

dij ¼ 10

P0�Pij

10âij

end for

end for

Low Distance Node Selection

if t ¼¼ 1 then

Si ¼ i1; i2; . . . ;indf gwith di1 < di2 < � � � < dind < � � � < diNSi
NSi ¼ nd

end if

end for

end for
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6.5.3.1 Discovering Cooperating group Si

The first necessary step is to discover which nodes are inside the radio range of each non-

located node i. In order to do that, each nonlocated node broadcasts a message with their

node id. Nodes that are able to receive this message send an answer to the nonlocated sender,

with their node id and their position. As a result, each node can form its own group and can

know the number of anchor and nonlocated nodes that are inside its radio range.

6.5.3.2 Initial Coordinates Estimation

The next step is giving an initial value to the position estimates of the nonlocated nodes. As

discussed before, a gradient descent approach could not converge to the global solution if a

biased initial value is used. Hence, it is important to give a good starting point in order

to converge to a global solution. In that sense many works present different options.

The authors of Reference [38] present the idea of combining two approaches: obtaining a

previous estimate by means of using an MDS algorithm and then implementing a refinement

algorithm, such as an ML non-Bayesian approach. On the one hand, this solution obtains

good results in terms of accuracy. On the other hand, this method is more complex compared

to other solutions. Moreover, it is possible to give a random initialization to all nonlocated

nodes. It is a low complex but inaccurate method. Following with the general purposes

presented previously, the starting point procedure has to attain a good trade-off between

accuracy and complexity.

A simplemethod to initialize each x̂i 0ð Þ is the use of a centroidmethod. Once each node forms

its own cooperating group Si, all the nonlocated nodes are able to compute its initial position with

a weighted centroid algorithm based on the use of anchors inside Si. The computation becomes

x̂i t ¼ 0ð Þ ¼
Xnanch
a¼1

xa
RSSiaPnanch
a¼1 RSSia

				
				 ð6:15Þ

where xa are the coordinates of the anchor a 2 Si.

It is possible to achieve a closer initial point with a weighted centroid algorithm; hence a

better performance of the gradient descent approach could be achieved. Although the cen-

troid algorithm presents low accuracy it is a simple method and is only used to obtain the

initial coordinates that will be later refined with a non-Bayesian LS method.

6.5.3.3 On-line Path Loss Estimation and Node Selection Least Squares Algorithm

(OLPL-NS-LS)

The introduction of this estimation is motivated by the necessity of having a good propaga-

tion model in order to have accurate distance estimates. Usually, the propagation model is

achieved by doing a previous measurement campaign. With the introduction of an on-line

path loss estimation, the localization algorithm is responsible for obtaining the node coordi-

nates and the path loss estimation; hence the necessity of previous modelling is avoided. The

next step presented in Algorithm 6.1 is the minimization of the LS cost function:

CDLS x;ai1;ai2; . . . ;ainað Þ ¼
X

j2Si dij aij

� �� dij xi � xj
� �� �2 ð6:16Þ
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The objective is to minimize the difference between both distances and optimize the node

coordinates and also the set of path loss exponents. The node coordinates xið Þ and the set of

path loss exponents aij8j 2 Si
� �

affect the computation of both distances, dij and dij, respec-

tively. In order to solve the cost function of Equation (6.16), a Gauss–Seidel algorithm is

adopted in Reference [39]. This nonlinear algorithm is based on a circular iterative optimiza-

tion with respect to one set of variables while maintaining the rest of the variables fixed.

Hence, the minimizations are carried out successively for each component.

Considering a generic cost function F that depends on a set of variables b, the desired

minimization of F is formally defined as [39]

b tþ 1ð Þ ¼ argminbiF b1 tþ 1ð Þ; . . . ;bi�1 tþ 1ð Þ;bi;biþ1; . . . ;bm tð Þ� � ð6:17Þ

At the time instant tþ 1, the F function is minimized by means of optimizing the bi com-

ponent. Components between b1 and bi�1 have already been optimized while components

from biþ1 to bm (m being the total number of components) have not yet been optimized.

These last components must remain constant while the other components are being opti-

mized. By using the Gauss–Seidel approach, it is possible to divide the optimization into

two steps: firstly, a minimization of the cost function by means of optimizing the node coor-

dinates (fixing the path loss exponents) could be carried out; secondly, another minimization

is done by means of the optimization of the path loss exponents (fixing the nodes coordi-

nates). As the convergence of the nonlinear Gauss–Seidel algorithm can be achieved using a

descent approach (see Reference [9]), both minimizations could be carried out through a

gradient descent mechanism. The basic idea is summarized in Figure 6.10.

Coordinates Estimation
The estimation is done following the algorithm described in the previous section. The algo-

rithm minimizes, by means of a least squares criterion, the difference between the estimated

distance and the distance calculated with node coordinates. With the use of a gradient

descent approach the algorithm is able to converge to a minimum of the cost function pre-

sented before.

Figure 6.10 Optimization of the node coordinates and path loss exponents using a Gauss–Siedel

algorithm.
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Path Loss Estimation
This step is necessarily done after a previous position estimate. The algorithm has obtained

the previous coordinates by means of using an arbitrary and equal value of the path loss

exponent. At the second step, each nonlocated node estimates a path loss exponent for each

link. Following the Gauss–Seidel approach, the cost function of Equation (6.16) is now mini-

mized by means of optimizing the path loss exponents. Following the same methodology

applied in Section 6.2.2, it is necessary to calculate the gradient of the cost function. The

estimated distance

dij ¼ f aij

� � ¼ 10

P0�RSSij
10aij

depends on the path loss exponent aij; hence, the cost function is minimized by means of

calculating the derivate with respect to the path loss exponent of each individual link. In that

case, the fixed variables are the coordinate estimates and the rest of the path loss exponents

aik8k 6¼ jð Þ. The gradient of the cost function is

raij
CDLS xi;aSið Þ ¼ raij

10

P0�RSSij
10aij � dij xi; xj

� � !2
0
@

1
A

¼ logð10ÞP0 � RSSij

5

1

â2
ij

dij dij � d̂ ij

� � ð6:18Þ

Each node estimates their own path loss exponents for all the links in an iteratively fashion as

âij tþ 1ð Þ ¼ âij tð Þ � galog10 10ð ÞP0 � RSSij

5

1

â2
ij tð Þ

dij dij � d̂ ij

� �
ð6:19Þ

It is a distributed method that minimizes the cost function through an iterative gradient

descent strategy. The algorithm is able to estimate the path loss exponents by means of using

RSS measurements. The presented algorithm maintains the philosophy of having a low com-

plex and low cost localization algorithm.

Low Distance Node Selection
Finally the node selection mechanism is applied. With this node selection the localization

algorithm modifies the cooperating group formed at the beginning of the algorithm. Hence,

the algorithm reduces the traffic exchange among the network, allowing the network to

decrease the total amount of energy consumed. Based on the results shown in Figure 6.8, the

algorithm selects nd number of nodes that have the lowest distance estimates. With this selec-

tion mechanism each cooperating group Si is reduced.

6.6 Numerical Results

This section presents the performance of the presented location algorithm with an on-line

path loss estimation and node selection. In order to evaluate the accuracy of the algorithm

different simulation results are presented. The simulated scenario and the assumed simula-

tion parameters are presented in Table 6.1.
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Path loss exponents take values between a maximum value of 5 and a minimum value of 2

(the uniform distribution of the path loss exponents between 2 and 5 are based on experimen-

tal results obtained in Reference [40]). Hence, path loss values are simulated with a uniform

distribution (a2 u(2,5)). An initial value of the path loss equal to 3.5, which is the middle

value of the random values used in the uniform distribution, is assumed. The experimental

parameters are shown in Table 6.1.

Concerning the anchor node placement, the approach presented in Reference [41] is

initially adopted, where the authors contend that the best anchor placement is a centred

circumference with the radius equal to the root-mean-square (rms) of the nonlocated node

distances to the centre.

As previously discussed, the use of a gradient descent algorithm requires a good starting

point in order to achieve better results. The algorithm calculates the starting coordinates

using a centroid method. The weighted centroid method depends on the number of anchor

nodes inside the network.

In order to reflect the effect of using a great number of anchor nodes nanch, the mean abso-

lute error achieved by the localization algorithm is shown in Figure 6.11 for different values

of anchor nodes used in the weighted centroid.

Better results are obtained when a number of anchor nodes equal to 1 is used. At first sight,

this result could seem strange because, normally, it is better to use as many nodes as possible.

However, at the initial time instant of our algorithm the path loss exponent values have still

not been estimated. Hence, the higher RSSij, the lower the distance estimate dij. If the number

of anchor nodes nanch has a greater value, the probability of having a further anchor node is

increased. Hence, an initial position far away from the real position is estimated. Selecting

only the anchor node with the highest RSS is the best option.

Although the distribution of the anchors in a centred circumference was demonstrated to

be the best one in Reference [41], it could not be the optimal one when a centroid algorithm

is used as the initial position estimate. The centroid method depends on the distribution of

the anchors inside the network. For that reason, a grid-based positioning is proposed as an

alternative.

The results achieved are shown in Figure 6.12(b). On this occasion it is necessary to use

more anchor nodes in order to obtain better results. The centroid method achieves better

results when the anchors are placed in a grid-based distribution. Hence, the starting point

used in the LS algorithm will be closer to the final solution. In this case, when the centroid

Table 6.1 Simulation parameters

Simulation parameters Parameter value

Size of sensor field 50m� 50m

Number of nonlocated nodes (N2) 30

Path loss exponent aij 2–5

Standard deviation sy 1 dB

First-metre RSS P0 �50 dBm

Anchor radius 20.4m

Energy consumption to transmit or receive mTx or mRz 400 nJ
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uses three anchor nodes, the localization algorithm achieves better results in terms of

accuracy.

In the sequel, both scenarios will be simulated in order to compare the efficiency of the

solution, comparing the accuracy when the algorithm estimates the path loss exponent and

when it does not. Furthermore, a comparison between the presented algorithm and two other

localization algorithms (a distributed and a centralized) will be presented.

Figure 6.11 Circular-based anchor distribution: (a) simulation scenario, (b) mean absolute error

versus N1.
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Figure 6.12 Grid-based anchor distribution: (a) simulation scenario, (b) mean absolute error versus

N1.
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6.6.1 OLPL-NS-LS Performance

In order to simulate a more realistic scenario different path loss exponents are assumed. Each

link has different values for the path loss exponent. With this assumption the importance of

doing an on-line estimation of the path loss exponent is reflected in Figure 6.13.

With the proposed solution (OLPL-NS-LS) a gain in terms of position accuracy is

achieved. With a centred anchor distribution, the gain oscillates between 2 and 0.5 m,

compared to that achieved with the non path loss estimation (NPLE) algorithm. On the

other hand, with results achieved using a grid-based anchor distribution the error gain

oscillates between 7 and 0.7m (not taking into account the results achieved with a fixed

path loss equal to 3).

With a grid-based distribution, the centroid algorithm uses three anchors, but these nodes,

when the density of of anchors is low, are, in mean, at a further distance from the non-located

nodes. Hence, the starting point has low accuracy and this fact affects the final accuracy of

the localization algorithm. When N1 is increased the grid-based anchor distribution achieves

better results in terms of position accuracy.

On the other hand, the best result is always achieved with the on-line path loss estimation

and node selection least squares algorithm(OLPL-NS-LS). Different values of path loss

exponents have been simulated. Hence having an on-line estimation of the path loss has a

good influence on the localization performance accuracy. This estimation also makes possi-

ble the adaptation of the algorithm to possible changes in the scenario.

6.6.2 Comparison with Existing Methods

In this subsection, the OLPL-NS-LS algorithm is compared with two different existing solu-

tions: a distributed method based on a maximum likelihood estimation (MLE) algorithm and

Figure 6.13 Mean absolute error versus N1 (solid line: circular-based anchor distribution, dashed line:

grid-based anchor distribution).
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a centralized algorithm based on multidimensional scaling (MDS). The on-line path loss

estimation is applied to all the methods in order to achieve a fair comparison between them.

Only the OLPL-NS-LS method presents the node selection method. The comparison

between the three methods is carried out in terms of both energy consumption and position-

ing accuracy.

The MLE localization algorithm [30] used is based on the minimization of the following

cost function carried out with a distributed iterative method:

CML xð Þ ¼
XN2

i¼1

X
j2Si

log10 dij aij

� �� �� log10 dij xi � xj
� �� �� �2

As presented before, the MDS algorithm is a simple centralized approach that builds a

global map using classical MDS [26]. MDS works well on networks with relatively uniform

node density, but less well on more irregular networks.

The simulations are carried out with both anchor distributions. The results achieved are

shown in Figure 6.14. The OLPL-NS-LS algorithm outperforms the other methods in both

cases. When the number of anchor nodes increases, the grid-based anchor distribution

achieves a high accuracy compared to that achieved by the circular distribution.

Given a circular anchor distribution, the MLE localization algorithm achieves similar val-

ues to those achieved by the OLPL-NS-LS. It is important to remark that a gain between 0.5

and 1.5m is obtained with the OLPL-NS-LS. This gain is achieved thanks to the selection

algorithm. It is more remarkable than the gain achieved with respect to the MDS localization

algorithm. On the one hand, the MDS method includes more distant nodes. Then nodes with

a high error on their distance estimates are used. On the other hand, all possible nodes inside

Figure 6.14 Mean absolute error versus N1 (solid line: circular-based anchor distribution, dashed line:

grid-based anchor distribution).
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each group Si are also used in the path loss estimation process. Probably nodes that are not

near to node i would not have similar propagation conditions compared to those nodes that

are closer.

The results achieved by the grid-based anchor distribution reflect the same tendency.

The results of the OLPL-NS-LS present the best accuracy. However, in this case, the

centralized MDS achieves better results than the MLE algorithm. The distribution of the

anchor nodes in a grid along the scenario increases the probability of having closer

anchor nodes in each Si and hence better results are achieved when the number of anchor

nodes inside Si increases. The MDS achieves a better performance compared to that

achieved with the centred distribution of the anchors. This reflects the importance of

having more anchor nodes inside the cooperating group and also having nodes as close

as possible. With a grid-based distribution the probability of having closer anchor nodes

is higher. This higher probability is reflected in the better results obtained. The selection

of the anchor node positions will depend on the possibility of having a higher density of

nodes inside the network.

A node selection scheme allows the mean absolute error results to be reduced in an RSS-

based localization algorithm. The reduction of the energy consumption is also important.

According to the previous energy consumption model presented, the use of a reduced

cooperating group Si results in a lower consumption of energy. With the use of a number of

cooperating nodes nd¼ 6, the OLPL-NS-LS algorithm achieves a percentage of reduction

between 74 and 83% compared to the energy consumed by a method without the node selec-

tion mechanism (see Figure 6.14).

6.7 Experimental Results

In this section experimental results are presented. The measurements taken in different

indoor scenarios have been carried out with the Mica2 motes at 915MHz of Crossbow

[42]. Two different indoor scenarios are presented in Figure 6.16. In the first scenario the

total number of nodes with an unknown position, N2, is nine (see Figure 6.15a) and the

number of anchor nodes, N1, is four. These nodes are located in a 4.8m� 4.8m scenario.

The second scenario (see Figure 6.15b) is composed of N2¼ 20, N1¼ 6 and N1¼ 4 in a

scenario of 8m� 12m. Experimental results are only carried out with the centred-based

anchor distribution. As the anchor nodes used in the network are of a low value, simula-

tion results reflect that it is better to select the circular-based distribution instead of the

grid-based one.

6.7.1 Scenario 1

The localization error achieved in the first scenario is shown in Figure 6.16. The outage

probability presented in Figure 6.16(a) validates the result shown in Figure 6.8. The outage

probability of having an error below an error threshold shows that the best result is achieved

with six cooperating nodes. Figure 6.16(b) shows the results of including the path loss esti-

mation inside the algorithm. Considering a fixed path loss exponent in order to model the

propagation channel produces worse results in terms of accuracy. The experimental values

achieved are also compared with simulation results that have the same conditions. On the

one hand, the lowest localization error achieved has a value of nd equal to 6, the same as in
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Figure 6.15 Experimental scenarios: (a) scenario 1, (b) scenario 2.
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Figure 6.16 Results at scenario 1: (a) outage probability (solid line: experimental results, dashed line:

simulation results), (b) mean absolute error versus nd (solid line: experimental results, dashed line:

simulation results).
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the large-scale case. On the other hand, simulation results are very similar to those achieved

with the experimental scenario.

The best accuracy achieved is approximately 1.6 m. Furthermore, Figure 6.16(b)

shows the percentage of reduction of the energy consumption compared to that consumed

by an algorithm without node selection. With a value of nd equal to 6, the percentage of reduc-

tion in terms of energy consumption is about 50%. The comparison of behaviour

between the OLPL-NS-LS and the NPLE with different values of the path loss expo-

nent (a) gives the following results: the OLPL-NS-LS always achieves the best error

values compared to those achieved with all the NPLE presented (see Figure 6.16b).

The best behaviour is achieved with a fixed value of a¼ 3.5. The differences in terms

of mean absolute error oscillates between 0.2 cm when a¼ 3.5 and 10 cm when a¼ 4.

The algorithm achieves a minimum gain of 5% and a maximum of 15%. Results of this

experimental scenario show the gains obtained by considering the proposed on-line path

loss estimation with respect to the case adopting an equal path loss exponent for all

the links.

6.7.2 Scenario 2

As commented before, two different results are presented: one for a number of four anchor

nodes and the other for six anchor nodes. Figure 6.17 shows both results. A similar behaviour

is achieved when the simulation results are compared with the experimental results. As in the

previous results, the best performance is achieved when the algorithm selects only six nodes

in order to cooperate, validating the results achieved in Figure 6.9.

Although the number of nodes and the scenario dimensions have been increased, the per-

formance of the algorithm (see Figure 6.17a) is similar to that achieved in the scenario shown

in Figure 6.15(a). A higher scenario is considered but the probability of having closer nodes

is increased. The accuracy achieved is equal to 1.7m, on average.

Observing the results in Figure 6.17(b), one can see that the accuracy obtained is now

1.2m. The benefit obtained with the increase in the number of anchor nodes is 0.5m in the

mean absolute error. Another important point is the difference of 0.5m between the results

achieved with the OLPL-NS-LS compared to an algorithm without path loss estimation

results. Finally, the reduction in terms of energy consumption is, approximately, 75% in both

scenarios.

In both figures, one can observe the benefits of the proposed OLPL-NL-LS approach when

compared with the case of assuming a constant path loss exponent. A minimum gain of 18%

(in the six anchor scenario) and a gain of 5% (in the four anchor scenario) is achieved. A

better result in terms of position accuracy is always achieved with the OLPL-NS-LS.

6.8 Conclusions

A review of cooperative schemes for wireless sensor networks (WSNs) has been provided.

Among all of them, a special emphasis has been given to the RSS-based measurement tech-

niques, because they provide suitable solutions for practical implementations. Although

RSS-based measurements are the simplest method, their accuracy depends on the suitability

of the propagation model. Hence, a cooperative localization algorithm that dynamically

estimates the path loss exponent has also been described. Furthermore, the reduction of

the complexity and the message exchange through the node selection mechanism has been
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presented. A good trade-off between localization accuracy versus energy consumption based

on a node selection mechanism has been presented. In addition, practical examples based on

a real WSN have been presented.
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Modelling of Substrate Noise
and Mitigation Schemes
for UWB Systems�
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Aalborg University, Aalborg, Denmark

7.1 Introduction

The concept of Internet of Things (IoT) has, since initially being coined back in 1999 by

Kevin Ashton [1], been one of the driving factors behind much of the research and develop-

ment within the area of wireless communication. From initially being thought of as forma-

tion of a link between the then-new idea of RFID and the then-explosively growing Internet,

IoT has spawned into a very diverse range of wireless communication system scenarios.

Examples of systems descending from IoT are near field communication (NFC), personal

area networks (PANs), body area networks (BANs), to mention but a few. On the basis of

shared characteristics many of these systems can be contained within the concept of wireless

sensor networks (WSNs), as illustrated in Figure 7.1.

The WSN concept plays host to an immensely broad range of applications and the

revenue forecasts estimates that the WSN market is to reach 2.0 billion USD in 2021 [2].

With all its diverse application areas WSNs are going to have a significant impact on the

ICT infrastructure and how we as humans interact with ICT systems.

One of the areas where the application of WSN-based technologies is expected to have the

most significant societal impact is within the health care system. It is a generally accepted

fact that one of the key challenges faced by modern welfare societies relates to human health

care. The increasing life expectancy of people combined with a significantly greater

�This book chapter is mainly based on the work from Ming Shen’s PhD study and the PhD dissertation

‘Measurement, Modeling, and Suppression of Substrate Noise in Wide Band Mixed-Signal ICs’.
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First Edition. Edited by Apostolos Georgiadis, Hendrik Rogier, Luca Roselli, and Paolo Arcioni.
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prevalence of chronic illnesses causes health expenses to increase with age, which places

tremendous demands on the health system. One way to reduce cost is to use home health

care scenarios for some of the more tedious tasks, such as screening and monitoring of peo-

ple. In many cases specific patient groups, especially those disposed to certain diseases, such

as cancer, are being monitored. To meet these challenges it is necessary to develop new tech-

nologies that can reduce the cost burden of the health care system. One example of a costly

monitoring procedure is the screening of women for breast cancer. Second only to lung can-

cer, breast cancer is the most frequent form of cancer among women. It has been estimated

that in the year 2000 there was a total of 350 000 new cases of breast cancer in Europe [3].

This number amounted to more than 25% of all new cancer cases in Europe in 2000. In

addition it is estimated that breast cancer is responsible for more than 17% of all cancer

related deaths across Europe [3]. It would clearly be of great societal value with a cost effec-

tive monitoring scheme that could provide an early detection of tumours that potentially

could develop into breast cancer. Existing scanning systems, such as X-ray and MR, both

require huge setups and involve powerful magnetic fields and/or dangerous radiation. In

addition, running such systems require trained staff, which adds to the operational expenses.

Scanning systems based on ultra wideband (UWB) technologies have recently been

applied in experimental setups aiming at detection of breast tumours, knee tissue tears and

build-up of water/fluids in the body [4]. Owing to its wide frequency range UWB systems

provide for very fine temporal resolution, which offers unique detection capabilities. UWB

systems are ideal for miniaturization, making a whole new range of noninvasive medical

applications possible. In addition UWB makes use of nonionized electromagnetic waves,

which at the envisioned power levels are harmless to the human body [4]. From a medical

point of view UWB-based detection technologies offer features that are ideal for home health

care implementation. Consequently UWB-based systems potentially could become one of

the absolute key technologies in leveraging the burden of the health care systems.

7.1.1 Ultra Wideband Systems – Developments and Challenges

During past years the semiconductor industry has continued its impressive progress. This

development, which is largely driven by market demands for more powerful functionality at

Figure 7.1 Overall concept of a wireless sensor network (WSN).
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lower cost, has resulted in a device density that still obeys Moore’s law, which states that the

transistor density of integrated circuits doubles every 2 years [5]. This continued technology

scaling has enabled the integration of more and more functionalities on a single chip. How-

ever, as the complexity of the systems increases so does the challenge of designing the

required mixed-signal system-on-chips (SoCs). One of the more severe challenges relates to

disturbances caused by substrate noise. Since SoCs integrate sensitive analogue/RF (radio

frequency) circuits on the same die as high-speed digital processing circuits, the switching

noise produced by the digital circuits can easily propagate through substrate and power sup-

ply rails to the analogue/RF circuits, degrading their performance.

The design issues related to substrate noise are expected to become even more challenging

in the future. The reason behind this is twofold: (1) the trend is towards more and more

digital functionality in the systems that inevitably will generate more noise and (2) to meet

the ever increasing need for higher data rates wireless systems have to turn to more band-

width efficient transmission schemes, which inevitably increases sensitivity towards noise.

Considering UWB-based systems, due to the ultra wideband nature of such systems com-

bined with a very low power spectral density of the signal, the impact of substrate noise on

UWB circuits is expected to be more detrimental than narrowband circuits. To overcome

these problems, the substrate noise has to be characterized and subsequently efficient strate-

gies for cancellation/suppression have to be developed.

7.1.2 Switching Noise – Origin and Coupling Mechanisms

In trying to understand the substrate noise generation and injection mechanisms of integrated

circuits it is quite informative to first consider a single CMOS (complementary metal oxide

semiconductor) inverter. When implemented using a lightly doped CMOS process the cou-

pling and injection mechanisms of the basic inverter are as illustrated in Figure 7.2. These

mechanisms include: (1) power/ground contacts to bulk coupling, (2) source/drain to bulk

capacitive coupling and (3) impact ionization. A lumped element circuit model describing

the electrical characteristics of the substrate is also given in the figure.

Unlike heavily doped substrates, where the substrate can be treated as a single node,

lightly doped bulk substrates have to be modelled using a resistive network representation

[6–8]. The N-well is, however, still modelled as a single node owing to its comparatively

higher conductivity than the bulk. Among the coupling mechanisms shown in Figure 7.2, the

Figure 7.2 Cross-section view of a CMOS inverter stage and the equivalent circuit of the coupling

mechanisms of the substrate noise.
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couplings through the power supply and ground contacts – the nþ node of the PMOS and the

pþ node of the NMOS, respectively – dominate the injection effects [6, 9].

Apart from just revealing the basic underlying noise generation and coupling mechanisms

the inverter is also quite instrumental in describing the noise behaviour of large-scale digital

designs. Most digital blocks include large-sized inverter stages to act as output buffers. Dur-

ing switching the comparatively larger buffer circuits are likely to dominate the switching

noise contribution. Moreover, with many digital blocks integrated on the same die, there is a

higher probability for these inverters to switch simultaneously. All of these switching noise

contributions are injected either into the substrate or propagate via interconnects. Figure 7.3

illustrates how the switching noise may couple from the digital blocks to the sensitive ana-

logue/RF circuits.

As analogue/RF circuits share the same die and in some cases even the same on-chip

ground, the substrate noise can couple from areas with digital circuits either via the substrate

or via the power rails to reach and disturb analogue/RF circuits. The coupled substrate noise

could therefore lead to a significant performance deterioration of the analogue/RF circuit,

such as degraded noise figures of low noise amplifiers.

To mitigate the effects of switching noise in mixed-signal integrated ultra wideband sys-

tems it is therefore highly important to study substrate noise related issues in circuits and to

come up with suitable mitigation solutions for those issues. To reach this goal a number of

tasks need to be accomplished: (1) impact evaluation, (2) modelling and (3) suppression of

substrate noise.

7.2 Impact Evaluation of Substrate Noise

For the previously reported work on the effects of substrate noise on analogue/RF integrated

circuits (ICs), almost all of them are focusing on narrowband applications [8–11]. It has not

been fully investigated if substrate noise is a severe issue for wideband systems. It is also

unclear how the substrate noise affects the wideband sensitive circuits. This section experi-

mentally investigates the features of substrate noise in a wide frequency band from DC to

10GHz, and attempts to evaluate the impact of substrate noise on the performance of wide-

band RF circuits. The vehicle used for the investigation is a 1–5GHz low-noise amplifier

(LNA) for UWB systems [12].

Figure 7.3 Illustration of the coupling mechanisms of substrate noise from the digital block to

sensitive analogue/RF circuits.
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7.2.1 Experimental Impact Evaluation on a UWB LNA

The schematic used for the experiment is shown in Figure 7.4. It consists of a digital block, a

substrate noise detector array and a UWB LNA. The digital block plays the role of a sub-

strate noise generator. The substrate noise detector array is used in the experiment for

substrate noise measurements. The UWB LNA is used as a victim circuit for the experiment.

The detailed schematic of the digital block consisting of four buffer chains is shown in

Figure 7.5. The buffer chain A contains six one-stage inverters.

Figure 7.4 The schematic of the integrated circuit for the experiment.

Figure 7.5 The schematic of the digital block consisting of four buffer chains for the generation of

switching noise.
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The width/length ratios of the NMOS and PMOS transistors of each inverter are

25mm/0.18mm and 50mm/0.18mm, respectively. The buffer chain B, C and D are multi-

stage buffer chains with different stage numbers and sizing factors shown in Figure 7.5.

Cij represents the parasitic capacitance at the output of each buffer chain.

Figure 7.6 shows the schematic of the UWB LNA. It is a 1–5GHz two-stage single ended

amplifier with a source follower buffer for measurement purposes. In previously reported

work, the study of substrate noise above 1GHz is rare. For that reason the lower bound of

the operation band in this design is set to 1GHz aiming to obtain more results. This is done

while maintaining the desired performance in the UWB band of 3–5GHz.

7.2.1.1 Test Chip

The fabricated test chip is shown in Figure 7.7 and the PCB with the bonded chip for the

measurements is shown in Figure 7.8.

7.2.1.2 UWB LNA

The UWB LNA is measured to make sure that it has a proper overall performance. The com-

mon-gate stage and the cascade stage consume 5mA in total at a supply voltage of 1.8V. The

simulated and measured S-parameters are shown in Figure 7.9.

It can be seen that the measured gain is 11–13.7 dB, the measured jS11j is less than �12 dB

and the measured jS22j is less than �10 dB in the frequency band of 1–5GHz. The simulated

and measured noise figures are shown in Figure 7.10 and the measured NF is 5.0–6.5 dB in

1–5GHz. It can be seen that this UWB LNA has a fairly good overall performance.

7.2.2 Results and Discussion

In the experiment, square waves from a function generator Agilent1 33250a are used as the

clock to drive the digital block. The substrate noise due to the switching noise generated by

the digital block is measured at the noise detector array as shown in Figure 7.11(a). It can be

Figure 7.6 The schematic of the UWB LNA for noise impact evaluation. Reproduced from: Ming Shen

(2010) Design and implementation of a 1–5 GHz UWB low noise amplifier in 0.18 mm CMOS. Analog

Integrated Circuits and Signal Processing with kind permission from Springer ScienceþBusiness Media.
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seen that the major part of the substrate noise is located in the frequency band from DC to

2GHz. However, there are also noise tones in the frequency band up to 10GHz with magni-

tudes about 10 dB higher than the noise floor. The spectrum of the RF output of the LNA is

also measured with the LNA turned on. In this case the LNA is fed with a sinusoidal input of

�50 dBm at 3.88GHz and the resulting spectrum is illustrated in Figure 7.11(b).

It is clear that the magnitudes of the substrate noise in 2–5 GHz are much higher than

those measured at the noise detector. This indicates that the in-band substrate noise coupled

at the input of the LNA has been amplified by the LNA. In practical applications the magni-

tude of the received UWB signal could be significantly lower than the magnitude of the

substrate noise as the allocated EIRP of a UWB signal is lower than �41.3 dBm/MHz [13].

Figure 7.7 The microphotograph of the test chip.

Figure 7.8 The PCB with the bonded chip for the measurements.
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The effects of the clock frequency on the substrate noise is investigated by measuring the

spectrum at the RF out of the LNA, while varying the frequency of the digital clock. The

measured results are shown in Figure 7.12, zoomed into the frequency band of 3.5–4.5GHz

for more detailed information. It can be seen that the magnitude of the substrate noise is

increased when fclock is increased from 10 to 50MHz. This is due to the fact that the digital

circuit switches faster (generates and injects more switching noise) with a higher clock

frequency. This effect will be discussed with more detail in the subsequent subsection.

Apart from the original harmonics of the substrate noise, it can be seen in Figure 7.12 that

some extra frequency components are also present. These components are caused by the

intermodulation between the RF input signal and the substrate noise at the fundamental and

higher order harmonics. To confirm this, the intermodulation components with two different

RF input frequencies are measured and marked by circle symbols shown in Figure 7.13.

Figure 7.10 Measured and simulated noise figure versus frequency of the UWB LNA. Reproduced

from: Ming Shen (2010) Design and implementation of a 1–5 GHz UWB low noise amplifier in

0.18 mm CMOS. Analog Integrated Circuits and Signal Processing with kind permission from Springer

ScienceþBusiness Media.

Figure 7.9 Measured and simulated S parameters versus frequency of the UWB LNA. Reproduced

from: Ming Shen (2010) Design and implementation of a 1–5 GHz UWB low noise amplifier in

0.18 mm CMOS. Analog Integrated Circuits and Signal Processing with kind permission from Springer

ScienceþBusiness Media.
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It can be seen that the noises at the harmonics of fclock remain with insignificant changes,

while the noise components due to intermodulation shift along with the RF input signal.

The impact of the substrate noise on the UWB LNA is studied by comparing the measured

noise figure of the LNAwhen the digital block is turned off and turned on with three different

values of fclock. The measured results are shown in Figure 7.14.

It can be seen that the LNA has a smooth and flat noise figure around 6 dB in the measured

frequency band when the digital block is turned off. When the digital block is turned on,

significant deterioration of the noise figure is seen. It can also be seen that the deterioration

is stronger for higher fclock, which is consistent with the results shown in Figure 7.12.

7.2.3 Conclusion

In this section, the impact of substrate noise on UWB LNA is experimentally evaluated.

Significant substrate noise is observed in the frequency band of DC to 10GHz. It is shown

by the results that the substrate noise can drastically deteriorate the performance of the UWB

LNA in terms of a noise figure. The results clearly indicate the need for a good understanding

of the generation and propagation of the substrate noise, as well as the need of effective

approaches for reducing the substrate noise in the design of wideband mixed-signal

integrated circuits.

Figure 7.11 Measured power spectrum (a) from the substrate noise detector and (b) from RF out of

the UWB LNA; fclock is 50MHz and the rising and falling time of the clock is 5 ns.

Modelling of Substrate Noise and Mitigation Schemes 181



7.3 Analytical Modelling of Switching Noise in Lightly Doped Substrate

7.3.1 Introduction

Switching noise produced in digital circuits has gradually become one of the most important

concerns in IC design due to increasingly higher density of digital design. The root cause

here is the need for more and more digital functionalities combined with tight requirements

for area in mixed-signal integrated circuits. As illustrated in Figure 7.15, the switching noise

Figure 7.12 Measured power spectrum from RF out of the UWB LNA, while the digital block is

driven with three different clock frequencies. The parameters for the clock are: (a) fclock¼ 10MHz,

(b) fclock¼ 30MHz, (c) fclock¼ 50MHz. The rising and falling times of the clocks are 5 ns for all of the

three cases.
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generated by digital circuits can propagate through the substrate to reach sensitive ana-

logue/RF circuits and deteriorate their performance.

A number of methods have been proposed for achieving an efficient model that is able to

capture the main features of the switching noise [6–9, 14–20]. For heavily doped substrates

Figure 7.13 Measured power spectrum from RF out of the UWB LNA with two different RF input

frequencies. The parameters for the RF input signal are: (a) fRF¼ 3.86GHz, (b) fRF¼ 3.88GHz. The

magnitude of the RF input signal is �50 dBm, fclock is 50MHz and the rising and falling time of the

clock is 5 ns. The circle symbols mark the intermodulation components.

Figure 7.14 Measured noise figure versus frequency of the UWB LNA when the digital block is

turned off and turned on with three different values of fclock.
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the substrate is simplified as one electrical node due to their low resistivity, and switching

noise modelling methods using this simplification have been proposed [15, 16]. Featuring

higher resistivity and better noise isolation properties, lightly doped substrates are widely

used in mixed-signal designs [9, 14, 17]. Since the resistivity of lightly doped substrates is

much higher than that of heavily doped substrates, the substrate can no longer be treated as a

single electrical node. Hence, modelling methods applicable for heavily doped substrates fall

short when lightly doped substrates are considered.

Conventional approaches to characterize switching noise in lightly doped substrate are

typically highly dependent on SPICE simulations (SPICE is a simulation program with

IC emphasis). One example is the computationally extensive approach where digital cir-

cuit blocks are simulated directly together with an extracted substrate network [6, 7].

While this approach may lead to accurate results it involves lengthy and time-consuming

simulations. Therefore, in an attempt to reduce simulation complexity the use of macro

models has been proposed [8, 9, 14, 17, 18]. Here the switching current from digital

blocks is typically represented using an asymmetrical triangular waveform which, when

combined with a lumped element equivalent network representing the substrate, allows

for fast generation of SPICE simulation results. Both of the above approaches rely heav-

ily on simulations but despite providing for accurate results neither offer sufficient

insight into switching noise generation and propagation.

A slightly different approach is to make use of analytical methods where, based on mathe-

matical analysis of waveform functions characterizing the switching current and a transfer

function model of the switching noise propagation, closed-form expressions for the switch-

ing noise can be derived [20, 21]. While this method provides more insight into the propaga-

tion of switching noise the switching current source still needs to be characterized through

SPICE simulations. Further, layout extractions are still needed to identify the resistances

needed to derive the noise propagation transfer function.

To avoid the need for layout extractions the use of compact models to characterize the

spreading resistance between arbitrary sized diffusion contacts on lightly doped substrates

has been proposed [21]. By doing so the transfer function describing the propagation of the

switching noise can be determined without the need for cumbersome layout extractions. The

combination of such a compact model of the propagation transfer function and an analytic

closed-form expression for the switching noise would provide the mixed-signal designer

with a very powerful noise estimation tool and allow for proper measures to be taken early

Figure 7.15 Switching noise coupling mechanism in mixed-signal circuits.
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in the design flow. Such a tool would clearly be advantageous, however, as currently a feasi-

ble analytical model characterizing the switching current source is still unavailable.

This section presents two modelling methods aiming to provide feasible models for the

switching noise of simple digital circuits and large-scale digital blocks, respectively. The

switching noise generated by individual inverters is analytically investigated. An analytical

model, named the GAP (Gaussian pulse) model, is proposed to characterize the switching

noise of individual inverters. The model is validated by both SPICE simulations and meas-

ured results obtained from a test chip fabricated in a lightly doped CMOS process. The simu-

lated and measured results are in good agreement with the proposed model. The GAP model

is suitable only for simple circuits, so to extend its usability to include large-scale circuits

also, the GAP model is complimented by a statistical analysis method. The extended method

is verified by SPICE simulation results.

7.3.2 The GAP Model

The reason for focusing on the analysis of individual inverters is based on two facts:

1. The inverter is a basic and often used building block in digital circuits.

2. A typical large-scale digital circuit usually contains big size inverters that act as buffers.

Due to the large sizes, these inverters generate significant switching noise, and therefore

usually dominate the total generation of the switching noise in the digital circuit [19].

Thus, analysing the switching noise in an individual inverter is considered a good starting

point for obtaining detailed understanding of the generation and injection of the switching

noise. The proposed model approximates the switching current using a Gaussian pulse

(GAP) function. The key parameters in the model are derived by solving the differential

equation describing the output voltage of a capacitively loaded inverter. Combining the

switching current model and the transfer function, which models the propagation of the

switching current, the spectrum of the switching noise can be predicted.

The simplified switching noise coupling mechanisms involved in Figure 7.15 are illus-

trated by four blocks in Figure 7.16. The digital supply rail block and the digital block in

Figure 7.16 are similar in structure to the coupling network used in Reference [8]. In the

digital block, Is(t) represents the switching current generated by the digital block. Ccir is the

circuit capacitance between the on-chip digital DC supply and the on-chip digital ground.

Figure 7.16 The switching noise coupling network.
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The substrate network block and the analogue ground rail block are used to model the

switching noise coupling to analogue circuits. Rd and Ld are the resistance and inductance of

the bonding wire and interconnect connecting the on/off-chip digital DC supply, respectively.

Rs, Rsa, Ls and Lsa are the resistances and inductances of the interconnects and bonding wires

connecting the off-chip ground to the on-chip digital and analogue ground, respectively. Rg is

the resistance between the on-chip digital and analogue grounds, Rob is the substrate resistor

between the noise observation point and the on-chip analogue ground and Rb is used to

model the spreading resistance between the on-chip digital ground and the observation point

on the substrate. Based on Figure 7.16 the resulting noise voltage at the observation point can

be derived as

VsubðjvÞ ¼ HðjvÞIsðjvÞ ¼ RgRobZLIsðjvÞ
jvCcir

ZLZea

ZL þ Zea

þ ZD

� �
þ 1

� �
ðZea þ ZLÞðRb þ Rob þ RgÞ

ð7:1Þ
where ZD¼Rdþ jvLd, ZL¼Rsþ jvLs and Zea¼RsaþRg(RdþRob)/(RgþRdþRob)þ jvLsa.

How to find the parameters in the transfer function H(jv) has been provided in previous stud-

ies [8, 20]. The remaining challenge is to find a scalable analytical model for Is.

7.3.2.1 The Switching Current of Individual Inverters

A typical schematic of a capacitively loaded inverter is shown in Figure 7.17(a). Here

IpðtÞ is the drain current of the PMOS device, InðtÞ is the drain current of the NMOS

device and IchðtÞ is the charging/discharging current. The input voltage (dash line) and

output voltage (solid line) in a falling input transient of the inverter are shown in the top

figure of Figure 7.17(b). As Vin falls, the PMOS is turned on at time tpon and the capaci-

tor load is charged towards a higher voltage. When VoutðtÞ reaches Vopsl at tpsl and

VoutðtpslÞ � VinðtpslÞ ¼ jVtpj, where Vtp is the threshold voltage, the PMOS leaves the sat-

uration region and enters the linear region. Vof is defined as the output voltage at the

falling time tf . The time when the output reaches 90% of the final value is defined as ttw.

Figure 7.17 (a) The schematic of a capacitively loaded inverter and (b) the input/output voltage

(dash/solid line in the top figure) and switching current (bottom figure) of a falling input transient.
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The switching current Ip during the transient is shown by the solid line at the bottom of

Figure 7.17(b). A number of modelling approaches of the output response and switching

currents in CMOS inverters have been reported [22, 23]. However, to derive the expres-

sion of the switching current is no trivial task, and no comprehensive expressions for the

switching current have been presented. To simplify the analysis task, a triangular wave-

form is often used to model the switching current, as shown by the dash line in the bot-

tom figure in Figure 7.17(b) [20]. The triangular model has a peak value of Ipsat at tpsl ,

and its magnitude is zero at t � tpon and t � ttw. This model is simple and accurate for

estimating the power spectral density (PSD) of the switching noise at low frequencies.

However, this approach leads to significant estimation errors at high frequencies due to

the abrupt simplifications of the switching current [8, 20]. Moreover, the expressions of

the key parameters such as tpsl and ttw are not provided. In this study, Gaussian pulse

equations are used to model the switching currents. The resulting GAP model is thus

described by the following equation:

IpðtÞ ¼
Ipsat � exp

�2pðt� tpslÞ2
ð1:45� ðtpsl � tponÞÞ2
" #

for 0 � t � tpsl

Ipsat � exp
�2pðt� tpslÞ2

ð2:0� ðttw � tpslÞÞ2
" #

for t > tpsl

8>>>><
>>>>:

ð7:2Þ

The GAP model has the same peak current value as the triangular model at tpsl and its

magnitude is 10 and 20% of Ipsat at tpon and ttw, respectively. Compared with the triangular

model, the GAP model has smoother transitions at the peak and bottom of the waveform. As

a result, the GAP model produces less predicting errors at high frequencies. The expressions

of the parameters in the GAP model are derived in the following part of this section. The

expressions can also be used in the conventional triangular model.

In this analysis, the short circuit current during switching transients is neglected. This

approximation is based on the fact that the charging/discharging currents contribute the

major part of the switching current for capacitively loaded inverters in most of the present

CMOS processes [22–24]. Under this assumption, the NMOS and PMOS are assumed to be

off during a falling input transient and a rising input transient, respectively, and IsðtÞ only
consists of IpðtÞ generated at the falling input transient. The discharging current generated at

the rising input transient is flowing in the closed loop formed by the NMOS and CL. Thus it

has no contribution to IsðtÞ and is consequently neglected. Moreover, the analysis in this

study is based on the well-known square-law MOSFET (metal oxide semiconductor field

effect transistor) model. This simplification is necessary since higher order models are

intractable for analytical manipulation. However, as shall be seen in the measurement sec-

tion, the results derived based on the simple model are sufficiently accurate. In the square-

law model the transistor drain current is expressed as

ID ¼ Kp ðVgs � VtÞVDS � V2
DS

2

� �
VDS < VDsat ð7:3Þ

ID ¼ 1

2
KpðVgs � VtÞ2VDS � VDsat ð7:4Þ
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where VDsat ¼ VGS � Vt, Kp ¼ mCoxðW=LÞ and VDS, VGS are the drain-source, gate-source

voltage respectively. For reasons of concise and general expressions, corresponding lower-

case letters are used to denote voltages normalized by VDD in the following analysis. For

example, voutðtÞ ¼ VoutðtÞ=VDD. The input voltage waveform is approximated to be a falling

ramp with a falling time tf and a slope sf ¼ �1=tf

vinðtÞ ¼ sf � ðt� tf Þ for 0 � t � tf
0 for t > tf

�
ð7:5Þ

This approximation is widely used due to its simplicity and effectiveness [22, 23]. With

this tpsl and ttw can be derived based on the expression of the output voltage, which can be

found by solving the following differential equation:

CL

dVoutðtÞ
dt

¼ IpðtÞ ð7:6Þ

where IpðtÞ can be replaced by Equation (7.3) or (7.4) with corresponding terminal voltages.

Categorizing the falling input transient as two cases where vopsl < vof (slow input ramp) or

vopsl � vof (fast input ramp), the expressions for those parameters for each case are given as

Case A: vopsl < vof

tpsl ¼ ðvopsl þ pÞ=sf ð7:7Þ

where p ¼ Vtp=VDD and vopsl can be found by solving the equation

vopsl ¼ KpVDD

6sf CL

ðvopsl � 1Þ3 ð7:8Þ

Furthermore, ttw can be formed by

ttw ¼ tf þ lnðð2ð1þ pÞ � 0:1Þ=0:1Þ½

� ln
2pþ 1þ vof

1� vof

� ��
CL=ðKpVDDð1þ pÞÞ ð7:9Þ

where vof can be determined from

vof ðtÞ ¼ 1� exp
KpVDDð�1� pÞ2

2sf CL

 !
= exp

KpVDDv
2
opsl

2sf CL

 !

vopsl

2
664

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KpVDDp

8sf CL

s
erf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KpVDDv

2
opsl

2sf CL

s
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KpVDDð�1� pÞ2

2sf CL

s !3775
ð7:10Þ
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Case B: vopsl � vof

tpsl ¼ tf � 2pCL

KpVDDð1þ pÞ2 þ
1þ p

3sf
ð7:11Þ

ttw ¼ tpsl þ ln ð2ð1þ pÞ � 0:1Þ=0:1½ �CL

KpVDDð1þ pÞ ð7:12Þ

In addition, it is easy to derive Ipsat ¼ Kpðsf tpsl þ vtÞ2=2 and tpon ¼ vtp=sf . Since the

remaining parameters in Equation (7.2) are given by Equations (7.7) to (7.12), the expres-

sions for all parameters needed in the models are available.

7.3.2.2 Validation of the Model

The proposed GAP model is verified by comparing its predictions with HSPICE simula-

tions (HSPICE is a device-level circuit simulator) on the schematic in Figure 7.17(a). A

0.18mm CMOS process with a 0.34mm option is used for the verification. Successful

verifications with different capacitive loads, transistor sizes and falling times have been

conducted. For the verification shown here, the widths of the PMOS and the NMOS are

0.68mm and 0.34mm, respectively, and both of them have the same length of 0.34mm.

The HSPICE model used in the verification is level 49. The related parameters are:

Kp ¼ 4:75� 10�5, Vtp ¼ �0:66V, VDD ¼ 3:3V and tf ¼ 5 ns. To evaluate the model in

both the case A and case B scenarios, CL is set as 0:3 and 1 pF respectively. It should be

noted that Equations (7.7) to (7.12) are functions of the term KpVDD=CL, which means

that the inverters having the same Vt, input voltages and KpVDD=CL generate switching

currents with the same tpon, tpsl and ttw. Thus the example shown here represents a group

of general scenarios. The simulated and modelled results for case A and case B are

shown in Figures 7.18 and 7.19, respectively.

The normalized Fourier transforms of the switching currents are also shown. It can be seen

that both the triangular model and the GAP model match the simulation results well at low

frequencies and it is obvious that the estimation errors at high frequencies are clearly

reduced in the GAP model, as expected.

7.3.2.3 Test Chip

To validate the proposed model experimentally, the model has been practically applied to

predict the switching noise generated by a capacitively loaded inverter implemented using a

lightly doped CMOS process (20V cm). The microphotograph of the test chip is shown in

Figure 7.20.

The PMOS and NMOS devices in the inverter are 600mm and 300mm wide, respec-

tively, and both transistors have the same length of 0.34mm. The reason for using such

fairly large transistors is to generate enough switching noise to enable measurements. In

this case, Kp ¼ 0:04 and Vtp ¼ �0:7V. A 20 pF capacitor is connected to the output of the

inverter as a load. In the measurement, the inverter is driven using a periodic square wave

signal as VinðtÞ. It has a high and a low voltage level of 3:3 and 0V, and it is fed using a
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Figure 7.19 Case B: (a) the modelled and simulated switching current of the individual inverter in the

time domain and (b) the frequency domain. CL¼ 1 pF in this case.

Figure 7.18 Modelled and simulated results for the capacitively loaded (CL¼ 0.3 pF) inverter in Case

A: (a) time domain, (b) frequency domain.
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G-S-G probe connected to a signal generator. The DC supply voltage is 3:3 V and it is fed

to the on-chip digital supply and ground using DC probes. When the inverter is switching

due to the square wave, the switching noise in the test chip is measured at the noise obser-

vation point using a G-S-G probe connected to a spectrum analyser. The observation point

is an ohmic contact connected to the substrate [25].

During the measurements, the spectrum analyser is set to have a low displayed noise floor

(around �90 dBm in this case) to measure as much as possible of the low-powered switching

noise. Since the input signal is periodic, the switching noise is periodic as well. Thus the

switching noise could be represented as a summation of harmonics in the frequency domain

VsubðjvÞ ¼
Xþ1

k¼�1

2pHðjvÞIpðjvÞ
T

dðv� k2p=TÞ ð7:13Þ

where IpðjvÞ is the Fourier transform of IpðtÞ in Equation (7.2). HðjvÞ is expressed in

Equation (7.1) and can be derived based on parameters extracted from the layout and bond-

ing wires [8, 20]. T is the period of the input signal and k is an integer. Based on Parseval’s

theorem, the term

Hðjk2p=TÞIpðjk2p=TÞ=T
�� ��2 ð7:14Þ

is the average power of the switching noise at its kth harmonic. In this case, HðjvÞ is simpli-

fied as a purely resistive network since the measurement is on-wafer and no bonding wires

and on-chip decoupling capacitors are used. Hence HðjvÞ=T only affects the magnitude of

the switching noise but not the spectral envelope, which is given by the term IpðjvÞ. Thus the
measured PSDs of the switching noise can be compared with the calculated magnitudes of

the harmonics to verify the proposed model. Measurements with different signal frequencies

(from 20 to 50MHz) and different falling times have been conducted. By comparing vopsl
and vof obtained from Equations (7.8) and (7.10), respectively, the GAP model of case A is

applicable in this test. Thus corresponding equations of case A are used for obtaining IpðjvÞ.
A comparison of measurement results, the triangular model and the GAP model is shown

in Figure 7.21.

Figure 7.20 Microphotograph of the test chip.
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The harmonics with the highest magnitude of the models are normalized to the magnitude

of the first harmonic of the measured switching noise. It can be seen that the GAP model

matches the measured results quite well as it is within 4 dB for all measured switching noise

components in the three cases. Moreover, the GAP model is more accurate than the triangu-

lar model at high frequencies. This is shown in Figure 7.21(a) at the frequency of 100MHz

and Figure 7.21(b) at the frequency of 285MHz. For higher frequencies, the switching noise

drops below the noise floor of the spectrum analyser. However, the harmonics of the triangu-

lar model are higher than the noise floor at these frequencies, which also indicates larger

estimation errors in the triangular model.

7.3.3 The Statistic Model

In large-scale digital circuits, there are numerous gates switching with varying delays on

the chip. For a synchronized digital circuit, the switching currents are aligned at the edge of

the clock with random amplitudes and random time delays. For such a scenario the substrate

Figure 7.21 Measured PSDs and modelled harmonics of the switching noise: (a) fclk¼ 20MHz,

tf¼ 22 ns, RBW¼ 500 kHz; (b) fclk¼ 35MHz, tf¼ 9.3 ns, RBW¼ 100 kHz; (c) fclk¼ 50MHz, tf ¼7.8 ns,

RBW¼ 1MHz.
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noise is a sum of these signals and cannot be simply modelled by a periodic current pulse as

shown in Figure 7.22.

A statistic model is proposed to solve the problem. This model is based on the assump-

tion that all switching current sources can be represented by a common pulse function

yet with random magnitudes and random time delays. This assumption is based on the

fact that identically sized inverters are widely used in large-scale digital blocks and the

driving signal and load condition for these inverters are usually similar as well. Hence

the switching currents generated by these inverters are expected to be similar to each

other. Based on this assumption, the noise coupling mechanism shown in Figure 7.23(a)

in large-scale digital blocks can be approximated as a multipath coupling model with a

single noise source as shown in Figure 7.23(b). In the figure, Su(t) is the mean of the

switching noises and Hi(t) is the subtransfer function describing the random attenuation

and delay of the switching noises.

Using the equivalent multipath model, the substrate noise can be expressed as

Vsubðf Þ ¼ Suðf ÞHðf Þ, where Hðf Þ is the total transfer function of the coupling. Hðf Þ is

the Fourier transform of the impulse response h(t) of the noise coupling model shown in

Figure 7.23(b); h(t) can be expressed as

hðtÞ ¼
XN
i¼0

Aidðt� TiÞ ð7:15Þ

Figure 7.22 Coupling mechanism of the switching noise in large-scale digital blocks.

Figure 7.23 (a) The original switching noise and (b) the equivalent multipath coupling model.
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where Ai and Ti represent the amplitude and the time delay of the ith impulse, respectively.

N is the number of the noise sources. Thus

Hðf Þ ¼
XN
i¼0

Ai expð�j2pf TiÞ ð7:16Þ

The illustrations of h(t) and Hðf Þ are shown in Figure 7.24(a) and (b), respectively. Due to

the time delay, Hðf Þ typically features high magnitudes at lower frequencies and remarkably

lower magnitudes at frequency f n and its multiples. It is easy to derive f n ¼ 1=Tpd , where

Tpd is the time delay between the last and the first impulse. This means that the frequency

band (<f n) with the most server substrate noise can be denoted by only one parameter, Tpd .

Comparing f n with the frequency band where the sensitive analogue/RF circuits work, it can

be estimated if the sensitive circuits are working in the most noisy frequency band, which is

useful information for IC designers. In practical digital designs Tpd can be approximated by

the maximal propagation delay of the circuits, and usually it can be easily obtained by com-

pact equations or SPICE simulations (no extracted substrate network is needed, which is

different from conventional simulation methods).

The equivalent multipath model is verified by SPICE simulation. An inverter chain block

shown in Figure 7.25 is used for the simulation. A 0.18 mm CMOS process is used. Mini-

mum width and length are used for all the NMOS in the inverters. PMOS in all the inverters

is twice as large as the corresponding NMOS. Cli represents the parasitical capacitance at the

Figure 7.24 (a) Impulse response function of the equivalent multipath noise coupling model and

(b) the coupling transfer function.

Figure 7.25 The schematic of the inverter chain block for simulation of the switching noise.
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output of the inverters. Figure 7.26 shows the PSD of the switching noise in the inverter

chain block. The simulated maximal propagation delay Tpd is 216 ps and the calculated

notch location is 4.6 GHz. It can be seen that the calculated notch location is consistent with

the simulation results.

7.3.4 Conclusion

This section presents two modelling methods for switching noise in both small- and large-

scale digital circuits. The novel analytical model for a simple digital circuit provides a

detailed understanding of the generation and propagation of switching noise in lightly

doped CMOS technologies. The spectral envelope of the switching noise can be easily

predicted using the proposed model. Closed-form expressions for calculating the parame-

ters in the conventional triangular model are also provided. The model is validated by both

SPICE simulations and measurement results from a test chip fabricated in a lightly doped

CMOS process. Good agreement is found between the model and simulations as well as

measurement results. With this model, the simulations needed when using traditional

approaches can be avoided. This can help to achieve a scalable analytical switching noise

model for digital blocks. This model especially holds the advantage for estimating the

switching noise when big size buffers are dominating the noise generation. An equivalent

multipath coupling model is also proposed to characterize the switching noise in large-

scale synchronized digital circuits.

7.4 Substrate Noise Suppression and Isolation for UWB Systems

7.4.1 Introduction

Various methods have been proposed over time for the isolation and suppression of the sub-

strate noise in mixed-signal ICs [26–29]. These methods can generally be divided into two

categories. One is passive approaches, including physical separation, guard rings or deep N

wells. The passive methods are practically feasible. However, they usually suffer the draw-

backs of consuming large areas, uncertainty of the isolation level and high cost. The other

Figure 7.26 Simulated PSD of the switching noise generated by the circuit in Figure 7.25.
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method is active cancellation. Active cancellation is proposed to achieve low cost yet effec-

tive substrate noise suppression. The basic idea in this method is to cancel the substrate noise

at the RF area by injecting an anti-phase signal produced by an active cancellation circuit. As

shown in Figure 7.27, VsnoðtÞ is the original substrate noise generated by the digital circuits.

VsncðtÞ is the signal generated by the active cancellation section and VsntðtÞ is the total sub-
strate noise beneath the RF circuit. If VsncðtÞ¼�VsnoðtÞ at a location, VsnoðtÞ can be totally

cancelled and VsntðtÞ is reduced to zero at such a location. However, the result is not as

expected. Due to the fact that the signal propagation in the substrate noise is layout depen-

dent, the location where VsntðtÞ can be reduced is significantly based on the specific layout. If
the layout is not properly designed, the substrate noise could be increased rather than

reduced. This degrades the feasibility of the method. In addition, owing to the limited fre-

quency band of the active cancellation circuit, this method is only feasible for low frequency

substrate noise suppressions.

This section presents a novel active suppression technique for substrate noise in mixed-

signal ICs. In the proposed active suppression technique, an active spectrum shaping section

is used to generate extra switching currents to modify the shape of the original switching

noise in both the time domain and frequency domain.

The relative time delays of these switching currents to the original switching current

are realized by controllable delay lines. The pulse widths and magnitudes of the switch-

ing currents are also controllable. By manipulating the extra switching currents, the

spectrum of the total switching noise can be shaped to have a suppressed magnitude at

desired frequencies.

7.4.2 Active Suppression of Switching Noise in Mixed-Signal
Integrated Circuits

In the presented technique, an active cancellation section is used to generate an extra switch-

ing current. This additional current is introduced with a specific time delay relative to the

original switching current. The pulse width and magnitude of the switching current are also

adjustable by biasing voltages. Due to the relative time delay, the extra switching current is

Figure 7.27 The propagation mechanism of the substrate noise from the digital block to the

analogue/RF block and the illustration of the proposed active suppression technique.
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out-of-phase with respect to the original switching current at specific frequencies. Thus, by

adjusting the time delay, pulse width and magnitude of the extra switching current, the origi-

nal switching current can be suppressed at desired frequencies.

Figure 7.28 shows the diagram of the active cancellation section and its connection with

the clock and DC supply. It comprises three subsections, the delay control unit (DCU), the

width control unit (WCU) and the magnitude control unit (MCU). The MCU is used to gen-

erate the major part of the extra switching current, and the magnitude of the switching cur-

rent can be controlled by the controlling voltage Vmp and Vmn. The DCU and the WCU are

used to adjust the time delay and pulse width of the switching current, respectively. Vdn is for

controlling the time delay, while Vwn and Vwp are for controlling the pulse width. The active

cancellation section is driven by the same clock driving the digital circuit, so that the extra

switching current can be aligned to the original switching current with the desired time delay.

7.4.2.1 Theory

The switching current generated by a digital block could be represented by a triangular

waveform. One such current in a single cycle is shown as Isno(t) in Figure 7.29. The basic

idea in this invention is to inject an extra current signal IsncðtÞ to cancel IsnoðtÞ in the desired

frequency band. IsncðtÞ has a relative delay of T1 � T0. Thus the total switching current is

given as

Figure 7.28 The circuit diagram of an active suppression circuit for the IC in Figure 7.27.

Figure 7.29 Illustration of switching currents involved in the proposed suppression method. The

original switching current, Isno, is combined with a cancellation current, Isnc, to achieve suppression.
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ItðtÞ ¼ Isnoðt� T0Þ þ Isncðt� T1Þ ð7:17Þ

and its Fourier transform is

ItðjvÞ ¼ IsnoðjvÞe�jvT0 þ IsncðjvÞe�jvT1 ð7:18Þ

where IsnoðjvÞ and IsncðjvÞ are the Fourier transform of IsnoðtÞ and IsncðtÞ, respectively.
ItðjvÞ can be further written as

ItðjvÞ ¼ e�jvT0 ½IsnoðjvÞ þ IsncðjvÞe�jvðT1�T0Þ� ð7:19Þ

At the desired substrate noise suppression frequency

v0 ¼ ð2k þ 1Þp=ðT1 � T0Þ; for k ¼ 0; 1; 2 . . . ð7:20Þ

it has

jItðjv0Þj ¼ jIsnoðjv0Þ � Isncðjv0Þj ð7:21Þ

Thus if Isncðjv0Þ has a similar magnitude and pulse width as Isnoðjv0Þ, Isno could be

significantly suppressed at v0.

7.4.2.2 Validation of the Method in Matlab

The proposed method has been validated by Matlab simulations. One of the simulations is

shown in Figure 7.30.

The original switching current Isno(t) is shown by the solid line in Figure 7.30(a). It has a

rising time of 100 ps and a falling time of 300 ps. Its magnitude is normalized to 1A.

Figure 7.30 Simulated results of the suppression of substrate noise using cancellation currents with

three different magnitudes.
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The active cancellation current Isnc(t) with three different magnitudes are also shown in

Figure 7.30(a). The active cancellation currents have the same rising and falling time as the

original current. In this simulation, the desired suppression frequency is at 5GHz. Thus the

relative delay between Isnc(t) and Isno(t) is set as 100 ps. Figure 7.30(b) and (c) show the total

switching current with three different cancellation currents in the time domain and frequency

domain, respectively. It is clear that the original switching current is significantly suppressed

at the desired frequency. The �10 dB suppression band is wider than 500MHz for all three

cases. The scenarios with different relative delays are also studied. The simulation results are

shown in Figure 7.31.

The original switching current Isno(t) is shown by the solid line in Figure 7.31(a). It is the

same as that in Figure 7.30(a). The active cancellation current Isnc(t) with three different

relative delays are also shown in Figure 7.31(a). The active cancellation currents have the

same magnitudes as the original current. In this simulation, the desired suppression fre-

quency is also at 5GHz. Thus the desired relative delay between Isnc(t) and Isno(t) is 100 ps.

Figure 7.31(b) and (c) show the total switching current with three different cancellation cur-

rents in the time domain and frequency domain, respectively. The suppression of the original

switching current is clear even though there are undesired offsets in the relative delay in Isnc2
and Isnc3. A time-delay sensitivity demonstration of the conventional anti-phase cancellation

approach with an undesired time delay is also shown in Figure 7.31. Ianti is the delayed anti-

phase current to the original switching current. As the conventional anti-phase cancellation

method does not control the time delay, the delay can vary drastically due to different circuit

topologies, layouts and interconnects. In Figure 7.31(a), the time delay of Ianti is set the same

as the delay of Isnc2. It can be seen in Figure 7.31(c) that the magnitude of the total switching

current is significantly but undesirably increased in the frequency band of 2–8GHz, which

indicates the poor application potential of the anti-phase method for UWB applications

unless the timing can be well controlled.

Figure 7.31 Simulated results of the suppression of substrate noise using cancellation currents with

three different relative delays. The time delay between Isno and Isnc1 to Isnc3 are 80 ps, 100 ps and 120 ps,

respectively. The time delay between Isno and Ianti is 100 ps.
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7.4.2.3 Sub-blocks in the Active Cancellation Section

There can be different circuit implementations of the three control units. The key issue is to

ensure that the units must be independent of each other for feasible design and reliable per-

formance. In the following part, some implementation examples are presented and the issue

of unit dependency is discussed further.

One possible implementation of a delay control unit consists of a number of delay cells

(DSs), as shown in Figure 7.32. By controlling the voltage Vdn, the propagation delay of the

DCU can be adjusted to a desired value. The number of the delay cells is chosen based on the

needed total delay time and the delay that each delay cell can introduce. Small transistors

should be used in the delay cells to avoid undesired generation of significant switching cur-

rents in this subsection.

Another promising DCU implementation consisting of a number of inverters with tunable

capacitive loads is shown in Figure 7.33. By controlling the voltage Vdn, the loads of the

inverters can be changed and a desired time delay can be obtained. The number of the invert-

ers is chosen based on the needed total time delay. Small transistors should be used in the

delay cells to avoid undesired generation of significant switching currents in this subsection.

A simple WCU implementation consisting of one or a number of delay cells is shown in

Figure 7.34. By controlling the voltage Vwn and Vwp the capacity of the WCU to drive the

MCU can be adjusted so that the slope of the input signal to the MCU at the falling or rising

edge can be adjusted. As a result, the pulse width of the switching current generated by the

MCU can be adjusted to a desired value. The sizes of the transistors in the WCU are chosen

based on the size of the MCU and the desired pulse width of the switching current.

Figure 7.32 Simplified circuit of the delay control unit (DCU).

Figure 7.33 Simplified circuit of the delay control unit.
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A simple MCU implementation is shown in Figure 7.35. By controlling the voltage

Vmn and Vmp the magnitude of the generated switching current can be adjusted.

7.4.2.4 Validation of the Method in SPICE

The proposed method is also validated by SPICE simulations. The schematic shown in

Figure 7.28 is used for the simulation and the schematics shown in Figures 7.32, 7.34 and

7.35 are used for the DCU, WCU and MCU blocks, respectively. The digital block is com-

posed of a number of inverter chains, which act as a switching noise source. The DCU, WCU

and MCU are designed based on the information of the original switching current. The con-

trolling voltages of the units are set such that the suppressed switching noise can be achieved

at desired frequencies. The simulated results with and without the active suppression are

shown in Figures 7.36 to 7.38. The switching current without active cancellation is probed at

the DC supply of the digital block, while the switching current with active cancellation is

probed from the main DC supply for both the digital block and the active cancellation cir-

cuits. From the simulations, it can be seen that the switching noise at the desired frequencies

can be significantly suppressed. The minimal suppression is 10 dB, observed in Figure 7.36,

and the best is 27 dB, observed in Figure 7.38. It is also clear that the proposed technique is

valid for suppression of the switching noise at least from 100MHz to 3.3 GHz, which is

attractive for different applications.

Figure 7.34 Simplified circuit of the width control unit (WCU).

Figure 7.35 Simplified circuit of the magnitude control unit (MCU).
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7.4.2.5 The Mutual Effects between the Design of DCU, WCU and MCU

When designing the active suppression circuits it is desired and needed to have an

insignificant mutual effect between the design of controlling voltages for DCU, WCU and

MCU. This subsection investigates these effects using SPICE simulations. The schematic

used for the SPICE simulations is the same as that in the last subsection.

The performances of DCU, WCU and MCU used for the investigation are defined in

Figure 7.39. The relative time delay is defined as the peak-to-peak time delay between the

original switching current and the cancellation current at the falling-input edge. The peak

value of the cancellation current is defined as Ip and the pulse width is the time span of the

Figure 7.36 The simulated one-cycle switching current with and without active suppression in (a) the

time domain and (b) the frequency domain. The designed relative delay in this case is 110 ps and the

desired notch frequency is 4.5GHz.

Figure 7.37 Simulated one-cycle switching current with and without active suppression in (a) the

time domain and (b) the frequency domain. The designed relative delay in this case is 500 ps and the

desired notch frequency is 1GHz.

202 Microwave and Millimeter Wave Circuits and Systems



cancellation current at the value of 0.1�Ip. It should be noted that the switching current at the

falling-input edge of the magnitude controlling unit is much greater than the switching

current at the rising-input edge since it consists of both short circuit current and charging

current. Thus the greatest concern of this study is at the falling-input edge.

Figure 7.40 shows the simulated performance of the active cancellation circuits with dif-

ferent control voltages for DCU, WCU and MCU. It can be seen that Vwn has significant

effects on the time delay when its value is small (Figure 7.40b). The reason for this is that

decreasing Vwn to a small value close to the threshold voltage greatly reduces the driving

capability of the width control unit, which increases the time delay. Vwn also has an effect on

Ip. The explanation for this can be found in Section 7.3. It has been shown that changing the

value of Vwn changes the slope of the signal at the output of WCU (input for MCU), which

affects the magnitude of the active cancellation current. Apart from Vwn, other control volt-

ages are shown to have insignificant mutual effects. Based on the SPICE simulation results,

the sequence of the design for DCU, WCU and MCU can be proposed, which is to design

Vwn first and then Vmp and Vdn.

Figure 7.38 Simulated one-cycle switching current with and without active suppression in (a) the

time domain and (b) the frequency domain. The designed relative delay in this case is 5 ns and the

desired notch frequency is 0.1GHz.

Figure 7.39 The parameter definitions in the SPICE simulation for investigating the mutual effects

between the designs of DCU, WCU and MCU.
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7.5 Summary

This chapter focuses on three aspects of the substrate noise issues, the impact evaluation,

modelling and suppression of substrate noise, with special focus on UWB circuits and sys-

tems. Efforts have been invested to derive an analytical switching noise model for simple

digital circuits and a statistical model for large-scale digital blocks. In addition, an active

suppression technique for reducing switching noise in digital circuits is also proposed.

Figure 7.40 Simulated performance of the active cancellation circuit with different values of the

control voltages for DCU, WCU and MCU. Vdd is 1.8V, the clock frequency is 20MHz and the

rising/falling time of the clock is 5 ns. Other parameters in the simulations are: (a) Vmn¼ 0.65V,Vwn¼
0.8V,Vwp¼ 0.9V; (b) Vmn¼ 0.65V,Vmp¼ 0.2V,Vwp¼ 0.9V; (c) Vmn¼ 0.65V,Vwn¼ 0.8V,Vwp¼ 0.9V;

(d) Vmn¼ 0.65V,Vdn¼ 0.7V,Vwp¼ 0.9V; (e) Vmn¼ 0.65V,Vmp¼ 0.2V,Vwp¼ 0.9V; (f) Vmn¼ 0.65V,

Vdn¼ 0.7V,Vwp¼ 0.9V.
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The switching noise model presented in this chapter has originally been devised for

CMOS technologies with lightly doped substrates. Satisfactory results have been achieved

for standard CMOS technologies. The methodology can be applied to heavily doped sub-

strates with a lightly doped epitaxial layer, silicon on insulator (SOI) and other technologies.

The proposed active suppression technique could potentially be integrated in the design of

IP cells. In this way, the substrate noise can be reduced at the very beginning of the entire

design flow by setting specific design parameters in the IP cell generation. By doing so, the

need for area consuming passive noise mitigation schemes is limited, whereby the overall

cost of the implementation is reduced.
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Short-Range Tracking of Moving
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Radar System
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8.1 Introduction

Ultra-wideband (UWB) radar systems have a variety of potential applications including

through wall and through fire detection and tracking of moving targets during security opera-

tions, protection of reservoirs, power plants and other critical infrastructures against a terrorist

attack, detection of trapped people after an avalanche or earthquake, and so on. UWB radar

emissions applied for these scenarios are at a relatively low frequency (typically between

100MHz and 5GHz). Additionally, the fractional bandwidth of the signal emitted by UWB

radar is very large. The result is a UWB radar system with a fine resolution that also has the

ability to penetrate many common materials. Then, such systems are able to detect a moving

person by measuring changes in the impulse response of the environments [1]. In the above

outlined applications, a short-range UWB radar (range up to 20–25m) is usually applied.

Therefore these scenarios can be referred to as short-range tracking.

The problems of short-range detection and tracking of moving persons have been studied,

for example, in References [2] to [7]. However, the problem of multiple human tracking in a

real complex environment has been less well addressed. Therefore, on the basis of rich expe-

riences received at several measurement campaigns with the short-range UWB radars the

complete signal processing procedure for tracking of multiple targets has been proposed. As

the result of this processing, the positions of moving people are not seen as radar blobs local-

ized in the scanned area, which is a typical result of the radar imaging methods [4–7], but the
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person coordinates are analytically computed by the localization and tracking algorithms. In

such a way the proposed procedure employs one-dimensional signal processing and because

of this represents a computational less complex alternative to the imaging methods based on

two-dimensional signal processing.

The key intention of this chapter is to provide a clear and fundamental description of the

proposed signal processing procedure dedicated to short-range tracking of multiple moving

targets by the handheld UWB radar system. In order to fulfil this intention, the chapter will

have the following structure. Firstly, some requirements for practical handheld UWB radar

systems will be outlined in the next section. Then the particular phases of the procedure, that

is raw radar data preprocessing, background subtraction, weak signal enhancement, target

detection, time-of-arrival (TOA) estimation, target localization and tracking will be

described in Section 8.3. There the significance of the particular phases together with a

review of signal processing methods, which can be applied for the phase task solution,

will be presented. In Section 8.4, the procedure performance will be illustrated based on

processing of real radar signals obtained by the short-range UWB radar within a measure-

ment scenario with two persons moving behind a wall. Finally, conclusions and remarks

concerning the next research in the field of detection and tracking of moving targets will be

drawn in Section 8.5.

8.2 Handheld UWB Radar System

In the case of detection and short-range tracking of moving persons, portable (handheld)

radars are applied by operators (e.g. security forces) immediately in the operation place.

These devices have to operate in a stand-alone mode, so that the results of the object mon-

itoring are provided to the operator immediately and he or she can change the radar location

in a flexible way. A light weight of the devices is preferable. On the other hand, if they are

applied for protection of critical infrastructures, the radars have to be small in size and

located unobtrusively in monitored region/objects. These requirements ensure that these

radar systems usually use only a small antenna array (at least one transmitting and two

receiving antennas) necessary for motion detection and basic spatial positioning of the tar-

gets by trilateration methods. Other practical demands on handheld radars are for low power

consumption and the possibility of operating independently or as part of a sensor network. In

the case of the sensor network application, the wireless communication between sensor

nodes is usually required.

The handheld prototype of the UWB pseudo-noise radar using a maximum-length binary

sequence (referred to as an M-sequence) as the stimulus signal [8], which was created within

the project RADIOTECT [9], is an example of the handheld UWB radar system fulfilling the

requirements listed here. An experimental version of the M-sequence UWB radar system

equipped with one transmitting (Tx) and two receiving horn antennas (Rx1, Rx2) is available

at the authors’ department (Figure 8.1). The signals obtained by using such a radar have

become the basis for designing and testing the UWB radar signal processing procedure

described in the next section.

8.3 UWB Radar Signal Processing

The presented signal processing procedure for short-range tracking of multiple moving tar-

gets consists of seven phases, namely raw radar data preprocessing, background subtraction,
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weak signal enhancement, detection, TOA estimation, target localization and tracking. In the

next subsections, the phase significance followed by a number of source references devoted

to particular algorithms are given. Additionally, within every processing phase, the main idea

of a specific method providing a stable, good and robust performance for the considered

application is outlined. Because of the limited range of the contribution, detail descriptions

of these methods are not presented. Instead, a mathematical base of the method or its proc-

essing flowchart is shown.

8.3.1 Raw Radar Data Preprocessing

Raw radar signals obtained by the M-sequence UWB radar can be interpreted as a set of

impulse responses hðt; tÞ of the surroundings, through which the electromagnetic waves

emitted by the radar were propagated. They are aligned to each other creating a two-dimen-

sional picture called a radargram, where the vertical axis is related to the propagation time t

of the impulse response and the horizontal axis is related to the observation time t.
The intention of the raw radar data preprocessing phase is to remove or at least to decrease

the influence of the radar system by itself to raw radar signals. In our contribution, we will

focus on a time-zero setting. In the case of the M-sequence UWB radar, its transmitting

antenna transmits M-sequences around periodically. The exact time instant at which the

transmitting antenna starts emitting the first elementary impulse of the M-sequence (the so-

called chip) is referred to as time-zero t0. It depends, for example, on the cable lengths

between transmitting/receiving antennas and transmitting/receiving amplifiers of radar, total

group delays of radar device electronic systems, and so on, but especially on the chip

Figure 8.1 The experimental version of the M-sequence UWB radar.
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position at which the M-sequence generator started to generate the first M-sequence. This

position is randomly changed after every power supply reconnection. To set time-zero means

to rotate all received impulse responses in such a way that their first chips correspond to the

spatial position of the transmitting antenna. There are several techniques for finding the num-

ber of chips needed for such rotation of impulse responses [10].

The most often used method is that of utilizing signal cross-talk, that is the direct wave

between transmitting and receiving antennas [10]. The time-zero t0 is estimated as follows:

t0 ¼ tmeas � tcalc ¼ tmeas � d

c
ð8:1Þ

where tmeas represents the cross-talk position found in the measured data and tcalc is the

cross-talk position calculated on the basis of the known distance d between antennas Tx and

Rx and the known velocity of propagation in the air c. The preprocessed radar signals hp t; tð Þ
then have the following form:

hpðt; tÞ ¼ hðt� t0; tÞ ð8:2Þ

The significance of the time-zero setting follows from the fact that targets could not be

localized correctly in the measured area without the correct time-zero setting.

8.3.2 Background Subtraction

As the components of the impulse responses due to the target are much smaller than that of

the cross-talk between transmitting and receiving antennas or due to reflections from other

large or metal static objects, it is impossible to identify any target in the raw or preprocessed

radar signals. In order to be able to detect, localize and track the targets, the ratio of signal

scattered by the target to noise has to be increased. For that purpose, background subtraction

methods must be used. They help to reject especially the stationary and correlated clutter,

such as antenna coupling, impedance mismatch response and ambient static clutter, and

allow the response of a moving object to be detected.

Let us denote the signal scattered by the target as sðt; tÞ and all other waves and noises

jointly as background bðt; tÞ. Let us assume also that there is no jamming at the radar per-

formance and the radar system can be described as a linear one. Then, the preprocessed radar

signals can be simply modelled by the following expression:

hpðt; tÞ ¼ sðt; tÞ þ bðt; tÞ ð8:3Þ

As indicated by the name, the background subtraction methods are based on the idea of sub-

tracting a background (clutter) estimation from preprocessed radar signals. Then, the result

of the background subtraction phase can be expressed as

hbðt; tÞ ¼ hpðt; tÞ � b̂ðt; tÞ ¼ sðt; tÞ þ ½bðt; tÞ � b̂ðt; tÞ� ð8:4Þ

where hbðt; tÞ represents a set of signals with a subtracted background and
b̂ðt; tÞ ¼ ½hpðt; tÞ�t2t1 ð8:5Þ

is the background estimation obtained by hpðt; tÞ processing over the interval t 2 t1; t2h i.
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In the case of a scenario with moving targets, it can be seen very easily that sðt; tÞ for t ¼
const: represents a nonstationary component of hpðt; tÞ. On the other hand, bðt; tÞ for t ¼
const: represents a stationary and correlated component of hpðt; tÞ. Therefore, the methods

based on an estimation of stationary and correlated components of hpðt; tÞ can be applied for

the background estimation.

Following this idea, the methods such as basic averaging (mean, median) [11], exponential

averaging [12], adaptive exponential averaging [12], adaptive estimation of Gaussian back-

ground [13], Gaussian mixture method [14], moving target detection by finite impulse

response (FIR) filtering [15], moving target detection by infinite impulse response (IIR) fil-

tering [16], prediction [17], principal component analysis [18], and so on, can be used for

background subtraction. These methods differ in relation to assumptions concerning clutter

properties as well as to their computational complexity and suitability for online signal

processing.

For considered application, a noticeable result can be achieved by using the simple expo-

nential averaging method, where the background estimation is given by

b̂ðt; tÞ ¼ ab̂ðt; t � DtÞ þ ð1� aÞhpðt; tÞ ð8:6Þ

where Dt represents a delay between successive impulse responses and a 2 ð0; 1Þ is a con-

stant exponential weighing factor controlling the effective length of window over which the

mean value and background of hpðt; tÞ is estimated.

8.3.3 Weak Signal Enhancement

It follows from the basic radar equation that the level of signal components scattered by a

target and received by the radar depends among other things on the distance between trans-

mitting antenna and target-receiving antenna. Then, the target located close to the radar

antenna system is able to produce strong reflections whereas another target located far from

the antenna system will reflect only weak signals. This effect strengthened by other

phenomena (e.g. multipath reflections or mutual shadowing) can result in mimic target

signatures or a target disappearing. These theoretical considerations have been confirmed

experimentally by real radar signal processing. Whereas in single moving target scenarios,

the target has been detectable almost in all observation time instants, in the case of multiple

target scenarios the reflections only from the target situated most closely to a receiving

antenna can usually be seen. In order to solve this problem, the enhancement of weak signals

scattered by the target has been included in our signal processing procedure.

The weak signal enhancement can be achieved by several approaches. Filters can be

ranked between more complicated ones, for example a nonlinear enhancement of weak sig-

nals using optimization theory (stochastic resonance), [19] or neural-network-based filters

[20]. On the other hand, the method based on weighting of a processed impulse response

with regard to distance from the radar antenna system (referred to as time gain method) and

the automatic gain control (AGC) method are computationally less complex, but still can

produce improved results for the considered application [21]. To such simple methods, the

method referred to as the advance normalization method can be ranked as well [21].

The advance normalization method is based on serial searching of maxima ymax in the

interval ðtLmax; tendÞ and consequential normalization of a current signal in the interval
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ðtLmax; tNmaxÞ as follows:

heðt; tÞ ¼ hbðt; tÞ
ymax

ð8:7Þ

where heðt; tÞ is the enhanced signal, tLmax is the propagation time instant of the last found

maximum, tNmax represents the propagation time instant of the new found maximum and tend
is the last propagation time instant of the whole signal. It has been shown in Reference [21]

that the advance normalization can be used to advantage for the purpose of weak signal

enhancement.

8.3.4 Target Detection

The detection phase is represented by a class of methods that determine whether a target is

absent or present in examined radar signals. The solution of target detection task is based on

statistical decision theory [22]. Detection methods analyse the enhanced signals heðt; tÞ
along a certain interval of propagation time t 2 Xt ¼ ft1; t1 þ Dt; . . . ; t2g and reach the deci-

sion as to whether a signal scattered from target sðt; tÞ is absent (hypothesis H0) or is present

(hypothesis H1) in heðt; tÞ. The hypotheses can be mathematically described as follows:

H0 : heðt; tÞ ¼ nBSðt; tÞ ð8:8Þ

H1 : heðt; tÞ ¼ sðt; tÞ þ nBSðt; tÞ ð8:9Þ

where nBSðt; tÞ represents residual noise obtained by hpðt; tÞ processing by a proper back-

ground subtraction method. Following expressions (8.8) and (8.9), nBSðt; tÞ can be expressed

as follows:

nBSðt; tÞ ¼ bðt; tÞ � b̂ðt; tÞ ð8:10Þ

A detector discriminates between hypotheses H0 and H1 based on a comparison of testing

(decision) statistics Xðt; tÞ and threshold gðt; tÞ. Then, the output of detector hdðt; tÞ is

given by

hdðt; tÞ ¼ 0 if Xðt; tÞ � gðt; tÞ
1 if Xðt; tÞ > gðt; tÞ

�
ð8:11Þ

The detailed structure of a detector depends on the selected detection strategy and optimiza-

tion criteria of detection [22]. The selection of detection strategies and optimization criteria

results in a testing statistic specification and a threshold estimation method.

The most important groups of detectors applied for radar signal processing are represented

by sets of optimum or suboptimum detectors. Optimum detectors can be obtained as a result

of solution of an optimization task formulated usually by means of probabilities or likelihood

functions describing the detection process. Here the Bayes criterion, maximum likelihood

criterion or Neymann–Pearson criterion are often used as the basis for detector design.
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However, the structure of an optimum detector could be extremely complex. Therefore, sub-

optimum detectors are also applied very often [23].

For the purpose of target detection using UWB radars, detectors with a fixed threshold,

(N, k) detectors, detectors based on interperiod correlation processing (IPCP) detectors

and constant false alarm rate (CFAR) detectors have been proposed [23, 24]. As well as

detectors capable of providing a good and robust performance for detection of multiple

moving targets by UWB radar, CFAR detectors can be especially useful. They are based

on the Neymann–Person optimum criterion providing the maximum probability of detec-

tion for a given false alarm rate.

There are many different CFAR techniques [24–27]. The selection of a particular CFAR

detector depends largely on the background noise and clutter models assumed to hold in the

detection environment, although selection may depend as well on system constraints, such

as the system’s signal processing capability or its ability to store data. In addition to

conventional and widespread kinds of CFAR the cell-averaging CFAR detector [26] can be

classified. Its modification for the case of a Gaussian clutter model is the Gaussian CFAR

detector presented in Reference [27] and is also convenient for our application. The main differ-

ence between it and the cell-averaging CFAR detector consists in utilization of an exponentially

weighted moving filter for updating the decision statistic Xðt; tÞ and the threshold gðt; tÞ.

8.3.5 Time-of-Arrival Estimation

For target positioning, quantities such as the received signal strength intensity (RSSI), the

angle of arrival (AOA) and the time of arrival (TOA) are traditionally used. From them,

the RSSI is the least adequate for the UWB case, since it does not profit from the fine space–

time resolution of UWB signals and requires a site-specific path loss model. Estimation

of the AOA, on the other hand, requires multiple antennas or at least an antenna capable of

beamforming at the receiver. This requirement implies size and complexity needs that are

often not compatible with the low-cost, small-size constraints associated with typical scenar-

ios for UWB technology. Given the reasons above, the TOA stands out as the most suitable

signal parameter to be used for positioning with UWB devices [28]. Therefore, the phase of

TOA estimation is also included in the radar signal processing procedure, namely between

the detection and localization phases.

If a target is represented by only one nonzero sample of the detector output for the

observation time instant t ¼ tk, then the target is referred to as a simple target. However,

in the case of the application analysed in this contribution, the radar range resolution is

considerably finer than the physical dimensions of the target to be detected. As a result,

the detector output for t ¼ tk is not expressed by only one nonzero impulse at t ¼
TOAðtkÞ expressing the target position by the TOA for the observation time tk, but the

detector output is given by a complex binary sequence hdðt; tkÞ. The set of nonzero sam-

ples of hdðt; tkÞ represent multiple reflections of electromagnetic waves from the target

or false alarms. The multiple reflections due to the target are concentrated around the

true target position at the detector outputs. In this case, the target is referred to as the

distributed target. In the part of hdðt; tkÞ where the target should be detected not only

nonzero but also zero samples of hdðt; tkÞ can be observed. This effect can be explained

by a complex target radar cross-section due to the fact that the radar resolution is much

finer than that of the target size and taking into account different shape and properties of
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the target surface. The set of false alarms is due to especially weak signal processing

under a very strong clutter presence.

In order to simplify the target localization, such distributed targets are replaced by simple

targets; that is the target position in every observation time instant is given by only one TOA.

This phase of radar signal processing is referred to as the TOA estimation. In the literature,

the most commonly reported methods for the TOA estimation are the correlation approach

[29] and the energy collection based approach [30]. However, most of these methods cannot

be directly used for the considered application. Therefore we proposed a novel algorithm

entitled TOA association in Reference [31]. It enables one to estimate the TOA not only of

the distributed targets but also of the multiple targets. Furthermore, it combines the TOA

estimated from both receiving antennas of the handheld UWB radar to such couples

from which only the positions of the potential true targets can be computed during the local-

ization phase. This part of the algorithm represents a data-association phase (TOA-to-TOA

association) and is responsible for the deghosting task solution. Its main idea consists in the

utilization of known and short distance d between adjacent antennas (in a handheld radar it is

usually less than 50 cm) and results in computation of a small maximal difference TOADmax

between the TOA estimated from both receivers and belonging to the same single target:

TOADmax ¼ 2d

c
þ tcorr ð8:12Þ

where c is the light propagation velocity and tcorr represents a small correcting factor added

with the intention of taking into account errors due to measurement and previous phases of

radar signal processing. The difference TOADmax is calculated on the basis of the triangle

inequality arising from the antenna layout and an arbitrary target position. A simplified

flowchart of the whole TOA association method is shown in Figure 8.2, with a detailed

description of the algorithm given in Reference [31]. The method output is formed by the

Step 1:
summation of detector output with interval
length corresponding to the assumed size

of a target

Step 3:
substitution of distributed targets by

simple targets

Step 4:
artificial widening of potential simple

targets

Step 6:
completion of traces based on TOA
couples found in the previous time

observation instant

Step 7:
closing estimation of the TOA couples

for every target

Step 5:
data association based on connection of

widened potential simple targets from
both receivers

Step 2:
generation of continuous TOA intervals
within of which the targets are detected
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Figure 8.2 A simplified flowchart of the TOA association method.
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associated TOA couples fTOA1
l ðtÞ; TOA2

l ðtÞg for the lth found target ðl 2 LÞ in the observa-
tion time instant t, where L represents the total number of targets.

8.3.6 Target Localization

The aim of the localization phase is to determine target coordinates in defined coordinate

systems whereby the target locations estimated in consecutive time instants create the target

trajectory. As the input of this radar signal processing phase, estimated TOA couples are

used. Because the considered radar system consists of one transmitting and two receiving

antennas, only the noniterative direct method of localization can be employed. In that case,

the target coordinates are simply calculated by the trilateration methods as intersections of

two ellipses formed on the basis of the estimated TOA couples and known coordinates of the

transmitting and receiving antennas [32].

The main idea of the direct calculation method can be mathematically described in the

following way. Let us assume that TOAk
l ðtÞ is the TOA estimated at the observation time

instant t for the lth target ðl 2 LÞ and the receiving antenna Rxk; k ¼ 1; 2 and c is the light

propagation velocity. Then the measured distance dk
l among the transmitting antenna Tx,

target Tl and receiving antenna Rxk is given by

dk
l ¼ cTOAk

l ðtÞ ð8:13Þ

For arbitrarily placed transmitting antenna Tx ¼ ½xT ; yT � and receiving antennas Rxk ¼
½xk; yk�, the most straightforward way of estimating the target position, that is determining

its coordinates TlðtÞ ¼ ½x; y�, is to solve a set of equations created by using Equation (8.13)

and taking into account the known coordinates of the transmitting and receiving antennas.

Then, the following set of nonlinear equations can be built up based on TOAk
l ðtÞ measure-

ments for the scenario with one transmitting and two receiving antennas [33]:

dk
l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xTÞ2 þ ðy� yTÞ2

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xkÞ2 þ ðy� ykÞ2

q
; k ¼ 1; 2 ð8:14Þ

Each range dk
l and the pairs Tx ¼ ½xT ; yT � and Rxk ¼ ½xk; yk�; k ¼ 1; 2, form two ellipses

with the foci Tx and Rx and with the length of the main half-axis akl ¼ dk
l =2. The coordi-

nates of target TlðtÞ ¼ ½x; y� lie on the intersection of these ellipses. Because the ellipses are

expressed by the polynomials of the second order, there are two solutions for their intersec-

tions. However, there is only one solution determining the desirable true coordinates of the

target. Therefore, one of the obtained solutions has to be excluded for every moving target.

Usually this can be done based on knowledge of a half-plane where the targets are located.

One of the solutions can be eliminated also if the solution (target coordinates) is beyond the

monitored area or it has no physical interpretation (e.g. complex roots of Equation (8.14)).

The detailed description of the direct calculation method can be found, for example, in

Reference [33].

8.3.7 Target Tracking

The particular locations of the targets TlðtÞ ¼ ½x; y� are estimated with a certain random

error usually described by its probability distribution function. Taking into account this
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model of the target position estimation, the target trajectory can be further processed by

tracking algorithms. They provide a new estimation of the target location based on foregoing

positions of the target. Usually, the target tracking results in a decrease in the localization

error and smoothing of the trajectory.

There is a fundamental distinction between single target tracking (STT) systems and

multiple target tracking (MTT) systems. Because the STT systems are dedicated to a single

target, there is no need to perform a complex data association function, such as that discussed

later for an MTT system. However, consistency tests must be performed to ensure that the

radar is still pointing at the target. The tracking filter may be an analogue device, but modern

systems typically use Kalman filtering [34].

The extension of STT to MTT requires a complex data association logic in order to sort

out the returning sensor data into the general categories of targets of interest, recurrent sour-

ces that are not of interest (such as background clutter) and false signals with little or no

correlation over time. The gating, observation-to-track association and track maintenance

functions are usually part of the overall data association function (Figure 8.3). Firstly, gating

is used as a screening mechanism to determine which observations are valid candidates to

update existing tracks. Gating is performed primarily to reduce unnecessary computations

by the association and maintenance functions that follow. The association function takes the

observation-to-track pairings that satisfied gating and determines which observation-to-track

assignments will actually be made. Finally, track maintenance refers to the functions of

track initiation, confirmation and deletion. Modern MTT systems typically combine data

association and multiple Kalman filter models that are running in parallel [35]. One of the

prospective implementations of the complex MTT system, which is also used in our signal

processing procedure, is shown in Figure 8.3 and described in Reference [36].

8.4 Short-Range Tracking Illustration

The performance of the described signal processing procedure is illustrated by processing the

radar signals acquired by the experimental M-sequence UWB radar (Figure 8.1) according to

the scenario outlined in Figure 8.4. The basic parameters of the radar system used are listed
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Figure 8.3 The implementation scheme of a modern MTT system.
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here. The system clock frequency for the radar device is about 4.5GHz, which results in the

operational bandwidth of about DC 2.25GHz. The M-sequence order emitted by the radar is

9; that is the impulse response covers 511 samples regularly spread over 114 ns. This corre-

sponds to an observation window of 114 ns leading to an unambiguous range of about 17m.

The 256 hardware averages of environment impulse responses are always computed within

Tx Rx2Rx1
(b)

1.3m

4.2m

2.45m

2.3m

6m

4.7m

8.1m

10.55m

A1

A2A3

B1

B2

Target A

Target B

Figure 8.4 Measurement scenario: (a) interior photo, (b) scheme with the true target trajectories.
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the radar head field programmable gate array FPGA to provide a reasonable data throughput

and to improve the signal-to-noise ratio (SNR) by 24 dB. The additional software averaging

can be provided by basic software of the radar device. In our measurement, the radar system

was set in such a way as to provide approximately 10 impulse responses per second. The

total power transmitted by the radar was about 1mW.

In the measurement scenario, two persons were moving in a gymnasium (Figure 8.4a)

behind a 24 cm thick wooden wall covered by tiles. The first person (labelled target A) was

walking from the position A1 to the position A2 and consequently to A3 and at the same

time the second person (target B) was walking from the position B1 to the position B2

(Figure 8.4b). The antenna radar system was located outdoors according to the layout outlined

in the building scheme in Figure 8.4(b); that is all antennas were placed along a line with Tx

in the middle of Rx1 and Rx2. There was no separation between the antennas and the wall.

The raw radar signals corresponding to the described scenario and obtained by both

receiving channels are depicted in Figure 8.5. In these radargrams, only the cross-talk signal

and the reflections of the emitted electromagnetic wave from the wall can be viewed, inas-

much as they are very strong in comparison with weak signals scattered by the moving

Observation time [s]

P
ro

pa
ga

tio
n

tim
e

[n
s]

0 5 10

20

40

60

80

100

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

Observation time [s]

P
ro

pa
ga

tio
n

tim
e

[n
s]

0 5 10

20

40

60

80

100

-0.05

0

0.05

Figure 8.5 Radargram with raw radar signals. Receiving channel: (a) Rx1, (b) Rx2.
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targets. After utilization of the cross-talk signal for preprocessing (Figure 8.6), the back-

ground was estimated using exponential averaging.

After subtraction from the raw radar data, the primary traces, formed by the multiple

reflections from moving human bodies, were produced in the radargrams (Figure 8.7). There

the trace of target A started approximately at the propagation time of 20 ns and finished at

around 60 ns, while the trace of target B gradually decreased from 80 ns to 20 ns

(Figure 8.7a). A similarity of radargrams obtained from both receiving channels results from

the small distances and symmetric positioning with respect to the transmitting antenna.

For enhancement of reflections from the target moving further from the radar system,

advance normalization has been applied (Figure 8.8). In spite of the fact that the obtained

signals are noticeably noisy, they enabled moving targets also to be detected in critical parts

of the radargrams – in the examined scenario it is after a propagation time of 50 ns.

Detector outputs from the Gaussian CFAR detector are depicted in Figure 8.9. Here, not

only the target traces but also some harmful artefacts have been highlighted. The shadowing

effect, which appears as a time-shifted copy of the trace belonging to target A, is the most

massive. With the high probability, the fitness centre full of metal equipment located behind
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Figure 8.7 Radargram with subtracted background. Receiving channel: (a) Rx1, (b) Rx2.
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Figure 8.8 Radargram with enhanced signals. Receiving channel: (a) Rx1, (b) Rx2.
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the right wall of the gymnasium was the reason for the described phenomenon. Other visible

artefacts are so-called cable reflections. They also copy the original target traces but are

much weaker. In larger distances from the radar system they disappear completely. The last

negative effect is a mutual shadowing of person A by person B approximately from observa-

tion time of 7 s. This results in the partial disappearance of the target trace belonging to

person A in that time.

The huge amount of the false alarms has resulted in a huge amount of potential simple

targets (Figure 8.10a), but most of them have been successfully suppressed within the associ-

ation phase (Figure 8.10b). The previously mentioned similarity of the radargrams can be

seen more accurately in Figure 8.10(a), where the radargrams from both channels are com-

bined into one joint radargram. There the TOA belonging to the same target is depicted by

white colour and the primary estimated and artificially widened TOA from Rx1 and Rx2 are

outlined by dark grey and light grey colour, respectively (see the colour bar at the right side

of the radargram in Figure 8.10a). Their conjunction implies that both receiving antennas
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Figure 8.9 Radargram with detector output. Receiving channel: (a) Rx1, (b) Rx2.
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captured the relevant reflections. Not associated TOAs are considered to be the false alarms.

In this way the ghost generation is avoided.

Since the wall is thin and with small relative permittivity, its effect can be considered

negligible in this case. The target locations computed on the basis of estimated TOA couples

are depicted in Figure 8.11(a). Following the artefacts confirmed by both channels, the

redundant amount of estimated positions appeared in the scanned area. However, the applied

MTT system has correctly identified and preserved tracks of two targets. As can be seen from

Figure 8.11(b), the estimated tracks correspond very well with the true target trajectories.

8.5 Conclusions

In this contribution, the complete radar signal processing procedure for short-range tracking

of multiple targets by the handheld UWB radar has been described. The presented procedure

consists of the application of the sequence of conveniently selected signal processing phases

enabling the target coordinates to be computed analytically using the localization and track-

ing methods. This approach also allows a number of problems to be solved following from

multiple target tracking (e.g. the deghosting problem, target positioning improvement by

MTT, enhancement of weak signals from further targets, etc.) that have not been yet solved

satisfactorily by the imaging methods. The experimental results obtained by the processing

of measured radar signals confirm good performance properties of the proposed procedure.

The effect of mutual shadowing between people arising when a person moves near the

radar antennas was briefly discussed in the last section. This effect results in the decreasing

probability of target detection for multiple moving target scenarios if a single radar is used

for target tracking. In the case of simpler measurement scenarios, the mutual shadowing can

be suppressed by the methods of weak signal enhancement. This is the case for so-called

partial shadowing, an example of which is the scenario examined in this chapter. In more

complex situations (more targets, smaller areas, full furnished rooms, etc.), it is necessary to

apply the UWB radar network instead of the single radar device. Then the proposed signal

processing procedure can be easily extended to the low-complex method of data fusion with
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Figure 8.11 (a) Target locations with true reference positions, (b) target tracks with true reference

positions.
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the centralized architecture. The centralized architecture of data fusion includes N radar sys-

tems and one fusion centre. The signals acquired by each radar are independently processed

by the same procedure until the localization phase. Then the obtained target coordinates are

time synchronized and transformed into the common coordinate system. A set of such data

represents the input data for the described MTT system. The preliminary results obtained by

such approach are described in Reference [37]. In the follow-up research, it is necessary to

deal with the extension of the data fusion method for through wall tracking of multiple mov-

ing targets. The core of this problem will consist in the wall parameter estimation by the

UWB radar and their application for wall-effect compensation.
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9.1 Introduction

This chapter focuses on recent developments in the field of antenna arrays applied to the

design of robust, high-performance global navigation satellite system (GNSS) receivers.

This topic deserved some attention in the past, with many theoretical contributions stressing

its superiority and versatility in challenging scenarios with respect to single antenna receiv-

ers and mechanically steerable dishes. Nowadays it is of the utmost interest in applications

with life-security content, such as precise airplane landing, which requires adequate counter-

measures against jamming and sophisticated intentional interferences. This work mainly

focuses on the architecture of a GNSS receiver with an adaptive antenna array. The specifics

of the design of such receivers are discussed in detail covering both analog and digital signal

processing blocks. Special attention is given to the design of such critical components as the

antenna array, RF front-ends and A/D converters. The array signal processing techniques are

also addressed describing two main strategies based on (1) the spatial filtering with the help

of digital beamforming and (2) signal parameter estimation by statistical array processing.

In the conclusion of this work, two working prototypes of GNSS receivers with adaptive

antennas are described including the latest test results achieved with their help.
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9.2 GNSS: Satellite-Based Navigation Systems

The application of radio waves to determine a position starts in the twentieth century with the

patent of the first direction finding system in 1902 [1]. World War II spurred hyperbolic,

ground-based low-frequency radio navigation systems such as Decca and LORAN. Satellite-

based navigation, which now is usually referred to within the general framework of global

navigation satellite systems (GNSSs), started in the early 1960s with the TRANSIT system,

based on the fact that if the satellite’s position were known and predictable, the Doppler shift

could be used to locate a receiver on Earth. The Cold War arms race and associated military

needs, mostly related to ballistic missiles guidance and the nuclear deterrence posture,

required more accurate and reliable navigation systems. This made technology evolve rap-

idly: the Navstar-GPS program was set in 1973 and in 1974 the first atomic clock was put

into orbit. Moving forward, the first experimental Block-I global positioning system (GPS)

satellite was launched in 1978.

In 1983, U.S. President Ronald Reagan issued a directive guaranteeing that GPS

signals would be available at no charge for civilian uses when the system became opera-

tional, opening the commercial market. Second-generation GPS satellites were launched

beginning in 1989, and the system’s full operational capability (FOC) was declared in

April 1995. Since initially the highest quality signal was reserved for military use, the

signal available for civilian use was intentionally degraded with a system function

referred to as selective availability (SA), which deliberately introduced random errors for

civilian GPS receivers. This changed when the U.S. President Bill Clinton ordered SA to

be turned off at midnight May 1, 2000. This improved the potential precision of civilian

GPS receivers from 300 to about 20m.

In parallel, the former Soviet Union had begun the development of the GLONASS system

in 1976, also with military endeavors, completing its satellite constellation in 1995. Follow-

ing completion, the system rapidly fell into disrepair with the collapse of the Russian

economy. Beginning in 2001, Russia committed itself to restoring the system, and by the

time of this writing (October, 2011) it has been practically restored, with 24 satellites

operational. GLONASS provides two types of navigation signals: a standard precision (SP)

navigation signal and a high-precision (HP) navigation signal. SP positioning and timing

services are available to all GLONASS civil users on a continuous, worldwide basis.

Actually, on May 18, 2007, Russian President Vladimir Putin signed a decree reiterating the

offer to provide free access to GLONASS civil signals.

European’s Galileo program is the first guaranteed global positioning service under civil-

ian control. The first stage of the Galileo program was agreed upon officially on May 26,

2003 by the European Union and the European Space Agency. By the end of 2013, it will

have an initial constellation of 16 satellites: 4 in-orbit validation (IOV) and 12 FOC satel-

lites. The European Commission announced that three of the five services offered by the

system will be provided in early 2014: the open service (basic signal provided free of

charge), the public regulated service (two encrypted signals with controlled access for spe-

cific users like governmental bodies, agencies, and organizations involved with defense,

internal security, law enforcement, and critical transport, providing position and timing to

specific users requiring a high continuity of service), and the search and rescue service (con-

tributing to the international COSPAS-SARSAT cooperative system for humanitarian search

and rescue activities).
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China is also deploying a GNSS named COMPASS. Plans call for completion of a 14-

satellite constellation by 2012. The constellation would consist of five geostationary or

GEO, five inclined geosynchronous orbit (IGSO), and four medium-Earth orbit (MEO) satel-

lites, to provide a regional service over eastern Asia. Long-range plans envision a 35-satellite

constellation providing global service by 2020: 27 MEO, 3 IGSO, and 5 GEO.

These new deployments and system modernizations depict an unforeseen and close forth-

coming scenario with a plurality of systems, satellite constellations, frequency bands, and

new signal structures ready to be exploited. Multiconstellation/multifrequency GNSS receiv-

ers, complemented with regional information, promise dramatically improved positioning

solutions and enhanced integrity, at the expense of posing a number of challenges to the

navigation engineering community. Topics such as accuracy, precision, robustness, reliabil-

ity, interoperability with other systems, shorter time to first fix, satellite selection, and cover-

age will be tacked from novel points of view, enabling unexplored business models and

applications that only imagination can bound.

GNSS space vehicles broadcast a low-rate navigation message that modulates continuous

repetitions of pseudorandom spreading codes, which in turn are modulating a carrier signal

allocated in the L-band. The navigation message, after proper demodulation, contains among

other information the so-called ephemeris, a set of parameters that allow the computation of

the satellite position at any time. These positions, along with the corresponding distance

estimations, allow the receiver to compute its own position and time, as we will see hereafter.

The distance between the receiver and a given satellite can be computed by

ri ¼ c tRxi � tTxi
� � ð9:1Þ

where c¼ 299 792 458m/s is the speed of light, tRxi is the receiving time in the receiver’s

clock, and tTxi is the time of transmission for a given satellite i. Receiver clocks are

inexpensive and not perfectly in sync with the satellite clock, and thus this time deviation is

another variable to be estimated. The clocks on all the satellites belonging to the same sys-

tem s, where s¼ {GPS, Galileo, GLONASS, COMPAS, . . . }, are in sync with each other,

so the receiver’s clock will be out of sync with all satellites belonging to the same constella-

tion by the same amount DtðsÞ. In GNSS, the term pseudorange is used to identify a range

affected by a bias, directly related to the bias between the receiver and satellite clocks. There

are other factors of error: since propagation at speed c is only possible in the vacuum, atmo-

spheric status affects the propagation speed of electromagnetic waves modifying the propa-

gation time and thus the distance estimation. This can also be mitigated by differential

systems, where a network of well-positioned, ground-fixed receivers measure the distortion

provoked by the atmosphere and broadcast the corrections to the surrounding rover receivers.

For each in-view satellite i of system s, it is possible to write

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTxi � x
� �2 þ yTxi � y

� �2 þ zTxi � z
� �2q

þ cDtðsÞ þ se ð9:2Þ

where xTxi ; yTxi ; zTxi
� �

is the satellite’s position (known from the navigation message), ðx; y; zÞ
the receiver’s position, and se gathers the cumulative effect of all sources of error. Since the

receiver needs to estimate its own three-dimensional position (three spatial unknowns) and

its clock deviation with respect to the satellites’ time basis, at least 3þNs satellites must be
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seen by the receiver at the same time, where Ns is the number of different navigation systems

available (in view) at a given time.

Each received satellite signal, once synchronized and demodulated at the receiver, defines

one equation such as the one defined in Reference [2], forming a set of nonlinear equations

that can be solved algebraically by means of the Bancroft algorithm [2] or numerically,

resorting to multidimensional Newton–Raphson and weighted least squares methods [3].

When a priori information is added we resort to a Bayesian estimation, a problem that can

be solved recursively by a Kalman filter or any of its variants. The problem can be further

expanded by adding other unknowns (for instance, parameters of ionospheric and tropo-

spheric models), sources of information from other systems, mapping information, and even

motion models of the receiver. In the design of multiconstellation GNSS receivers, the vector

of unknowns can also include the receiver clock offset with respect to each system in order to

take advantage of a higher number of in-view satellites and using them jointly in the naviga-

tion solution, therefore increasing accuracy.

The analytic representation of a signal received from a GNSS satellite can be generically

expressed as

rðtÞ ¼ aðtÞsTðt� tðtÞÞe�j2pf d ðtÞej2pf ct þ nðtÞ ð9:3Þ

where aðtÞ is the amplitude, sTðtÞ is the complex baseband transmitted signal, tðtÞ is the
time-varying delay, f dðtÞ ¼ f c _tðtÞ is the Doppler shift, f c is the carrier frequency, and nðtÞ is
a noise term. These signals arrive at the Earth’s surface at extremely low power (e.g., �158.5

dBW for the GPS L1C/A code and �157 dBW for Galileo E1), well below the noise floor. In

order to estimate its distances to satellites, the receiver must correlate time-aligned replicas

of the corresponding pseudorandom code with the incoming signal, in a process called dis-

preading, which provides processing gain only to the signal of interest. After coarse and fine

estimation stages of the synchronization parameters (usually known as acquisition and

tracking, respectively), signal processing output is in the form of observables: (1) the pseu-

dorange (code) measurement, equivalent to the difference between the time of reception

(expressed in the time frame of the receiver) and the time of transmission (expressed in the

time frame of the satellite) of a distinct satellite signal and, optionally, (2) the carrier-phase

measurement, actually being a measurement of the beat frequency between the received

carrier of the satellite signal and a receiver-generated reference frequency. Then, depending

on the required accuracy, the navigation solution can range from pseudorange only,

computationally low demanding, and limited accuracy least squares methods to sophisticated

combinations of code and phase observables at different frequencies for high-demanding

applications such as surveying, geodesy, and geophysics.

The particularizations of Equation (9.3) for each system and frequency link civil signals

can be found in the corresponding Interface Control Documents (ICDs). Table 9.1 summa-

rizes those references.

9.3 Challenges in the Acquisition and Tracking of GNSS Signals

It is well known that sources of accuracy degradation due to atmospheric effects can

be effectively mitigated by differential systems, even with long baselines [4], but inter-

ferences and multipath remain as potential causes of downgraded performance.
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Interferences are one of the most jeopardizing sources of accuracy degradation, and

even denial-of-service, of GNSS receivers [5], both if they are used for precise posi-

tioning or as a method for distributed synchronization (i.e., time dissemination). This

is specially grave in strategic applications such as reference stations, geodesy and

surveying, Earth observation, piloted and autonomous aircraft landing, high-precision

timing for communication networks and power grid management, machine control,

pseudolites and repeaters, GNSS reflectometry, road construction, precision agriculture,

and others.

Table 9.1 Common GNSS standards

GNSS civil signal Interface Control Document Carrier frequency

(MHz)

Reference

bandwidth

(MHz)

GPS L1 and L2C Interface Specification IS-GPS-

200 Revision E. Navstar GPS

Space Segment/Navigation

User Interfaces, El Segundo,

CA, June 2010

1575.42 (L1) and

1227.60 (L2C)

20.46 (L1 and

L2C)

Downloadable from gps.gov

GPS L1C (available

with first Block III

launch, currently

scheduled for 2013)

Interface Specification IS-GPS-

800 Revision A. Navstar

GPS Space Segment/User

Segment L1C Interfaces, El

Segundo, CA, June 2010

1575.42 30.69

Downloadable from gps.gov

GPS L5 (first Block IIF

satellite launched on

May 2010)

Interface Specification IS-GPS-

705 Revision A. Navstar

GPS Space Segment/User

Segment L5 Interfaces, El

Segundo, CA, June 2010

1176.45 24

Downloadable from gps.gov

GLONASS Global Navigation Satellite

System GLONASS.

Interface Control Document.

Navigational radiosignal in

bands L1, L2. Edition 5.1,

Moscow, Russia, 2008

1602.00 (L1) and

1246.00 (L2)

7.875

Galileo Signal In Space Interface

Control Document. Ref: OS

SIS ICD, Issue 1.1, European

Commission, September

2010

1176.45 (E5A),

1207.14 (E5B),

1278.75 (E6),

and 1575.42 (E1)

20.46 (E5A),

20.46 (E5B),

40.92 (E6),

and 24.552

(E1),

Downloadable from http://ec.

europa.eu/enterprise/

policies/satnav/galileo/open-

service/index_en.htm
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9.3.1 Interferences

Typically, interferences are classified into (1) continuous waves, narrowband signals gener-

ated by ultrahigh frequency (UHF) and very high frequency (VHF) television broadcasting,

by some VHF omnidirectional radio-range (VOR) and instrument landing system (ILS) har-

monics, by spurious signals caused by power amplifiers working in the nonlinearity region,

or by oscillators present in many electronic devices such as personal computers and mobile

phones; (2) pulsed, for instance those caused by distance measurement equipment (DME)

and tactical air navigation system (TACAN), both emitting pulsed modulations at frequen-

cies in the range 962–1213MHz, frequencies that include the Galileo E5 and GPS L5 bands,

or by wind profile radars (WPR) that operate in the band 1270–1295MHz, close to the GPS

L2C, GLONASS L2, and Galileo E6 bands; (3) swept interferences, signals characterized by

a narrow instantaneous band at a central frequency that changes over time, usually harmonics

of frequency modulated signals, which can be produced by telecommunication systems such

as television and radio broadcasting; and (4) wideband interferences, understood as signals

occupying most of the frequency band of interest. Basically, interferences affect the opera-

tion of the low-noise amplifier (LNA) and the automatic gain control (AGC) of the radio

frequency (RF) front-end, and consequently have an impact in the performance of the carrier

and code tracking loops, which results in deterioration of observables or even in complete

loss of lock, thus becoming a disruptive event in the operation of a GNSS receiver. Analysis

of RF interference effects in GNSS receivers can be found in Reference [6].

Interferences could also be intentional, like military jamming or hijackers using GPS jam-

mers to prevent a stolen vehicle from being tracked. For instance, it is possible to construct a

transmitter of signals nearly identical to those sent by a satellite, with the objective of forging

fake navigation messages, transmit them over an area with one or more receivers, and this in

way manipulate their PVT solutions. These techniques are known as spoofing, when the

attacker synthesizes its transmissions, or meaconing, when (parts of) legitimate GNSS trans-

missions are reused. Spoofing effects are analyzed in Reference [7].

9.3.2 Multipath Propagation

Multipath propagation occurs when the GNSS signal at the receiver antenna is composed of

a mixture of direct line-of-sight signals from the navigation satellite and additionally of one

or more signal echoes due to the reflections of the direct signal in the environment of the

user. Different to communication systems, where the multipath propagation can be construc-

tively used to improve the overall system performance, in satellite navigation it is a harmful

effect. The same principle of operation of a satellite navigation system is based on measuring

the propagation time of the navigation signal to the receiver; therefore any additional delay

of the signal that is not translated into the line-of-sight distance between the receiver and the

navigation satellite results in a measurement error deteriorating positioning and timing per-

formance. Such a measurement error in the receiver code delay loop can vary from a few

centimeters to several tens of meters in the worst case depending on the GNSS signal and

the code loop architecture used.

The strongest signal echoes occur due to the specula reflection mechanism in the vicin-

ity of the receiver. Such echoes can be characterized by deterministic propagation models

where parameters can be assessed by the methods of the geometric optics theory and its

extensions. In a more general case, the multipath appears as the result of superposition of
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a large number of weak echoes produced by the scattering of the GNSS direct signal in

the environment of the receiver. Such multipath propagation is modeled by statistical

models where parameters can be chosen to fit to some empirical data from channel

measurements.

Though quite seldom in the practice, the specula multipath echoes may pose a problem in

the applications with tough requirements on the positioning and timing accuracy or/and

integrity of the obtained measurements. The following features of the multipath echoes can

be used to detect their presence and mitigate their harmful effect:

� A multipath echo is always delayed with respect to the direct signal.
� A multipath echo is, in statistical sense, weaker than the direct signal.
� A strong multipath echo arrives at the receive antenna from the direction that is different to

the direction of arrival of the direct signal.

The first and the second properties of the multipath echoes are extensively utilized by the

state-of-the-art multipath mitigation techniques operating in the time or frequency signal

processing domains. The third feature of the multipath propagation mechanism is of great

interest for the antenna array receivers exploiting the spatial domain.

9.4 Design of Antenna Arrays for GNSS

Aside from (or in combination with) time–frequency countermeasures [8, 9] and receiver

autonomous integrity monitoring (RAIM) consistency checks, which are proved to be effec-

tive against continuous wave interferences, spatial diversity provided by antenna arrays

enables a powerful tool for interference mitigation.

Among the number of techniques that can be applied in order to exploit the presence of a

plurality of antennas, those based in the digital domain are known to offer superior perform-

ance in terms of adaptability to varying scenarios. For instance, Reference [10] proposes a

statistical approach based on the generalized likelihood ratio test for deriving a new array-

based acquisition test function that exhibits robustness against the presence of interferences

when detecting the presence of in-view satellites. However, the most popular approach to the

use of several antennas in a GNSS receiver is called beamforming, a technique that consists

of several antennas whose outputs are controlled in phase and gain, that is, multiplied by

complex weights, and then combined to obtain a single output in order to achieve a gain

pattern that can be manipulated electronically.

Three approaches might be considered in the architecture of antenna array beamforming:

digital, analog, and a mixed strategy. Performance in terms of computational cost, estimation

accuracy, hardware complexity, and availability of commercial off-the-shelf (COTS) devices

should be analyzed:

� In an analog architecture, weights combining the signal of each antenna are implemented

by means of attenuators and phase shifters. A set of different weights needs to be imple-

mented for each satellite to be tracked.
� In digital beamforming, the signal of each antenna is processed digitally. In this case, the

weights are simply complex multipliers that are implemented in programmable devices

such as FPGAs.
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� In the mixed analog/digital strategy, the antenna elements are grouped in subarrays.

Each subarray implements a delay-and-sum beamforming with only phase shifters.

Antenna outputs are downconverted and digitized, leading to a digital beamforming stage

where nulling capabilities and other advanced processing can be performed.

Regardless of the way those weights are implemented, a crucial aspect is how those

weights are computed. Although a rough estimation of the receiver position and array atti-

tude would be enough to compute the expected directions of arrival of GNSS signals, and

thus point the radiation pattern to those directions, this approach lacks the ability to adapt to

varying scenarios and the potential presence of unknown interferers. Thus, the latest devel-

opments compute their beamweights based on sophisticated techniques that operate with the

received signals in the digital domain.

9.4.1 Hardware Components Design

9.4.1.1 Antenna Elements and Array

The design of the antenna for GNSS receivers should meet the following system-specific

requirements:

� Radiation pattern of the antenna subsystem should allow for hemispherical coverage in

order to receive GNSS signals from all navigation satellites in the sky.
� Polarization: direct-path GNSS signals have right-hand circular polarization (RHCP).

RHCP purity is important for mitigating a strong multipath tending to have prevailing left-

hand circular polarization (LHCP).
� Frequency response: good out-of-band interference rejection is desired.
� Low cross-talk between antenna RF front-ends is desired since it determines the maximum

depths of the spatial zeros produced by the adaptive antenna.
� Phase responses of the antenna elements and RF front-ends should be precisely calibrated

for a stable antenna phase center position.
� Constant group delay over different antenna processing channels and different satellites

(i.e., different directions of arrival) is desired.
� Size: the size of the antenna may become an issue in some applications, for example,

mobile units. In other applications the antenna has to fit in a standardized installation foot-

print, for example, in aviation.

Due to the growing use of GPS receivers in past years, a variety of antennas suitable for

different GNSS applications exist now. The mostly used antenna designs are helical, patch,

and planar spiral antennas.

Helical antennas, single or quadrifilar (see Figure 9.1), are well known for their

excellent circular polarization (CP) properties. They exhibit good CP for a broad range

of angles. In addition, they have broad radiation patterns (as shown in Figure 9.2) suit-

able for the omnidirectional signal reception. Generally, quadrifilar helix antennas

(QHA) are mounted vertically and have good radiation characteristics along the hori-

zon. As a consequence, they are suitable for keeping line-of-sight (LOS) of satellites

positioned near the horizon. One of the main drawbacks of helical antennas for many

GNSS applications is that they are not low profile. They are also more likely to
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receive the multipath echoes at low elevations that occur due to the signal scatter-

ing/reflection from the ground.

Patch antennas (see Figure 9.3) are planar structures that inherently radiate in the forward

hemisphere and have a directivity value of 5 dBiC or more. They are less able to keep the

line-of-sight signal of near horizon satellites (see Figure 9.4) but are more immune to multi-

path from low angles. Although not as good as helical antennas in terms of polarization,

patch antennas can achieve suitable CP for a broad range of directions. The frequency

response of a typical patch antenna is usually a single band. Circular polarization can be

achieved with a single feed by intentionally destroying the symmetry of the patch structure.

Alternatively, a symmetrical structure (square, circular patch, or annular ring) is excited with

two or four orthogonal feeds.

Figure 9.1 Quadrifilar helix antenna. # 2006 Cobham. Reprinted, with permission, from [11].

Figure 9.2 Radiation pattern of the air-filled QHA without ground plane. # 2006 Cobham.

Reprinted, with permission, from [11].
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The extension of the patch antenna design principle to the multiple frequency band signal

reception results in the stacked patches. These are also planar structures. They have similar

properties to the single patch antennas except that they are arranged and fed in such a way as

to provide a multiband response. Typically, the GPS/Galileo frequency requirements may be

satisfied with two levels of stacked patches. The first level of patch provides a resonance at

the L1 band, while the second level provides a resonance at the E5 band, covering both the

E5a and the E5b bands. Figure 9.5 shows a prototype antenna consisting of two stacked

patches excited by four probes. The antenna is made of low-cost epoxy and glass loaded

Figure 9.3 Truncated patch geometry. # 2006 Cobham. Reprinted, with permission, from [11].

Figure 9.4 Radiation pattern of the truncated patch. # 2006 Cobham. Reprinted, with permission,

from [11].
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substrates. The antenna size is 63mm� 63mm� 11mm. The frequency response of this

antenna covers the GPS/Galileo bands with a VSWR (voltage standing wave ratio) better

than 1.5 (see Figure 9.6). The antenna possesses a good CP characteristic where the axial

ratio on the axis is better than 2 dB in the frequency bands of interest. The antenna also pro-

vides good coverage over a broad range of angles. The pattern presents omnidirectional

properties in azimuth.

The structure of a spiral antenna introduced in Reference [12] is shown in Figure 9.7. It

has spiral slots of equal length and hence operates in a single frequency band. However, slots

of different sizes can be used with corresponding changes in the feeding arrangement in

order to achieve dual band operation. The spiral slots are surrounded by a system or

concentric slot ring and vias in the outer periphery to form an electromagnetic band (high-

impedance) structure. The purpose of such a structure is to reduce the sensitivity of the

Figure 9.5 Full size probe fed stacked patches antenna.# 2006 Cobham. Reprinted, with permission,

from [11].

Figure 9.6 VSWR over GPS/Galileo frequency bands. # 2006 Cobham. Reprinted, with permission,

from [11].
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antenna to spurious signals arriving at near horizon directions and so increase the robustness

of the antenna to the multipath propagation effect.

Anti-jam antenna arrays are still primarily used in military GNSS applications as a means

to combat interference. They are often referred to as controlled reception pattern antennas

(CRPAs), which mitigate radio interference by shaping the antenna beam and placing nulls

in the direction of the interference source. An all-digital approach offers the greatest flexibil-

ity and robustness in a wide range of interference scenarios.

Because of technological reasons, the patch antennas are mostly used for constructing an

antenna array. An example of an antenna array of seven patch antenna elements in presented

in Figure 9.8, where a high dielectric lens is used to reduce the overall size of the array.

Figure 9.7 Spiral GPS L1 spiral pinwheel antenna.# 2000 NovAtel Inc. Reprinted, with permission,

from [12].

Figure 9.8 Miniaturized GPS antenna array with patch element. # 2001 NAVSYS Corporation.

Reprinted, with permission, from [13].
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9.4.1.2 RF Front-End and A/D Conversion

The signals of GNSS satellites are transmitted in the L-band (1164MHz and 1610MHz) in

a distance of more than 20 000 km to the user. Due to free space loss the received signal

power on the Earth’s surface is extremely low. For GPS L1 signals it is typically �157

dBW (2� 10�13 W). Thus the received GNSS signals are buried below the noise floor.

These small signal power levels are the main reason for the vulnerability of GNSS

receivers against any kind of radio frequency interference (RFI). For GNSS receivers,

superheterodyne architectures with low intermediate frequencies are widely used and also

recommended for interference robust multiantenna receivers. This front-end topology

translates the radio frequency to a low intermediate frequency in one or more mixing

stages. Nowadays ADCs digitize signals with a resolution of 12 and even more bits and a

dynamic range of more than 70 dB. The next subsections provide guidelines for the design

of suitable RF front-ends for GNSS receivers.

9.4.2 Array Signal Processing in the Digital Domain

In the literature there can be found some digital beamforming implementations aimed at

the GNSS. One of the first reported platforms is the NAVSYS high-gain advanced GPS

receiver (HAGR), which is composed of a 16 antenna–element array receiver and uses

dedicated hardware to create up to 12 independent and parallel beamformings to simulta-

neously point the antenna array beam to 12 GPS satellites. HAGR also includes a

software-defined GPS receiver to control the beamforming algorithm. However, few

technical details about the implementation are available. Other achievements in

hardware-based digital beamforming platforms are focused on specific beamforming

algorithms. It is worth mentioning the QR decomposition (QRD)-based beamforming

engine [14] made by Xilinx engineers and the minimum variance distortionless response

(MVDR) beamformer implementation reported in Reference [15]. The trend in digital

beamforming implementations is to tightly combine hardware and software designs

in order to improve the execution speed of the adaptive beamforming algorithms, which

usually require matrix inversion operations. In that sense, it is important to mention the

recent advances achieved by the efficient implementation of the QRD-RLS algorithm

[16], which exploits the hardware/software co-design strategy.

9.4.2.1 Digital Beamforming: The Array as a Spatial Filter

In the concept of beamforming the antenna array is considered as a spatial filter. In fact each

array element can be treated as an element of a spatial tap delay line that delivers the mea-

surement of arriving signals at the corresponding spatial delay. At a given instant of time, the

measurements observed at all spatial taps can be combined together in a way that improves

the reception of the signal(s) of interest and minimizes the contribution of unwanted signals

and noise. As elegantly shown in Reference [17], the antenna array in this concept is a spa-

tial-domain counterpart of a tapped delay line time-domain filter. The term beamforming in

this context refers to the process of shaping the reception/radiation pattern of an antenna

array that is achieved by adjusting the amplitude and phase responses of individual antenna

channels and summing up their outputs in order to produce a single signal. In the simplest

case, so called narrowband beamforming, the shaping of the array reception pattern is
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achieved through the adjustment of the array complex weights as shown in Figure 9.9. With

wideband signals or large array apertures, a wideband or space–time beamforming should be

used (see Figure 9.10). Here, in order to shape the antenna channel response over the signal

spectrum content a tapped-delay line is utilized.

In both narrowband and wideband beamforming cases the array weights are generated by

some control algorithm. The narrowband assumption can be used with beamforming as long

as the effective width of the signal’s autocorrelation function stays much larger than the

maximum signal propagation time over the array aperture:

Figure 9.9 Generic block diagram of narrowband beamforming.

Figure 9.10 Generic block diagram of wideband beamforming.
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R1
�1

R tð Þj j2dt

R 0ð Þj j2 ¼ tef f >> Dtmax ð9:4Þ

or, alternatively,

BW << 1=Dtmax ð9:5Þ

where R tð Þ is the signal autocorrelation function, tef f is the effective width of the peak of the
autocorrelation function, Dtmax is the maximum signal propagation time over the array aper-

ture, and BW denotes the signal bandwidth.

For a reasonable antenna array size, for example, below 0.5m, the narrowband beamform-

ing assumption is valid with all Galileo signals. The assumption comes, however, at a limit

with the AltBOC E5 signal when assuming the use of the entire transmitted bandwidth of

92MHz. For this reason we will further focus on the narrowband beamforming when

describing the approaches to the generation of the array weights.

Given the array weights, the resulting array reception pattern can be calculated as follows:

AP u;wð Þ ¼
XN
i¼1

wiexp j
2p

l
xicos wsin u þ yisin wsin u þ zicos uð Þ

� �
APi u;wð Þ ð9:6Þ

where wi denotes the complex weight of the signal from the ith array element, l is the wave-

length, the term exp . . .ð Þ describes the array manifold function, and APi u;fð Þ denotes the
reception pattern of the ith array element with the coordinates xi; yi; zi½ � at the given

polarization.

The weight control algorithm adjusts the array reception pattern using a priori information

and/or one of the performance optimization criterion. The most frequently used techniques to

control the array weights are:

� Deterministic beamforming.
� Linearly constrained minimum variance (LCMV) beamforming.
� Minimum mean squared error (MMSE) beamforming.

With deterministic beamforming, a deterministic set of array weights is used in order to

steer the main lobe of the array reception pattern in the direction of arrival of a desired sig-

nal. For this purpose, the array weights are chosen to match the antenna array response in the

desired steering direction u;fð Þ as follows:

wi ¼ exp j 2pl xicos wsin u þ yisin wsin u þ zicos uð Þ
� �

APi u;wð Þ
� ��

ð9:7Þ

where �ð Þ� denotes complex conjugate.

The LCMV algorithm is used on the premise that the direction of arrival of the desired

signal is known. The array weights are adjusted by the algorithm in a way to preserve the
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predefined antenna array response for the GNSS signal and to maximize the output SINR or,

equivalently, to minimize the noise and interference power at the beamformer output, which

is formulated as follows:

min
w

E y tð Þj j2
n o

¼ min
w

wHE x tð ÞxH tð Þ� 	
w;

¼ min
w

wHRxx tð Þw; s:t:a u;fð ÞwH ¼ 1 ð9:8Þ

with an optimum steady-state solution

wLCMV ¼ R�1
xxC CHR�1

xxC
� ��1

g; whereC ¼ a u;fð Þ and g ¼ 1 ð9:9Þ

where x tð Þ and y tð Þ denote the beamforming input and output, correspondingly, Rxx is the

array covariance matrix, E �f g stands for the expectation operator, and a u;fð Þ is the array

manifold vector with the elements

ai u;wð Þ ¼ exp j
2p

l
xicos wsin u þ yisin wsin u þ zicos uð Þ

� �
APi u;wð Þ ð9:10Þ

The MMSE algorithm uses a reference signal, r tð Þ, for the weight adaptation process.

The array weights are adjusted in such a way as to minimize the difference between the

beamformer output and the reference signal in the least-mean squares sense, so that

min
w

E r tð Þ � y tð Þj j2
n o

¼ min
w

E r tð Þ � wHx tð Þ

 

2n o
ð9:11Þ

with an optimum steady-state solution as follows:

wMMSE ¼ R�1
xx p; where p ¼ E x tð Þr� tð Þf g ð9:12Þ

In a GNSS receiver the reference signal for the MMSE control algorithm can be generated

by the signal tracking module in the form of either a PRN code replica with the delay esti-

mated by the code tracking loop or a current data bit sample estimated by the carrier tracking

loop.

It can be shown [18] that both LCMV and LMS algorithms provide an optimum solution

for the antenna weight vector in terms of the maximum SINR. The adaptation process

in these algorithms can be performed in a block-wise manner or sample-per-sample way. In

the first case, a block of array output samples collected over some time is used to obtain the

estimation of the covariance and cross-correlation matrices, for example, for the array

covariance matrix Rxx as follows:

R̂xx k þ 1½ � ¼ gR̂xx k½ � þ x k½ �xH k½ � ð9:13Þ

where k is the index of the update epoch and g is a memory factor defining how fast the past

data are ‘forgotten’, 0 < g � 1. With the sample-per-sample adaptation, the array weight
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vector is presented in the recursive form as follows:

w k þ 1½ � ¼ w k½ � þ Dw k½ � ð9:14Þ

and the correction term Dw k½ � is obtained at each adaptation epoch from the instantaneous

values of the array outputs and reference signal [19]:

Dw k½ � ¼ g a� u;fð Þ � x k½ �xH k½ �w k½ �ð Þwith LCMV algorithm

Dw k½ � ¼ gx k½ � r� k½ � � xH k½ �w k½ �ð Þwith MMSE algorithm
ð9:15Þ

9.4.2.2 Statistical Array Processing: The Array as a Spatial Sensor

Instead of considering the antenna array as a spatial filter it can be treated as the spatial sensor

of the arriving signals. Following that concept, the desired improvement of the system per-

formance with the use of the navigation signal can be formulated as the following parameter

estimation problem: the time delay and carrier phase of the signal of interest have to be esti-

mated in the presence of unwanted signals and noise. The corresponding signal model describ-

ing the measured array outputs can be introduced as follows (for example, see Reference [20]):

yðtÞ ¼
XL
‘¼1

s‘ðtÞ þ nðtÞ ð9:16Þ

where L is the number of arriving signals s‘ðtÞ and nðtÞ accounts for the receiver noise assum-

ing an additional complex white Gaussian noise. Further, each arriving signal is given by

s‘ðtÞ ¼ aðw‘ðtÞ;q‘ðtÞÞ a‘ðtÞ cðt� t‘Þ ð9:17Þ

where a‘ stands for the complex amplitude of the ith signal, t‘ stands for the time delay, cðtÞ
denotes a pseudorandom noise (PRN) code used by the navigation signal, and w‘ and q‘ stand

for the azimuth and elevation angles of arrival, respectively. Here, aðf;qÞ denotes the array

manifold vector. Vectors yðtÞ, s‘ðtÞ, and sðtÞ in the above equations have the length that is equal
to the number of array elementsM, for example, yðtÞ 2 C

M�1.

The spatial observations y½n� of the antenna array outputs are collected at N time instances,

whereas y½n� ¼ yðnTsÞ with n ¼ 1; 2; . . . ;N. The channel parameters are assumed constant

during the observation interval NTs, which means that the coherence time of the assumed

channel is Tcoh � TsN. Collecting the snapshots of the observation interval leads to

Y ¼ y½1�; y½2�; . . . ; y½N�½ � 2 C
M�N

N ¼ n½1�; n½2�; . . . ; n½N�½ � 2 C
M�N

S‘ ¼ s‘½1�; s‘½2�; . . . ; s‘½N�½ � 2 C
M�N

u ¼ uT1 ; uT2 ; . . . ; BT
L

� �T
u‘ ¼ a‘; t‘; w‘; q‘½ �T

ð9:18Þ
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Using matrix notation, the signal model can be written as

Y ¼ SðuÞ þ N ¼
XL
‘¼1

S‘ðu‘Þ þ N ð9:19Þ

Assuming spatially and temporally uncorrelated noise contribution elements in N, the
covariance of the noise is then given by I � s2

n. The likelihood function with the introduced

signal model for the problem of estimating the parameter vector u‘ ¼ a‘; t‘; w‘; q‘½ �T,
‘ ¼ 1; 2; . . . ; L, is then represented by the conditional probability density function (PDF) as

follows:

pðY; uÞ ¼ 1

ðps2
nÞMN

exp � jjY� SðuÞjj2F
s2
n

 !
ð9:20Þ

Here, jj � jjF denotes the Frobenius norm of a matrix. The maximum likelihood estimator

(MLE) is then given by

û ¼ argmax
u

fpðY; uÞg ð9:21Þ

Estimation of u is a computationally extensive task since there is no analytical solution for

the global maximum. The conditional PDF pðY; uÞ is generally not a concave function of u.
Since the values for maximization of the complex amplitude a‘ can be given in closed form

as a function of the other parameters, the computation of the MLE is a three-L-dimensional

nonlinear optimization procedure.

9.5 Receiver Implementation Trade-Offs

9.5.1 Computational Resources Required

In the structure of the GNSS receiver, the beamforming operation can be placed before or

after the PRN code correlation process. The corresponding block diagrams are shown in

Figures 9.11 and 9.12. As can be seen from these figures, the placement of the beamforming

has a large effect on the recourse partitioning between the high-rate and low-rate processing

Figure 9.11 Block diagram of a GNSS array receiver with beamforming before PRN code

correlation.
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parts of the receiver. Normally, implementation of the beamforming after the PRN-code cor-

relation in the low-rate processing part allows for implementation of more sophisticated

algorithms and the addition of some aiding functions like direction finding and coupling

with inertial sensors. The option before PRN code correlation may potentially provide lower

overall complexity and therefore lower power consumption.

The number of bits to be used for sample quantization at each of the receiver’s digital

stages are important design parameters, since they have a direct impact on the arithmetic

computation architecture and the achieved performance, mostly in terms of robustness

against the presence of interferences. In order to show this effect, we simulated the Galileo

E1B and E1C Open Service signals described in the Galileo’s Signal in Space Interface

Control Document. This band, centered at f GalE1 ¼ 1575:420 MHz and with a reference

passband bandwidth of 24:5520 MHz, uses the composite binary offset carrier (CBOC) mod-

ulation, defined in the baseband as

sðtÞ ¼ 1ffiffiffi
2

p eE1B tð Þ ascA tð Þ þ bscBðtÞð Þ � eE1C tð Þ ascA tð Þ � bscBðtÞð Þð Þ ð9:22Þ

where the subcarriers sc(t) are defined as

scA tð Þ ¼ sign sin 2pf s;E1At
� �� � ð9:23Þ

scB tð Þ ¼ sign sin 2pf s;E1Bt
� �� � ð9:24Þ

and f s;E1A ¼ 1:023 MHz and f s;E1B ¼ 6:138 MHz are the subcarrier rates, a ¼
ffiffiffiffi
10
11

q
<use

solidus>, and b ¼
ffiffiffiffi
1
11

q
<use solidus>. Channel B contains the I/NAV type of navigation

message, DI=NAV intended for safety-of-life (SoL) services:

eE1B tð Þ ¼
Xþ1

l¼�1
DI=NAV l½ �4092

� �	 CE1B lj j4092
� �

p t� lTc;E1B

� � ð9:25Þ

where 	 is the exclusive–or operation (modulo–2 addition), lj jL means l modulo L, l½ �L is the
integer part of l/L, and pðtÞ is a rectangular pulse of a chip period duration centered at t¼ 0

Figure 9.12 Block diagram of a GNSS array receiver with beamforming after PRN code correlation.
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and filtered at the transmitter. In the case of channel C, it is a pilot (dataless) channel with a

secondary code, forming a tiered code:

eE1C tð Þ ¼
Xþ1

m¼�1
CE1Cs mj j25

� �	X4092
l¼1

CE1Cp l½ �p t�mTc;E1Cs � lTc;E1Cp

� � ð9:26Þ

with Tc;E1B ¼ Tc;E1Cp ¼ 1=1:023 ms and Tc;E1Cs ¼ 4 ms. The CE1B and CE1Cp primary codes

are pseudorandom memory code sequences defined in the Interface Control Document

(Annex C.7 and C.8). The binary sequence of the secondary code CE1Cs is

0011100000001010110110010.

For the numerical simulations, we considered a circular, N ¼ 8, omnidirectional element

antenna array, with the corresponding RF front-ends delivering complex signals in baseband

(I&Q components), although adapting the beamformer to a suitable intermediate frequency

is straightforward. The receiver baseband bandwidth was set to 6:5 MHz (which contains

92:88% of the total signal power), and the sampling frequency to f s ¼ 13 Msps. The simu-

lated interference was a wideband, LTE-like signal centered at the same frequency of the

Galileo signal and occupying the same bandwidth. Figure 9.13 shows the performance of

four different beamformers considering different resolutions of the ADC and applying a

Figure 9.13 Wideband interference mitigation versus quantification resolution performance for

different beamformers. Initial (prebeamformer) SNIR was set to �50 dB. Average results of 1000

independent realizations.
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quatification of 8 bits in the beamweights. In addition to the beamformers presented above

(deterministic, LCMV, and MMSE beamformers), we tested the eigenbeamformer presented

in Reference [21] and defined as

wEIG ¼ PE R̂XX � âHP̂d0
â

� ��1
âHP̂d0

âþ ŝ2
n1

� �n o
ð9:27Þ

where PE �f gs is the operator that yields the principal eigenvector of a matrix, that is, the

eigenvector that corresponds to the maximal eigenvalue, P̂d0
is the estimation of the receiv-

ing signal power, and ŝ2
n is the estimation of the noise power.

Results show that an ADC providing four bits per sample provides a high level of protec-

tion against interferences. This performance can be enhanced by an automatic gain control

(AGC) that avoids saturation of the ADC and provides an extra margin of protection.

9.5.2 Clock Domain Crossing in FPGAs/Synchronization Issues

In order to define the system low-level architecture, an important design principle is the

synchronous methodology, in which all storage components (registers composed by a set of

flip-flops1) are controlled by a common clock signal. Implicitly, digital signal processing

techniques and the associated mathematical tools assume a synchronized system. Indeed,

design and analysis so far are based on an ideal clocking scenario, assuming that the entire

system can be driven by a single clock signal and that the sampling edge of this clock signal

can reach all the components at the same time. In reality, this is hardly possible, since each

input port of a gate and each wire introduce small values of resistance and capacitance. Thus,

the design must consider a nonideal clock signal and data distribution. The clock distribution

network is the circuit that delivers the clock signal to all the flip-flops in the system. FPGA

devices usually have one or more prerouted and prefabricated clock distribution networks,

and if the VHDL code is developed properly, the synthesis software can recognize the exis-

tence of the clock signal and automatically map it to one (or more) of such networks. The

effect of the clock distribution network can be modeled by propagation delays from the clock

source to various registers. Because of the variation in buffering and routing, the propagation

delays may be different. The key characteristic is the difference between the arrival times of

the sampling edges, which is known as the clock skew. For multiple registers, we consider

the worst-case scenario and define the clock skew as the difference between the arrival times

of the earliest and latest sampling edges.

Multiple clocks may exist or become necessary for several reasons, such as inherent multi-

ple clock sources (interaction with external systems), circuit size (clock skew increases with

the size of the circuit and the number of flip-flops), design complexity (since a large digital

system is frequently composed of several small subsystems of different performance and

power requirements, applying pure synchronous design methodology may introduce

unnecessary constraints), and power considerations (the dynamic power of a CMOS device

is proportional to the switching frequency of transistors, which is correlated to the system

clock frequency). These considerations have a direct impact on the synchronous design

1
A flip-flop is an electronic circuit that has two stable states and thereby is capable of serving as one bit of memory.
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methodology, since they imply the need to divide the system into multiple synchronous sub-

systems and to design special interfaces between those subsystems.

In such a multiple clock system, the term clock domain is used to describe a block of

circuitry in which the flip-flops are controlled by the same clock signal, even in the case of

using a derived clock signal with different (but known) clock frequencies or phases. Note

that these derived clock signals need their own individual clock distribution networks even

though they are in the same clock domain.

The proper operation of a clocked flip-flop depends on the input being stable for a certain

period of time before and after the clock edge. If the setup and hold-time requirements are

met, the correct output will appear at a valid output level at the flip-flop output (i.e., the

output voltage will be either above the ‘high’ or below the ‘low’ thresholds) after a certain

clock-to-output delay. However, if these setup and hold-time requirements are not met, the

output of the flip-flop may take much longer than the expected maximum clock-to-output

delay to reach a valid logic level. This is called unstable behavior, or metastability [22].

When a flip-flop enters a metastable state, its output voltage is somewhere between the low

and the high thresholds, and cannot be interpreted as either logic ‘0’ or logic ‘1’. If the output

of the flip-flop is used to drive other logic cells, the in-between value may propagate to

downstream logic cells and lead the entire digital system into an unknown state, and thus a

functional failure. Since the error patterns and failures are not easily repeatable (a typical

setup consists of an external clock source with a random phase), we should adopt good

design practices in systems with multiple clock domains, especially in asynchronous clock-

domain crossing paths.

The problem of metastability can be prevented by adding special devices between

the source and the destination domains [23]. These devices, known as synchronizers,

isolate metastability, delivering a clean signal to the downstream logic. Such devices

commonly consist of multiple flip-flop stages with a handshake protocol. In the

proposed design, we have used asynchronous FIFOs as a way to make the clocks inde-

pendent at the write and the read ports. This solution, when implemented using a RAM

memory block in combination with Gray encoding/decoding of input/output pointers in

order to minimize bit transitions, is also known to mitigate glitches and latency-related

problems. An FIFO memory used as a synchronizer has independent read and write

clock ports, dividing the FIFO into two clock regions and providing a suitable data

path between both clock domains. Each of the FIFO clock regions has their own set of

control signals, synchronous to the respective clock signal. This feature allows the use

of FIFOs as data buffers when both clocks have a different frequency. FPGA vendors

provide such Intellectual Property (IP) cores, which could even include correction

checking [24].

9.6 Practical Examples of Experimentation Systems

9.6.1 L1 Array Receiver of CTTC, Spain

The first example of implementation of an antenna array-based receiver in this chapter was

developed in the Center Tecnol�ogic de Telecomunications de Catalunya (CTTC), Spain. It

consists of an eight-element array disposed in a circular shape, a radio frequency front-end

that downconverts and digitizes the signals received by each antenna, and a digital engine

implemented in FPGA technology that is able to process the signals, compute the weights,
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and perform the beamforming in real-time. In the following, we provide an overview of its

design, implementation, and performance.

Figure 9.14 presents the overall system block diagram of the multiantenna receiver. From

left to right, the first block is the antenna array, which is composed of eight antenna elements

distributed in a circular shape with half-wavelength separation between them. Each of the

antenna terminal elements is connected to a dedicated RF front-end channel. The multi-

channel RF front-end is in charge of selecting the GNSS band and adapting the received

antenna signal both in frequency and amplitude to be digitized by the ADC. It is composed

of an RF amplification and filtering stage, a frequency downconversion stage, and an IF

amplification and filtering stage. A common local oscillator (LO) is used for all the hetero-

dyne stages, and the sample clock keeps phase coherence with the LO signal. Table 9.2

shows the electrical measurements performed on the CTTCs RF front-end.

Figure 9.14 Receiver block diagram [25].

Table 9.2 RF front-end electrical measurements [25]

Parameter Measurement

RF frequency 1575.4200MHz

IF frequency 69.9988MHz

Passband bandwidth 17.50MHz

Stopband bandwidth 22.00MHz

Gain per channel 58.00 dB

Noise figure 2.18 dB

1 dB compression point �65.30 dBm

Third-order intercept point (IP3) 53.70 dB

Image rejection at 1435.42 � 57 dB

Phase noise (10 kHz) �82.00 dBc
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The front-end output is then fed to a multichannel ADC based on the Texas

Instruments’ ADS5273 chipset, an eight-channel ADC integrated circuit that supports a

sampling frequency up to 70 Msps with 12 bits per sample. In this implementation, the

sampling frequency was set to f s ¼ 40 Msps, implying that each digital output transmits

at a bit rate of 40� 12 ¼ 480 Mbps. This data flow is injected into a Xilinx Virtex-6

FPGA via FMC (FPGA Mezzanine Card), the ANSI/VITA 57.1-2008 standard, which

defines I/O mezzanine modules with connection to an FPGA or other device with recon-

figurable I/O capability.

The FPGA logic is in charge of downconverting the front-end signal from IF to base-

band, calibrating the array (compensating phase mismatch between RF channels, as well

as mutual coupling effects), and implementing an acquisition algorithm and a digital

beamforming. In order to compute the calibration parameters, GNSS-like signals can be

injected to the antennas in order to measure the effect of each front-end channel and

compensate them digitally [26].

The high-level block diagram of the proposed digital processing architecture is shown

in Figure 9.15. From left to right, each of the f IF output channels of the antenna array

front-end is sampled synchronously by the ADC board. The sample clock provides the

10MHz reference for the front-end LO frequency synthesizer. The FPGA logic circuitry

reads the digital samples coming from the ADC and performs a digital downconversion

from f IF to the baseband. In this step, in order to reduce the sample rate, the digital

downconverter stage implements a decimation of factor 8 and thus the baseband sample

rate is 5 Msps.

The baseband samples are fed to a calibration correction block, which compensates the

differences both in phase and in amplitude between channels. At this point, the calibrated

snapshots are fed both to the real-time spatial-filter processing block and to the array acquisi-

tion hardware accelerator. The spatial-filter block can implement a wide range of

Figure 9.15 Detailed block diagram of the receiver’s digital part [25].
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beamforming algorithms. The resulting spatially filtered single output sample stream is fed

to the gigabit Ethernet module, which is in charge of grouping the signal samples into

Ethernet packets. A commodity PC receives the packets, where the samples can be stored

for postprocessing, or processed in real-time by a software receiver.

Most array-based acquisition algorithms and digital beamforming techniques require

the computation of the autocorrelation and the cross-correlation vectors of the received

signal snapshots, as well as inversions of matrices and other sophisticated matrix algebra

operations that require floating-point precision. The computation can be split into logic

circuitry blocks implemented in very high speed integrated circuit hardware description

language (VHDL) or in an embedded processor that provides floating-point capabilities

and higher-level programming. For this prototype, the embedded software processor is

implemented using the Xilinx Microblaze core, which is used both for the acquisition

and for the spatial-filter algorithms.

The acquisition hardware accelerator module is directly connected to the software proces-

sor by means of a dedicated FIFO-style connection called the fast Simplex link (FSL) bus,

which provides the processor with access to the portion of the acquisition algorithm imple-

mented in VHDL using a specifically developed peripheral.

The flexibility of the design allows experimentation with different digital signal process-

ing strategies without the need for hardware modifications, only requiring changes in the

FPGA programming. As a example, the performance of several acquisition algorithms was

measured in harsh interference environment conditions. The following test functions were

executed using 1ms of captured snapshots:

� GLRT colored: is the acquisition algorithm presented in Reference [27], whose test func-

tion is defined as

T1ðXÞ ¼ max
f d ;t

r̂Hxd f d ; tð ÞR̂�1

XXr̂xd f d ; tð Þ
n o

> g ð9:28Þ

where X, referred to as the space–time data matrix, is defined as the antenna array baseband

snapshot, where each row corresponds to one antenna and each column stores the output of

the ADC during the integration time (K samples),R̂XX ¼ 1
K
XXHis the estimation of the auto-

correlation matrix of the array snapshots, also known as the sample covariance matrix

(SCM), r̂xd f d ; tð Þ ¼ 1
K
XdH is the cross-correlation vector between the array snapshot matrix

and the local replica, generated with a delay t and a Doppler shift f d , and g is the

detectionthreshold.
� GLRT white: is the white noise version of the GLRT for the unstructured array signal

model, whose test function is defined as

T2ðXÞ ¼ max
f d ;t

r̂Hxd f d ; tð Þr̂xd f d ; tð Þ
Tr R̂XX

� �
( )

ð9:29Þ

where Tr �ð Þ stands for the trace operator.
� Single antenna MF: is the noncoherent matched filter commonly used in single-antenna

receivers [28]. The test function is defined for the ith element as
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T3 s; ið Þ ¼ max
f d ;t

XK�1

t¼0

xi tð Þe�j2pf d td� t; tð Þ 2( )
ð9:30Þ

The performance of the implemented acquisition algorithms was tested in harsh inter-

ference environment conditions. The test functions defined above were executed using

1ms of captured snapshots. Figure 9.16 is a picture of the anechoic chamber setup. The

satellite signal is transmitted using the horn antenna, with u ¼ 0
 and w ¼ 90
, simulating

a realistic situation where a high-elevation satellite is received. The interference is trans-

mitted using an auxiliary monopole antenna with an approximated DOA of u ¼ 45
 and

w ¼ 45
, which simulates a moderate elevation jammer or a communication signal com-

ing from a nearby communication tower. The satellite signal power and the interference

(or jammer) power is given in terms of the carrier-to-noise density ratio (C/N0) and the

interference-to-noise density ratio (I/N0), respectively, measured at the IF output of

the front-end. The AGC function was turned off and the front-end was configured at

maximum gain. In both scenarios, the interference and the GPS L1C/A signal were gen-

erated by a couple of Agilent E4438C vector signal generators. The satellite signal’s

C/N0 was set at 44 dBHz, which was measured using a reference receiver based on the

Sirf Star III chipset by Cambridge Silicon Radio (CSR). Two in-band interference sce-

narios were tested:

� Continuous wave interference: In this scenario, a continuous wave (CW) jammer

impinges into the array with f int ¼ 1545:43 MHz and I/N0¼ 133 dBHz.

Figure 9.16 Measurements in the anechoic chamber [25].
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� 4G: /LTE interference This experiment simulates a situation where an LTE-like signal

coming from a nearby base station is interfering with the GPS L1 C/A signal. It is

known that there is concern about the interferences that the deployment of a 4G net-

work could cause, especially when it uses the 1552.7MHz band [29]. Since the RF

front-end prototype is equipped with highly selective SAW filters, in our setup the

interference generator is unable to reach the interference power levels required to inter-

fere with the GPS L1 band with out-of-band spurious emissions. In order to test the

protection against a possible wideband interference, a simulated LTE base station

downlink signal [30] with 5MHz of channel bandwidth impinges into the array with

f int ¼ 1545:42 MHz and I/N0¼ 133 dBHz. In this situation, the interference is super-

posed over the entire acquisition bandwidth.

In order to define an interference protection metric offered by the proposed acquisition

with respect to other acquisition algorithms, we used the so-called generalized signal-to-

noise ratio or deflection coefficient to measure the detectors performance. The deflection

coefficient is defined as

d ¼ E T X;H1ð Þf g � E T X;H0ð Þf gð Þ2
var E T X;H0ð Þf gf g ð9:31Þ

where H0 refers to the null hypothesis, when the desired satellite signal is absent, and H1

refers to the alternative hypothesis, when the desired signal is present. E T X;H1ð Þf g and

E T X;H0ð Þf g stand for the test statistic expectation in H1 and H0, respectively, and

var E T X;H0ð Þf gf g stands for the variance of the test statistic in H0. This quantity measures

the effectiveness of the quadratic statistic in separating the two hypotheses. In the measure-

ments, the expectation operators and the variance operator were substituted by their sample

mean and sample variance, respectively. Figure 9.17 shows the evolution of the estimated

deflection coefficients in the CW interference scenario for an I/N0 from 90 to 150 dBHz

sweep. From the results we can see that the acquisition based on the GLRT for colored noise

offers a jammer or interference protection of 33 dB with respect to the single antenna MF and

the white version of the GLRT.

The deflection coefficient measurement was also done for the LTE interference scenario.

Figure 9.18 shows the results. The GLRT colored offers 25 dB of protection for wideband in-

band interferers with respect to the single antenna MF and the white version of the GLRT. It

is important to take into account the fact that the front-end reached the compression point at

the highest power region of the interference power sweep (I/N0 from 135 to 150 dBHz). This

situation degrades the performance of the acquisition algorithms and thus a better perform-

ance is expected, enabling the AGC to avoid the front-end saturation.

9.6.2 GALANT, a Multifrequency GPS/Galileo Array Receiver of DLR,
Germany

The second example of an experimentation system is the Galileo antenna array demon-

strator (GALANT) that is being developed by the Institute of Communications and

Navigation of the German Aerospace Center (DLR) with the main focus on improving

robustness of a Galileo/GPS receiver against radio frequency interference and multipath
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effects in safety-of-life (SoL) Galileo applications or any other applications with a safety

critical context. The aim of the GALANT initiative is to perform the necessary predevel-

opment research as well as to develop, build, and demonstrate an integrated SoL receiver

system. The integration of an adaptive array antenna was considered by the receiver

design from the early beginning of the project.

Figure 9.17 Deflection coefficient evolution in the CW interference scenario [25].

Figure 9.18 Deflection coefficient evolution in the LTE interference scenario [25].
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At the time of this writing (October 2011) the receiver demonstrator was capable of

receiving and processing Galileo and GPS signals in E1/L1 and E5a/L5 frequency bands

employing an antenna array. In order to allow for controlling the reception pattern of

the antenna array in given direction(s) and performing an accurate estimation of directions

of arrival of incoming signals, the antenna channels of the receiver are calibrated for each

operating frequency band using an online procedure. This procedure makes use of a specially

generated signal that is added to the received GNSS signals directly at the antenna outputs of

array elements. The phases and amplitudes of the calibration signal measured in the antenna

channels of the receiver enable an assessment to be made of the difference in the channel

transfer characteristics and the corresponding corrections to the array signals to be produced.

The block diagram of the implementation of the online calibration procedure in the

GALANT receiver is shown in Figure 9.19. The specific features of this implementation are

that reserved PRN codes of GPS/Galileo are used to produce GNSS-like calibration signals

without any data modulation having the spectrum content and the power level that are repre-

sentative for the received GNSS signals. Such a calibration signal can be acquired and

tracked in the receiver digital signal processing part as any other GNSS signal without any

specific modification required. The estimations of the power and carrier phase of the calibra-

tion signal are obtained by the code and carrier tracking loops in the different antenna chan-

nels. The corrections for the array signals are produced based on these estimations as well as

taking into account, when appropriate, for example, by deterministic beam and null steering,

the reception patterns of the array antenna elements. The reception patterns of the array ele-

ments are measured during the receiver integration and further assumed to be time invariant.

More information about the operation of the online calibration in the GALANT receiver will

be given when describing individual blocks of the receiver hardware and software.

The hardware of the GALANT demonstrator mainly consists of four components (see Fig-

ure 9.20):

� An active antenna array [1] with calibration network. The antenna array consists of four

single antenna elements arranged in a 2� 2 rectangular uniform array with the center-to-

Figure 9.19 Block diagram of online calibration in the GALANT receiver.
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center interelement spacing of 90mm. The design of the antenna array allows for mixing a

calibration signal to the receiver GNSS signals at each operating frequency band.
� An RF front-end [2] with four antenna channels for each frequency band (an E1/E5a

double-band RF front-end of the later modification is shown in Figure 9.21). The RF front-

end channels convert each of the received antenna signals down to an intermediate

frequency and perform signal amplification and filtering. The RF front-end box [2] also

contains two upconverters for producing E1 and E5a calibration signals transported over

cables to the antenna array.
� An FPGA board with integrated analog-to-digital (A/D) and digital-to-analog (D/A) con-

verters. The signal processing on the FPGA board includes signal conditioning after A/D

conversion, digital downconversion as well as Doppler and PRN-code correlation. A part

of the FPGA is also allocated to the generation of calibration signals in the digital form on

an intermediate frequency. The D/A converters available on the FPGA board are used to

obtain the calibration signals in the analog form.
� An embedded Intel 2GHz dual core PC card where the software for controlling the PFGA

board and processing the correlator outputs is running.

In conventional dual frequency navigation antennas, a combined output is used for both

frequency bands. In the case of radio interference, for example, of the aviation distance

Figure 9.20 Main components of the GALANT receiver.

Figure 9.21 E1/E5a RF front-end.
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measurement equipment (DME), it is not desirable to share one analog signal path for both

frequency bands. Due to the potentially high power of such radio interference a signal distor-

tion caused by saturation effects in the LNA may harm both bands. In the GALANT system a

novel array element has been designed, which allows a frequency separation providing indi-

vidual highly isolated outputs for E1 and E5 bands. The resulting antenna geometry is

sketched in Figure 9.22. The main parameters for the optimization of this antenna are also

indicated in the picture. The signals received in the E1 band are coupled to the high-fre-

quency (HF) ports, whereas those in the E5 band are delivered to the low-frequency (LF)

ports. Circular polarization operation is obtained by combining both HF and LF ports using

90
 hybrids, which can be optimized for operation in the E1 and E5 bands, respectively.

Four of the single antenna elements are combined to a 2� 2 antenna array with center-to-

center interelement spacing of 90mm, as shown in Figure 9.23. Measured curves of the gain

for this array when pointing the main beam to boresight are given in Figure 9.24. It can be

observed that the gains of the array in the lower and higher frequency bands are different. In

fact the interelement spacing at the central frequencies are given by d¼ 0.35 lE5 at

1189MHz and d¼ 0.47 lE1 at 1575MHz. The resulting theoretical values for the array fac-

tor gain are then 3.7 dBi at 1189MHz and 6.3 dBi at 1575MHz.

The passive antenna array is connected to an RF board via SMP connectors. The RF board

is a six-layer FR4 printed circuit board that contains the directional couplers and distribution

networks for the E1 and E5 calibration signals, as well as two LNAs and a bandpass filter for

each antenna element and each frequency band. These components are shown in the block

diagram of the signal propagation path for a single array element in Figure 9.25 in the part

Figure 9.22 Schematic top view of the dual-band (E5 and E1) antenna element with highly isolated

outputs.# 2011 IEEE. Reprinted, with permission, from [31].
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showing the dual-band active antenna. Though the design of the antenna array supports

reception of the Galileo signals with the full bandwidth of the E5 band (1.164–1.215GHz),

only the E5a part component of the E5 signal is currently used by the GALANT receiver.

This is because of higher robustness against radio interference provided by the separate proc-

essing of E5a and E5b signals, which is an important aspect in safety critical applications.

The RF front-end hardware can, however, be easily modified in order to process E5a and

E5b coherently if a higher ranging accuracy due to the larger bandwidth of approximately

50MHz is desired.

The designs of the E1 and E5a paths in the RF front-end (see Figure 9.25) differ basically

only in the RF filtering. The E1 front-end is designed for the reception of the signals of

Galileo safety-of-life service, which have the 1 dB bandwidth of 14MHz while the corre-

sponding navigation signal on E5a has the bandwidth of 20MHz. As mentioned above, the

first part of the analog signal processing path is integrated in the active antenna array. Some

filtering of the signal already occurs due to the frequency selective properties of the array

Figure 9.23 Top and bottom view of the dual-band 2� 2 array. # 2011 IEEE Reprinted, with

permission, from [31].
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element. The required rejection of out-of-band signals is completed further by two ceramic

RF filters coming next in the signal processing chain. The order of the filters are second and

third, correspondingly. In order to limit the effect of the signal losses in the RF filters and

obtain an acceptable noise figure the first LNA is placed directly after the directional coupler.

Thanks to the relatively low gain of 13 dB and a high IP3, the LNA is very robust against

Figure 9.24 Gain curves at the LF and HF outputs of the 2� 2 array. # 2011 IEEE Reprinted, with

permission, from [31].

Figure 9.25 Block diagram of signal path for a single antenna element.# 2011 IEEE Reprinted, with

permission, from [31].
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high power interference. The second LNA is identical to the first one. It boosts the signal

level again by 13 dB and ensures a system noise figure of less than 1.6 dB. Splitting the LNA

gain in multiple amplification stages with the filters in between helps to minimize the risk of

saturation of the LNAs by strong out-of-band interference.

The downconversion stages in E5a and E1 paths bring the incoming signal to an interme-

diate frequency of 78MHz. The corresponding local oscillator frequencies give enough

spectral separation between the RF signal and the unwanted alias, which helps to relax the

requirements on the anti-aliasing performance of RF filters. Due to this, a polyphase filtering

at IF becomes obsolete. A third-order Chebychev lowpass filter is utilized to mitigate the RF

breakthrough effects of the mixer. This is necessary to avoid a further amplification of the RF

signal at the IF stage. This would harm the crosstalk isolation and, as a result, reduce the

maximum depth of the spatial nulls in the array beam pattern. The total gain of two IF stage

amplifiers is 40 dB. The last component in the analog signal processing chain is the Type I

Chebychev anti-aliasing bandpass filter of the seventh order.

The mixers in the downconversion stage of the RF front-ends obtain the reference signals

with the frequencies of 1.65342GHz in the E1 path and 1.09845GHz in the E5a path over a

local oscillator (LO) distribution network, shown in Figure 9.26. A 10MHz oven-controlled

crystal oscillator is used as the reference frequency for two PLL synthesizers, which generate

the LO reference signals for the E1 and E5a bands. These reference signals are also utilized

Figure 9.26 Local oscillator distribution network.
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in the upconverters when generating the array calibration signals. The upconversion of the

calibration signal is performed by passive double balanced mixers. These mixers use the

same local oscillator frequency as the multichannel front-ends. Before the signal is fed to

the calibration network of the antenna array it is attenuated by approximately 80 dB.

For the distribution of the synthesizer outputs within the multichannel front-ends, two 1:9

distribution networks were developed and optimized for each frequency of interest. They are

integrated in the six-layer FR4 printed circuit board of the front-ends. Because of a high LO

power, which needs to be about 5 dBm, it is necessary to avoid unwanted radiation of the

LO signals. To minimize this radiation the LO distribution network was designed using

strip-line technology and integrated in the lower three layers of the front-end board.

Moreover, the E1 and E5a distribution networks have been implemented in different layers

and are, therefore, isolated from each other.

The outputs of the RF front-ends are further processed in the FPGA board, a Lyrtech

VHS-ADC FPGA card. A single VHS-ADC board is populated with a powerful DSP-

FPGA (Virtex-4 SX55) and provides eight high-rate A/D converters (maximum 105

Msps at 14 bit) together with variable gain amplifiers at inputs. Multiple VHS-ADC

modules can also be cascaded in the case of larger antenna arrays. The incoming IF sig-

nals are digitized at the rate of 104MHz, which causes an intentional aliasing down to a

new digital IF of 26MHz. The 14 bit resolution of the ADCs together with the digital

steerable variable gain amplifiers results in a very high dynamic range, which is ideally

suited for the use of digital signal processing algorithms for radio interference detection

and mitigation.

The digitized signals are received by the Xilinx FPGA where custom logic for the base-

band processing is implemented. In detail, the following custom built entities are instantiated

for each array element:

� A digital lowpass filter (LPF);
� a digital automatic gain control (AGC) that reduces the bit width of the input samples

based on a dynamic analysis of the signal amplitude;
� a downsampler to provide samples at reasonable rates;
� several modules for correlating the input data with a locally generated reference code and

carrier signals.

Furthermore, each VHS-ADC module requires address logic and cPCI transfer. The cPCI

transfer logic is provided by Lyrtech whereas the address logic is custom built. Last-men-

tioned logic prepares the tracking module register contents to be transferred between the

Host-PC and the VHS-ADC module as a continuous data block.

The modules for the signal correlation are based on a generic VHDL description support-

ing GPS, GIOVE, and Galileo signals in the E1 and E5a bands. All PRN codes used by each

module are memory based and can be updated via the host PC during operation. With a sin-

gle antenna, each tracking module for one GNSS signal consists of five correlator modules

plus one code and one carrier numerically controlled oscillator (NCO). With four antenna

elements in the array the beamforming tracking module consists of 20 correlators plus two

NCOs for the code and carrier. Up to 16 beamforming tracking modules fit into the utilized

Virtex-4 SX55 FPGA, which then holds in total 320 correlators. Further key features of the

tracking modules are:
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� variable resolution of the carrier and code NCOs;
� generation of BPSK- and BOC-modulated codes;
� the correlator spacing is adjustable during runtime:
� NCOs support the bump jumping algorithm used to track BOC signals.

Whereas the computationally extensive correlation process is realized in FPGA, the con-

trol of signal acquisition and tracking loops is performed by the software on the host PC.

This makes the data transfer between the host PC and the FPGA critical for real-time opera-

tion due to associated latencies. In order to minimize the effect of latencies, the register

contents of the tracking modules are transferred in continuous blocks (see Figure 9.27)

instead of individually addressing the tracking module registers. The practice shows that the

real-time operation can be surely achieved due to the high throughput of burst transfers of

the cPCI bus. The host PC periodically acquires tracking module data that is copied into the

PC’s memory and can be accessed by the baseband processing software. After updating the

tracking loops the software writes register contents data with new NCO control values back

to the FPGA.

The address map of a single correlation module covers about 40 bytes for the correlator

control values and output data. Accordingly, for a real-time operation, a 12 channel receiver

supporting a 2� 2 antenna array requires about 4 kbyte to be transferred via the cPCI bus in

less than 1ms (700ms are typically assumed). In total, transfers of 5.3 Mbyte/s have to be

guaranteed. Respectively, the 3� 3 antenna array requires 11.8 Mbyte/s to be transferred.

Both transfer rates are in the scope of the VHS-ADC specification, which allows a through-

put of up to 20 Mbyte/s.

The entire range of functions supported by the software of the host PC includes:

� real-time operation of the data transfer with the correlation modules in FPGA over cPCI

bus;
� real-time updating of tracking loops for all active multiantenna satellite channels with

optional beamforming;
� direction of arrival estimation;

Figure 9.27 cPCI bus transfer schematic.
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� navigation data demodulation;
� pseudorange calculation;
� PVT estimation;
� data transfer of receiver status information and PVT results to a graphical user interface

(GUI) over serial RS232 port.

The Microsoft Windows XP operating system running on the host PC allows the signal

processing software to be executed in multiple threads. On the one hand, this feature is very

helpful in achieving real-time operation of the baseband processing since different priorities

can be assigned to the threads. On the other hand, higher computational performance can be

achieved on the Intel Dual Core architecture since the software modules can be executed in

parallel on both CPU cores. Figure 9.28 shows the software architecture of the host PC.

The beamforming algorithms supported by the the signal processing software on the host

PC are:

� The deterministic beamforming, by using the direction of arrival information obtained

with the use of the GNSS system almanac or the direction of arrival estimation technique.

Figure 9.28 Architecture of the GALANT receiver software.
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� Minimum mean squared error (MMSE) beamforming with the least mean squares (LMS)

iterative procedure used for the array weight adaptation. The update rate of the adaptation

process is the same as the rate of the PRN code correlators. This technique also maximizes

the signal-to-noise plus interference ratio and has the advantage that it does not require the

knowledge of the directions of arrival of the signal of interest.

The estimation of the directions of arrival of the GNSS incoming signal is performed

using the two-dimensional unitary ESPRIT technique [32]. Since the estimation is performed

after the PRN code correlation, it allows the detection of the direct GNSS satellite signal as

well as strong multipath echoes. The DOA algorithm is implemented in an individual thread

of the receiver software and is called by a tracking channel about 10–20 times per second,

which depends on the length of the array data block used by the ESPRIT technique. A longer

block length allows better DOA estimation, increasing, however, the reaction time of the

receiver on the changes in the signal environment. The real-time functioning of the receiver

has been tested with simultaneous and continuous DOA estimation for 12 tracked satellites

with the update rate of 20 times per second.

The performance of the GALANT antenna array receiver has been evaluated under realis-

tic signal conditions during two measurement campaigns in the German Galileo Test Envi-

ronment (GATE) in Berchtesgaden in 2010 [33] and 2011 [34]. In the following, a short

overview of the results of the last campaign of 2011 will be given.

First, the results for radio frequency scenario tests will be presented. The geometry of the

measurement setup is shown in Figure 9.29. The interferer, like a pulsed DME, continuous

wave, or broadband noise signal, was generated with a programmable signal generator at the

E5a and E1 frequencies. A horn antenna, which was mounted on a mast and steered into

the direction of the GALANT antenna array, was used for the signal transmission. The line-

of-sight distance between the antennas was 11.3m. At this short distance the far-field

assumption is still fulfilled while strong radio interference can still be generated for the

Figure 9.29 Measurement setup.
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receivers under test, even with relatively low transmitted powers. Furthermore, the impact of

the interferer on the environment can be kept at a minimum. For example, the transmitted

interference power of 0 dBm at the output of the signal generator corresponds to the

incoming power of �45.2 dBm at L1 and of –42.2 dBm at E5a at the GALANT antenna

aperture. With a nominal received signal power of –125 dBm for GATE and GPS, the trans-

mitted interference power of 0 dBm corresponds approximately to the interference-to-signal

ratio (I/S) of 80 dB.

Broadband noise interferer. In this scenario a 4MHz broad noise signal centered at

1575.42MHz was transmitted. The GALANT receiver operated in the GPS/Galileo

L1/E1. The interferer power was increased stepwise. Between each step the interferer was

switched off for a short time to allow for the reacquisition of lost signals. Figure 9.30

shows the measured power spectral density (PSD) at the IF output of the front-end of

antenna 1. The small rise in the measured PSD around the center frequency is due to the

superposition of all received Galileo and GPS signals. Figure 9.31 shows the measured

Figure 9.30 Power spectral density of the front-end output, interference-free case.

Figure 9.31 Power spectral density of the front-end output, noise interferer with 4MHz bandwidth

(I/S � 65 dB).
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PSD of the same front-end output while the noise interferer with �15 dBm transmit power

corresponding to the I/S ratio of approximately 65 dB was present. A skyplot of the

tracked satellites and the interference source is shown in Figure 9.32. Because of the avail-

ability of 15 beamforming tracking channels in the GALANT receiver, where one channel

was reserved for tracking the array calibration signal, not all visible satellites could be

tracked simultaneously.

The representative reception patterns obtained with the help of MMSE adaptive beam-

forming for three of the tracked signals are shown in Figure 9.33. (a) shows the pattern for

Galileo PRN 30. It can be observed that in the interference-free case the main beam points

in the arrival direction of the signal (see Figure 9.32). In the case of interference (see

Figure 9.33b), the reception pattern changes but the main beam still points in the direction of

the satellite and a spatial null is steered towards the interferer. Figure 9.33(c) shows the array

reception pattern for Galileo PRN 19, where the direction of arrival is close to that of the

interferer. As in the case of PRN 30, the main beam points in the direction of the satellite

signal, but as soon as the radio interference appears, the main beam moves away while a

spatial null is placed into the direction of the interferer. It is obviously not possible to null-

out the interference strongly and still preserve a high gain to the satellite signal. Figure 9.33

(d) and (e) show the beam patterns for GPS PRN 18 in the nominal and interfered case. Since

PRN 18 has a large spatial separation to the interference source, the main beam is almost

certainly not influenced by the RFI.

It is obvious that the spatial separation of the interferer and a satellite signal has a strong

effect on the achievable jammer robustness. Figure 9.34 shows the C/N0 ratios of the tracked

satellites plotted for different transmitted jammer powers. Comparing Figure 9.34 with

Figure 9.32 clearly shows the dependence between the maximum tolerable I/S ratio and the

Figure 9.32 Skyplot of visible, tracked GNSS signals and RFI source, corrected for antenna attitude.

266 Microwave and Millimeter Wave Circuits and Systems



corresponding spatial separation between the RFI and the navigation signal. The effect of the

spatial separation is illustrated by Figure 9.35, where the maximum I/S levels at which

the GATE signals are still tracked (in gray) and the interference levels at which all satellites

are lost (in black) are plotted versus the angular separation between the navigation and inter-

ferer signals. The data for this plot were collected from three different measurement sets.

When switching to the next set, the measurement van was moved by a few meters so that the

interferer was observed by the GALANT antenna array at the azimuth angles of 106
, 89
,
and 69
. As the result, 24 different separation angles were available for eight GATE transmit-

ters. The interference suppression increases up to a separation angle of about 40
 and then

Figure 9.33 Antenna array reception patterns with MMSE digital beamforming.

Figure 9.34 C/N0 versus interference power of broadband noise interference on L1/E1.
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Figure 9.35 I/S at the receive antenna at which signals are still tracked or lost versus corresponding

spatial separation to the interferer.
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remains more or less constant. This behavior can be well explained by the width of the array

main beam. Additional measurements with CW and DME interferers showed similar results

and are therefore not presented here.

Direction of arrival estimation. The obtained direction of arrival estimation results of

the field tests of the GALANT demonstrator in GATE are summarized in Figures 9.36

and 9.37 and Table 9.3. In order to allow high update rates of the estimations, the

Figure 9.36 Skyplot with results of the direction of arrival estimation, Location 1.

Figure 9.37 Skyplot with results of the direction of arrival estimation, Location 2.
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length of the data blocks processed by the direction-finding algorithm was set to 50

I&Q samples. Because of the spreading effect of the PRN code correlation on all sig-

nals different to the signal of interest, only the useful signal is usually assumed to

dominate at the prompt correlator output in typical operational conditions. By using

this assumption, only a single direction was estimated in each beamforming tracking

channel.

Because of the computational complexity, the current version of the real-time direction-

finding software does not take actual reception patterns of the array elements into account

by assuming isotropic sensors in the underlying signal model. As shown in Reference [35]

with results of offline postprocessing, this can lead to increased estimation errors. More-

over, at very low elevations, where the actual reception patterns of the array elements

differ most from the isotropic sensor assumption, invalid estimation results may be

obtained. This effect can be observed in Figures 9.36 and 9.37 where the direction estima-

tions, which are plotted in gray for Galileo and in black for GPS signals, are not available

for all GATE transmitters. It can also be observed that the DOA estimations become avail-

able for GATE transmitters 4 and 8 while transmitters 7 and 3 are lost as the measurement

van changed from Location 1 (Figure 9.36) with the heading of �263.5
 to Location 2

(Figure 9.37) with the heading of �54.5
. This effect is significant only for the signals

coming from low elevation angles and is caused, as mentioned above, by the mismatch

between the signal model used by the ESPRIT algorithm for the DOA estimation and the

actual patterns of the array elements. The direction-finding software for GPS satellites was

affected much less because of the much higher elevation angles at which they were

received by the antenna array.

In Table 9.3 the mean and standard deviations of the DOA estimation errors in Location 1

are summarized. Since the DOA estimation results were collected over a time period of

approximately 5minutes, where the changes of the angles of arrival of the GPS signals

become notable, the error analysis was carried out taking the movement of the satellites into

Table 9.3 Estimation error characteristics, Location 1

Signal Azimuth Elevation Number of observations

Mean Std Mean Std

GPS, PRN 9 �2.26
 1.23
 3.07
 1.16
 285

GPS, PRN 12 �5.31
 0.71
 �2.55
 1.10
 285

GPS, PRN 15 2.38
 0.69
 �1.02
 0.56
 285

GPS, PRN 17 �2.16
 0.61
 �3.25
 0.74
 285

GPS, PRN 18 5.26
 1.56
 �3.82
 4.92
 284

GPS, PRN 27 �2.61
 4.95
 0.32
 0.48
 285

GATE, Tx 1 0.19
 0.37
 �6.75
 2.12
 285

GATE, Tx 3 �7.35
 0.77
 3.86
 0.97
 285

GATE, Tx 6 0.09
 0.41
 �3.62
 2.22
 202

GATE, Tx 7 �2.73
 0.85
 1.79
 1.50
 285
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account. In Figures 9.36 and 9.37 the positions of the tracked GPS satellites are shown for

the middle of the 5 minute long tests.

Availability measurements. The enhancement of the signal reception provided by the

digital beamforming technology also improves the availability of the navigation sig-

nals. This effect is demonstrated in Figure 9.38, where the number of tracked satellites

with (black asterisks) and without (gray asterisks) digital beamforming during two

consecutive test drives along a 12 km route in the GATE environment are plotted. The

mean values of the satellites tracked in both cases are shown in Table 9.4, early indi-

cating the gain of array processing with respect to the availability of the navigation

signals. As mentioned earlier, the elevations of GATE transmitters are low compared

to the satellites in a nominal GPS constellation. That explains the relatively low num-

ber of tracked Galileo signals in Table 9.4. The effect of the improved availability of

the navigation signals can be further characterized on the level of positioning. On

nearly 100% of the track, more than four satellite signals are tracked with digital

beamforming. Without beamforming, more than four satellite signals are tracked only

on 85.82% of the test track.

Figure 9.38 Number of tracked signals on a 12 km track.

Table 9.4 Mean of tracked GPS and Galileo signals on a 12 km track

Number of tracked signals

With DBF Without DBF

GPS 4.96 4.02

Galileo 3.23 1.11

GPSþGalileo 8.19 5.13
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10.1 Introduction

The development of software-defined radios (SDRs) should pave the way for achieving

compact equipments capable of acquiring multistandard/multiband services [1]. An ana-

logue-to-digital converter (ADC) just after the antenna would directly implement the concept

[2]. Unfortunately, available ADC sampling rates and resolutions do not currently permit

large radio frequency (RF) bandwidths to be handled. As a result, novel and revisited

RF front-end configurations for SDR applications are now under research to overcome this

bottleneck. Note that these schemes may be used not only for telecommunications purposes

but also for other modern systems such as multifrequency radars. This introduction presents

a brief summing-up of previously devised solutions for the realization of RF front-ends with

emphasis on the SDR framework.

10.1.1 Standard Approaches for RF Front-Ends

From the receiver perspective, some alternatives to RF front-ends are interesting. One exam-

ple is the superheterodyne architecture incorporating several mixing stages [3]. Figure 10.1(a)

shows its RF receiver chain. Here, the incoming signal is down-converted to a low frequency

after filtering, where the acquisition is done. The first local oscillator (LO) usually varies its

frequency for system reconfiguration in order to enable the acquisition of different channels,

whereas the second conversion translates the signal from the intermediate frequency (IF) to

Microwave and Millimeter Wave Circuits and Systems: Emerging Design, Technologies, and Applications,
First Edition. Edited by Apostolos Georgiadis, Hendrik Rogier, Luca Roselli, and Paolo Arcioni.
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baseband or to a low frequency. Furthermore, this second conversion usually acquires the in-

phase and quadrature (I-Q) channels.

The superheterodyne solution has some drawbacks, such as its great size or the need for

careful designs regarding the image bands and spurious signals. Other approaches exploit the

zero-IF and low-IF receivers [4–7]. Figure 10.1(b) shows their common architecture. In the

zero-IF solution, I-Q imbalances and direct-current (DC) offsets may be critical. In the low-

IF alternative, where the I-Q conversion is no longer necessary, the image frequency problem

is reinstated. All the aforementioned architectures may also find serious difficulties for

simultaneously acquiring several bands.

10.1.2 Acquisition of Multiband Signals

The previous schemes do not easily circumvent the problem of acquiring multiband signals,

which is the interest here. Fortunately, a simple choice to this aim which avoids mixers is

direct sampling [8–11]. In this scheme, shown in Figure 10.2, a basic RF front-end, shaped

by the cascade of an amplifying stage and a filtering section, supplies the signal to the ADC.

RF Filtering IF Filtering Filtering

Tuning LO LO

(a)

ADC

RF Filtering

Filtering

LO

(b)

ADC

90
o

Filtering

ADC

Figure 10.1 Standard architectures for RF front-ends: (a) superheterodyne approach, (b) zero-IF and

low-IF alternatives.

Filtering

ADC

Amplification

RF front-end

Figure 10.2 Multiband direct-sampling architecture to implement the SDR concept.
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The idea behind this approach is that a sparse spectrum does not need to be sampled at the

Nyquist rate to be properly acquired (i.e. without aliasing). The key element in Figure 10.2 is

the RF filter, which should be of multipassband type.

This architecture is also appropriate for multifrequency radar systems, which should

simultaneously collect target echoes coming from different bands. In the radar counterpart,

the direct-sampling solution, depicted in Figure 10.3, incorporates a multiband bandpass fil-

ter in the receiver chain before the ADC. Depending on the waveform type, the scheme of

Figure 10.3(a) may be more appropriate than the one of Figure 10.3(b). Indeed, the architec-

ture of Figure 10.3(b) is useful for multiband continuous-wave radars, because of the usual

low power isolation levels of circulators. Note that amplification stages, not depicted here for

clarity, should obviously be included in the RF chains.

10.1.3 The Direct-Sampling Architecture

As explained, the idea behind the direct-sampling approach is that a sparse spectrum does

not need to be sampled at the Nyquist rate to be properly acquired (i.e. without aliasing).

Indeed, sampling frequencies below that imposed by the Nyquist criterion may be used here.

For instance, if a single-band signal is to be acquired, sub-Nyquist sampling frequencies that

avoid aliasing may exist. In addition, as detailed later, these lower frequencies are analyti-

cally computable [12]. In contrast, if several bands are to be sampled, no formulas to obtain

the permissible sampling frequencies are available. In this case, the best that can be done is

to derive spectral intervals within which these frequencies can be found and to apply search

algorithms for their calculation [8, 13].

10.1.3.1 The Theorem of Bandpass Sampling

Acquiring a baseband real-valued analogue signal requires the sampling frequency to be at

least twice the highest frequency component of its spectrum [14]. Otherwise, undesired alias-

ing generally emerges. Nevertheless, when the real-valued signal has a sparse spectrum, such

as a bandpass or a multichannel signal, a sampling frequency lower than that corresponding

to the Nyquist rate may be used without aliasing [12, 15].

Waveform
generator Transmitter

Tx Chain

ADC

Rx Chain

Multi-band
filter

(a)

Waveform
generator Transmitter

Tx Chain

ADC

Rx Chain

Multi-band
filter

(b)

Figure 10.3 Direct-sampling architectures for multifrequency radars: (a) circulatorþ single-antenna

solution, (b) transmitter and receiver antenna solution.
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As an example, it is widely known that a real-valued bandpass signal can be properly

acquired by a sub-Nyquist sampling rate f s if its positive and negative frequency bands do

not overlap in the spectral interval �f s=2; f s=2½ ]. In this case, an analytical expression for

the sampling frequencies f s avoiding aliasing is available as follows [12]:

2f H
n

� f s �
2f L
n� 1

ð10:1Þ

where

2 � n � f H
f H � f L

ð10:2Þ

Here n 2 0; 1; 2; . . .f g and f L and f H refer to the lowest and highest frequency components of

the bandpass signal, respectively.

10.1.3.2 Acquisition of Complex Frequency-Sparse Signals

If the spectrum sparsity becomes complex, as for a multichannel acquisition system, no

equation enabling the calculation of the permissible sub-Nyquist sampling frequencies

exists. Fortunately, the derivation of some constraints for these frequencies is quite obvious

and the search for them may also be accomplished [8, 13].

For a real-valued multichannel signal, the minimum sampling frequency f s;min that may

avoid aliasing is twice the sum of the bandwidths of its channels [8]. In this case, the spec-

trum of the sampled multiband signal occupies all the available bandwidth

�f s;min=2; f s;min=2
� �

without band overlapping. It is worth noting that a sampling rate lower

than f s;min will necessarily give rise to aliasing.

A multiband acquisition system using this minimum sampling frequency alleviates

the need for expensive high sampling rate ADCs [16]. Moreover, it can pave the way for

implementing the direct-sampling solution to the SDR concept [1, 2]. In this direct-sampling

solution, if the minimum sub-Nyquist frequency is used, less stringent demands are imposed

on the ADC. In this chapter, the analytical conditions that a multiband signal should meet to

ensure that the minimum sampling frequency does not imply aliasing are derived. Moreover,

design rules and prototypes of novel signal-interference multipassband filters suitable for

these direct-sampling RF front-ends are also shown.

10.2 Minimum Sub-Nyquist Sampling

Given a multiband real-valued signal, the main purpose addressed here is to acquire it by

using the minimum sub-Nyquist sampling frequency.

10.2.1 Mathematical Approach

As earlier mentioned, the minimum rate f s;min that may avoid aliasing is twice the sum of the

bandwidths of the channels, meaning that the channels do not overlap within the margin

�f s;min=2; f s;min=2
� �

. If the number of channels is N and their bandwidths are set to be Bi,
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with i 2 1; 2; . . . ;Nf g, then this minimum sub-Nyquist sampling rate f s;min is

f s;min ¼ 2
XN
i¼1

Bi ð10:3Þ

The next two sections concentrate on the acquisition of multichannel signals for the cases of

arbitrary dual-band and evenly spaced equal-bandwidth multiband signals.

10.2.2 Acquisition of Dual-Band Signals

Let it assume a dual-band acquisition system. The spectral allocation of the two channels is

depicted in Figure 10.4. The lower band has a bandwidth BL, whereas BU refers to the upper-

channel bandwidth. The separation between channels is given by D and f L represents the

lowest signal frequency component.

As commented, the theory of bandpass sampling analytically provides the sub-Nyquist

frequencies that do not give rise to aliasing for a single-band signal [12]. Unfortunately, no

direct equations exist for more complex spectra, such as the one shown in Figure 10.4.

The interest is to sample the incoming signal at the minimum sampling frequency f s;min.

Indeed, this considerably alleviates the requirements imposed on the receiver ADC. There-

fore, given the bandwidths BL and BU , the conditions that the D and f L parameters should

satisfy to guarantee that the minimum sub-Nyquist sampling frequency can be employed

without producing aliasing must be found.

In order to acquire real-valued dual-band signals, it comes as trivial that the minimum

sampling frequency f s;min that may circumvent aliasing is given by

f s;min ¼ 2 BL þ BUð Þ ð10:4Þ

Note that f s;min can be much lower than the Nyquist frequency, written as

f Nyq ¼ 2 f L þ BL þ Dþ BUð Þ ð10:5Þ

for the generic dual-band signal shown in Figure 10.4.

Hence, if the lowest frequency f L and the band separation D are adequately chosen, it will

be possible to acquire the dual-band signal properly at the minimum sampling frequency,

thus avoiding undesired aliasing. The rules to set f L and D correctly thus become a valuable

system design tool to conveniently allocate the signal channels.

Figure 10.4 Spectral allocation for the two channels of a dual-band signal.
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A first case implying that the bands of the sampled signal do not overlap within the fre-

quency interval �f s;min=2; f s;min=2
� �

is the one in which, after sampling, the lower channel

situates without spectral inversion in the interval 0;BL½ � and the upper channel adjacently

appears in the margin BL; f s;min=2
� �

, also without spectral inversion. Both conditions are

simultaneously satisfied if the relationships below are met:

f L �mf s;min ¼ 0 ð10:6Þ

f L þ BL þ D� nf s;min ¼ BL ð10:7Þ

with m; n 2 0; 1; 2; . . .f g. Consequently, by using Equations (10.4), (10.6) and (10.7) and by

noting that f L � 0 and D � 0, the following design equations for f L and D are finally

deduced:

f L ¼ p BL þ BUð Þ ð10:8Þ

D ¼ q BL þ BUð Þ ð10:9Þ

where p 2 0; 2; 4; 6; . . .f g and q 2 0; 2; 4; 6; . . .f g. A dual-band acquisition system fulfilling

Equations (10.8) and (10.9) may use an ADC driven by the minimum sampling frequency,

because no aliasing will arise. Furthermore, no spectral inversion is to be observed for the

acquired bands in this first case. Note that spectral inversion is not a problem, as it can easily

be counteracted at the digital processing level.

A total of eight cases for a dual-band signal can be mathematically analyzed. These are as

follows:

� Case 1: lower channel not inverted in margin 0;BL½ �; upper channel not inverted in margin

BL;BL þ BU½ �.
� Case 2: lower channel not inverted in margin 0;BL½ �; upper channel inverted in margin

BL;BL þ BU½ �.
� Case 3: lower channel inverted in margin 0;BL½ �; upper channel not inverted in margin

BL;BL þ BU½ �.
� Case 4: lower channel inverted in margin 0;BL½ �; upper channel inverted in margin

BL;BL þ BU½ �.
� Case 5: lower channel not inverted in margin BU ;BL þ BU½ �; upper channel not inverted in
margin 0;BU½ �.

� Case 6: lower channel not inverted in margin BU ;BL þ BU½ �; upper channel inverted in

margin 0;BU½ �.
� Case 7: lower channel inverted in margin BU ;BL þ BU½ �; upper channel not inverted in

margin 0;BU½ �.
� Case 8: lower channel inverted in margin BU ;BL þ BU½ �; upper channel inverted in mar-

gin 0;BU½ �.

Analogously to Equations (10.8) and (10.9), two equations for f L and D can be obtained

for each case. Table 10.1 details, for completeness, all the equations that enable the setting of
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the lowest frequency parameter f L and the interband separation D, for prefixed values BL and

BU for the channel bandwidths.

The sets of equations detailed in Table 10.1 can be compacted. In fact, if the parameters f L
and D satisfy any of the equivalent sets of equations provided in Table 10.2, then the mini-

mum sampling frequency f s;min does not give rise to aliasing.

Finally, it is interesting to highlight the fact that the described procedure for the dual-band

scenario may be easily extended to more than two channels. Indeed, if N is the number of

bands and Bi, i 2 1; 2; . . . ;Nf g, are the prescribed channel bandwidths, then the lowest fre-

quency parameter f L and the interband channel separations Dn, n 2 1; 2; . . . ;N � 1f g, should
be properly selected to assure that the minimum sampling frequency (10.3) avoids aliasing. It

can be easily inferred that, for a general multiband situation, there is a total of N!� 2N cases,

each of them having N independent equations to be satisfied.

As an example of the latter, in a multichannel acquisition system with N bands, a first case

could be the one where the bands consecutively appear in the margin �f s;min=2; f s;min=2
� �

Table 10.2 Compact equations for the f L and D parameter values to avoid aliasing when using the

minimum sampling frequency in a dual-band acquisition system

f L ¼ k BL þ BUð Þ, k 2 0; 1; 2; 3; . . .f g f L ¼ k � 1ð ÞBL þ kBU , k 2 1; 2; 3; 4; . . .f g
D ¼ r� 1ð ÞBL þ rBU , r 2 1; 3; 5; 7; . . .f g D ¼ rBL þ r� 1ð ÞBU , r 2 1; 3; 5; 7; . . .f g
or or

D ¼ p BL þ BUð Þ, p 2 0; 2; 4; 6; . . .f g D ¼ s BL þ BUð Þ, s 2 1; 3; 5; 7; . . .f g

Table 10.1 Selection of the f L and D parameter values to avoid aliasing when using the minimum

sampling frequency in a dual-band acquisition system

Case 1 Case 2

f L ¼ p BL þ BUð Þ, p 2 0; 2; 4; 6; . . .f g f L ¼ p BL þ BUð Þ, p 2 0; 2; 4; 6; . . .f g
D ¼ q BL þ BUð Þ, q 2 0; 2; 4; 6; . . .f g D ¼ r� 1ð ÞBL þ rBU , r 2 1; 3; 5; 7; . . .f g
Case 3 Case 4

f L ¼ p� 1ð ÞBL þ pBU , p 2 2; 4; 6; 8; . . .f g f L ¼ p� 1ð ÞBL þ pBU , p 2 2; 4; 6; 8; . . .f g
D ¼ rBL þ r� 1ð ÞBU , r 2 1; 3; 5; 7; . . .f g D ¼ r BL þ BUð Þ, r 2 1; 3; 5; 7; . . .f g
Case 5 Case 6

f L ¼ r� 1ð ÞBL þ rBU , r 2 1; 3; 5; 7; . . .f g f L ¼ r� 1ð ÞBL þ rBU , r 2 1; 3; 5; 7; . . .f g
D ¼ s BL þ BUð Þ, s 2 1; 3; 5; 7; . . .f g D ¼ sBL þ s� 1ð ÞBU , s 2 1; 3; 5; 7; . . .f g
Case 7 Case 8

f L ¼ r BL þ BUð Þ, r 2 1; 3; 5; 7; . . .f g f L ¼ r BL þ BUð Þ, r 2 1; 3; 5; 7; . . .f g
D ¼ s� 1ð ÞBL þ sBU , s 2 1; 3; 5; 7; . . .f g D ¼ p BL þ BUð Þ, p 2 0; 2; 4; 6; . . .f g
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without spectral inversion. In such a situation, it can be shown that, in order to use the mini-

mum sub-Nyquist sampling frequency, the lowest frequency parameter f L and the interband

channel separations Dn, n 2 1; 2; . . . ;N � 1f g, should meet

f L ¼ p
XN
i¼1

Bi ð10:10Þ

Dn ¼ q
XN
i¼1

Bi ð10:11Þ

where p 2 0; 2; 4; 6; . . .f g and q 2 0; 2; 4; 6; . . .f g.
It becomes trivial that the number of cases rapidly increases with the number of channels.

A complete rigorous analysis for more than two channels is simple, but tedious. However, in

multiband acquisition scenarios, evenly spaced equal-bandwidth channels are usual. The

next subsection emphasizes this relevant type of multiband signal.

10.2.3 Acquisition of Evenly Spaced Equal-Bandwidth Multiband Signals

Let us suppose there is a multiband signal having N bands, with channels evenly separated

by Df and showing identical bandwidths equal to B. Figure 10.5 depicts the spectrum of a

typical multiband signal, S fð Þ, where f L1 is the lowest frequency component of the first chan-

nel. Obviously, the condition Df � B must be satisfied. In Figure 10.5, note that only the

spectrum amplitude for positive frequencies has been represented. Nevertheless, energy at

negative frequencies will also be found since the signals at the receiver antenna are real-

valued (i.e. S fð Þj j ¼ S �fð Þj j and ff S fð Þf g ¼ �ff S �fð Þf g).
For the case under study of evenly spaced equal-bandwidth multiband systems, the possi-

ble minimum sampling frequency f s;min, according to Equation (10.3), is

f s;min ¼ 2NB ð10:12Þ

This section details the conditions that the signal parameters, as shown in Figure 10.5, should

meet to guarantee that the minimum sub-Nyquist sampling frequency f s;min does not generate

aliasing – in other words, which values should the f L1, B and Df parameters take to ensure

that f s;min is a valid sampling frequency.

Figure 10.5 Spectrum amplitude of an evenly spaced equal-bandwidth multiband signal. # 2011

IEEE. Reprinted, with permission, from [17].
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The aforementioned design conditions have been obtained and are given in Table 10.3

[17]. It should be remarked that, although an exhaustive inspection process was used for their

derivation, they are valid regardless of the number of bands in the evenly spaced equal-

bandwidth multiband acquisition system under consideration. Note that, in Table 10.3,

rem a; bð Þ is the remainder after division of a by b.

Table 10.4 details, as an illustrative example, some possible values for the Df=B quotient,

ensuring that f s;min avoids aliasing once the first requisite f L1 in Table 10.3 is also fulfilled

[17]. The missing values for Df=B inevitably cause aliasing, since they do not satisfy the

second condition in Table 10.3.

Table 10.3 Selection of the f L1, Df and B parameter values to avoid aliasing when using the minimum

sampling frequency

Condition on f L1

f L1 ¼ k
f s;min

2
¼ kNB, k 2 0; 1; 2; 3; . . .f g

Condition on Df

N even N ¼ 2l , l 2 1; 2; 3; 4; . . .f g Df ¼ 2 1þ 2mð ÞB, m 2 0; 1; 2; 3; . . .f g
or

Df ¼ 1þ 2nNð ÞB, n 2 0; 1; 2; 3; . . .f g
N 6¼ 2l , l 2 1; 2; 3; 4; . . .f g Df ¼ 2 1þ 2mð ÞB, with m 2 0; 1; 2; 3; . . .f g and

rem 2 1þ 2mð Þ; pð Þ 6¼ 0 where p is any odd integer so

that p 6¼ 1ð Þand rem N; pð Þ ¼ 0

or

Df ¼ 1þ 2nNð ÞB, n 2 0; 1; 2; 3; . . .f g
N odd N ¼ 1 Df not applicable

N 6¼ 1 Df ¼ 2mB, with m 2 1; 2; 3; 4; . . .f g and rem m; pð Þ 6¼ 0

where p is any odd integer so that

p 6¼ 1ð Þ and rem N; pð Þ ¼ 0

or

Df ¼ 1þ 2nNð ÞB, n 2 0; 1; 2; 3; . . .f g

Table 10.4 Some possible values for the Df=B quotient, not implying aliasing when f s;min is used

N Df=B

2 1, 2, 5, 6, 9, 10, 13, 14, 17, 18, 21, 22, 25, 26, 29, 30, . . .

3 1, 2, 4, 7, 8, 10, 13, 14, 16, 19, 20, 22, 25, 26, 28, 31, 32, . . .

4 1, 2, 6, 9, 10, 14, 17, 18, 22, 25, 26, 30, . . .

5 1, 2, 4, 6, 8, 11, 12, 14, 16, 18, 21, 22, 24, 26, 28, 31, 32, . . .

6 1, 2, 10, 13, 14, 22, 25, 26, . . .

7 1, 2, 4, 6, 8, 10, 12, 15, 16, 18, 20, 22, 24, 26, 29, 30, 32, . . .

8 1, 2, 6, 10, 14, 17, 18, 22, 26, 30, . . .

9 1, 2, 4, 8, 10, 14, 16, 19, 20, 22, 26, 28, 32, . . .

10 1, 2, 6, 14, 18, 21, 22, 26, . . .

11 1, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 23, 24, 26, 28, 30, 32, . . .

12 1, 2, 10, 14, 22, 25, 26, . . .
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10.3 Simulation Results

In this section, some simulation results are reported. These results are provided to demon-

strate the correctness of the equations derived in the previous section.

10.3.1 Symmetrical and Asymmetrical Cases

To validate the suitability of the obtained design equations, it is necessary to simulate multi-

band signals and verify the effects of the subsampling process on them. To this aim, two

different types of multiband signal are considered here, as follows:

� A multiband signal s1 tð Þ with each channel having spectral symmetry with respect to the

centre frequency. Specifically, a rectangular shape for its spectral bands is assumed.
� A multiband signal s2 tð Þ with each channel exhibiting spectral asymmetry with regard to

the centre frequency. Concretely, an increasing frequency ramp is analysed in this case.

The spectrum corresponding to one channel of these real-valued signals s1 tð Þ and s2 tð Þ,
respectively, can be written as

S1 fð Þ ¼ A rect
f � f c
B

� �
þ A rect

f þ f c
B

� �
ð10:13Þ

S2 fð Þ ¼ A

B
f � f cð Þ þ A

2

� �
rect

f � f c
B

� �
þ �A

B
f þ f cð Þ þ A

2

� �
rect

f þ f c
B

� �
ð10:14Þ

where A is the spectrum amplitude, B is the occupied bandwidth, f c is the centre frequency

and rect f½ � is a frequency rectangular-shape pulse of unity amplitude and width, centred at

the zero frequency.

By resolving the inverse Fourier transform of Equations (10.13) and (10.14) analytically,

the expressions for one channel of the multiband signals in the time domain can be

obtained as

s1 tð Þ ¼ A sinc Btð Þcos 2pf ctð Þ ð10:15Þ

s2 tð Þ ¼ A

pt
cos pBtð Þ � 1

pBt
sin pBtð Þ

� �
sin 2pf ctð Þ þ A

pt
sin pBtð Þcos 2pf ctð Þ ð10:16Þ

where sinc xð Þ ¼ sin pxð Þ= pxð Þ.
Different channels of the multiband signals will have different values for the A, B and f c

parameters in Equations (10.15) and (10.16). Indeed, the sampling of these signals gives rise

to the basis to visualize possible aliasing effects and, hence, to the capability of verifying the

mathematical framework previously given. Note also that the sampling of Equation (10.16)

enables the observation of possible spectral inversion.
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10.3.2 Verification of the Mathematical Framework

To check the equations detailed in Section 10.2.2, let us consider an asymmetrical dual-band

signal with a 200MHz bandwidth lower channel centred at 1100MHz and a 100MHz

bandwidth upper channel around 1450MHz. Figure 10.6 shows the simulated spectrum

magnitude of this dual-band signal, after assuming a ramp-like shape for each channel

(Equation (10.16)). Note also that only positive frequencies have been represented here, as

well as the appearance of the well-known Gibbs phenomenon [14].

The dual-band signal of Figure 10.6 has a lowest frequency f L ¼ 1000MHz and an inter-

band spectral separation D ¼ 200MHz. Noting that BL ¼ 200MHz and BU ¼ 100MHz, the

minimum sub-Nyquist frequency that may avoid aliasing is f s;min ¼ 600MHz, according to

Equation (10.4). This minimum frequency is much lower than the Nyquist frequency

(f Nyq ¼ 3000MHz), given by Equation (10.5). On the other hand, it can easily be shown that

the f L and D values meet the equations given in Table 10.1 (case 3). In particular, the afore-

mentioned rules are satisfied for p ¼ 4 and r ¼ 1. Consequently, taking into account the

results expounded in Section 10.2.2, the minimum sampling frequency should avoid aliasing.

This is confirmed in Figure 10.7, which has been obtained by subsampling the dual-band

signal of Figure 10.6 at the rate f s;min ¼ 600MHz. As can be seen, no aliasing arises. Fur-

thermore, as stated by case 3, it can be observed that the lower channel appears inverted in

the interval 0;BL½ �, whereas the upper channel is not inverted and adjacently emerges in the

margin BL;BL þ BU½ �. Note also that, for representation clarity, a little guard band has been

considered in the simulation process.

The design rules provided in Table 10.1 have been validated with many examples for all

eight cases. If the f L and D parameters do not fulfil the design equations, then the minimum

sub-Nyquist sampling frequency f s;min irremediably causes aliasing. Figure 10.8 shows an

illustrative example of this situation. The only difference in relation to Figure 10.7 is that

now D ¼ 400MHz, implying that the equations are not met.

Additionally, it is worth remarking that the fact that the minimum sub-Nyquist frequency

avoids aliasing does not necessarily imply that a higher sampling frequency should also cir-

cumvent this band overlapping. As a proof of that, let us consider again the signal assumed in
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Figure 10.6 Spectrum magnitude of the frequency-asymmetrical dual-band signal (simulation

parameters: BL ¼ 200MHz, BU ¼ 100MHz, f L ¼ 1000MHz and D ¼ 200MHz).
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Figure 10.6, but now sampled at a higher sampling frequency f s ¼ 700MHz. Figure 10.9

shows that aliasing arises for this example.

Subsequently, in order to verify Equations (10.10) and (10.11), the acquisition of a triple-

band signal is addressed. The channel bandwidths are B1 ¼ 100MHz, B2 ¼ 50MHz and

B3 ¼ 25MHz, respectively; the lowest frequency is f L ¼ 1050MHz, whereas the interband

separations are D1 ¼ 350MHz and D2 ¼ 700MHz. Figure 10.10 shows the spectrum magni-

tude of this signal after sampling at the minimum rate f s;min ¼ 350MHz. In this case,

aliasing and spectral inversion are not observed since the signal parameters fulfil Equations

(10.10) and (10.11).

In order to verify the equations provided in Section 10.2.3, let us consider Figure 10.11,

which represents, in normalized terms, the amplitude spectrum of a four-channel signal.

Here, the normalized frequency f Nz ¼ f=f 0 has been used, where f 0 is the centre frequency

of the quad-band signal. Thus, BNz ¼ B=f 0, Df Nz ¼ Df=f 0 and f L1;Nz ¼ f L1=f 0.
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Figure 10.8 Spectrum magnitude of the frequency-asymmetrical dual-band signal after subsampling

at the minimum sub-Nyquist frequency: aliasing exists (simulation parameters: BL ¼ 200MHz,

BU ¼ 100MHz, f L ¼ 1000MHz, D ¼ 400MHz and f s ¼ f s;min ¼ 600MHz).
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Figure 10.7 Spectrum magnitude of the frequency-asymmetrical dual-band signal after subsampling

at the minimum sub-Nyquist frequency: aliasing is avoided (simulation parameters: BL ¼ 200MHz,

BU ¼ 100MHz, f L ¼ 1000MHz, D ¼ 200MHz and f s ¼ f s;min ¼ 600MHz).
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For the particular example of BNz ¼ 2=15, Df Nz ¼ 4=15 and f L1;Nz ¼ 8=15, it can be eas-

ily verified that the conditions listed in Table 10.3 are met. This means that the minimum

sub-Nyquist sampling frequency, f s;min;Nz ¼ f s;min=f 0 ¼ 16=15, does not give rise to aliasing

in this case. Figure 10.12 shows the normalized representation of the magnitude spectrum of

the sampled signal s1ðtÞ, according to Equation (10.15). Effectively, it is proven that no alias-
ing emerges in this signal when sampled at the minimum sub-Nyquist rate.

10.4 Design of Signal-Interference Multiband Bandpass Filters

According to Figures 10.2 and 10.3, the key element in the multiband RF front-end architec-

ture based on the direct-sampling paradigm is the input RF multichannel filter. Traditionally,

microwave bandpass filters have been designed through circuit networks shaped by electro-

magnetically coupled resonators. However, this solution can hardly be used to design
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Figure 10.10 Spectrum magnitude of the frequency-asymmetrical triple-band signal after subsam-

pling: aliasing is circumvented (simulation parameters: B1 ¼ 100MHz, B2 ¼ 50MHz, B3 ¼ 25MHz,

f L ¼ 1050MHz, D1 ¼ 350MHz, D2 ¼ 700MHz and f s ¼ f s;min ¼ 350MHz).
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Figure 10.9 Spectrum magnitude of the frequency-asymmetrical dual-band after subsampling:

undesired aliasing emerges (simulation parameters: BL ¼ 200MHz, BU ¼ 100MHz, f L ¼ 1000MHz,

D ¼ 200MHz and f s ¼ 700MHz).
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multiband bandpass filters with four or more bands, particularly when the multiband filtering

action must be created in an ultra-wideband (UWB) spectral range.

Fortunately, the signal-interference approach for the development of high-frequency filters

turns out to be correct when multiband features are imposed on their transfer functions. In

this section, the basic theory to synthesize signal-interference multiband bandpass filters is

described. The interest here is not only in evenly spaced equal-bandwidth multiband filters

but also those with spectral asymmetry between the bands.

10.4.1 Evenly Spaced Equal-Bandwidth Multiband Bandpass Filters

The circuit detail of the proposed multiband bandpass filter with evenly spaced equal-band-

width channels is reported in Figure 10.13 [17, 18]. The fundamental element in its structure

is the signal-interference transversal filtering section, shaped by the parallel connection of

two different transmission-line segments. The Z and u variables refer to the characteristic

impedance and electrical length of each line, respectively.

Figure 10.12 Spectrum magnitude of the sampled quad-band signal: no aliasing arises

(simulation parameters: BNz ¼ 2=15, Df Nz ¼ 4=15, f L1;Nz ¼ 8=15 and f s;Nz ¼ f s;min;Nz ¼ 16=15).
# 2011 IEEE. Reprinted, with permission, from [17].

Figure 10.11 Normalized representation of the amplitude spectrum of the quad-band signal. # 2011

IEEE. Reprinted, with permission, from [17].
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The transversal filtering section, by means of feedforward signal-interference principles,

allows multiband bandpass filtering transfer functions with N one-pole passbands and inter-

band power transmission zeros within the spectral range 0; 2f 0½ Þ to be synthesized. To this

aim, the following design equations for their parameters must be used:

1

Z1

� 1

Z2

¼ 1

Z0

ð10:17Þ

u1 f 0ð Þ ¼ Np

2
; u2 f 0ð Þ ¼ N þ 2ð Þp

2
ð10:18Þ

where Z0 is the reference impedance. Formulas for the resulting N transmission-pole fre-

quencies are as follows:

f 1; f 2; . . . ; f Nf g ¼ 2kf 0
N þ 1

; k ¼ 1; 2; . . . ;N

� �
ð10:19Þ

Note that, in Figure 10.13, two identical filtering sections have been cascaded. This is done

to an increase in the out-of-band power rejection levels as required in real applications.

Input/output transmission line segments have also been added to enhance in-band power

matching for all the passbands. Obviously, more selectivity can be attained by cascading

more transversal sections, but at the expense of higher power insertion losses.

10.4.2 Stepped-Impedance Line Asymmetrical Multiband Bandpass Filters

Spectral asymmetry can be incorporated into this class of microwave filter by using stepped-

impedance lines in the transversal filtering section [19]. This feature can be exploited to

develop multipassband filters with bands having different bandwidths.

The main concept behind this idea is inspired by the well-known equivalence between a

conventional half-wavelength open-ended transmission line resonator and its stepped-imped-

ance counterpart, as indicated in Figure 10.14, where the relationship shown must provide a

perfect correspondence at the design frequency f d.

Indeed, by using the equivalence outlined in Figure 10.14, transversal filtering sections with

strongly asymmetrical passbands can be synthesized. As an example, Figure 10.15 shows two

different stepped-impedance line realizations of the network formed by two in-parallel lines

of p and 2p electrical length at f d ¼ f 0, respectively (i.e. N ¼ 2 in Equations (10.18) and

(10.19)). In this case, an asymmetrical dual-band transfer function is attained.

Figure 10.13 Detail of the proposed multiband bandpass filter with symmetrical evenly spaced equal-

bandwidth channels. # 2011 IEEE. Reprinted, with permission, from [17].
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10.5 Building and Testing of Direct-Sampling RF Front-Ends

In a direct-sampling approach to simultaneously acquire several bands, the use of the mini-

mum sub-Nyquist sampling frequency relaxes the demands imposed on the ADC. If the

multiband signal to be acquired meets the conditions indicated in this chapter, then this mini-

mum sampling rate f s;min circumvents undesired aliasing. As previously mentioned, the key

element in this direct-sampling-based RF front-end is the multiband bandpass filter carrying

out the multichannel signal preselection. In this section, two different microstrip prototypes

of a multiband bandpass filter intended for a minimum-sampling rate RF front-end are manu-

factured and characterized. The design process for these microwave filters is based on the

theoretical principles expounded in Section 10.4.

10.5.1 Quad-Band Bandpass Filter

Let us assume a quad-band acquisition system, whose four channels have the following

values for the centre frequencies: f c1 ¼ 1:2GHz, f c2 ¼ 1:73GHz, f c3 ¼ 2:27GHz and

f c4 ¼ 2:8GHz. The desired bandwidth for each channel is B ¼ 267MHz. Under this

assumption, the corresponding evenly spaced equal-bandwidth quad-band acquisition system

has the parameters: f L1 ¼ 1:07GHz, B ¼ 267MHz and Df ¼ 533MHz. Hence, according to

Table 10.3, the minimum sampling frequency avoids aliasing in this system.

By using the design rules reported in Section 10.4.1, a quad-band bandpass filter has been

designed, constructed and measured for this application. A photograph of the manufactured

microstrip prototype is shown in Figure 10.16.

The simulated (circuit model and electromagnetic predictions) and measured power trans-

mission and reflection responses for this circuit are plotted in Figure 10.17. Simulations have

Figure 10.14 Conventional half-wavelength open-ended transmission line resonator and its

equivalent stepped-impedance counterpart at f d .

(a) (b)

Figure 10.15 Stepped-impedance line versions of the transversal filtering section shaped by two in-

parallel transmission lines of p and 2p electrical lengths at f d . # 2011 IEEE. Reprinted, with

permission, from [19].
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been performed with the commercial packages HP-Ees of Libra and HFSS v10.0 of Ansoft.

Measurements have been carried out by means of an HP-8720C network analyser of Agilent.

As shown, the desired bands are correctly approximated. To this end, the generation of the

out-of-band transmission zeros is essential.

10.5.2 Asymmetrical Dual-Band Bandpass Filter

Let us assume a dual-band acquisition system, with channels exhibiting the following centre

frequencies: f c1 ¼ 1:53GHz and f c2 ¼ 3GHz. The lower-channel bandwidth is specified as

Figure 10.16 Photograph of the manufactured microstrip quad-band bandpass filter prototype

(substrate: CER-10 of Taconic). # 2011 IEEE. Reprinted, with permission, from [17].

-0.7 dB -1 dB -1.4 dB

-1.7 dB

Figure 10.17 Simulated and measured power transmission ( S21j j) and reflection ( S11j j) responses for
the manufactured microstrip quad-band bandpass filter prototype: (a) S21j j, (b) S11j j. # 2011 IEEE.

Reprinted, with permission, from [17].
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BL ¼ 133MHz, whereas the bandwidth for the upper channel is BU ¼ 400MHz. Note the

high asymmetry imposed on this dual-band signal. Consequently, the lowest frequency is

f L ¼ 1:47MHz and the interband separation is D ¼ 1:2GHz. This signal meets the condi-

tions given in Table 10.1 (case 6, r ¼ 3 and s ¼ 3) and, hence, the minimum sampling

frequency (f s;min ¼ 2 BL þ BUð Þ) does not give rise to aliasing.
By using the theory indicated in Section 10.4.2, a frequency-asymmetrical dual-band

bandpass filter has been built and tested for this system. A photograph of the developed

microstrip prototype is provided in Figure 10.18.

The simulated (circuit model and electromagnetic results) and measured power transmis-

sion and reflection responses for this prototype are drawn in Figure 10.19. For the simulation

-24.2 dB

-15 dB
-17 dB

-11.4 dB

Figure 10.17 (Continued )

Figure 10.18 Photograph of the frequency-asymmetrical microstrip dual-band bandpass filter

prototype (substrate: CER-10 of Taconic).
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and characterization processes, the same tools and equipment as in the previous example

were employed. As shown, again, the desired bands are fairly approximated, taking this ben-

efit from the creation of the stopband transmission nulls.

10.6 Conclusions

The direct-sampling approach is an interesting alternative to implement the SDR paradigm.

Indeed, if a sub-Nyquist sampling frequency is employed, less stringent demands are

imposed on the ADC. In this chapter, the conditions that a multiband signal should meet to

guarantee that the minimum sub-Nyquist sampling frequency circumvents aliasing have

been explored. The analysis has been made for a dual-band signal and for an evenly spaced

equal-bandwidth multiband signal. Simulations have confirmed the validity of the derived

Figure 10.19 Simulated and measured power transmission ( S21j j) and reflection ( S11j j) responses for
the microstrip frequency-asymmetrical dual-band bandpass filter prototype: (a) S21j j, (b) S11j j.
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design rules. On the other hand, it has been shown that the key element in the multiband

direct-sampling RF front-end is the input RF multiband bandpass filter, which can be imple-

mented by using novel signal-interference techniques. Moreover, the employment of

stepped-impedance lines in this kind of high-frequency filter concept enables frequency-

asymmetrical filtering transfer functions to be attained. For experimental validation, two

microstrip multiband bandpass filter prototypes for two different examples of a multichannel

sub-Nyquist acquisition system have also been designed, manufactured and characterized.
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11.1 Introduction

Over the past decade there has been an increasing interest in the development of milli-

meter (mm)-wave broadband wireless systems and enabling technologies [1]. Consistent

effort in this direction has been largely motivated by the foreseen opportunities for

V-band technology in the broader consumer electronics market. The benefits of utilizing

the spectrum in the range 57–66GHz are numerous. The available bandwidth within this

range of frequencies is capable of very large data throughput transmission, currently pro-

jected in excess of 5 Gb/s [2]. Given the rapid increase in bandwidth demand and coupled

with the saturation of available bandwidth at lower frequencies, mm-wave systems are

emerging as the natural choice for emerging high-throughput communication applica-

tions. Significantly, propagation of signals at 60 GHz is inherently limited to a short

range due to an oxygen absorption peak, which introduces typical free-space propagation

losses of 10–15 dB/km [1]. Consequently, near co-sited systems operating on the same

frequency can be inherently noninterfering and frequency reuse becomes naturally

available across distances of a few tens of meters. Driven by these opportunities and

forecasted applications, spectrum regulators globally are converging towards the availa-

bility of this band for unlicensed short-range data transfer applications.
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First Edition. Edited by Apostolos Georgiadis, Hendrik Rogier, Luca Roselli, and Paolo Arcioni.
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The vibrant environment set by this landscape has driven rapid developments in the

standardization of V-band short-range communication systems. Industry groupings and

standardization bodies have been issuing sets of standards for 60 GHz communication

systems; at the time when this chapter was written the latest version by a major body

was issued in 2010. Pre-commercial demonstrators have already been produced by

several groups within the academia [2–4] and industry [2–6], while the first commercial

V-band chipset capable of transmitting up to 480Mb/s was launched in 2007 [7]. Yet,

despite the rapid developments in this field, significant engineering challenges remain to

be addressed in order to deliver fully the envisaged capability for V-band wireless

systems.

Since from the outset the majority of envisaged applications for V-band wireless sys-

tems have been in the consumer electronics sector, price has been the key factor in making

the technology commercially viable. Hence, despite the performance advantages of III–

V semiconductor technology, such as GaAs, at mm-wave frequencies, a more feasible

choice in order to realize an RF front-end at a minimized price level for widespread

integration in consumer electronic products is required. Lower cost solutions (e.g., mm-

wave centered CMOS (typical values for a 65 nm CMOS transistor are fT� 225 GHz,

fmax� 300GHz) [8] or BiCMOS (typical values for a 130 nm SiGe BiCMOS transistor

fT� 200 GHz, fmax� 285 GHz) [9] can offer a significantly improved performance-to-

cost ratio, while also allowing for integration of the baseband circuitry with the RF

front-end [2]. Within the context of a rapidly changing landscape in the RF semi-

conductor industry, the technology of choice for mass-production V-band broadband

systems are likely to be determined as the lowest cost solution that meets the minimum

performance requirements. At the time this chapter is written, and despite the rapid

developments in mm-wave CMOS technology, SiGe BiCMOS appears to be a dominant

solution.

The synthesis of circuits and subsystems in V-band RF front-ends necessitates an

accurate microwave monolithic integrated circuit (MMIC) design library consisting of

well-validated passive, active small signal as well as large signal component models,

with realistic parasitics included, which are compatible with modern circuit simulation

tools such as ADS [10] or CADENCE [11]. Circuit design also has to be validated

for layout using numerical electromagnetic simulation tools, such as CST [12] and

HFSS [13]. The development of the component library should, in turn, be informed by

the overall system architecture. The system architecture, and the associated performance

requirements on individual components, should be carefully selected to be commensurate

with price-to-performance ratio requirements. Although there are detailed aspects of

MMIC design that are dependent on the selected semiconductor technology, the develop-

ment of a design library linked with a study of the system architecture is a significant

step toward establishing an enabling technology for V-band wireless communication

systems regardless of the chosen technology.

This chapter aims to provide an introduction to the design of V-band wireless systems for

short-range communications. Section 1.2 presents an overview of the standardization activi-

ties globally while Section 1.3 looks into some potential system architectures for 60GHz

communication systems. The design of MMIC components in SiGe BiCMOS technology,

selected to emphasize different system insertion aspects, is presented in Section 1.4 and an

outlook is given in Section 1.4.4.
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11.2 V-Band Standards and Applications

Spectrum regulators globally have converged in allocating an unlicensed band around

60GHz band (frequencies of 57–64GHz are available in North America and Korea, 59–

66GHz in Europe and Japan), as shown in the Figure 11.1. The main drive for this allocation

is short-range broadband wireless communications. Compared with the microwave band

(2.5GHz and 5GHz), the amount of available bandwidth at 60GHz is plentiful and provides

the ability to support high-rate wireless communications.

Standardization in 60GHz wireless communication systems is currently under develop-

ment by several industry consortia and international standard organizations. IEEE 802.15

Task Group 3c [14] has considered a millimeter-wave alternate physical layer for the IEEE

802.15.3 standard for WPANs (IEEE 802.15c completed in October 2009). The European

Computer Manufacturer Association (ECMA version 2.0 in December 2010) [15] has

developed a 60GHz technology standard for very high data rate short-range unlicensed com-

munications to support bulk data transfer such as downloading data from a kiosk and HD

multimedia streaming. WirelessHD [16] is an industry-led effort to define a next-generation

wireless HD interface specification for consumer electronics products. The consortium

completed the WirelessHD specification version 2.0 in May 2010. In addition, some WiFi

companies also exploit 60 GHz spectrum through the development of the IEEE 802.11.

WiGig [17] (Wireless Gigabit Alliance) is privately developed through an industry consor-

tium and has already published version 1.0 (backward compatible with the IEEE 802.11

standard) in May 2010, with consumer products expected to roll-out in late 2011.

11.2.1 IEEE 802.15.3c Standard

The IEEE 802.15.3c standard provides an internationally defined physical layer framework

to support consumer 60GHz WPANs. The specification was issued in October of 2009 by

Task Group 3c IEEE 802.15 working group. According to this standard, the frequency range

56 .0 57.0 58 .0 59 .0 60.0 61 .0 62 .0 63.0 64 .0 65 .0 66.0 67 .0

Australia

Japan

China

EU

Korea

Canada

USA

Spectrum Allocation (GHz)

Figure 11.1 International unlicensed spectrum around 60GHz.
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between 57 024 and 65.88GHz is divided into four channels, each of 2.16GHz, shown in

Table 11.1.

The IEEE 802.15.3c describes three types of transmission modes: single carrier mode (SC

PHY), high speed interface mode (HIS PHY), and audio/visual mode (AV PHY). In addition,

to promote coexistence and interoperability, a common mode signaling (CMS) is defined for

channel scanning as well as providing a low rate communication mode.

The SC PHY is specified with a high degree of flexibility in order to allow implementers

the ability to optimize for different applications. This standard provides three kinds of modu-

lation schemes according to different wireless connectivity applications. Low rate (Type 1) is

specified for data rates up to 1.5Gb/s. Medium rate (Type 2) is specified for data rates up to

3Gb/s. High rate (Type 3) is specified for data rates in excess of 5 Gb/s. The modulation

scheme selection for each type is different. For the low rate SC transmission mode, the

preferred modulation scheme is p/2 BPSK; for the medium rate SC transmission mode, the

preferred modulation scheme is p/2 QPSK; for the high rate SC transmission mode, the pre-

ferred modulation scheme is p/2 8-PSK and p/2 16-QAM.

The HSI PHY is designed for devices with low-latency, bidirectional high-speed data

wireless connectivity applications. It uses OFDM. The HSI PHY supports a variety of mod-

ulation and coding schemes (MCSs), which can be further classified according to the

throughput delivered. For the coding mode EEP, MCS0–MCS3 are specified for data rates

up to 2.695Gb/s with modulation scheme QPSK; MCS4–MCS6 are specified for data rates

up to 5.390Gb/s with modulation scheme 16-Q AM; MCS7 is specified for data rates up to

5.775Gb/s with modulation scheme 63-Q AM. For the coding mode UEP, MCS8–9 are

specified for data rates up to 2.503Gb/s with modulation scheme QPSK; MCS10–11 are

specified for data rates up to 5.005Gb/s with modulation scheme 16-QAM.

The AV PHY is designed for NLOS operation and the transport of uncompressed, high-

definition video and audio. It is implemented with two PHY modes: the high-rate PHY

(HRP) and the low-rate PHY (LRP), both of which use OFDM. The HRP mode supports

seven kinds of MCs. For the coding mode EEP, MCS0–MCS1 are specified for data rates up

to 1.904Gb/s with modulation scheme QPSK and MCS2 is specified for data rates up to

3.807Gb/s with modulation scheme 16-QAM. For the coding mode UEP, MCS3 is specified

for data rates up to 1.904Gb/s with modulation scheme QPSK and MCS4 is specified for

data rates up to 3.807Gb/s with modulation scheme 16-QAM. For the coding mode MSB,

MCS5–MCS6 is specified for data rates up to 1.904Gb/s with modulation scheme QPSK.

The LRP mode supports four kinds of MCs. MCS0–MCS3 are specified for data rates up to

10.2Mb/s with modulation scheme BPSK.

Table 11.1 Millimeter-wave PHY channelization according to IEEE

802.15.3c standard [14]

Channel Central frequency, fc (GHz) Bandwidth (GHz)

1 58.320 2.1600

2 60.480 2.1600

3 62.640 2.1600

4 64.800 2.1600
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The transmitter and receiver specifications of all the three transmission modes are summa-

rized in Tables 11.2 and 11.3, respectively.

11.2.2 ECMA-387 Standard

The second version of the ECMA-387 specification for the high-rate 60GHz PHY, MAC,

and HDMI PALs was issued in December of 2010 [15]. This standard specifies a PHY

(physical layer), MAC (medium access control) sublayer, and an HDMI (high-definition

multimedia interface) protocol adaptation layer for 60GHz wireless networks. The PHY

operates in the 57–66GHz frequency band. Table 11.4 depicts the channel-band allocation.

Channel bonding allows the system to use two or more channels at the same time.

Two types of devices are defined in the standard: type A and type B. Both of the device

types can work independently or coexist and communicate with each other.

Type A. There are 22 kinds of mode in type A devices. They operate at an SCBT mandatory

mode (A0) at 0.397Gb/s with other optional SCBT modes (A1–A13) at data rates of

Table 11.2 Receiver specification according to IEEE 802.15.3c standard [14]

Mode Reference

sensitivity (dBm)

Frame (bit)

error rate

Receiver maximum

input level (dBm)

SC �46–70 FER< 8% >�10

HSI MSC0 <�50 BER< 10�6 >�25

MSC1 <�70

AVI LRP <�70 BER< 10�7 >�30

HRP <�50 >�24

Table 11.3 Transmitter specification according to IEEE 802.15.3c standard [14]

Mode EVM

(dB)

Central

frequency

tolerance

Nominal used

bandwidth

TX power

on/off ramp

Subcarrier

frequency

spacing

SC 1 �7 <�25mHz/Hz N/A <9.3 ns N/A

2 �14

3 �21

HSI <1.5Gb/s �7 <�20mHz/Hz 1815MHz N/A 5.15 625MHz

2.1–2.7Gb/s �14

2.8–5.3Gb/s �21

>5.4Gb/s �23

AVI LRP LRP0 �10 <�20mHz/Hz 1.76GHz N/A 4.96MHz

LRP1 �10

LRP2 �12

LRP3 �12

HRP HRP0 �10 <�20mHz/Hz 92MHz N/A 2.48MHz

HRP1 �14

HRP2 �19

Mm-Wave Broadband Wireless Systems 299



0.794Gb/s to 6.350Gb/s (without channel bonding) and optional OFDM modes at data

rates of 1.008Gb/s to 4.032Gb/s (A14–A21).

Type B. There are four kinds of mode in type B devices. They operate using DBPSK at data

rates of 0.794Gb/s to 1.588 Gb/s (without channel bonding), with optional modes of

DQPSK and UEP-QPSK at data rates of 3.175Gb/s.

The transmitter and receiver specification of both types of devices are categorized in

Tables 11.5 and 11.6, respectively.

11.2.3 WirelessHD

WirelessHD is an industry-led effort to define a next-generation wireless HD interface speci-

fication for consumer electronics products. The first edition of the WirelessHD specification

was completed in January 2008 and the second one was issued in May of 2010. It is a wire-

less high-definition digital interface technology band and represents the first consumer

application of 60GHz technology. It primarily delivers Gb/s streamed video and audio. It is

suitable for a wide range of devices including televisions, Blu-ray players, and a variety of

Table 11.4 Band allocation according to the ECMA-387 standard [15]

Channel Central frequency, fc (GHz) Bandwidth (GHz)

1 58.320 2.16

2 60.480 2.16

3 62.640 2.16

4 64.800 2.16

5 59.400 4.32

6 61.560 4.32

7 63.720 4.32

8 60.480 6.48

9 62.640 6.48

10 61.560 8.64

Table 11.5 Receiver specification according to the ECMA-387 standard [15]

Type Minimum receiver

sensitivity (dBm)

Receiver clear channel

assessment performance

Type A SCBT (A0–A13) �43.5��60 CCAwill be launched to indicate a busy

channel when transmissions at a receiver

level are equal to or greater than

�85.0 dBm

OFDM (A14–A21) �50.2��60.6

Type B B0 �60.7

B1 �57.7

B2 �54.6

B3 �54.6
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other source devices. Two types of physical layers are defined in the standard: the high-rate

PHY (HRP) and the low-rate PHY (LRP).

The high-rate PHY (HRP) is used for data transfer with a capability in excess of 3Gb/s. It

uses OFDM. Multiple data rates are supported by the HRP with various modulations and

coding schemes. The HRP supports a variety of modulation and coding schemes (MCSs),

which can be further classified according to the throughput delivered. For the coding mode

EEP, MCS0–MCS1 are specified for data rates up to 1.904Gb/s with modulation scheme

QPSK; MCS2 is specified for data rates up to 3.807Gb/s with modulation scheme 16-QAM.

For the coding mode UEP, MCS3 is specified for data rates up to 1.904Gb/s with modulation

scheme QPSK; MCS4 is specified for data rates up to 3.907Gb/s with modulation scheme

16-QAM. For the coding mode MSB, MCS5–MCS6 is specified for data rates up to

1.904Gb/s with modulation scheme QPSK.

The low-rate PHY (LRP) is used for carrying data with a capability of less than 40Mb/s. It

can also be used for low-rate data streaming of audio. The LRP uses BPSK modulation, with

data rates up to 40Mb/s for all four schemes.

A total of four channels in the frequency range of 57–66GHz are defined for HRP and

LRP, as shown in Table 11.7.

11.2.4 WiGig Standard

The wireless gigabit (WiGig) specification is established by the Wireless Gigabit

Alliance and developed based on the existing IEEE 802.11 standard for wireless commu-

nication at multigigabit. The first edition of the WiGig specification was issued in May of

2010 [17]. The WiGig standard is quite close to its IEEE 802.11 counterpart and there is

speculation that the two groups could merge into a single standard [18]. According to the

WiGig standard, the spectrum is divided into four channels, each 2.16GHz wide. WiGig

supports triband devices, 2.4, 5, and 60GHz bands. The delivered data speed could be up

to 7Gb/s. The standard’s application would be, but not limited to, fast data communica-

tion applications, such as uncompressed video transmission. The specification supports

Table 11.6 Transmitter specification according to the ECMA-387 standard [15]

Type EVM (dB) Transmitter

center

frequency

tolerance

Symbol

clock

frequency

tolerance

Transmitter

power

control

Clock

synchronization

RMS (dB)

Type A SCBT (A0–

A13)

EVM �4.8

��12

<�20 ppm <�20

ppm

Changed

with

2 dB

step size

within

�1 dB or

20% of

the

change

Should be

derived from

the same

oscillator

OFDM

(A14–

A21)

RMS �7.3

��20.9

Type B B0 RMS �7

B1 RMS �7

B2 RMS �8.2

B3 RMS �8.2
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two types of modulation and coding schemes: OFDM with speeds up to 7Gb/s and SC

with speeds up to 4.6 Gb/s.

11.3 V-Band System Architectures

Several system architectures suitable for V-band broadband wireless communication systems

have been proposed in the literature [2]. In this section, the traditional heterodyne and

homodyne architectures are reviewed for the case of V-band receivers. The large available

bandwidth at V-band further allows simpler architectures with reduced spectral efficiencies

in order to provide the required data throughput, while offering opportunities for reduced

cost and improved system power efficiency. This is discussed in Section 1.3.3.

11.3.1 Super-Heterodyne Architecture

The super-heterodyne architecture has been a standard choice for wireless receivers for a

long time [18]. A super-heterodyne system converts received RF signals into baseband in

several steps. The RF signals are first down-converted into the intermediate frequency (IF)

with a high-frequency local oscillator (LO). After channel selection filtering, these IF signals

are down-converted once again into the baseband with an IF LO. Generally, this approach

provides not only high channel selectivity and sensitivity, but also immunity to DC offset,

LO leakage, and I/Q mismatch at the cost of the image frequency and half IF problem [19].

Figure 11.2 shows a block diagram of a typical super-heterodyne receiver. An RF band-pass

filter (BPF) lies between the antenna and low-noise amplifier (LNA) to reject the out-of-band

signal. The filtered in-band signals are then amplified by a following LNA in order to keep

the system noise floor as low as possible. The image signal can be rejected by either an

Table 11.7 HRP/LRP frequency plan according to the WirelessHD standard [16]

Channel Central frequency, fc (GHz) Bandwidth

HRP 1 58.320 2.16GHz

2 60.480 2.16GHz

3 62.640 2.16GHz

4 64.800 2.16GHz

LRP 1_1 58.161 375 98MHz

1_2 58.320 98MHz

1_3 58.478 215 98MHz

2_1 60.321 375 98MHz

2_2 60.480 98MHz

2_3 60.638 215 98MHz

3_1 62.481 375 98MHz

3_2 62.640 98MHz

3_3 62.798 215 98MHz

4_1 64.641 375 98MHz

4_2 64.800 98MHz

4_3 64.958 215 98MHz

302 Microwave and Millimeter Wave Circuits and Systems



image-rejection mixer or by a following image-rejection bandpass filter. The first mixer

translates the RF signal down to the first IF frequency. An automatic gain control (AGC)

amplifier adjusts signal levels for optimum I/Q demodulator operation. After splitting into

two branches of I/Q quadrature signals, the first IF signals are down-converted into baseband

with two mixers and the second quadrature IF LOs, which come from either quadrature LO

or with the help of a 90 degrees coupler.

11.3.2 Direct Conversion Architecture

Direct conversion, also called zero-IF or homodyne conversion, down-converts the received

RF signals directly to baseband without any intermediate stage [20–23]. This architecture is

simpler and requires fewer RF components than the super-heterodyne counterpart. Therefore

it leads to lower DC consumption and the possibility of easier monolithic one-chip integra-

tion since the IF saw filter and subsequent stages are now replaced with a lowpass filter.

Figure 11.3 shows a block diagram of a typical direct conversion receiver. An RF bandpass

filter (BPF) is employed between the antenna and the low-noise amplifier (LNA) to reject the

out-of-band signal. The filtered in-band signals are then amplified by a following LNA in

order to keep the system noise floor as low as possible. Then, signal levels are adjusted by an

automatic gain control (AGC) amplifier for optimum I/Q demodulator operation. After split-

ting into two branches of I/Q quadrature signals, the first IF signals are down-converted into

BPF BPF VGA

LPF

LPF

ADC

ADC

IF PLL90°

PLL

LNA

Figure 11.2 Super-heterodyne receiver.

BPF VGA

LPF

LPF

ADC

ADC

90°LNA IF PLL

Figure 11.3 Direct-conversion receiver.
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baseband with two mixers and the second quadrature IF LOs, which come from either quad-

rature LO or with the help of a 90� coupler.
One of the major drawbacks of direct-conversion receivers is LO self-mixing. This

results in DC offset and degrades the receiver dynamic range. I/Q mismatch is another

issue that has to be taken into account in direct-conversion receivers. It mainly comes from

the immature RF technology, the tolerance of which becomes larger as the operating fre-

quency increases.

11.3.2.1 Example: Single-Carrier Direct Conversion Architecture

In the remaining part of this section, direct-conversion architecture is chosen as an example

to analyze the system performance. This is motivated by the following:

� It is the simplest architecture, which facilitates the implementation.
� No highly selective bandpass filters are necessary and no image problems exist.
� A low sampling rate requirement of ADC.

The receiver architecture is used as an example, since the dual properties mostly apply to

the transmitter. The simplified direction conversion block diagram shown in Figure 11.4 is

employed.

A primary characteristic for any wireless system is a link budget. A link budget is a

method of accounting for all the gains and losses in a communication system, from the

power output to the received signal at the receiver.

Consider a high-capacity link operating with the following real-world performance

characteristics:

� Operating frequency band: 60GHz
� LNA: 15 dB gain; 6 dB NF; �5 dBm IIP3
� Mixer: 3 dB gain; 10 dB NF; 5 dBm IIP3
� LPF: 8 dB gain; 10 dB NF; �10 dBm IIP3
� AGC: 10–40 dB gain; 15 dB NF; 0 dBm IIP3

The calculated system characteristics including cumulative gain, noise figure IIP3, and

signal noise rate can be summarized in Table 11.8.

The calculated RF-end characteristics are then added to the baseband system for system

simulation. Here a differential binary phase shift keying (BPSK) is chosen as modula-

tion/demodulation scheme and a 2Gb/s data stream as input. Figure 11.5 shows a block

diagram of a DBPSK-based modulator/demodulator in Matlab Simulink.

Mixer

LPF AGCLNA

Figure 11.4 Simplified direct-conversion receiver.
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Figure 11.6 gives the simulated bit error rate performance of the proposed DBPSK-based

modulator/demodulator. With a 9.2 dB SNR input and 2Gb/s data stream, the simulated bit

error is around 1� 10�4. From the curve, an improved 12 dB SNR performance is shown to

be required to obtain a level of 1� 10�7 BER.

11.3.3 Bits to RF and RF to Bits Radio Architectures

Due to large bandwidth unlicensed spectrum availability at V-band, high-speed mediocre

spectral efficiencies as low as 0.25 bit/s/Hz can be considered and hence simple radio archi-

tectures become a viable proposition. Such radio architectures offer significant cost and

power reduction possibilities. Of this class of radio the impulse radio architecture, shown in

Figure 11.7, is probably the simplest [24]. Here pulse-position modulation (PPM) is gener-

ated using pulse widths from 2 ns to 200 ps (equivalent to bit rates of 500Mb/s to 5Gb/s).

The key element here is a single-pole single-throw (SPST) switch; see Section 11.4.4 below.

With this type of wireless, direct baseband to mm-wave signal up-conversion to 60GHz

Table 11.8 Calculated system characteristics

LNA Mixer LPF AGC

Low High

Gain(dB) 15 3 8 10 40

NF(dB) 6 10 10 15

IIP3(dBm) �5 5 �10 0

Cumulative gain(dB) 4 36–66

Cumulative NF(dB) 1 6.75

Cumulative IIP3(dBm) 2 �35

SNR(dB) 3 9.23

Figure 11.5 Block diagram of the DBPSK-based modulator/demodulator.

Mm-Wave Broadband Wireless Systems 305



occurs. A Gaussian filter is typically used in order to ensure compliance with the 60GHz

spectral transmission mask.

11.4 SiGeV-Band MMIC

For the 60GHz applications, III–V semiconductor technologies such as GaAs and InP have

mostly been used in the past since compound semiconductors have possessed the best overall

performance for mm-wave MMICs. However, silicon-based mm-wave MMIC technology

has recently developed largely due to advances in process technology and lithographic tech-

niques. There are two main driving forces for the development of the silicon technologies

toward mm-wave MMICs: the lower cost compared to compound semiconductors and the

possibility of integrating both digital and multifunction analog designs on the same chip.

The lower cost is not only due to lower production costs, which originate from cheaper epi-

taxial material, but also from the large number of silicon foundries that offer mature and

stable processing together with high yield and large wafer sizes.

Among the emerging silicon technologies, SiGe-based HBT and CMOS silicon technolo-

gies have been used, where the latter is often highlighted as the most interesting due to its

low cost and the former due to its better, close to III–Vs, high-frequency performance.

Figure 11.6 Simulated BER performances.

VCO Switch Amplifier

Bit Stream

Band Pass
Filter

Figure 11.7 Impulse radio architecture.
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Therefore, throughout this section, the emphasis is placed on SiGe-HBT as the most promis-

ing solution for the 60GHz wireless communication system in terms of the cost/performance

ratio.

11.4.1 Voltage Controlled Oscillator

In the transceiver system, one of the most important and complex blocks is the phase-locked

loop (PLL) which serves as a local oscillator (LO) to the mixing circuit to up/down-convert

the modulated carrier signal. In addition to the requirement for a wide operation frequency

tuning range, the PLL should exhibit a low spurious tone response so as not to deteriorate the

signal-to-noise ratio (SNR) in wideband systems [25, 27]. Obviously, a wideband low-gain

voltage controlled oscillator (VCO) is a prerequisite for the construction of such a demand-

ing PLL system [25, 27].

However, as the frequency increases, the parasitic parameters within the resonating tank

elements seriously constrain the frequency tuning range. A well-known problem is that

many harmonics coexist with the fundamental signal available at the VCO output. Thus har-

monics can be taken advantage of in order to decrease the design complexity at the high

operating frequency. The technique utilizing the second harmonic of the VCO core is very

attractive for deployment in the mm-wave frequency band, because the VCO core needs

only to oscillate at half of the desired frequency so that the trade-off among phase noise,

frequency tuning range, and power dissipation is alleviated. In this section, the second har-

monic signal is utilized in order to generate the desired frequency band using a summing

circuit [26]. The switched varactor array is introduced in order to obtain a low-gain wide

tuning range and an active single-ended to differential (STD) converter is also adopted in

order to create a differential pair.

11.4.1.1 Design of the 60 GHz Wide Tuning Range SiGeVCO

A simple block diagram of the VCO is shown in Figure 11.8(a). The entire circuit

consists of four blocks: a VCO core, a summing circuit, a single-ended to differential

converter, and a differential amplifier. The VCO core is designed to oscillate at funda-

mental frequency f0. The output signals of the VCO core are summed together using two

capacitors C9 and C10. Thus the even harmonics are extracted and all the odd harmonics

are canceled. As a result the second harmonic emerges at the output port of the summing

circuit. The extracted single-ended even harmonics are then converted to a differential

pair by the following single-ended to differential (STD) circuit since in many transceiver

systems a differential signal is preferred. After that, a differential cascode amplifier is

adopted to amplify the desired signal further at the 2f0 frequency and improve the phase

and amplitude balances of the STD output signals.

There are three varactor banks, Cv1 to Cv3, among which two are used for coarse

frequency tuning and the other, Cv1, is used for continuous fine tuning. C5 and C6

are functioned as DC blocking capacitors. R2 and R3 provide a DC feed-through path

for the PN junction varactor diodes. Customized spiral inductors, L1-2, are simulated

under three-dimensional EM EDA and modeled using a double-p equivalent RLC circuit

[28]. The simulated inductance and quality factor (Q-factor) at 30 GHz are about 142 pH

and 24 respectively. The variable capacitor banks include three varactor groups CV1–3,

two DC blocking capacitors C5–6, and two DC feeding resistors R2–3. The simulated
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Q-factor is about 6.5 at 30GHz. Transistors Q1–2 and capacitors C1–4 form a negative

resistance in order to compensate for the loss of the LC tank. A common emitter ampli-

fier with series RL load functions as a buffer amplifier stage to alleviate the capacitive

effect of the VCO core. The second harmonic signal is extracted single-ended by the

following summing circuit, which is constructed by a pair of capacitors, C9 and C10,

and then converted to a differential pair by a single-ended to differential converter circuit

[29]. The output of the summing stage is then injected into the base of Q6. A part of the

output signal of Q6 is fed back to the base of Q7 by using C11 to connect the Q7 base

node with the Q6 collector node. Transistors, Q8–9, are introduced to alleviate the Miller

effect in order to achieve an enhanced bandwidth. A differential common emitter ampli-

fier with high common mode rejection is used to amplify the desired signal and reduce

the phase and amplitude imbalance of the differential signal [30]. An impedance peaking

LC network is used as the load of the STD circuit. The high impedance of the LC net-

work is achieved by setting the resonant frequency of the LC network to about 60GHz.

Therefore the gain of the STD circuit can be enhanced. The output 50V impedance

matching network is included for testing purposes. It is constructed by placing a series

CLC network at the output path. Transmission line (T-line) inductors TL9–10 in the

Figure 11.8 (a) Block diagram of the wide tuning range VCO, (b) schematic of the wide tuning range

VCO. # 2011 IET. Reprinted, with permission, from [26].
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CLC network are constructed using the top and second metallization layers. In order to

provide better impedance matching, the line impedance of TL9–10 is designed to be

50V at 60 GHz. For accurate simulation, the parasitic capacitance from the I/O pad is

also modeled by a 40 fF capacitor and included in the circuit simulation. All bias

networks in the proposed VCO are omitted in the schematic shown in Figure 11.1(b).

Resistors are added to the emitter node of tail current sources to increase the output

impedance to provide better common mode noise rejection [30]. The transmission line

inductors used in the circuit are those available in the standard process design kit.

11.4.1.2 Measurement Results

The proposed wideband VCO was fabricated using 0.35mm SiGe technology. The micro-

photograph of the proposed VCO is shown in Figure 11.9.

The VCO was measured using an Agilent 11 974V preselected millimeter mixer and an

Agilent E4407B spectrum analyzer. The VCO has four discrete frequency bands, which

improve the frequency tuning range and decrease the VCO gain. The VCO operates from

58.85 to 70.85GHz, as shown in Figure 11.10, with about 20% frequency tuning range. The

measured VCO gain for the four frequency bands increases from 0.97GHz/V to 1.6GHz/V,

which is due to the decrease of the varactor size. The output power of the VCO ranges from

�40 to �35 dBm, as shown in Figure 11.11. The measured phase noise at 3MHz offset,

shown in Figure 11.12, ranges from �78 dBc/Hz to �89.5 dBc/Hz.

The output power spectrum at 69.5 GHz is shown in Figure 11.13. The entire circuit occu-

pies the 770� 550mm2 die area and consumes 62mA under a 3.5 V DC supply.

Figure 11.9 Microphotograph of the wide tuning range VCO. # 2011 IET. Reprinted, with permission,

from [26].
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11.4.2 Active Receive Balun

A balun can convert signals that are unbalanced (single-ended) about ground to signals that

are balanced (differential) or the reverse [31]. It is a key component in a feeding network

wherein differential transmission lines (CPS lines) are used to feed the two arms of a dipole

antenna. Compared with the traditional passive balun, such as transformer or Marchand

Figure 11.10 Measured operating frequency of the VCO. # 2011 IET. Reprinted, with permission,

from [26].

Figure 11.11 Measured output power of the proposed VCO. # 2011 IET. Reprinted, with

permission, from [26].
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Figure 11.12 Measured phase noise at 3MHz offset of the wide tuning range VCO. # 2011 IET.

Reprinted, with permission, from [26].

Figure 11.13 Measured output power spectrum at 69.5 GHz. # 2011 IET. Reprinted, with

permission, from [26].
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balun, the active balun presented here shows positive conversion gain and occupies a com-

pact physical size [32].

11.4.2.1 Circuit Design

Figure 11.14 shows the designed V-band active balun, which is composed of one single-

ended to differential converter (STD) and one emitter coupled differential amplifier [33, 34].

An LC impedance peaking network is adopted for the load of the STD circuit. If the series

resistance of the transmission line inductors is ignored, the impedance ZL seen in the net-

work from the collector node of Q3 or Q4 can be expressed as

ZL ¼ sL4ð1þ s2L5C4Þ
1þ S2C4ðL4 þ L5Þ

ð11:1Þ

where L4 and L5 are the inductance of transmission lines TL4 and TL5, respectively. By

properly choosing the values for L4, L5, and C4, ZL can be made very large in the desired

frequency band in order to force the output current to flow into the following stage. How-

ever, in practice the series resistance in the transmission line inductor will limit the

impedance peaking effect. In this design, for the purpose of input stage impedance

matching, the transmission lines, L1 to L3, shown in Figure 11.1, are selected with 50V
characteristic impedance at the desired frequencies. Note that, at millimeter-wave fre-

quencies, for example, 60 GHz, the base impedance of a bipolar transistor, is relatively

Figure 11.14 Schematic of the active balun. # IET. Reprinted, with permission, from [32].
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small compared with a 50V transmission line. Therefore, the input impedance can be

simplified as

Z in ¼ 1

sC1Cpad0

� 1þ s2C1ðL1 þ L2Þ þ sC1ðRs1 þ Rs2Þ
sðRs1 þ Rs2Þ þ ½1þ sðL1 þ L2Þ� ð11:2Þ

where C1 and Cpad0 are the capacitance of the AC coupling capacitor C1 and bonding pad,

respectively. ZB is the impedance of the transistor Q1 looking into the base node and is

much less than ZL1. ZL1 is the characteristic impedance of the transmission line L1,

which is around 50V at 60GHz. As can be seen from Equation (11.2), the second term in

the denominator and Cpad0 in the first term can be ignored when C1 is much larger than

Cpad0. As a result, the input impedance is primarily determined by the characteristic

impedance of the transmission line L1. In the design, C1 is set to 1 pF and the bond pad

capacitance Cpad0 is measured at around 40 fF. Thus, a good 50V impedance matching can

be achieved over a wide frequency band.

For the active part, a part of output signal at the collector node of Q1 is coupled to the base

of Q2 through capacitor C2, which helps alleviate the unbalanced distribution of the input

signal between Q1 and Q2 due to the fact that the output impedance of the tail current source

is not sufficiently high. Thus the differential mode current flowing into the output node

VSDN1 is increased. Transistors Q3 and Q4 are introduced to alleviate the Miller effect in

order to achieve an enhanced bandwidth. A differential common emitter amplifier with high

common mode rejection is used to amplify the desired signal and reduce the phase and ampli-

tude imbalance of the differential signal through further compression of the common mode

signal generated by the first stage. The output 50V impedance matching network is included

for the testing purpose. It is constructed by placing a series CLC network at the output path.

11.4.2.2 Measurement Results

The presented active balun was fabricated using 0.35mm SiGe technology. The micro-

photograph of the circuit is shown in Figure 11.15. The circuit was measured on wafer using

GSG probes. An Agilent E8361A network analyzer was used to measure the S-parameters.

The circuit worked under a 17.5mA and 3.3V DC bias. The measured S-parameters of the

circuit are shown in Figure 11.16. Ideally the signal incident from the input port is distributed

to both differential output ports with equal amplification, resulting in an equal conversion

gain and zero phase error. However, due to the accuracy limitation of the model, fabrication,

and simulation tolerance, the measured conversion gain of the two differential ports are 8 dB

and 6.4 dB at 60GHz, respectively, which exhibits a magnitude imbalance around 1.6 dB.

The measured phase error is less than 5� over the frequency range of 55 to 65GHz.
The noise figure of the active balun was also measured, as shown in Figure 11.17. It exhib-

its a 7.5 dB noise performance at 60GHz and is less than 8 dB from 55GHz to 65GHz.

11.4.3 On-Chip Butler Matrix

The Butler matrix is a key component in the switched beam array systems [35–37]. The main

beam of the radiation pattern of the antenna can point to the optimal direction and consoli-

date the communication link by judging the power levels of detected EM waves.
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A simple block diagram of the Butler matrix is shown in Figure 11.18 [38]. When the

different input ports are excited, the Butler matrix functions as a beamforming network to

provide four output signals with equal power levels and the progressive phases of þ45�,
�45�, þ135�, and �135�, respectively. Hence, one can switch the direction of the radiation

main beam by exciting the designated input port. Previously 60GHz Butler matrix designs

have been given in substrate intergraded waveguide [39] and microstrip [38] technology, but

these occupy a large area and are thus unsuitable for MMIC realization. In this section, an

example of a miniaturized SiGe-based V-band 4� 4 Butler matrix MMIC is presented. It

exhibits an average insertion loss of 2 dB with an amplitude variation less than 0.5 dB and

Figure 11.15 Microphotograph of the active balun chip. # IET. Reprinted, with permission,

from [32].
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with permission, from [32].
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phase imbalance of less than 5� from 55 to 65GHz. The chip area is only 0.5� 0.9mm2

including all pads.

11.4.3.1 Coupler Design

The 3 dB 90� coupler is the most common key component in the Butler matrix circuit. Usu-

ally it is designed with branch-line couplers based on a quarter-wavelength transmission line
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Figure 11.17 Measured noise figure performance of the active balun. # IET. Reprinted, with permi-

ssion, from [32].

Figure 11.18 Butler matrix network.
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or lumped component. However, such a design suffers either from a large chip size or high

process tolerance/parasitic effect on component fabrication, especially at high frequencies.

For example, a microstrip line with length l/4 equals 0.5mm at 60GHz in a typical Si

process. As a consequence, a physically compact transformer coupler is used to solve this

problem [38]. This is implemented with a pair of mutually coupled transmission lines in a

broadside coupling configuration using the SiGe multimetal layer structure. Figure 11.19

shows a layout example, where the first winding starting from port-1 is placed on the thicker

metal-4 layer (2.8mm thicknesses) and then is routed down on the metal-3 (1.5mm thick-

ness) to port-2. At the same time, the second winding starting from port-3 is placed on the

metal-3 layer and then is raised up on metal-4 to port-4. These windings are completely over-

lapped and the ground plane beneath the stacked windings is taken away to ensure a high

coupling value. Thus only 250mm winding length is needed, which is approximately equal

to l/10.

The EM simulated results of the proposed transformer coupler have shown that insertion

loss is 3.5� 0.5 dB and the output phase difference is 90� � 0.5� in 55–65 GHz, and that

return loss and isolation are greater than �23 dB. The performance of the quadrature coupler

is hence suitable for integration in an on-chip Butler matrix.

11.4.3.2 Measurement Results

The proposed Butler matrix was fabricated using 0.35mm SiGe technology. The micro-

photograph of the circuit is shown in Figure 11.20. The Butler matrix was measured

on-wafer using GSG probes. During the measurement, port-1 is used for the excitation input

port and all the other input ports are terminated with 50V. Port-5 to port-8 are used as output

ports and are unterminated when not being probed.

The measured insertion loss and phase shift are shown in Figure 11.21. Ideally, the signal

incident from one of the input ports is distributed to all four output ports with equal ampli-

tude, resulting in a theoretical 6 dB insertion loss. However, due to the metallization and

Figure 11.19 Layout of the transformer coupler.
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substrate losses, fabrication, and simulation tolerance, an extra insertion loss of 2 dB is meas-

ured and the amplitude imbalance is around 0.5 dB at 60GHz. The ideal relative phase shift

between the adjacent output ports is 45�. The measured phase error is about 3� at 60GHz.
The measured amplitude and phase characteristics of the Butler matrix MMIC are

substituted into a linear 1� 4 phased array with l/2 antenna spacing for the array factor

calculation [40]. These results are shown in Figure 11.22 and confirm the beamforming

operation over a 10GHz bandwidth from 55 to 65GHz.

11.4.4 High GBPsSiGeV-Band SPST Switch Design Considerations

From the discussions in Section 11.3.3 of direct bits to mm-wave radio it can be seen that

speed of the switch used to perform the data encoding plays a fundamentally important role.

High-speed switches have to date not received much attention, particularly at 60GHz.

Switches implemented using CMOS technology [41] are not as fast as the SiGe HBT switches

reported in Reference [42] for use in 24GHz automotive radar systems. In the remainder of

this section, the design and performance of a low-loss broadband V-band SiGe HBT single-

pole single-throw (SPST) switch with sub-100 ps switching time is discussed [43].

The SPST switch circuit topology is depicted in Figure 11.23. To enable high-speed

switching operation, the current-steering technique is adopted [44]. The tail current (IBIAS)

can be steered either to the Q1–Q2 or Q3–Q4 pair using the differential pair Q5–Q6. The

dummy pair Q1–Q2 makes the switch absorptive at its input as required to reduce unwanted

transient-related effects such as pulse reflection and frequency pulling of a signal source. The

switch is designed to be reflective at the output, allowing it to directly drive a nonlinear PA.

The switching time is determined by (a) the transistor rise time and (b) the output matching

network bandwidth, which in fact dominates switching time performance. Broadband output

matching networks (L2–L3–C2) are used while simple L1–C1 networks are sufficient to

match the input to 50V. A current mirror with emitter resistive degeneration prevents sudden

increases of current caused by small VBE fluctuations.

Figure 11.20 Micrograph of the fabricated Butler matrix.
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The switch in Figure 11.23 is designed and implemented using 0.35mm SiGe technol-

ogy with a transistor peak fT at 170 GHz and fmax at 250 GHz at a collector current

density of 5mA/mm2 [45]. The chip occupies a 780� 600mm2 die and is switched ON

and OFF by applying 0.5 V DC at 23.5mA and 0V DC at 0mA, respectively. The circuit

operates from �1.8 V DC supply voltage with 1.05 V DC applied to the bases of Q1–Q4

while the bases of Q5–Q6 are 0V biased. The measured S-parameters are illustrated in

Figure 11.24. Here insertion loss is less than 1 dB from 40GHz to 70 GHz, while isola-

tion greater than 16 dB up to 70 GHz was measured. The measured input referred a 1 dB

compression point at 50, 55, and 60GHz ranges from 1 to 2 dBm. The power handling of
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Figure 11.21 Measured insertion loss and phase shift for the fabricated Butler matrix prototype.
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SiGe switches is inferior to the PIN diode or FET switches, but an impulse radio requires

an input signal as low as �5 dBm.

Figure 11.25 shows the modulated output signal when a 3.3Gb/s pulse train is applied to

the switch. The rise and fall times of the output signal are, respectively, 25 ps and 50 ps. With

the contribution of the rise/fall time of the pulse train coming from the generator being negli-

gibly small, the actual total rise and fall time of the switch itself is about 75 ps, suggesting

Figure 11.22 Calculated radiation patterns based on the measured Butler matrix S-parameters with

isotropic antenna elements.

Figure 11.23 High-speed SPST switch circuit with current steering: circuit layout and micro-

photograph. # 2011 IET. Reprinted, with permission, from [43].
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that switching rates up to 13Gb/s are achievable. The simulated noise figure across the

30GHz bandwidth is lower than 6.6 dB. Table 11.9 shows a performance comparison with

recently published switches.

11.5 Outlook

The area of 60GHz systems for short-range communications is a rapidly evolving field. This

chapter has provided an overview of the recent and ongoing developments on V-band wire-

less systems in regard to relevant standards, system architectures, and enabling MMIC

Figure 11.24 Measured S-parameters for SPST prototype (solid lines for OFF and dash lines for ON).

# 2011 IET. Reprinted, with permission, from [43].

Figure 11.25 Measured modulated output signal with a carrier frequency of 55GHz. Vertical and

horizontal axes are 17.5mV/div and 50 ps/div, respectively. # 2011 IET. Reprinted, with permission,

from [43].
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technologies. The emphasis was placed on SiGe BiCMOS technology, which is the most

mature and cost-effective solution during the period when this chapter was written.

The future of V-band broadband wireless technology will strongly depend on its adoption

in a market segment of sufficient size to justify the required investments and in this respect

the identification of a driving application will be a significant development. Among the

advantages of 60GHz is the small form factor of the antenna (particularly significant for

handheld and portable devices), the large available unlicensed bandwidth, and the inherent

interference suppression due to atmospheric absorption. A significant challenge remains the

reduction of the RF front-end cost and its packaging. The development of viable directive

and potentially steerable antenna systems remains a further engineering challenge that stems

from the power budget requirements of 60GHz systems [48]. From a packaging perspective,

the system-on-chip versus system-in-package options will eventually be determined by the

performance-to-cost ratio.

To date, the envisaged applications include the transmission and reception of

uncompressed high-definition television (HDTV) signals between home appliances (mon-

itor, blue ray, game consoles), which will remove time delays associated with image

compression algorithms. The technology is also suitable for the wireless universal serial

bus (USB) connection for potential future desktop and portable devices, including smart-

phones as well as wireless kiosk applications. Consumer electronic manufacturers have

already started integrating 60 GHz technology in commercial products; this is likely to

expand as the challenge for robust design and packaging of mm-wave parts and systems

to consumer domain cost and performance becomes more mature. The significant techno-

logical potential and the ever-increasing need for yet larger bandwidths and information

throughput promise that V-band and mm-wave wireless broadband systems will remain

an attractive option for the future.

From a technology perspective, the rapid trends and developments in mm-wave CMOS

RFIC are likely to provide within the near future competitive options for the implementation

of V-band front-ends [2]. Nevertheless, it is the authors’ aspiration that some of the concepts,

Table 11.9 Comparison of the switch described here with recently published SPST switches# 2011

IET. Reprinted, with permission, from [43]

Reference [43] [47] [42] [44] [46]

Technology 0.35mm SiGe GaAs 0.8mm SiGe 0.8mm SiGe InGaP/GaAs

Frequency (GHz) 40–70 0–80 14–26 20–26 20–26

Rise/fall time (ps) 25/50 <1000 60/60 100 100a

IL (dB) �1.5b-0.9 <5 �2.5b-1 0.3–3.3 �8b–12

ISO (dB) >16 >17 >30 >42 >24

RL (dB) >5/>5 >5/>1 >5/>5 >10/>10 >3/>3

Input on/off >8/>4 — >5/>5 >5/>5 >3/>5

Output on/off

P1dB (dBm) 2 at 60GHz — — 0.5 at 23GHz 0.5a at 24GHz

Noise figure (dB)a <6.6 — — 13.3 at 24GHz —

aSimulation results.
bThe minus (�) sign indicates gain.
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techniques, and architectures described in this chapter will remain valuable guidelines

regardless of the semiconductor technology. Meanwhile, within the broader semiconductor

technology roadmap, SiGe BiCMOS technology could prove more relevant to other and

potentially more niche applications. Beyond automotive radar in the 77GHz band, these

could include the FCC licensed E-bands (71–76GHz, 81–86GHz, and 92–95GHz), which

are available for wireless backhaul applications [49] as well as active and passive mm-wave

and submm-wave imaging applications [50, 51].
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12.1 Introduction

RF communication and remote sensing (e.g. radar/radiometric) systems are facing the

demands of increasing complexity, number of frequency bands and standards, as well as

increased bandwidths and higher frequencies for higher data throughput, while at the same

time the power consumption, the form factor of the systems and the overall cost need to be

reduced. Many of today’s RF, microwave and millimetre-wave circuit and system solutions

are adding more and more complexity (and thus cost) to the analogue RF front-end and for

certain applications it needs to meet stringent demands of high linearity/large-signal han-

dling capability (robustness), high sensitivity and frequency selectivity. The current solution

of using multiple RF front-end circuits for different frequency bands may then no longer be

cost-effective for the increasing number of bands and frequency standards (see Figure 12.1a).

Especially when considering the increased demands on size and cost reduction, reconfigur-

able and tunable (e.g. switched) circuits and systems are perhaps the only viable solution

with respect to achieving further miniaturization, higher functionalities and affordability.

For such reconfigurable systems, low-loss, low-power and high-linearity tuning components

and strategies for realizing highly integrated (e.g. single-chip) adaptive RF circuits and front-

ends are thus very much needed. Reconfigurable systems may be required, for example,

when the operating frequency band and/or bandwidth need to be tuned and/or the antenna
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has to be reconfigured. Reconfigurable subcircuits (e.g. switching, matching and phase shift-

ing RF components) may be utilized to implement tunable (multiband) LNAs, PAs and filters

that can be commercially very attractive since such devices can be useful for many different

frequency bands and applications (see Figure 12.1b).

To exemplify, today’s wireless RF systems for point-to-point communication (radio

links) can operate at many different frequencies (sub-bands) within the 5 to 40GHz range

and the use of such highly adaptive (frequency-agile) front-end components could result

in a reduced system complexity and cost savings due to component reuse. Whereas most

of today’s RF circuits are designed for a specific (fixed) function and frequency range, a

much higher degree of flexibility would be possible using highly reconfigurable circuit

implementations and front-ends architectures. This chapter presents examples of reconfig-

urable RF circuits that have been realized using either fully transistor-based solutions or

by employing RF microelectromechanical systems (RF-MEMS). In this chapter we will

first address a novel approach for implementing reconfigurable RF circuitry based on the

concept of programmable microwave function arrays (PROMFAs). We will then review

various reconfigurable circuit designs based on the emergence of high-performance

RF-MEMS switches being developed in GaAs, GaN and SiGe RFIC/MMIC process

technologies. In the final section, we will present an overview of various state-of-the-art

RF-MEMS-based phase shifter designs intended for electronic beamsteering antennas and

phased array systems.

12.2 Reconfigurable RF Circuits – Transistor-Based Solutions

12.2.1 Programmable Microwave Function Arrays

Most of today’s microwave circuits are designed for specific functions and special needs.

This conventional way of designing these high-frequency circuits limits their ability to adapt

to new demands and consequently it limits the flexibility of the whole system. There is a

growing trend to have flexible and reconfigurable circuits –circuits that can be digitally pro-

grammed to achieve various functions based on specific needs. With the recent advances in

technology, these demands can now be met. Some efforts have been made with evolvable

Figure 12.1 Two wideband/multiband RF front-end architectures based on using either (a) multiple

(parallel) or (b) single (frequency-agile/tunable) LNAs, PAs and filters.
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hardware, such as in Reference [1], where a mixer is automatically adjusted for best perform-

ance. The idea of having flexible RF systems with reconfigurable circuit blocks is becoming

more and more popular. Various solutions have already been proposed for example: a flexible

VCO based on tunable active inductor in Reference [2] and a reconfigurable bandpass filter

for multifunctional systems in Reference [3]. Some approaches to reconfiguration are based

on MEMSs (microelectromechanical systems), such as a reconfigurable power amplifier and

a flexible low-noise amplifier design reported in References [4] and [5], respectively. The

FPAA (field programmable analogue array) is another approach for the implementation of

reconfigurable circuits [6–11]. In this approach, a two-dimensional array of CABs (configu-

rable analogue blocks) is utilized for the implementation of flexible filters. These CABs

include digitally configurable transconductance amplifiers connected through a hexagonal

interconnect network. Various filter configurations can be implemented by means of recon-

figurable signal routing inside the array. This section provides the details of the so called

PROMFA circuit concept, which consists of a matrix of analogue building blocks that can be

dynamically reconfigured [12, 13]. Either each matrix element can be programmed indepen-

dently or several elements can be programmed collectively to achieve a specific function.

The PROMFA circuit can therefore realize more complex functions, such as filters or

oscillators.

12.2.2 PROMFA Concept

The PROMFA concept was proposed by Ahsan et al. [13] and is based on an array of

generic cells. The idea is similar to an FPAA approach, but for analogue signals in the

microwave region. A block schematic overview of such a system is illustrated in Figure

12.2(a). Here the analogue building blocks (PROMFA cells) are connected together, and to

control the behaviour of each analogue cell a digital control logic is placed between them.

The individual PROMFA cells can be configured in a number of ways, for example as an

amplifier, power splitter, power combiner, router, and so on. The array can therefore realize

more complex functions, such as filters or oscillators. The PROMFA system utilizes a two-

dimensional mesh network topology, which is also a common routing topology used by

digital network routers. The PROMFA cell has several different possibilities that can be

used to connect the four different ports to each other. Because of the symmetry of the cell,

any port can be either an input or an output. The signal path can be either of pass-transistor

type (simple switch) or amplifying, depending on the biasing of the cell. This gives a

number of different configurations. A single cell is described in the block schematic in Fig-

ure 12.2(b). At each of the four ports, a transistor switch is placed to open or close the port.

The transistor size is adjusted to achieve good matching both to other cells and to a 50V
system. The eight grey blocks are common source amplifier stages with transistor arrays.

The white blocks are switching transistors, used for bidirectional signal paths. By activating

different stages, the different functions can be realized (see Figure 12.2c and d).

Figure 12.3 illustrates the PROMFA subcell that includes a bidirectional amplifier stage

and a bypass (pass-transistor switch) [13]. The input signal can be routed either through a

direct path (pass-transistor) or through a bidirectional amplifier stage. The bidirectional

amplifier stage allows the possibility to amplify the signal in both directions depending on

requirement. The circuit is designed in such a way that it has symmetry that makes it a

reciprocal network.
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Figure 12.3 Illustration of a PROMFA subcell: (a) block schematic and (b) circuit schematic

(transistor array with bypass switch). # 2007 IEEE. Reprinted, with permission, from [13].

Figure 12.2 (a) Block schematic showing PROMFA cells connected in an array configuration,

(b) block schematic of a single PROMFA cell, (c) a chip photograph and (d) a photograph of such a

chip when mounted in a test fixture. # 2007 IEEE. Reprinted, with permission, from [13].
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Figure 12.4 shows the measured gain of a bidirectional amplifier demonstrating the

reciprocity of a PROMFA cell [13]. The forward and reverse amplifiers are not allowed to oper-

ate concurrently and based on requirement one of them is switched on at a time. Figure 12.5(a)

shows the comparison of simulated and measured results for amplifier gain (s31) and isolation

(s13). Figure 12.5(b) shows the variation in input and output reflection coefficients (s11 and s33)

versus frequency. The amplifier transistor array also provides three possibilities of phases. The

delay through an amplifier corresponds to a phase shift F, which can be expressed as

F ¼ pþ 2pn ¼ vct ¼ 2pf ct ð12:1Þ
where t is the amplifier time constant and is given by

t / CL

gm
ð12:2Þ

Figure 12.5 Measured and simulated response of a PROMFA amplifier circuit: (a) gain s31 and reverse

isolation s13 and (b) input/output match s11, s33. # 2007 IEEE. Reprinted, with permission, from [13].

Figure 12.4 Measured gain of a reconfigurable (bidirectional) amplifier. # 2007 IEEE. Reprinted,

with permission, from [13].
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This means that t can be controlled by the variation of gm (for a given load capacitance).

In addition, gm is dependent on the transistor width (WT):

gm / WT ð12:3Þ

Therefore, different delays can be achieved by changing the width of the transistor.

The control transistors are used to get three phase possibilities, F1, F2 and F3.

Figure 12.6 shows the relative phase shift of the transistor array amplifier with three

possibilities [13]. Figure 12.7 shows the comparison of the measured and simulated

phase response for the phase possibility F3 [13]. A single PROMFA subcell only pro-

vides three possibilities. The results indicate that the relative phase shift has a reasonable

Figure 12.6 Relative phase shift of a transistor array amplifier. # 2007 IEEE. Reprinted, with

permission, from [13].

Figure 12.7 Measured and simulated phase response. # 2007 IEEE. Reprinted, with permission,

from [13].
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flat response. The concept can be extended to obtain other phase possibilities by connect-

ing additional PROMFA cells. Each PROMFA subcell requires seven control lines that

include three control lines for each transistor array and one for the bypass. Four control

lines are also needed for the port switches. Therefore, in total, 32 control lines are

needed for a single PROMFA cell. For the first prototype, four off-chip serial to parallel

converters each controlling one subcell were used in Reference [13]. The test chip was

controlled through four serial lines using a computer-based data acquisition card and

Lab-View# software.

12.2.3 Design Example: Tunable Band Passfilter

Active recursive bandpass filters are interesting for microwave applications [14, 15].

A traditional recursive bandpass filter is accomplished according to the model in Figure

12.8. This model is based on positive feedback, where a certain part of the signal going

through is fed back to the input through a time delay (t). The input coupling factor is

denoted by a1 while b1 is the feedback coupling factor. Similarly a2 and b2 are coupling

factors of the output power splitter. The amplifier gain and noise figure are denoted by GA

and FA respectively. By varying the delay in the feedback loop, a phase shift is accom-

plished that changes the centre frequency of the filter. Figure 12.9 shows the illustration of

Figure 12.8 Block schematic of a recursive bandpass filter. # 2007 IEEE. Reprinted, with

permission, from [13].

Figure 12.9 Illustration of a tunable filter using 2� 2 PROMFA cells. Reproduced from [16] with

permission from LiU-Tryck Linköping University Sweden.
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a digitally tuned bandpass filter using a 2� 2 PROMFA cell and Figure 12.10 shows the

simulated response of such a filter at 5, 6 and 7 GHz [13]. The simulated results are

based on the measured data of a single PROMFA cell. The dynamic reconfiguration of

PROMFA cells provides flexibility. Figure 12.11 shows the configuration in which two

T/R modules (transceivers) can share the same tunable filter based on a 2� 2 PROMFA

cell [16].

Figure 12.10 Simulated response of a tunable band pass filter based on measured results of a generic

PROMFA cell.# 2007 IEEE. Reprinted, with permission, from [13].

Figure 12.11 Illustration of two T/R modules sharing the same tunable filter. Reproduced from [16]

with permission from LiU-Tryck Linköping University Sweden.
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12.2.4 Design Examples: Beamforming Network, LNA and VCO

Another suitable application of the PROMFA cell is in the implementation of beamforming

networks. The reciprocity of the PROMFA cell allows it to be an appropriate choice for this

application. The corporate-fed arrays are mostly used for beamforming applications due to their

versatility. Conventional networks make use of passive power dividers that have significant

feedline losses. An active corporate feed network using PROMFA cells can be a suitable choice

as it can reduce the feedline losses. Figure 12.12(a) shows the block diagram of an eight-ele-

ment active corporate feed network using active PROMFA power dividers [13]. The possibility

of having a bidirectional amplifier makes it possible to use the same network as a receiver with

active power combiners. Another advantage of having generic cells in the beamforming network

is that we can choose antenna elements depending on requirement. Especially in the case of

large arrays, it might be useful to have different possibilities of active antenna elements. Figure

12.12(b) shows the normalized linear array pattern with different antenna elements. As an exam-

ple, normalized array patterns at 6GHz with N¼ 16, 8, 4 are shown in Figure 12.12(b) [13].

The PROMFA approach provides one viable solution for flexible RF systems and its

CMOS implementation has certain advantages. For example, a highly integrated solution

with both analogue and digital parts on the same chip may realize a low-cost PROMFA

circuit. The high level of integration in modern CMOS technology also provides the

possibility of large PROMFA arrays, but they are rather difficult to implement in GaAs

due to its limited yield. The block diagram of a PROMFA cell utilized for CMOS imple-

mentation is shown in Figure 12.13(a) [16]. This single cell architecture is similar to

Figure 12.2(b) but without any port switches; instead it has isolation switches both at

the input and output of each amplifier. The single cell consists of four identical unit

cells with low-noise amplifiers in each unit cell. The circuit schematic of the unit cell

amplifier is shown in Figure 12.13(b) [16].

Figure 12.12 (a) Block schematic of an active beam-forming network (N¼ 8) and (b) normalized

array pattern for different numbers of antenna elements. # 2007 IEEE. Reprinted, with permission,

from [13].
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The forward and reverse amplifiers of a unit cell can be activated simultaneously

to realize a feedback oscillator. A simple model of a feedback oscillator is shown in

Figure 12.14 [16]. The oscillation frequency can be controlled by the variation in gm. As

gm is a function of VGS � VTHð Þ, this mechanism can be used to tune the oscillator fre-

quency. In the proposed architecture this can be achieved by changing the bias voltage

(VB) of the feedback transistor M3. Along with analogue tuning, the proposed CMOS

PROMFA unit cell oscillator also has the possibility of step tuning. Step tuning can be

achieved by changing the state of 3-bit control switches in each amplifier. With load

switching, it is also possible to introduce different phase shifts that will result in different

oscillation frequencies. The PROMFA cell architecture and its dynamic reconfiguration

capability provide the possibility of having a series of cascaded unit oscillators (Figure

12.15) [16]. With a harmonic combination of multiple oscillators the phase noise can

also be reduced [17]. In a four-unit cell oscillator, differential output signals can be

obtained from adjacent ports (i.e. 1 and 2 or 3 and 4, respectively).

Figure 12.16 shows the photograph of a CMOS PROMFA chip mounted on FR4 PCB

[16]. A single-unit cell has an active chip area of 0.09mm2 including coupling capacitors.

A summary of chip test results for all three configurations (LNA, tunable filter and tunable

oscillator) is given in Table 12.1 [16]. The chip test results can be considered promising as

the tested reconfigurable RF circuit shows good performance in all three configurations.

Figure 12.14 Block schematics (a and b) of a PROMFA unit cell oscillator. Reproduced from [16]

with permission from LiU-Tryck Linköping University Sweden.

Figure 12.13 (a) Block schematic of a PROMFA cell and (b) circuit schematic of a unit cell low-noise

amplifier. Reproduced from [16] with permission from LiU-Tryck Linköping University Sweden.
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12.3 Reconfigurable RF Circuits Using RF-MEMS

RF switches and switching circuits are needed in almost all wireless applications ranging

from, for example, telecommunication (base stations, radio links, handsets, etc.) to RF

sensing systems (e.g. radar and radiometric sensors) [18]. Switching devices are used, for

example, for band selection in multiband systems, as building blocks in filter and capaci-

tance banks, as redundancy switches in receivers and switch matrices, and as Dicke switches

in radiometers. Nowadays, solid-state semiconductor switches are commonly used in such

circuits but they are rather narrow band, nonlinear and have relatively high losses, especially

at microwave and millimetre-wave frequencies. RF-MEMS switches are attractive options

for replacing them in switching circuits for certain applications because of their superior

performance for wideband operation (e.g., lower losses and DC power consumption, higher

linearity and isolation). In fact, RF-MEMS-based switches and switching circuits have

Figure 12.15 Different oscillator configurations in a PROMFA cell: (a) a single unit cell oscillator and

(b) using four oscillators in a ring. Reproduced from [16] with permission from LiU-Tryck Linköping

University Sweden.

Figure 12.16 Photograph of a test fixture with a PROMFA oscillator chip mounted on a printed circuit

board. Reproduced from [16] with permission from LiU-Tryck Linköping University Sweden.
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attracted great interest from academia and industry, with potential applications in wireless

communication and RF sensing (see, for example, References [18] to [20]). RF-MEMS

switches are also commercially available as discrete packaged devices (specified from DC

up to 40GHz) from a number of vendors (e.g. switches from RadantMEMS, OMRON, Delf-

MEMS, among others) [21–23]. As RF-MEMS technology has matured over the last years it

has reached a level where MEMS switches have been successfully integrated into practical

RF systems with proven long-term reliability. In 2007, US companies Lockheed Martin and

Radant successfully demonstrated the use of a proof-of-concept X-band MEMS-based

steerable antenna containing 25 000 MEMS switches integrated within a commercial air-

borne radar system [24]. An ongoing trend is also with respect to the monolithic integration

of RF-MEMS switches within RFIC/MMIC processes as some semiconductor IC foundries

(Rockwell, OMMIC, IHP and Selex) have integrated MEMS switches on top of GaAs, SiGe

and GaN substrates [25–30]. Next, we will review the current status with respect to the

monolithic/hybrid integration of RF-MEMS and active devices with some examples of

RF-MEMS reconfigurable amplifiers. Finally, within the last section we will review some

state-of-the-art RF-MEMS phase shifter designs for electronic beamsteering.

12.3.1 Integration of RF-MEMS and Active RF Devices

Reconfigurable high-performance (low-loss/DC power and high isolation/linearity) front-

ends are needed in RF systems for wireless communication, space, aerospace, defence

and security applications within the microwave/mm-wave range. Martinez proposed that

the realization of more ‘Intelligent Microsystems’ could result in a paradigm shift in

RF component design since such highly flexible microsystems will have the ability to

optimize their performance over broad bandwidth, overcoming the trade-offs that current

RF components must endure [31]. For end-users who may have different and also chang-

ing demands, following such an approach will allow a higher degree of flexibility

Table 12.1 Summary of measured results [16] Reproduced from [16] with permission from

LiU-Tryck Linköping University Sweden

Configuration Measured results (single-unit cell)

LNA Gaintypical¼ 4 dB

NFmin¼ 2.65

BW3 dB¼ 2.7GHz

P1 dB@1GHz¼�8 dBm

IIP3@1GHz¼þ1.1 dBm

PDC max¼ 8.8mW

Tunable filter Tuning range¼ 600MHz–1.2GHz

s21@1.1GHz¼ 5.6 dB

Q@1GHz¼ 1.6

PDC@1GHz¼ 13mW

Tunable oscillator Tuning range¼ 600MHz–1.8GHz

Phase noise@(1.2GHz, Df ¼ 1MHz)¼�94.7 dBc/Hz

POUT@1.2GHz¼�8 dBm

PDC@1.2GHz¼ 18mW
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(compared with today’s existing solutions in where the overall system performance is

largely controlled by the manufacturer). Such a unique ability is expected to lead to very

efficient RF systems with reduced size, weight, power and cost (due to facilitating com-

ponent reuse and achieving further miniaturization compared with using conventional

technologies). Due to its well-known superior RF properties the RF-MEMS has been

proposed by many as an enabling technology to achieve those highly attractive benefits

based on reconfigurable (adaptive) front-end architectures [18–20]. With respect to inte-

gration of RF-MEMS and active RF devices most of the successful implementations

demonstrated so far have been realized mainly using hybrid integration schemes and rel-

atively few examples of active MEMS circuit designs have been presented above

5–10 GHz [32–38]. Intelligently controlled L-band and X-band GaAs PAs using off-chip

(wire-bonded) reconfigurable RF-MEMS-based output tuners were reported in Refer-

ences [32] and [33]. However, hybrid integration using bond-wires is not optimal for

many demanding mm-wave applications (such as, for example, 60, 77, 94 and

120–140GHz systems) requiring monolithic integration to improve on RF performance

and cost-effectiveness. The X-band and Ka-band reconfigurable (switched) PAs and

LNAs reported by the US foundry Rockwell Scientific remain to this date as the first real

examples of a successful monolithic integration of active devices with RF-MEMS

switches in a GaAs MMIC foundry process also demonstrating enhanced circuit func-

tionalities [25–27]. Next, we will review the current status with respect to the monolithic

integration of RF-MEMS in GaAs/GaN and SiGe processes exemplifying also with some

realized reconfigurable MEMS-MMIC designs.

12.3.2 Monolithic Integration of RF-MEMS in GaAs/GaN
MMIC Processes

RF-MEMS together with active RF circuitry have so far with a few notable exceptions

[25–27] mostly been realized as hybrid circuits and mainly up to 5–10 GHz, which still

leaves room for significant improvements to be made with respect to RF performance, fre-

quency range and functionality, as well as to achieve reduced complexity and lower costs.

By monolithic integration of RF-MEMS and MMICs, a higher degree of functionality would

be possible, for example in active reconfigurable (multiband or switched wideband) antenna

front-ends. The first examples of RF-MEMS MMIC-based Ka-band phase shifters and sin-

gle-chip C-band/X-band/Ka-band MEMS reconfigurable LNAs and PAs were demonstrated

in 1999–2004 using the Rockwell Scientific GaAs process [25–27] (see Table 12.2). These

GaAs amplifiers showed no performance degradation after MEMS switch fabrication. Albeit,

packaging aspects were not addressed in References [25] to [27]. In Europe, the MMIC

foundry OMMIC (France) has recently developed an ohmic contact type of RF-MEMS

switch using a GaAs process technology [28, 39] (see Figure 12.17). Figure 12.17(b) and (c)

show photographs and measured s-parameter data of such a GaAs MEMS SPST switch with

a circuit area of 400� 680mm2 (including RF and DC pads). The GaAs MMIC-based

MEMS switch made by OMMIC contains several parallel so-called flex slots to ensure a

good contact is made between the four switch beams used and the corresponding contact

bumps when the switch is pulled down (the actuation voltage of this type of MEMS switch

was found to be around 30–70V). Such a wideband microstrip-based GaAs MEMS switch

circuit was reported by Malmqvist et al. [39], having less than 1 dB of transmission loss up
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to 75GHz and better than 10 dB of isolation up to 67GHz. A CPW-based GaAs MEMS

switch design was reported by Rantakari et al. to have a loss of less than 1 dB with more

than 12 dB of isolation up to 95GHz, respectively [28].

To achieve multiband/multistandard operation using a single active RF device a

frequency-agile low-noise (or high-power) amplifier circuit topology may be implemented

utilizing reconfigurable impedance matching networks as illustrated in Figure 12.18. Some

examples of RF-MEMS-based reconfigurable LNA matching networks made on silicon and

quartz substrates can be found in Reference [41]. Figure 12.19 shows a chip photo (a) and

measured small-signal results (b and c) of a 1-bit RF-MEMS matching network (top) and a

wideband unmatched LNA break-out circuit (bottom) that both have been fabricated on the

same GaAs wafer by the MMIC foundry OMMIC (the chip area is 3mm2) [40]. The 1-bit

GaAs MEMS matching network shown in Figure 12.19 was tunable between 16 and 24GHz

(40% tuning range) with minimum 0.4 dB and 4.5 dB of in-band losses when both switches

were in up-state and down-state, respectively. The highly linear RF properties of such a

reconfigurable MEMS matching network were demonstrated as the s-parameter results

remained virtually the same when measured at two different RF input power levels

(�25 dBm and 9 dBm, respectively). The higher in-band loss of the GaAs MEMS matching

network in the down-state was explained by a higher than expected switch contact resistance

(Ron¼ 4V). Simulated results of a 15–20GHz tunable LNA, also presented in Reference

[40], indicated that it should be possible to obtain a similar high in-band gain and low-noise

figure at the two different centre frequencies (sub-bands), assuming that the MEMS switch

contact resistance could be made sufficiently small (Ron¼ 1–2V). Such frequency-agile

RF-MEMS-based MMICs (with the active RF circuit part was made on the same chip) may

be looked upon as initial steps towards realizing highly integrated (single-chip) reconfigur-

able active microwave/mm-wave circuits and front-ends.

In order to characterize the RF power handling capability of some OMMIC GaAs MEMS

switches, both hot and cold switching tests done at 1 and 4GHz, respectively, were reported

by Rantakari et al. [28]. Figure 12.20(a) shows a photograph of a GaAs MEMS switch after

such RF breakdown tests were carried out at FOI (Swedish Defence Research Agency).

Within the presented power stress tests the RF power was inserted at either the anchor end

Table 12.2 RF-MEMS reconfigurable LNA data at X-band to K-band

Frequency

(GHz)

Gain (dB) Noise figure

(dB)

P1 dB

(dBm)

MEMS integration Reference

4–12GHz 25 (at 8–12GHz) 1.1 N/A Monolithic (GaAs) [25]

23 (at 4–8GHz)

26–30GHz 22 N/A N/A Monolithic (GaAs) [27]

24GHz 16.0/8.2 (on) 2.8/4.9 15/20 Hybrid (GaAs/quartz) [38]

�11.5/� 20.8 (off)

20GHz 13.9 (on) 4.1 16 Hybrid (GaAs) [37]

�3.4 (off)

20GHz 13.7 (on) 4.2 16 Hybrid (GaAs/quartz) [37]

5.9 (off)
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Figure 12.17 (a) Close-up photograph of two ohmic contact-based RF-MEMS switches fabricated by

the GaAs MMIC foundry OMMIC. Reproduced with permission from Ommic SAS and (b, c) chip

photograph and measured s-parameter data of a GaAs MMIC-based RF-MEMS SPST switch,

respectively.# 2011 IEEE. Reprinted, with permission, from [39].

Figure 12.18 Circuit schematic of a frequency-agile LNA using reconfigurable impedance matching

networks. Reproduced from [40] with permission from EuMA.
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of the MEMS switch (to the left) or from the opposite side. In cold-switching conditions,

the RF power was only applied when the MEMS SPST switch was fixed in either the ‘ON’

or ‘OFF’ states, and in hot switching conditions the MEMS SPST switch was switched once

between the on and off states with RF power applied at the same time. By gradually

increasing the RF power in 1 dB steps starting from the 25 dBm level, the gain compression

and power handling capabilities were measured. The normalized loss compression curve of

one such MEMS switch tested in the on state is shown in Figure 12.20(b). The measured

loss compression was also very uniform for all switches tested in the on state (i.e. less than

Figure 12.19 (a) One-bit RF-MEMS reconfigurable matching network (top) and a wideband

unmatched LNA circuit (bottom) fabricated on the same GaAs wafer and (b, c) measured small-signal

data of a GaAs MEMS matching network and unmatched LNA, respectively. Reproduced from [40]

with permission from EuMA.
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0.4 dB of increased insertion loss when the RF input power level was varied from 10 to

41 dBm). The cold switching characteristics of 10 GaAs-based RF MEMS SPST switches

were tested and all the switches were able to handle more than 40 dBm (10W) of RF input

power [28]. Five of the switches were tested in the on state and five in the off state.

The breakdown power level was roughly 41 dBm (12.5W) in all cases (as also is shown in

Figure 12.20). Rantakari et al. [28] also reported the hot-switching test results of seven

GaAs MEMS SPST switches and for four of those the breakdown power level (i.e. when

the switches were physically destroyed) varied from 36 to 41 dBm of RF input power (4–

12W). The remaining three tested GaAs MEMS switches were stuck in the on state at an

input power level of 32–34 dBm (1–2W).

In spite of the recent remarkable progress in microwave and millimetre-wave applications

of wideband-gap (WBG) devices, no results have been reported so far on a monolithically

integrated reconfigurable RF-MEMS-based switched amplifier (LNA/PA) on GaN/SiC sub-

strates. This is also in spite of the acknowledged superior RF properties of such enabling

technologies (e.g., in terms of very high power efficiency and low-loss low-power switching)

that should make them ideal candidates for use in future intelligent microsystem (IMS)

applications. Crispoldi et al. reported on a successful demonstration of RF MEMS switches

and active RF circuit function blocks (i.e. transistors) fabricated on the same GaN wafer [30].

Experimental data of such GaN-based RF MEMS switches and fixed (i.e. not reconfigurable)

amplifier circuits showed capabilities for monolithic integration with promising results. It is

evident that a successful combination of GaN MMIC amplifiers and high-power MEMS

switches would enable new types of RF components with unprecedented performance. An

RF-MEMS based triband (1.4, 2.5 and 3.6GHz) GaN PA realized as a hybrid circuit was

recently reported by Liu et al. exhibiting a high efficiency of more than 46% while delivering

an output power of more than 4.3W [42]. Zine-El-Abidine et al. presented a monolithically

integrated GaN-based tunable MEMS capacitor with a tuning range of 60% at 5GHz that

may be employed for the implementation of GaN on-chip tunable matching networks and

reconfigurable amplifiers [43].

Figure 12.20 (a) Photograph of a GaAs RF-MEMS switch after an RF power breakdown test and

(b) measured normalized switch (on state) transmission loss as function of input power. Based on

Reference [28].
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12.3.3 Monolithic Integration of RF-MEMS in SiGeBiCMOS Process

The latest developments in SiGe technologies have become more attractive for mm-wave

frequency applications due to the high performance of hetero-junction bipolar transistors

(HBTs). Meanwhile, SiGe HBTs show ft and fmax values of 300 and 500GHz, respectively

[44]. There is a growing interest in providing fully integrated solutions for 60GHz WLAN,

77GHz radar, 71–86GHz point-to-point communication, 94GHz imaging and 122GHz sen-

sors applications. Such applications may benefit from using highly adaptive systems (e.g.

switched) and can be realized using RF-MEMS switches due to their superior RF perform-

ance and high linearity. Furthermore, for such high-frequency applications, a monolithic

integration of the switch with a high-performance CMOS or BiCMOS platform would be

advantageous over any heterogeneous integration with the basic IC process because it pro-

vides the shortest connection paths between switch and circuitry resulting in the lowest

parasitics. Figure 12.21(a) illustrates the embedded RF-MEMS switch integration in IHPs

0.25mm SiGe:C BiCMOS process [29]. The capacitive switch is built between the Metal2

and Metal3 layers. High-voltage electrodes are formed using Metal1 while Metal2 is used as

the RF signal line. A thin Si3N4/TiN layer stack, which is part of the BiCMOS metal–insula-

tor–metal (MIM) capacitor, forms the switch contact region. This configuration creates a

height difference between the high-voltage electrode and the signal line, which serves simul-

taneously as a stopping layer for the switch membrane. The membrane is realized using a

stress compensated Ti/TiN/AlCu/Ti/TiN Metal3 layer stack. An SEM view of the switch is

shown in Figure 12.21(b) [29]. Figure 12.22 shows the laser Doppler vibrometer (LDV) mea-

surement results of the switch as the total z displacement of the contact region versus time

[29]. The LDV measurements provide the real-time speed and displacement of a single node

on the movable membrane, which helps to characterize the mechanical behaviour of the RF-

MEMS switch.

A z displacement of the switch membrane (gap between the signal line and membrane)

of 1.2mm can be observed from the same figure. Furthermore, the LDV measurement

also provides the switch-on and switch-off times of the embedded RF-MEMS switch.

The switch-on time is 5ms under 30V electrode voltage and the switch-off time (release

Figure 12.21 Embedded RF-MEMS switch within a SiGe foundry process technology: (a) schematic

cross-section view and (b) SEM view. # 2009 IEEE. Reprinted, with permission, from [29].
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time) is less than 10ms (Figure 12.22) [29]. The pull-down voltage of the switch varies

between 18 V and 22 V over the wafer due to a remaining Metal3 layer stress profile,

resulting in a different initial gap between the high-voltage electrode and the membrane.

However, 30 V is applied to establish a strong and homogeneous contact over the wafer.

The off state capacitance (membrane up) varies between 25 fF and 30 fF, while the on

state (membrane down) ranges between 210 fF and 250 fF, providing an off/on state

capacitance ratio of at least 1:8, but typically 1:10. The s-parameter measurement results

are given in Figure 12.23 for different sites of the wafer at 30 V bias voltage. The

Figure 12.23 Measured s-parameter data for switches made at three different locations on a wafer.

Insertion shows that the resonance frequency shifts from 74GHz to 78GHz due to ‘on-state’

capacitance variation.# 2009 IEEE. Reprinted, with permission, from [29].

Figure 12.22 Vertical displacement of one selected node (specified by the green point) at 30V pulse

actuation measured by a laser Doppler vibrometer. # 2009 IEEE. Reprinted, with permission, from [29].
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insertion loss of the switch in the 1–110 GHz frequency range is below 1.65 dB. The

isolation for frequencies between 60 GHz and 100 GHz is better than 15 dB. S11 of the

switch, given in Figure 12.23 for the off state, demonstrates a good input matching to

50V. The resonance characteristic of the switch differs only by �2GHz over an 8 inch

wafer, as can also be seen from Figure 12.23 [29].

An SiGe embedded RF-MEMS switch is very promising for reconfigurable RFICs.

Figure 12.24(a) shows a die photo of a dual-band BiCMOS VCO where frequency

switching is achieved using such an RF-MEMS switch [29]. The switch is connected to

the resonance node of the oscillator, therefore changing the effective load on the reso-

nance node. The high-capacitance ratio of 1:10 allows the oscillation frequency to be

switched at 0 V tuning voltage from 3.55GHz to 4.15GHz (see Figure 12.24b).

Figure 12.25 shows the VCO tuning behaviour [29]. The VCO frequency can be switched

to two different frequencies using the embedded RF-MEMS switch. The output frequency

can also be tuned around the switched frequencies using a varactor, available in the BiCMOS

process. Figure 12.26 shows the output response of the VCO picked up by a signal source

analyser [29]. It shows the output response after different numbers of hot-switching cycles

under a 5V peak-to-peak RF signal on the signal line of the switch. As can be seen from

Figure 12.26, no significant performance degradation can be observed, even after 10 billion

switching cycles.

12.3.4 Design Example: RF-MEMS Reconfigurable LNA

RF-MEMS-based LNAs and PAs have, so far, with a few notable exceptions, mainly

been realized up to 5–10 GHz (see. for example, References [25] to [27], [33], [35], [37],

and [38]). Table 12.2 presents an overview of some published RF-MEMS reconfigurable

low-noise amplifier data within the 10 to 30GHz frequency range. GaAs based X-band

and Ka-band reconfigurable LNA and PA MMICs with RF-MEMS switches integrated

on-chip were reported by Hacker et al. [27]. Albeit, the noise figure and linearity of the

Figure 12.24 (a) Photograph of a fabricated dual-band MEMS switched LC-VCO and (b) variation of

the oscillator frequency at a 30V step excitation with a 50ms pulse width. The peak-to-peak RF signal

amplitude on the signal line is 5V. # 2009 IEEE. Reprinted, with permission, from [29].
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single-chip GaAs MEMS switched LNA circuits were not presented in this case. A K-band

(18–26GHz) RF-MEMS reconfigurable and multifunctional (low-NF and high-linearity)

LNA hybrid circuit has been reported by Malmqvist et al. [38] and consists of a dual-LNA

MMIC (optimized for low noise and high linearity, respectively) wire-bonded to a MEMS

SPDT switch network made on a quartz substrate. A circuit schematic and a photograph of

the K-band MEMS LNA are shown in Figure 12.27(a) and (b), respectively (total circuit

size is 3� 5mm2) [38]. Such reconfigurable MEMS-based LNA circuitry may be integrated

with, for example, different down-converter stages (selected for the lowest possible NF or

the highest possible dynamic range) in adaptive wideband or multiband front-ends.

Figure 12.26 Reliability test of the switch. Output frequency response of SiGe MEMS LC-VCO after

a certain number of switching cycles.# 2009 IEEE. Reprinted, with permission, from [29].

Figure 12.25 Tuning characteristics of a dual-band SiGe MEMS LC-VCO. Continuous frequency

tuning is achieved by using an MOS varactor for both states. # 2009 IEEE. Reprinted, with

permission, from [29].
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Figures 12.28 and 12.29 show measured (three-port) s-parameter, noise figure and 1 dB

compression point of the K-band reconfigurable dual-path LNA hybrid circuit, shown

in Figure 12.27(b), when the RF-MEMS switches used within the two branches were

switched on and off, respectively [38]. When the high-gain and low-NF (LNA1) path was

activated (MEMS switched on) the other low-gain and high-linearity (LNA2) path was deac-

tivated (MEMS switched off) and vice versa. Here, only one of the two individual (fixed)

LNA circuits (LNA1 or LNA2) was DC biased at the time to minimize the overall power

Figure 12.27 A K-band RF-MEMS switched reconfigurable dual-LNA hybrid circuit: (a) block

circuit schematic and (b) photograph. Reproduced from [38]. With permission from Hindawi Publishing

Corporation.
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consumption. Compared with the two (fixed) LNA circuits (i.e. LNA1 and LNA2 data), the

MEMS switched LNA paths showed a minimum 0.6 dB higher noise figure and 1 dB lower

gain, respectively, as a result of the combined losses of the MEMS switch network and bond-

wires used as interconnects. The in-band gain of one of the two MEMS LNA paths was

reduced by 25–30 dB when the other path was deactivated. As expected, the linearity of the

Figure 12.28 Measured s-parameters of a K-band RF-MEMS reconfigurable dual-LNA circuit:

(a) high-gain LNA path switched on (low-gain off) and (b) low-gain LNA path switched on (high-gain

off). Reproduced from [38]. With permission from Hindawi Publishing Corporation.

Figure 12.29 (a) Measured noise figure and (b) 1 dB compression point of a K-band RF-MEMS

reconfigurable dual-LNA circuit. Reproduced from [38]. With permission from Hindawi Publishing

Corporation.
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tested MEMS switched dual-LNA circuit was found to be limited by the active devices used

and not by the RF-MEMS switching elements. The K-band reconfigurable dual-LNA circuit

presented in Reference [38] was believed to be the first reported RF-MEMS-based

multifunctional (low-noise and high-linearity) amplifier with NF¼ 3–5 dB and P1dB¼
12–20 dBm at 18–25GHz.

12.3.5 RF-MEMS-Based Phase Shifters for Electronic Beam Steering

RF components based on microelectromechanical systems (MEMSs) have attracted signifi-

cant attention since the first RF MEMS switch was introduced in 1991 [45]. Since then,

RF-MEMS components have shown much lower insertion loss, higher linearity over a large

bandwidth and lower power consumption as compared to solid-state technology [18, 46].

Especially in radar systems based on phased antenna arrays, phase shifters are widely

employed. Ferrite-based phase shifters have good performance, but cannot be easily

integrated and are more expensive in fabrication. RF-MEMS devices, mainly switches,

switched or tuned capacitive loading of a transmission line, have been extensively

researched, as they have near-ideal performance, are very compact, can be integrated on

microwave-grade substrate, can be fabricated by standard, highly parallel semiconductor

fabrication processes and are characterized by relative ease of circuit design [18]. So far,

three main types of MEMS phase shifters have been introduced: (a) MEMS-switched true-

time delay-line (TTD) phase shifter networks, (b) distributed MEMS transmission-line

(DMTL) phase shifters [47] and (c) loading of a three-dimensional micromachined transmis-

sion line by a movable dielectric block [48]. In the following, these types are discussed and

examples are given, and a table summarizing the key performance of selected phase shifters

of these types is presented.

(a) RF-MEMS switched true-time delay-line phase shifter networks

For switched line (SL) phase shifters, low-loss and high-isolation RF-MEMS switches

are employed for routing the signal over transmission lines of different lengths, thus

resulting in a true-time delay between the input and the output depending on the selected

signal path. Different arrangements are possible:

(i) Various phase-shifting sections in a sequential arrangement, as shown in Figure

12.30(a), realized by single-pole double-throw (SPDT) switches.

(ii) Various phase-shifting sections in a parallel arrangement, as shown in Figure

12.30(b), requiring single-pole multiple-throw (SPxT) switches.

Figure 12.30 RF-MEMS-switched true-time delay-line networks implemented using (a) sequentially

switched branches or (b) parallel-switched branches, respectively.
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(iii) A combination of (i) and (ii).

Since RF-MEMS switches are used to switch between different paths, this kind of

phase shifter inherits all advantages of RF-MEMS switches, resulting in excellent

performance. However, they are less suitable for millimetre-wave frequencies,

including W-band, because the performance of multiple switches and the necessary

lengths of the transmission line degrade the performance and also because it is diffi-

cult to design SPxT switches at such frequencies [48]. Stehle et al. [49] presented a

phase shifter consisting of a 45� loaded-line (LL) phase shifter element and a 90� as

well as a 180� switched-line phase shifter element resulting in a 3-bit RF MEMS

phase shifter. For the complete device, the return loss was better than �12 dB and

the insertion loss was �5.7 dB at 76.5 GHz. Design equations for an RF-MEMS

switched-line phase shifter comprised of impedance-matched slow-wave unit cells

with the optimization goal to maximize the figure-of-merit Dw/dB are presented by

Lakshminarayanan et al. [50]. To verify the equations, 1-bit phase shifters were

implemented by cascading a number of unit cells corresponding to various maximum

design frequencies. The phase shifter with the maximum frequency of 110 GHz

showed an insertion loss of about 2.65 dB, measured Dw/dB of 150�/dB and return

loss below �19 dB.

(b) Distributed MEMS transmission-line phase shifters (DMTL)

The distributed MEMS transmission-line phase shifter concept is based on a periodically

loaded transmission line with capacitive MEMS bridges to vary the line capacitance.

Thus, the propagation coefficient of the line is altered and the signal phase between the

input and the output of the phase shifter network is changed. However, the line imped-

ance is also changed in addition to varying the capacitance of the line. This imposes a

limitation on the maximum usable capacitance ratio, in addition to the ones required by

the switch design parameters, in a compromise to the total acceptable mismatch. The

capacitance ratio is reported to be limited to approximately 1.3–1.6 [47]. In general,

DMTL phase shifters have excellent performance in the millimetre-wave regime in com-

parison to the TTD phase shifter and are therefore the MEMS phase shifter technology

of preferred choice at these high frequencies.

In addition to analogue-mode MEMS-tunable distributed capacitor elements, it is also

possible to load the transmission line digitally by employing fixed capacitances, which

can be switched by, typically capacitive, MEMS switches to change the load of the line.

This alternative method allows for better reproducibility, even though fewer phase

shifted states are achieved, and provides the capability of increasing the capacitance

ratio, which is more suitable in a millimetre-wave regime [47]. Already in 2000, Barker

and Rebeiz [51] presented a design and optimization of distributed MEMS transmission-

line (DMTL) phase shifters for the U-band and W-band with analogue tuning capability

of the individual stages, fabricated on quartz substrate. The W-band DMTL phase shifter

consisted of 48-bridge DMTL elements with pull-down voltage of just over 26V and a

corresponding capacitance ratio of 1.15. Measured phase shift per decibel loss was

70�/dB from 75 to 110GHz. The average measured insertion loss was �2.5 dB and

return loss was �11 dB at 94GHz. In 2003, Hung, Dussopt and Rebeiz [52] demon-

strated a low-loss distributed 2-bit W-band MEMS phase shifter on glass substrate, as

shown in Figure 12.31. Each unit cell of this phase shifter consisted of a MEMS bridge

and the sum of the two MAM capacitors, which were fabricated using the cross-over
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between the MEMS bridge and the CPW ground plane. Since the simulated phase shift

of the unit cell was about 1.2� at 80GHz, a 90� section with 8 switches and a 180� sec-
tion with 16 switches were cascaded. Phase shifts of 0�, 89.3�, 180.1� and 272� were

measured at 81GHz, which were close to the designed frequency and phase shifts. The

return loss was better than �11 dB, the average insertion loss was �2.2 dB and the phase

error was equal to �2�. The highest measured in-band insertion loss was equal to

�2.9 dB at 94GHz.

(c) MEMS tunable dielectric-block loaded-line phase shifter

Both the TTD network and the DMTL MEMS phase shifter concepts have the dis-

advantage that the capacitive MEMS switches or tunable capacitor, employed in both

concepts, are composed of thin metal bridges that cannot handle large induced current

densities at high RF power because of limited heat conductivity to the substrate due to

their suspension above the substrate [53–55]. The thin bridges, typically gold mem-

branes, are subject to losing their elastic behaviour drastically, even at slightly elevated

temperatures of just around 80 �C, resulting in decreased reliability. These issues result

in decreased repeatability of the device performance, and in the worst case even in per-

manent plastic deformation, buckling or even melting of the thin metal layer. In addition,

dielectric charging of the isolation layers of capacitive switches, typically employed

both for the TTD and the DMTL concept, has been extensively investigated but is still

an unresolved problem of capacitive MEMS switches [56].

A new type of MEMS phase shifters, overcoming these power-handling and reli-

ability limitations, has been introduced by Somjit et al. in 2009 [48]. This concept is

based on tuning the loading of a three-dimensional micromachined transmission line

by a dielectric block placed on top of the line, which is moved by MEMS actuators,

as shown in Figure 12.32. The blocks of the single stages of this phase shifter con-

cept consist of a high-resistivity monocrystalline silicon block placed upon and

loading a three-dimensional high-impedance micromachined CPW line. The relative

phase shift is achieved by moving the dielectric block vertically above the transmis-

sion line by electrostatic actuation, which results in different propagation constants

Figure 12.31 A low-loss distributed 2-bit W-band MEMS phase shifter: (a) a single cell with its

corresponding profile and (b) the complete 2-bit W-band DMTL phase shifter implemented using

24 MEMS switches. Reproduced from [51]. With permission from EuMA.
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of the microwave signal depending on the vertical position of the dielectric block.

Sequential multistages of these movable dielectric blocks result in a linearly coded

phase shifter. As the periodic pattern etched into the dielectric block for releasing

the movable structures after the fabrication can be varied by mask design, it is possi-

ble to tailor-make the macroscopically effective dielectric constant of each individual

block. Thus, each stage can be designed for an individual phase shift. This allows a

pseudo-binary coded phase shifter circuit to be designed.

Figure 12.32(b) shows such a binary-coded phase shifter consisting of 15�, 30� and

5� 45� phase shifting stages and resulting in an effective phase shifter of 4.25 bit for a

total of seven stages, along with a linearly coded phase shifter with 7� 45� phase-

shifting stages, the latter resulting in 3 bit for the same number of stages. For the

binary-coded phase shifter, at the design frequency of 75GHz, the maximum return and

insertion loss were �17 and �3.5 dB, respectively, which corresponded to a loss of

�0.82 dB/bit and a phase shift efficiency of 71.1�/dB and 490.02�/cm. This phase-shifter

type, in contrast to MEMS TTD phase shifters based on optimizing the switching net-

work for a specific band, are extremely wideband, as the maximum insertion loss and

return loss are �4.0 and �12 dB, respectively, for the whole W-band (75–110GHz).

This phase-shifter type was found to be very linear with a third-order input intercept

point IIP3 of 49.3 dB [48]. Also, as this concept does not employ any thin metallic

bridges, which limit the current and thus the power handling of conventional MEMS

TTD and DMTL phase shifters, the power handling is effectively only limited by the

heat-sink capability of the transmission line itself, that is not by the MEMS part. A com-

parable study found that even at 40 dBm of RF input power at 75GHz, the hottest spot

on this phase-shifter design has only increased by 30 �C, which is 10–20 times less than

for conventional MEMS TTD and DMTL phase-shifter designs [57]. To summarize this

section on RF-MEMS phase shifters, a comparison of several selected W-band phase

shifters is provided in Table 12.3. Most of the data is reproduced from Reference [48],

with some additions.

Figure 12.32 Binary-coded 4.25-bit W-band monocrystalline silicon MEMS multistage dielectric-block

phase shifters: (a) working principle of a single stage of the phase shifter and (b) microscopic pictures of

fabricated seven-stage phase shifters. # 2009 IEEE. Reprinted, with permission, from [48].
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12.4 Conclusions

This chapter has presented some examples of realized reconfigurable RF/microwave

circuits that could enable more cost-effective RF system solutions with flexible per-

formance. A novel approach for implementing reconfigurable RF circuitry based on the

concept of programmable microwave function arrays (PROMFAs) was reviewed with

some included design examples (tunable filter, LNA and VCO). Due to its superior RF

properties RF-MEMS is being regarded as one of the key enabling technologies for

realizing highly adaptive wideband/multiband front-ends, especially at higher micro-

wave and millimetre-wave frequencies. A comparison of various RF-MEMS-based

phase shifter circuits was presented with respect to demonstrated state-of-the-art

performance and reliability issues (including small-signal data, power handling and

temperature sensitivity).

Furthermore, the emergence of high-performance RF-MEMS switches being developed in

GaAs, GaN and SiGe RFIC/MMIC process technologies can result in better performan-

ce/lower cost via monolithic integration of active RF devices and RF-MEMS switch circuits.

A comparison was presented between reconfigurable RF-MEMS LNAs (within the 10 to

30GHz range) implemented as single-chip or multichip circuits, respectively. Such highly

integrated reconfigurable active RF circuitry could open up new possibilities/approaches for

how wideband/multiband front-end architectures may be implemented in future low-cost

adaptive RF systems.
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13.1 Introduction

A millimeter-wave observation of solar flares directly from outside the Earth’s atmosphere

(i.e., space-based) has never been attempted yet. Nonetheless, this methodology could open

several interesting perspectives. First, the Sun could be studied with high time-on-target,

high temporal resolution, and good sensitivity. As a consequence, a large sample of

millimeter flare could be obtained. These data, equivalent to several years of equivalent

observations from ground-based radiotelescopes, could be used in order to address several

outstanding scientific questions regarding particle acceleration and transport in the solar

corona. Is there more than one population of accelerated electrons, implying two accelera-

tion mechanisms? What is the energy spectrum of the highest energy electrons? Are there

very short (subsecond) pulses of acceleration? Second, the same methodology could also be

used to study the relationship between solar flares and coronal mass ejections, the latter

having effects on space weather, near-Earth conditions, and telecommunications.

This chapter will explore the above possibility by proposing a feasibility study of a full

solar disk radiometer operating at the frequency of 90GHz. Such an apparatus will be

referred to as the Millimeter-wave Instrument for the Observation of the Sun (acronym:

MIOS). The chapter is organized as follows. First the scientific backgrounds and the

Microwave and Millimeter Wave Circuits and Systems: Emerging Design, Technologies, and Applications,
First Edition. Edited by Apostolos Georgiadis, Hendrik Rogier, Luca Roselli, and Paolo Arcioni.
� 2013 John Wiley & Sons, Ltd. Published 2013 by John Wiley & Sons, Ltd.



motivations will be discussed. Then the characteristics of both quiet-Sun and solar flare

radiation at millimeter-wave will be illustrated. Finally, the MIOS system-level design will

be addressed.

13.2 Scientific Background

Solar flares are a sudden release of a great amount of energy stored as high magnetic fields in

solar active regions. Lasting minutes to hours, they are sources of radiation and particles. The

magnetic energy is rapidly converted into thermal, kinetic, and mechanical energies and the

consequence is that the local plasma is heated to several tens of million degrees, while particles

are accelerated up to high energies. Flare are unique for the diversity of emission mechanisms

they exhibit and the broad range of wavelengths at which they radiate, from radio-wave,

millimeter-wave, soft and hard X-rays, up to g-rays, with energies reaching 1GeV [1].

Millimeter-wave observations are the most sensitive tool to study the highest energy (i.e.,

>1MeV) electrons accelerated in solar flare [2, 3] measurements of particle number, energy,

spectrum, and transport of particles, which can be obtained from these observations. The

millimeter- and submillimeter-wave flare emission is believed to be the result of synchrotron

radiation from relativistic electrons, and from thermal bremsstrahlung from the hot plasma in

post-flare loops [4]. The results of these observations can be of paramount help to compare

with and improve existing particle acceleration models, the latter constrained by limited

ground-based observations [5].

Observations from the ground [3–9] have indicated that:

� the energy spectral index of electrons at high energies may differ from the spectral index of

nonthermal but low-energy electrons producing hard X-rays;
� there may be a high-energy component [1, 10] not seen at any other wavelengths;
� rapid (subsecond) time structures may be present [11, 12].

In typical large flares, one needs to observe at the millimeter-wave level to ensure that

the emission is in the optically thin limit, as needed for quantitative work and in particular

comparison with data at other wavelengths such as g-rays.

Dedicated observations of solar flares at millimeter waves are needed to obtain the peak

frequency and the high-frequency slope of radio spectra [3, 13], both of which are crucial to

infer the energy distribution of relativistic electrons. These observations are important also to

study energy transport in the corona and in the lower solar atmosphere during the extended

phase of solar bursts.

During solar flares, large-scale magnetic field structures can be destabilized and propelled

into the interplanetary medium, along with the large masses they contain, to form the

so-called coronal mass ejections (CMEs). It is now recognized that [3] CMEs are the princi-

pal drivers of space weather and the near-Earth conditions. All these phenomena will emit at

radio wavelengths in a frequency range covering over seven orders of magnitude, from a few

tens of kHz up to a few tens or hundreds of GHz. Although many of the above phenomena

are well documented by the available observations, they raise questions that are still

unresolved.

Finally, the latest news from SOHO observations, in particular measurements from the

VIRGO instrument, showed a strong relationship between helioseismology and flares: global
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oscillations of our Star seem to be strongly correlated with solar flares [14]. It would also be

important to understand what physical process stands behind the heating of the solar corona.

Among several theories, one is related with micro- and nanoflares: that is, a great number of

extremely small-scale flares would dissipate magnetic energy in the corona (X-ray imaging

observations by YOHKOH), heating it as a consequence.

Ground-based measurements [15] are available in the microwave range at 17 and 35GHz.

In this framework a millimeter-wave channel [16] is a good choice since it is well separated

from the above frequencies. To improve the quantitative study of flares at these frequencies,

instruments with a high detection probability are needed. This can be achieved with good

sensitivity, a large field of view (FoV), with a full disk capability being optimal, a high time-

on-target, and a high time resolution, the latter to capture fast time structures. From this point

of view it can be noted that ground-based single-dish observations at millimeter wavelengths

are limited by fluctuations in atmospheric opacity. As a consequence the sensitivity is met by

reducing the FoV to a portion of the solar disk. On the other hand, a full disk capability is

possible with nulling interferometers, such as the Nobeyama 80GHz instrument [15], but the

practical sensitivity is limited because the dishes must be small. In any case the maximum

time-on-target achievable at ground is limited to about 8 hours per day in good weather

conditions.

13.3 Quiet-Sun Spectral Flux Density

The emission captured by a radiotelescope is measured in terms of the intensity If, which is

the power received per square meter and per solid angle unit within a bandwidth of one Hz

[17]. Integrating If over the solid angle subtended by the emitting radio source we get a quan-

tity Sf called the spectral flux density:

S
QS
f ¼

ðð
VS

If dV ð13:1Þ

In solar radioastronomy SQSf is expressed in solar flux units (acronym: sfu), 1 sfu being equal

to 10�22W/m2 Hz. The Sun is quite a strong radio source, being a few orders of magnitude

stronger that the brightest nonsolar radio source in the microwave. The intensity radiated by

the Sun can be evaluated assuming a black-body model with a brightness temperature TS;

from Plank’s law one gets

If ¼ 2hf 3

c20

1

exp
hf

kTS

� 1

� 2f 2kTS

c20
ð13:2Þ

where h¼ 6.63� 10�34 J s is Planck’s constant, k¼ 1.38� 10�23 J/K is Boltzman’s constant,

c0¼ 2.99� 108m/s is the speed of light in a vacuum, and f is the frequency of analysis. In the

microwave/millimeter-wave frequency range the Rayleigh–Jeans approximation can also be

used since h f� k TS. The brightness temperature of the Sun at millimeter waves has been

estimated by several authors [18]; the values reported in Table 13.1 have been obtained by

the Met€ashovi Radio Observatory, a separate research institute of the Helsinki University of

Technology, Finland [19].
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In order to compute Equation (13.1), the spatial distribution of the source intensity will be

assumed constant over the whole solar disk and equal to zero outside the disk (the small

degree of limb brightening at millimeter wavelengths is ignored here). With reference to

Figure 13.1 one can write:

IQSf r;wð Þ ¼
2kTS

c20
f 2; 0 � r � rS

0; elsewhere

8<
: ð13:3Þ

where rS is the angular radius of the Sun. Such a value is equal to 160 or, equivalently, to
p/675 radiants. This distribution is based on a spherical coordinate system, the origin of

which is at the observer’s position. The variables r and f are the angular coordinates along

the solar radius and around the observer-to-Sun axis respectively. The differential of the solid

angle is

dV ¼ sin r drdw � r drdw ð13:4Þ
and the small-angle approximation is well verified for the Sun since r� rS� 1. As a result

the integral (13.1) can be written as

SQSf ¼
Z 2p

0

Z rS

0

2kTS

c20
f 2rdrdw ¼ 2kTSr

2
S

c20
f 2 ð13:5Þ

Table 13.1 Quite Sun properties# 2010 IEEE. Reprinted with

permission, from [40]

Frequency (GHZ) Wavelength (mm) TS (K) SQSf ðsfuÞ
36.8 8.2 7800 2210

77.1 3.9 7250 9010

87 4.4 7200 11 390

Figure 13.1 Coordinate system used to define the intensity distribution over the solar disk. The

antenna is pointed toward the solar center.
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The spectral flux density of the quiet Sun can thus be estimated with a rather simple

formula. Since TS has only a weak dependence on frequency in the millimeter range

(Table 13.1), this formula shows an increase of SQSf as the square of the observation

frequency. Assuming a brightness temperature of 7200K from Table 13.1 and evaluating

Equation (13.5) at 90 GHz one obtain a spectral flux density of about 12 200 sfu.

13.4 Radiation Mechanism in Flares

Two radiation mechanisms are well established as producing emission at millimeter

wavelengths from solar flares. Less relevant for our scientific goals, but probably better

known in the wider community, is ‘thermal free–free emission’, which is produced by the

bremsstrahlung mechanism. This mechanism involves collisions of electrons with ions,

and the opacity it produces is proportional to T�1:5
e , where Te is the temperature of the

electrons. As a consequence the thermal free–free emission is favored in cool dense

plasma and is typically only effective for the very high density post-flare loops at temper-

atures of order 107 K that produce the soft X-ray decay phase of flares. The light curve of

this component, when present, is very similar to the soft X-ray (0.5–8 keV) light curve.

In the very largest flares such a mechanism can produce at most tens of solar flux units.

Because the radiating electrons are thermal, this emission component does not tell us

much about particle acceleration.

Far more relevant, and generally much brighter, is synchrotron emission from the non-

thermal electrons accelerated in solar flares. The synchrotron mechanism is very efficient for

nonthermal electrons: electrons moving in a magnetic field exhibit a gyration about the

direction of the magnetic field, and the acceleration associated with this gyration leads to

radiation by the gyro-magnetic process. The characteristic frequency for this mechanism is

the electron gyro-frequency, fB¼ 2.8� 106B, where B is the magnetic field intensity in

Gauss. Coronal magnetic field strengths in solar flare sources can be as high as 2000G but

are generally found to be of order 600–800G, corresponding to a gyro-frequency of 2GHz.

Thus emission at 90GHz must be at harmonic of at least 15, more typically around 40.

Because the typical frequency of gyro-emission of a particle with the Lorentz factor g is

g2fB, nonrelativistic particles cannot emit at such high harmonics. As a consequence, the

presence of synchrotron emission at millimeter wavelengths requires electrons accelerated

to MeV energies. It is this fact that makes millimeter emission such an effective diagnostic

of electron acceleration to high energies, in contrast to the microwave range, where electrons

with energies of order 300 keV can radiate effectively. This contrast is demonstrated with

accurate spectral simulations in Figure 13.2. Synchrotron emission from a large flare can

produce a peak flux as large as 105 sfu at 100GHz (many times the total quiet-Sun flux).

Nonthermal electrons radiate so efficiently by exploiting this mechanism that it is much

easier to detect MeV-energy electrons from their millimeter emission than from their brems-

strahlung g-rays. This makes a millimeter-wave space-based experiment a very powerful

tool for the study of electron acceleration to high energies.

13.5 Open Problems

The list of solar flares that have been detected at millimeter wavelengths from the ground

remains small for two very good reasons: firstly, except in the largest events millimeter emis-

sion should have a spectrum that falls as frequency increases, limiting flux levels; and,
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secondly, observations from the ground are limited by atmospheric opacity fluctuations,

which typically impose a detection threshold well above the instrumental noise level. An

aperture-synthesis interferometer would get around these problems but no such solar

dedicated interferometer exists operating in the 3mm window: the closest we have is the

9-mm-wavelength 34GHz system of the Nobeyama Radioheliograph, but in large flares

34GHz is often optically thick and of limited use for quantitative work. The main solar dedi-

cated source of data in the 3mm window is the 80GHz nulling interferometer of the

Nobeyama Polarimeter system (a similar 90GHz nulling interferometer can be deployed

at the KOSMA telescope on Gornergrat), whose weakest reliable event detections under

optimal weather conditions are around 30 sfu at 80GHz.

MIOS is designed to reach a sensitivity more than an order of magnitude better than this at

90 GHz. Combining the improved sensitivity with excellent on-target time coverage, it

should result in a large increase in event detections and correspondingly a much more

complete picture of the millimeter characteristics of flares. In particular, the following major

science questions need to be addressed:

� Accelerated particle populations: If nonthermal electrons are accelerated by a single

mechanism and can be described by a single power-law energy distribution, then the

optically thin spectral index of synchrotron emission at millimeter wavelengths and the

spectral index of hard X-rays produced by bremsstrahlung should be compatible. This is

not the case: in well-observed events, we find that the radio data predict flatter energy

spectra than do the hard X-rays (References [20] and [21] give examples). Typically the

electrons that produce the radio emission have higher energies than those producing hard

Figure 13.2 Figure showing the effect of MeV-energy electrons on the radio spectrum of a solar flare.

The solid line shows the calculated spectrum emitted by electrons in a power-law distribution of energy

spectral index �3.6 extending from 20 keV to 20MeV in a constant magnetic field of 800G. The

dashed curve is the spectrum emitted by the same electron energy distribution but extending only from

20 to 300 keV. When the MeV-energy electrons are absent, emission at millimeter wavelengths is

reduced by orders of magnitude whereas microwave emission is not greatly changed. At low

frequencies discrete harmonics are seen in the model due the unrealistic assumption of a homogeneous

magnetic field in the corona. # 2010 IEEE. Reprinted with permission, from [40].
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X-rays, so this result could be explained if typical accelerated electron energy spectra have

a break upwards by about 2 in the power law index above some energy of order 1MeV.

Such a break is not consistent with any single current candidate for acceleration of the

electrons: if this result is confirmed, it implies that one mechanism operates at lower ener-

gies (hundreds of keV) and a second mechanism is required at high energies. However, the

data indicate that these two mechanisms operate together, providing a strong constraint for

explanations. MIOS, with its sensitivity, will provide us with a much more comprehensive

picture of the relationship between the millimeter emitting and hard X-ray emitting (seen

by the RHESSI satellite) electrons.
� Rapid fluctuations at submillimeter frequencies: Subsecond structures have been

reported during strong emission levels in observations at submillimeter frequencies

[11, 12], but never in the 3mm window. This may be partly an observational limita-

tion: observations at 3 mm have not generally had sufficient cadence to resolve the

structures of duration � 0.1 s seen at 210 and 405 GHz. Such rapid phenomena

place strong constraints on the acceleration and transport of electrons: they must be

accelerated to MeV energies and then lost from the corona in a very short time. The

rapid loss suggests either that they are accelerated in very small structures or else they

are generated with very small pitch angles and do not undergo pitch-angle scattering in

the corona. MIOS will have the time resolution to see such structures at 3mm: their

detection will be important in establishing that the ground-based results are not due to

atmospheric or instrumental effects, and in portraying a picture of acceleration that

consists of many small episodic events.
� Bursts with flat or rising spectra: Anomalous bursts with spectra inconsistent with the

normal falling nonthermal synchrotron spectrum have been observed by several instru-

ments. A small burst with a flat radio spectrum out to 90GHz was reported by White

et al. in 1992 [22]: its properties were not consistent with any form of thermal

emission, so it remains unexplained. SST observations at 210 and 405GHz have found

several flares exhibiting a spectral component rising in the submillimeter range [1, 10, 23]

that cannot easily be explained by synchrotron spectra, and are also inconsistent

with thermal emission. Such events raise the possibility that yet another emission

mechanism is involved, as yet unidentified. Presently there are very few such events and

MIOS, with its sensitivity, can be expected to play an important role in the search for

further examples.

13.6 Solar Flares Spectral Flux Density

The spectral flux density of the Sun, S f
s , can be imagined to be composed by two contribu-

tions: the first is related to the quiet Sun SQSf and was estimated in the previous section; the

second due to the radiation mechanisms is involved in flares SFf :

SSf ¼ S
QS
f tð Þ þ SFf tð Þ ffi S

QS
f þ SFf tð Þ ð13:6Þ

The contribution associated with the quiet Sun is characterized by slow temporal variations.

Measurements carried out from an Earth location are primarily influenced by the relative

distance between the Earth and the Sun. Such a distance is continuously varying with the

orbital position of the Earth and thus has a periodicity of one year. Once corrected for this

effect, the measurements show an even slow periodicity associated with the 11 year solar
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cycle. The contribution due to flares, instead, evolves very quickly in time, the typical dura-

tion of a flare event being around 10minutes.

Because of this great time-scale difference, the quiet Sun spectral flux density can be con-

sidered as a constant during a flare event, leading to the approximation of Equation (13.6).

As a consequence, the flare contribution can be separated from the total spectral flux density

by extracting the only flux variations above the quiet Sun background. At millimeter-wave

frequencies the quiet Sun background is around 10 000 sfu while one can be interested in

studying small amplitude flares, in the order of 1 sfu. The instrumental sensitivity and stabil-

ity are thus two critical issues that will be carefully discussed in the present chapter.

13.7 Solar Flares Peak Flux Distribution

In order to estimate the number of detections we expect from MIOS, we investigate the prob-

ability distribution of the 90GHz peak flux. Such a distribution depends on the frequency. At

millimeter waves one of the available databases is that of the Nobeyama Radio Observatory,

Nobeyama, Japan [24], with two channels at 35 and 80GHz respectively.

A statistical characterization has been obtained in the following way. First we define the

peak flare amplitude as a random variable

S ¼ max SFf tð Þ
n o

ð13:7Þ

Then, for each flux bin s, the number of observed events with amplitude greater than or equal

to s has been determined using the 80GHz Nobeyama database (see Figure 13.3).

The number of events is proportional to the complementary distribution function, that is,

to the probability

P sð Þ ¼ P S 	 sð Þ ð13:8Þ
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Figure 13.3 Distribution of flare amplitudes from the 80GHz nulling interferometer at Nobeyama,

Japan, in 12 years of observation. For each flare amplitude s on the x axis, the y axis reports the number

of observed flares with amplitude greater than or equal to s.
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Following the approach in Reference [25] developed for the peak gamma-ray intensity of

solar flares, the 80GHz amplitude is described by a power-law probability distribution func-

tion [26]:

p sð Þ ¼ a� 1

smin

s

smin

� �
ð13:9Þ

where smin is the minimum flare amplitude to which the power law is maintained (effectively

the minimum detectable flare amplitude). The complementary distribution function can eas-

ily be evaluated from Equations (13.8) and (13.9):

P sð Þ ¼ s
smin

� ��aþ1

ð13:10Þ

We find that the distribution of flare events in Figure 13.3 can be modeled as follows:

NF sð Þ ¼ N0PðS 	 sÞ ð13:11Þ

It is important to recall here that NF is the number events in 12 years of observations by the

Nobeyama 80GHz nulling interferometer. Assuming smin¼ 0.1 sfu for MIOS, the best fitting

between the Nobeyama measurements and the power-law model is obtained with a¼ 1.48

and N0¼ 1350. This distribution predicts over 100 events above 10 sfu per solar maximum

and several hundred events above 1 sfu that MIOS can detect. Similar results have also been

reported in Reference [27]. This paper predicts that, in a 12-year solar cycle, there will be

160 events above 10 sfu at 90GHz and 105 events above 20 sfu.

13.8 Atmospheric Variability

Full-disk millimeter-wave Sun observations are, in principle, possible with both radiometers

and nulling interferometers [28]. In ground-based experiments, however, nulling interferom-

eters are the only full-disk instruments providing good sensitivity at frequencies greater than

50GHz.

The reason behind this performance advantage is that the sensitivity of a ground-based

radiometer is mainly limited by the random fluctuation of the tropospheric transmissivity T.

A full-disk radiometer measures the total spectral flux density of the Sun SSf multiplied by T.

Smf ¼ sSf T ð13:12Þ

As a consequence the random fluctuation of the T directly modulates the radiometric

measurements. The resulting error is equal to

DSmf ¼ SSf DT � SQSf DT ð13:13Þ

with DT typically being equal to 10%. At 90GHz, the quiet Sun spectral flux density is around

10 000 sfu, resulting in an error DSmf � 1000 sfu. The conclusion is that a ground-based
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full-disk radiometer is unusable for the detection of small flares. Nulling interferometers, on

the contrary, are not sensitive to the total spectral flux density of the Sun, so the tropospheric

variability does not affect the measured data too much [15]. Their principle of operation is

based on the following idea. The radiation coming from a source that is extended with respect

to the fringe spacing is canceled-out by interferometry, whereas compact sources like flares

are correctly measured [29].

13.9 Ionospheric Variability

In the proposed experiment the Sun will be observed from outside the troposphere. In this

case the radio path attenuation is caused only by the ionosphere. This aspect will be analyzed

in the present section showing that, with a sufficient orbit height, the ionospheric attenuation

and its fluctuation are negligible. As a result, the main factor limiting the application of

millimeter-wave radiometers to ground-based observations of flares, is no more an issue for

the present space-based mission.

To analyze the ionospheric effect, a model of the radio path between the satellite and the

Sun has been set up considering the ionosphere as stratified plasma and treating it according

to the classical magnetoionic theory [30].

The adopted scheme is shown in Figure 13.4, where A locates the satellite. The satellite is

assumed to be at a certain height hs from the Earth’s surface, along an approximately circular

orbit. The Sun is to the right of the figure while the radio path is defined by an x axis origi-

nating at the satellite and pointed toward the Sun. In this scheme the satellite orbit

(not shown) is orthogonal to the plane of the drawing, making the Sun always visible from

the satellite.

Toward
Sun

Zenith

A

Ionosphere

hs

P

h(x)re

O

x

Earth

δ z

Figure 13.4 Scheme adopted in the computation of the millimeter-wave attenuation of the

ionosphere. O is the Earth’s center; A is the satellite; P is a generic point within the ionosphere; AP is a

segment of length x taken along the direction between the satellite.
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The height of a generic point P along the radio path with respect to the Earth’s surface

(see Figure 13.4) can be determined using simple geometrical considerations:

hðxÞ ¼ �re þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
re þ hs þ x cos dzð Þ2 þ x sin dzð Þ2

q
ð13:14Þ

Modeling the ionosphere as a stratified plasma means that, for each point P along the radio

path, the plasma parameters will be different, according to a different height h(x) of P. As a

consequence also the radio wave attenuation constant a will be a function of x.

Exploiting the radiative transfer theory, the ionospheric transmissivity is given by

T ¼ e
�
R1
0

aðxÞdx ð13:15Þ
In order to compute the above integral, the attenuation constant must be expressed in terms of

the plasma parameters. It is observed that a is proportional to the plasma conductivity s:

aðxÞ ¼ h0
2
s xð Þ ð13:16Þ

where h0¼ 377V is the wave impedance of a vacuum. To derive such an expression the rela-

tive permittivity of the plasma is approximated with unity, that is, er � 1. The plasma conduc-

tivity is given by the magnetoionic theory (Reference [30], p. 8):

s xð Þ ¼ Ne xð Þq2ev xð Þ
me v2 xð Þ þ v2½ 
 ð13:17Þ

In such a relationship qe¼ 1.6� 10�19 C and me¼ 9.1� 10�31 kg are the electron charge and

mass respectively and v¼ 2pf is the angular frequency of the radio signal. The plasma

parameters are the electron density Ne and the collision frequency n. The latter quantity is

defined as the number of collisions per unit time between electrons and heavy particles, that

is, ions and neutrals. As stated above, electron density and collision frequency are functions

of the height from the Earth’s surface and thus from x. In addition they also depend on other

variables such as latitude, longitude, month, day, hour and solar activity (sun-spot number).

Updated profiles for electronic density and collision frequency are available from several

sources [31].

For the present study one is only interested in calculating the lower absolute bound of the

ionospheric transmissivity, this being associated with the maximum error due to ionospheric

variability. The worst case is, in fact, that of an ionospheric transmissivity varying from unity

(ideal case with no attenuation) to the lower absolute bound.

In this perspective, the upper bounds of the electron density and of the collision fre-

quency profiles reported in the tables [31] have been approximated with simple formulas.

Since the attenuation constant of radio waves is proportional to the product of the elec-

tron density and collision frequency, the upper bound of these quantities guarantee the

lower bound of the ionospheric transmissivity. For the electron density a power-law

decay has been adopted:

Ne xð Þ ¼ N0
h0
h xð Þ
� �p

ð13:18Þ
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where h0 is the height of the F2 ionospheric layer peak, N0 is the electron density at h0 and

p is the decay exponent. The collision frequency, on the other hand, has been assumed

independent of height:
v xð Þ ¼ v0 ð13:19Þ

n0 being the frequency at the F2 layer. The comparison between the two above relation-

ships and the data of tables in Reference [31] is illustrated in Figure 13.5.

 1e+08

 1e+09

 1e+10

 1e+11

 1e+12

 1e+13

 1e+14

 1e+15

 100  1000  10000  100000

F
re

e 
el

ec
tr

on
 d

en
si

ty
 [1

/m
^3

]

Height [km

(a)

]

Bound

ISO model

 0.1

1

 10

 100

 1000

 10000

 100000

 100  1000  10000  100000

C
ol

lis
io

n 
fr

eq
ue

nc
y 

[H
z]

Height [km]

(b)

Bound

ISO model

Figure 13.5 (a) Upper bounds for ionospheric electron density and (b) collision frequency profiles.

The ISO models developed by Chasovitin, table no. 820, available on-line from Reference [31], have

been used to set up these bounds.
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The parameters of Equations (13.18) and (13.19) have been selected in such a way as

to be more conservative with respect to Reference [31]. The obtained values are reported

in Table 13.2

Inserting these profiles in the radio path model and evaluating the integral (13.15) numeri-

cally, one finds the ionospheric millimeter-wave transmissivity, the complement to unity of

which is depicted in Figure 13.6. At 90GHz such a transmissivity (absolute worst case) is

only 4 ppm below unity. According to Equation (13.13) the impact of ionospheric fluctua-

tions is expected to be less than 0.05 sfu.

13.10 Antenna Design

In the millimeter- and submillimeter wavelength range geometrical optics cannot be applied.

One of the main assumptions of geometrical optics is that the size of optical components is

larger than the wavelength. At these frequencies, however, propagating waves can have the

electric field with a Gaussian distribution. The optics in this domain is therefore often called

Gaussian optics, or quasi-optics.

The design of the MIOS antenna is afforded in two steps. First the Gaussian optics [32] is

used to obtain an initial guess. Then the design is refined exploiting an antenna design CAD

tool, that is, the GRASP 9 Student Edition [33]. The same approach is also used in Reference

[34]. The Gaussian modes are obtained as the solution of the Huygens–Fresnel diffraction

integral for the E-field distribution in free space. These modes are typically excited by a
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Figure 13.6 Complement to unity (1� T) of the millimeter-wave ionospheric transmissivity for a

radio path oriented toward the Sun. The satellite is at hs¼ 500 km, while the angle formed by the radio

path with the satellite zenith is dz¼ 98�.

Table 13.2 Ionospheric profiles

h0 (km) N0 (1/m
3) p v0(kHz)

400 1� 1013 2 10
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Gaussian source of radiation, for instance, a horn antenna. The main properties of Gaussian

modes are the following.

The propagation occurs along an axis, say the z axis, with a plane phase front at z¼ 0. The

E-field maximum will be on the axis itself and then the amplitude will decay according to a

Gaussian distribution. The distance from the z axis to the points where the E-field falls to 1/e

of the maximum will be defined as the beam size or beam radius. The minimum beam size is

called the beam waist w0 and is localized where the phase front is planar, that is, at z¼ 0 with

the above assumptions.

At a certain frequency the beam size w depends on only two parameters, namely the dis-

tance from the beam waist z and the beam waist radius:

w zð Þ ¼ w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z

zc

� �2r
ð13:20Þ

where zc is the confocal distance, a function of both w0 and the wavelength l:

zc ¼ p
w2
0

l
ð13:21Þ

The half-power beam width Qh of the antenna is related to the far field divergence angle u0 of

the beam:

Qh ¼ 1:18u0 ð13:22Þ
The latter can be written in terms of both frequency and beam waist radius:

u0 ¼ l

pw0

lim
x!1 ð13:23Þ

As a result the fundamental Gaussian mode parameters w0 and zc can be found from the

knowledge of Qh. In the case of MIOS the above parameters are summarized in Table 13.3.

In Reference [29], p. 40, the design of a 45� offset dish antenna operating at 90GHz is

illustrated. The half-power beam width of such an antenna is equal to 1�, while the dish

shape has been determined considering the parent paraboloid. The projection of the dish

shape on the output plane is a circle of radius a’ 127mm. This value is useful for the

computation of the output taper edge, that is, the power of the Gaussian beam outside a

given radius:

Te ¼ exp �2 r
w
� 	2h i

ð13:24Þ

Since, with the parent paraboloid design approach the output plane is also the beam waist

location (planar phase front), the above equation can be computed for r¼ a and w¼w0. As a

consequence a taper edge of 27 dB is obtained.

Table 13.3 Gaussian optics parameters

Qh (deg) u0 (deg) l (mm) w0 (mm) zc (m)

1 0.85 3.3 71.7 4.85
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The antenna design reported in Reference [29] has thus been considered as the initial

guess for a further optimization. This optimization is carried out by exploiting the GRASP 9

Student Edition CAD tool; the final result is shown in Figure 13.7.

13.11 Antenna Noise Temperature

The antenna noise temperature is an important parameter affecting, together with the

receiver noise temperature, the system resolution. Such a temperature depends on the scene

observed by the antenna and can be evaluated according to Reference [32], p. 144:

TA ¼ Ae

l2

ðð
Pn r;wð ÞTB r;wð ÞdV ð13:25Þ

where l is the signal wavelength, Ae is the effective area of the antenna, Pn its normalized

radiation diagram, and TB the brightness temperature of the observed source. The variables

Figure 13.7 Preliminary mechanical drawing of both antenna and millimeter-wave radiometer

modules (the box). The latter includes the corrugated feed-horn, the calibration circuitry, and the

receiver itself. The main parameters are: offset 45�, f/D¼ 0.6, and dish diameter of 359mm. # 2010

IEEE. Reprinted with permission, from [40].
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r and w are used to describe the spatial variations of the above functions. In the case of the

Sun it is particularly convenient to define r as the angular coordinate along the solar radius

and w as the angular coordinate around to the antenna-to-Sun axis. Assuming that the bright-

ness temperature is equal to TS everywhere over the solar disk:

TB r;wð Þ ¼ TS; 0 � r � rS
0; elsewhere



ð13:26Þ

and using the elementary solid angle dV¼ sin r dr dw� r dr dw, one obtains

TA ¼ Ae

l2

Z2p
0

Z rs

0

Pn r;wð ÞTSr drdw � 2p
AeTS

l2

Z rs

0

r dr ð13:27Þ

The approximation is equivalent to considering the normalized radiation diagram function as

equal to unity. Developing the integral (13.27), the following formula is derived:

TA � p
AeTSr

2
s

l2
ð13:28Þ

The antenna theorem (Reference [17], p. 157) states a basic equation between the effective

antenna area and the antenna solid angle Va:

AeVa ¼ l2 ð13:29Þ
Since for a Gaussian beam it is possible to relate the antenna solid angle with the far-field

divergence angle (Reference [32], p. 136) and the latter with the half-power beam width

[32, 25], one obtains

Va � 1:13Q2
h ð13:30Þ

Qh being the above-mentioned half-power beam width. Inserting Equations (13.29) and

(13.30) into (13.28) one obtains the antenna noise temperature in terms of system param-

eters:

TA � p

1:13

rs
Qh

� �2
TS ð13:31Þ

The formula (13.31) means that the antenna noise temperature can be obtained as the

brightness temperature of the source multiplied by the filling factor, that is, the portion

of the antenna solid angle filled by the source itself. A numerical example is reported in

Table 13.4.

Table 13.4 Antenna noise temperature

TS (K) rs (arcmin) Qh (arcmin) TA (K)

7200 16 60 1423
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13.12 Antenna Pointing and Radiometric Background

The radiometric background generated by the quiet Sun is a function of the antenna pointing

direction. In the proposed experiment a heliosynchronous satellite orbit will be assumed.

With this choice a virtual 100% time-on-target can be achieved. The maximum radiometric

background is given by Equation (13.31) and is obtained for a pointing toward the solar cen-

ter. The minimum background, instead, will be recorded for a limb pointing at the Sun. In the

generic case such a background will be

TA r0;w0ð Þ ¼ Ae

l2

ðð
Pnðr� r0;w� w0ÞTB r;wð ÞdV ð13:32Þ

where r0, w0 indicate the antenna pointing direction and T is defined as in Equation (13.26).

It is apparent from this formulation that the accurate prediction of the MIOS radiometric

background is related to the knowledge of Pn, that is, the normalized radiation pattern. For

this reason a procedure for the on-flight calibration of the main antenna beam should be

considered. This could be attained with a scan of the whole solar disk along the two main

heliocentric coordinate directions.

13.13 Instrument Resolution

The resolution of a millimeter-wave radiometer is defined as the standard deviation of the

measured antenna noise temperature [35]. Assuming a total-power configuration the well-

known resolution formula is

DT ¼ TA þ TR

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Bt
þ DG

G

� 	2r !
ð13:33Þ

The importance of this expression is that it establishes a link between the standard deviation

of the measured data and the main instrument parameters, particularly the antenna noise

temperature TA, the receiver equivalent noise temperature TR, the predetection bandwidth B,

the integration time t, and the gain stability DG/G of the radiometer itself. TR can be related

to the receiver noise figure FR by

TR ¼ FR � 1ð ÞT0 ð13:34Þ
T0¼ 290K being the standard IEEE temperature at which the noise figure is defined. In order

to convert a resolution DT expressed in terms of antenna noise temperature into a resolution

DSf given in terms of solar flux units, the approach proposed in Reference [29], p. 41, is

followed:

DSf ¼
S
QS
f

TA

DT ð13:35Þ

When the antenna is pointed toward the solar center, S
QS
f and TA can be approximated by

Equations (13.5) and (13.31) respectively. Inserting Equation (13.33) into (13.35) one

obtains

DSf ¼ SQSf 1þ TR

TA

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Bt
þ DG

G

� 	2r
ð13:36Þ
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The resolution of the proposed instrument has been analyzed with reference to the system

parameters reported in Table 13.5.

Millimeter-wave receivers for space applications with such a noise figure have already

been realized [36]. The resulting receiver noise temperature is TR¼ 1500K. In addition

the previously estimated 1423 K antenna noise temperature has been assumed. Finally,

the integration time has been swept from 10ms to 10 s. The estimated resolution is

reported in Figure 13.8. From the analysis of this figure it is apparent that the specified

3 sfu for 1 s integration time and 10 sfu for 100ms integration time can be achieved with

a 100 ppm gain stability. Such stability must be guaranteed for at least 10 minutes in

order to measure a typical flare. The 100 ppm value is 10 times larger than what is pres-

ently considered the state of the art [37]. To obtain such stability the radiometer should

be periodically calibrated. To this purpose internal calibration standards will be provided,

while a thermal stabilization of the instrument could be needed.

13.14 System Overview

The simplified block diagram of the instrument is illustrated in Figure 13.9. It is divided into

three main modules, namely, antenna module, millimeter-wave (mmw) radiometer module,

and back-end module. The antenna module is constituted by a single parabolic dish and by a

circular corrugated feed-horn placed in the focal point of the dish. An offset configuration
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Figure 13.8 Radiometric resolution versus the integration time. The following system parameters

have been assumed: noise of the millimeter-wave receiver 8 dB, pre-detection bandwidth 2GHz, half-

power beam width of the antenna 1�. An ideal radiometer is compared with one having a 100 ppm gain

stability.# 2010 IEEE. Reprinted with permission, from [40].

Table 13.5 Main instrument parameter

f (GHz) S
QS
f ðsfuÞ Qh (arcmin) TA (K) FR (dB) TR (K) t (s) DG/G (ppm)

90 12 200 60 1423 8 1500 0.1–1 100
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will be used in order to avoid the obstruction and scattering of the feed system. This

will result in an improved antenna efficiency. The main antenna could be placed within the

satellite envelope in such a way as to reduce for the temperature variations. The circular

corrugated horn will be connected to the receiver input by means of a properly shaped

section of WR10 rectangular waveguide.

The mmw radiometer module contains the analog hardware of the instrument, namely,

the mmw receiver, the calibration circuitry, the detector diode/diodes, and the video

amplifiers. A receiver architecture based on a direct mmw amplification chain is adopted.

With this concept, the signal is boosted directly at 90 GHz exploiting advanced InP or

GaAs MMIC circuits. In addition, the bandpass filtering and the detection are carried

out directly at the operating frequency. Once detected, the signal is adjusted in level-

exploiting low-drift instrumentation amplifiers and then passed to the back-end module.

Another very important subsystem included in the mmw radiometer module is the

calibration circuitry. Since a stability of at least 100 ppm in 10minutes is required to

achieve the scientific goal, it would be necessary to calibrate the instrument periodically

for both the receiver gain and the radiometric offset.

These calibrations will be realized exploiting waveguide switches, reference loads, and

noise diodes. Temperature sensors will also be used to monitor the receiver components.

Control
&

power
supply

Back−end PDHURS−422

Data

PSU

SUN

control
Thermal

Receiver
&

calibration
circuitry

signal
Video

Feed−horn

WR10
Waveguide

reflector
offset parabolic

Main antenna

Figure 13.9 Simplified block diagram of MIOS. The instrument is composed of three modules: the

antenna module, the mmw radiometer module, and the back-end module.
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The schematic of the millimeter-wave radiometer module is shown in Figure 13.10 illus-

trating the basic building blocks of the instrument. The back-end module contains 16 bit

ADCs. The sampled data will be preprocessed (averaging, etc.) by means of a digital

unit. This unit will also act as an instrument controller, accepting instructions from the

Processing Data Handling Unit (PDHU) and sending back to the PDHU the correspond-

ing answer. The digital unit could be implemented with an Actel FPGA (RTSX family)

ranging from 32 000 to 72 000 gates. With an FPGA of this size, even a simple ALU

and/or microprocessor could be easily realized. Both power supply lines and control lines

are wired from the back-end to the front-end module. Both the PDHU and the power

supply unit (PSU) are linked with the back-end module. A digital bidirectional communi-

cation between a PDHU and the instrument is implemented via UART (RS-422 standard)

at a standard data rate of 2400 bit/s. In this way the PDHU can fully control the instru-

ment, that is, acquiring the preprocessed measurements, monitor the instrument state,

actuating a calibration, or setting a parameter. A suitable housekeeping procedure should

be available for this purpose.

13.15 System Design

The resolution analysis shown in Figure 13.8 is based on two main assumptions: receiver

noise of less than 8 dB and gain variations below 100 ppm for at least 10minutes, the

latter being the typical duration of a solar flare. In order to complete the first-guess

design of MIOS the following steps have been carried out. First the overall receiver gain

is evaluated; then gain and noise performances are distributed among the various blocks

of Figure 13.10. The gain is determined by selecting a suitable power level PD at the

square-law detector input:

PD ¼ k TA þ TRð ÞBG ð13:37Þ

paraboloid
Off−axis

Corrugated
feed−horn

Dicke
switch injection

Noise
LNA

90GHz
LNA

90GHzBPF
BW=2GHz detector

Power Video
amplifier

back−end
module

To

300K
load

Noise 
source 

switch
Pin−diode

SUN

Isolator

Figure 13.10 Schematic of the millimeter-wave radiometer module: a direct amplification architec-

ture is assumed. The receiver gain is calibrated by noise injection, whereas the radiometer offset is

calibrated using a reference load, working as a black-body, and a Dicke switch. # 2010 IEEE.

Reprinted with permission, from [40].
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where G is the pre-detection gain. Assuming the linearity, the voltage at the detector output

will be

VD ¼ gPD ð13:38Þ

g being the detector sensitivity, usually expressed in mV/W. Combining Equation (13.37)

with (13.38), the antenna noise temperature can be related to the output radiometer voltage

as

VD ¼ kBGgðTA þ TRÞ ð13:39Þ

Such a relationship is an important link between the quantity to be measured, TA, and

the quantity effectively treated, VD. In particular, kBGg plays the role of a temperature-

to-voltage conversion constant; TA is the wanted signal while TR constitutes the radiometric

offset. A more detailed discussion of the retrieval equations will be carried out later on. The

derivative of VD with respect to TA defines the radiometer sensitivity, that is, the variation of

the output voltage associated to a 1K variation of the antenna noise temperature:

DVD

DTA

¼ kBGg ð13:40Þ

The minimum variation of the output voltage DVmin
D is obtained by multiplying the radiome-

ter sensitivity (13.30) by the radiometer resolution (13.33). Such a value should be kept well

above the input offset and the thermal drift stability of the video amplifier, that is, of the

operational amplifier following the square-law detector.

To meet such a criterion it is useful to improve the radiometer sensitivity, which, in turn,

can be done by improving both the detector sensitivity and the pre-detection gain. The detec-

tor sensitivity is related to the semiconductor material used in the detector diode. Typical

values of g for broadband detectors are 0.5mV/W for Si Schottky diodes and 1mV/mW for

GaAs Schottky diodes. The pre-detection gain should be determined in such a way as to

guarantee the linearity of the detector. To this purpose PD should be kept below �27 dBm

for Si diodes and below �20 dBm for GaAs diodes. Exploiting these data and assuming the

instrument parameters defined in Section 13.13, Table 13.6 is obtained. In particular the

noise power at the radiometer input k (TAþ TR) B is equal to �70.7 dBm, whereas the radio-

metric resolution is of 0.4K, corresponding to the specified 3 sfu.

From the analysis of this table emerges the selection of a GaAs detector diode along

with an overall pre-detection gain of about 51 dB. The offset and drift parameters of the

instrumentation amplifier (IA) have been taken from the AD524C data sheet [38]. To

Table 13.6 Radiometer gain and sensitivity

Type PD

(dBm)

g

(mV/mW)

G

(dB)

DVD/DTA
(mV/K)

DVmin
D ðmVÞ IA offset

(mV)

IA drift

(mV/�C)

Si �27 0.5 43.7 0.32 0.13 50 0.5

GaAS �20 1.0 50.7 3.2 1.3 50 0.5
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distribute gain and noise among the various blocks constituting the radiometer, the

performance of off-the-shelf 90 GHz components have been evaluated. A summary of

this study is illustrated in Table 13.7. From the Friis formula it is possible to evaluate

the noise of the whole receiver as a function of the performances of the single blocks.

Developing this well-known relationship one obtains

FR ¼ LSWLCPLISOF
1ð Þ
LNA þ

LSWLCPLISO

G
1ð Þ
LNA

LBPFF
2ð Þ
LNA � 1

� �
ð13:41Þ

where Lj¼ 1/Gj is the loss of the generic passive block. For these passive blocks the noise

has been assumed equal to the loss itself.

Exploiting the numerical values of the above table and converting the dB quantities into

linear units, one obtains

FR ¼ 5:9þ 1:86

100
7:95� 1ð Þ ¼ 6:03 ! 7:8 dB ð13:42Þ

As a result it can be concluded that, with the selection of commercial components proposed

in Table 13.7, the FR< 8 dB performance (see Section 13.11) can be achieved at the consid-

ered operating frequency.

13.16 Calibration Circuitry

Calibration is a fundamental procedure allowing the antenna noise temperature TA, that

is, the quantity under measurement, to be evaluated in terms of the output radiometer

voltage Vm, the latter being directly measured by the ADC contained in the back-end

unit. To deal with this issue a mathematical model of the output voltage is developed.

Considering a video amplifier of voltage gain Gv and input offset voltage VOS the radiom-

eter output can be written as

Vm ¼ Gv VD þ VOSð Þ ¼ kBGGvg TA þ TRð Þ þ GvVOS ð13:43Þ

Reversing Equation (13.43) it is possible to derive the relationship between TA and Vm:

TA ¼ arVm � br ð13:44Þ

Table 13.7 MIOS building blocks

Quantity Unit Dicke

switch

Directional

coupler

Isolator LNA first

stage

BPF LNA second

stage

G dB �0.7 �1.2 �0.8 28 �3 28

F dB 0.7 1.2 0.8 5 3 6

Teq K 51 92 59 627 289 865
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where ar is the radiometric scale and br is the radiometric offset. The latter is determined by

both the receiver noise temperature and the video amplifier offset:

ar ¼ 1

kBGGvg

br ¼ Tr þ VOS

kbGl

ð13:45Þ

To determine TA, ar, and br at least three independent measurements are needed: the first one

is obtained from the observed scene and the other two are provided by the calibration circuit

in Figure 13.10. Such a circuit exploits a noise-adding mechanism to determine the radio-

metric scale, while a Dicke switch and a load at a known temperature Tbb are used to deal

with the radiometric offset. In the following such a load will be referred to as the black-body

of the instrument. In order to describe the noise source behavior mathematically, the excess

noise ratio (ENR) is used. This parameter is defined by

ENR ¼ TH � TC

T0

ð13:46Þ

where TH is the hot temperature (noise source switched on), TC is the cold temperature (noise

source switched off), and T0¼ 290K is the IEEE standard temperature. It is worth noting that

TC can be approximated with the physical temperature of the noise source Tns. Indeed, in

order to improve the output impedance matching over a wide operational bandwidth, a preci-

sion noise source typically exploits an output resistive attenuator and/or an isolator. As a

consequence, when the source is switched off, the generated equivalent noise temperature

corresponds to the physical temperature of the attenuator/isolator, that is, to that of the source

itself. With reference to Figure 13.10, the noise injection circuit can be modeled by

T 0
A ¼ TA þ CTns; off state

TA þ C ENR � T0 þ Tnsð Þ; on state



ð13:47Þ

where C is the coupling factor of the directional coupler, TA is the antenna noise temperature,

and T 0
A is the noise temperature at the receiver input, that is, the quantity that will be

measured. Table 13.8 summarizes the four calibration states, obtained by combining the

noise-adding mechanism with the Dicke switch operation. In such a table both the Dicke

switch and the directional coupler have been considered ideal, that is, lossless. This is

because their losses have already been included in the pre-detection gain term, G.

Table 13.8 Calibration states

Dicke switch Noise source T 0
A Vm

Scene Off TAþCTns Voff
s

Scene On TAþC(ENR�T0þ Tns) Von
s

Black-body Off TbbþCTns Voff
bb

Black-body On TbbþC(ENR�T0þ Tns) Von
bb
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The calibration procedure will follow these steps. In the first step the radiometric offset br
is determined using the black-body. To this purpose the Dicke switch will select the wave-

guide load and two measurements are carried out, one with the noise source in the on state

and another with the noise source in the off state. Repeating the above pair of measurements

more times it is possible to reduce the standard deviation of the radiometric offset estimation.

The equations are

Tbb þ CTns ¼ arV
of f
bb � br ð13:48Þ

Tbb þ C ENR � T0 þ Tnsð Þ ¼ arV
on
bb � br ð13:49Þ

Solving these equations for br gives

br ¼ CT0ENR
V
of f
bb

Von
bb � V

of f
bb

� Tbb � CTns ð13:50Þ

showing that the radiometric offset can be evaluated from the knowledge of the following

calibration parameters: ENR of the noise source, coupling factor of the directional coupler,

and physical temperatures of both the black-body and noise source. The latter quantities

are directly measured using temperature sensors. In the second step the radiometric scale ar
is determined by observing the scene. To this purpose the Dicke switch will select the scene

under observation (i.e., the receiver antenna) and two measurements are carried out, one

with the noise source in the on state and another with the noise source in the off state.

The equations are

TA þ CTns ¼ arV
of f
S � br ð13:51Þ

TA þ CðENR � T0 þ TnsÞ ¼ arV
on
S � br ð13:52Þ

Solving these equations for ar gives

ar ¼ CT0ENR

Von
S � V

of f
S

ð13:53Þ

As in the previous case, the radiometric scale is expressed in terms of the calibration circuit

parameters. The antenna noise temperature is finally determined by

TA ¼ arV
of f
m � br þ CTnsð Þ ð13:54Þ

where Vof f
m are the measurements of the scene carried out after the radiometric scale calibra-

tion with the noise source in the off state.

The design parameters of the calibration circuit are quoted in Table 13.9; the reported

values have been derived assuming Tns¼ 300K together with a GaAs Schottky detector, a

pre-detection gain of 50.7 dB, and a video amplifier detector Gv¼ 250. In these conditions

the output radiometer voltage for TA¼ 1423K, that is, for a solar spectral flux density of

about 12 200 sfu, is Vm� 2.4V.
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13.17 Retrieval Equations

The spectral flux density Sf of the Sun can be obtained from the measured antenna noise

temperature, the latter determined with the previously described instrument calibration. A

closed-form relationship is easily derived assuming the antenna to be pointed toward the Sun

center. Combining Equations (13.5) and (13.31) gives

Sf � 2:26
kTAQ

2
h

c20
f 2 ð13:55Þ

13.18 Periodicity of the Calibrations

Equations (13.54) and (13.55) allow the spectral flux density of the Sun to be retrieved from

the output voltage of MIOS. However, since the physical temperature of the instrument

can fluctuate during the orbit time, the calibration of both the radiometric scale ar and

radiometric offset br must be periodically repeated. Viewing such an issue from a differ-

ent perspective, it can be said that the periodic calibration is a tool to keep the gain

fluctuations (at least those related to the physical instrument temperature drift) below the

100 ppm threshold stated in Section 13.13. To verify the effectiveness of calibration

while determining its periodicity, a thermal drift model of MIOS has first been devel-

oped. Such a model starts from the assumption that the physical temperature of the

instrument Tp has the following time behavior:

Tp tð Þ ¼ T0
p þ DTm

p sin 2p
t

torbit

� �
ð13:56Þ

where T0
p is the reference instrument temperature, DTm

p is the maximum allowed tempera-

ture variation, and torbit is the orbital period. Considering an orbital period of about

100min and exploiting the values T0
p ¼ 300 K and DTm

p ¼ 1 K, the graph of Figure 13.11

is obtained.

The second step is the description of the temperature impact over pre-detection gain,

receiver noise temperature, and video amplifier offset. According to Reference [39], the

above function of the temperature has been linearized around T0¼ 290K since T0
p is close to

T0 and the temperature variation is limited. For the pre-detection gain a constant slope in dB

has been considered:

GdB ¼ G0
dB � dG Tp � T0

� 	 ð13:57Þ
G0 being the gain specified at T0 and dG the gain over temperature sensitivity-expressed in

dB/K. The pre-detection gain in linear units is easily obtained from the dB value:

G ¼ 10GdB=10 ð13:58Þ

Table 13.9 Calibration circuit parameters

C (dB) ENR (dB) CT0 ENR (K) CTns (K) ar (K/V) br (K)

�15 12 145.3 9.5 1232 1547
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The sign of Equation (13.57) implies that a temperature increase will result in a gain

decrease, as typically happens in millimeter-wave amplifiers. The equivalent noise tempera-

ture of the receiver has been described by

TR ¼ T0
R þ dTR Tp � T0

� 	 ð13:59Þ

where T0
R is the receiver noise temperature specified at T0 and dTR is the sensitivity of TR with

respect to Tp expressed in K/K. To evaluate T0, Equation (13.34) can be used, provided that

the noise figure is specified at T0, that is, at the IEEE standard temperature. Finally, the video

amplifier offset has been modeled by

VOS ¼ V0
OS þ dVOS Tp � T0

� 	 ð13:60Þ

where V0
OS is the offset at T0 and dVOS is the offset drift over temperature. The latter value has

already been indicated in Table 13.6.

A simulation of MIOS under temperature variations is now feasible. To this purpose the

radiometer output voltage Vm has been determined using Equations (13.57) to (13.60) into

Vm ¼ kBGGvg T 0
A þ TR

� 	þ GvVOS ð13:61Þ

where T 0
A is described by Table 13.8 as a function of the calibration state. In the simulation

an antenna noise temperature constant over time is adopted in such a way as to reproduce the

quiet Sun behavior. In particular, TA¼ 1423 K according to Table 13.4. As expected, the

obtained Vm strongly depends on time because of the modeled temperature drifts. At this

point a calibration procedure for both the radiometric offset and scale has been simulated.

The output radiometer voltage at the calibration instants has been used to evaluate br and ar
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Figure 13.11 Assumed variation of the MIOS physical temperature during the orbit. The reference

instrument temperature is equal to 27 �C.
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with Equations (13.50) and (13.53) respectively. Then the antenna noise temperature has

been retrieved with Equation (13.54), while the solar spectral flux density is obtained by

Equation (13.55). The results of these simulations are shown in Figure 13.12, illustrating

that the drift-induced errors are comparable with the noise limits and well below the resolu-

tion limits of the instrument. The resolution limits are equal to 3 sfu, that is, to the mini-

mum standard deviation of the instrument. The noise limits, indeed, are those computed by

Equation (13.35) for t¼ 1 s with DG/G¼ 0, that is, the intrinsic noise limits of the

radiometer.

The parameters modeling the MIOS thermal drift are quoted in Table 13.10. Then the

periodicity of the calibrations has been designed to meet the resolution limits also in the

presence of the above 1K temperature variation. As a result a scale calibration each of 4 s

and a scale calibration each of 60 s are needed.

The property of the simulated calibration procedure is that, after the calibration, the

scale/offset constants are applied to the measured data until the next calibration. Interpo-

lation between two consecutive calibrations is a data processing algorithm with superior

performances [35]. Other degrees of optimization are related to the adoption of a contin-

uous gain calibration, as in noise-adding radiometers, or to the development of a suitable

compensation algorithm [39].
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Figure 13.12 Solar spectral flux density retrieved by MIOS in the presence of both temperature drifts

and periodic calibrations. In this study a 1K variation of the physical temperature is assumed. Such a

variation occurs during the orbit, that is in about 100min, causing both gain and noise fluctuations.

Radiometric scale and offset calibrations are simulated every 4 s and 60 s respectively.

Table 13.10 Thermal Drift Parameters

G0 (dB) dG (dB/K) T0
R (K) dTR (K/K) V0

OS ðmVÞ dVOS (mV)

50.7 0.1 1540 1.0 25 0.5
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13.19 Conclusions

In conclusion, MIOS is an experiment that will improve the knowledge of solar flares by

probing the radiation mechanisms associated with high-energy particles. MIOS will oper-

ate at 90 GHz with two main goals, namely, obtaining a statistical characterization of

flare events at millimeter wavelengths and verifying the existence of fast time structures.

A statistical study of solar flares using data from the Nobeyama, Radio Polarimeter

(NORP) in Japan has been carried out to verify that MIOS will detect sufficient events to

carry out its scientific goals. The probability distribution of solar flare amplitudes has

been derived and then the results are scaled appropriately to 90 GHz. Such a distribution

predicts that, in a 12-year solar cycle, there will be roughly 160 events above 10 sfu at

90GHz and 105 events above 20 sfu.

The radiometric resolution shall be less-or-equal than 10 sfu for 100ms integration

time and less-or-equal than 3 sfu for 1 s integration time in at least a 600ms time scale.

Such a radiometric resolution is the standard deviation of the measured data. The design

of MIOS is based on a single-dish radiometer. This approach can be pursued since the

satellite will fly in the high ionosphere, the variability of which has been found to be

very low, that is, about 4 ppm. For this purpose the ionosphere has been modeled as strat-

ified plasma and its variability has been derived considering the difference between the

maximum and minimum attenuation.

The system architecture is based on a 35.9 cm offset dish antenna, which will be

placed within the satellite body. The antenna offset is equal to 45� while a corrugated

feed-horn is used to illuminate the dish with f/D’ 0.6. The receiver is based on a

direct amplification configuration, that is, without local oscillator and down-conversion

mixer. Such a solution is less expensive, more stable, and more reliable than those

using frequency conversion (homodyne or superheterodyne). To attain the specified

radiometric sensitivity it is necessary to achieve an overall noise of less than 8 dB and

a gain stability better than 100 ppm. The first parameter is achieved by exploiting a

90 GHz low-noise amplifier (LNA) in the receiver chain. To meet the second parame-

ter, instead, a periodic calibration of the radiometer is necessary. In particular, limiting

the temperature variations of the instrument to 1 �C around a certain reference tem-

perature, it is found that the radiometric scale must be recalibrated every 4 s while the

radiometric offset must be recalibrated every 60 s. The procurement of all the MIOS

components, in particular that of the space-qualified LNAs, is possible. The mechani-

cal layout has been defined, while the power and mass budget are available. A first

estimation of the MIOS costs indicated that the instrument is feasible within the bud-

get of a small space mission.
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14.1 Introduction

In this chapter, the substrate integrated waveguide (SIW) technology is adopted in the

development of active low-profile antennas featuring a cavity-backed configuration; this

topology consists of a traditional planar antenna where the radiating element is connected

to a cavity. In the framework of modern wireless systems, these antenna structures have

been extensively studied and implemented, as they offer many advantages, like increased

efficiency performance thanks to the suppression of the unwanted surface-wave modes

and better heat-dissipation capabilities due to the presence of an adequate metal surface.

These features are particularly favourable in large array configurations handling high

power levels and make these structures really suitable for wireless sensor networks and

space communication applications.

In fact, low-profile antennas find an interesting field of application in the realization of

reconfigurable phased-array configurations. Generally, this kind of designs requires compact,

active antennas as unit elements, in order to avoid grating lobes when scanning the beam and

to minimize spurious radiation. When active antenna elements are used, coupled oscillator

arrays (COAs) can be implemented; their dynamical properties, in fact, permit a certain

phase distribution to be selected among the elements of the array and hence steer the beam.

In particular, the cavity-backed topology can be used in this case for controlling the coupling
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among adjacent elements in an array without need of phase shifters; this approach allows for

more cost-effective and compact implementations.

In this chapter, the development of cavity-backed active antenna systems based on SIW

technology is addressed. Different passive and active topologies are described in this chapter,

including the first active SIW antenna ever demonstrated. In particular, the design of SIW

antenna oscillators has been carried out by combining full-wave electromagnetic simulation

and nonlinear analysis in order to model carefully both the radiating structure and the active

circuitry. In addition, coupled oscillator array implementations are studied, based on the pro-

posed antennas, and beam-scanning capabilities are demonstrated.

14.2 Substrate Integrated Waveguide Technology

A promising candidate for the development of a high-performance, low-cost platform for

wireless applications is the substrate integrated waveguide (SIW) technology [1–4]; it allows

for the fabrication of waveguide-like structures in a dielectric substrate with two ground

planes, where the sidewalls of the waveguide are defined by two rows of metal vias (see

Figure 14.1). SIW components are therefore intrinsically planar, suitable for straightforward

integration with other planar technologies and easily implemented using standard, low-cost

fabrication techniques, such as printed circuit board (PCB) and low-temperature co-fired

ceramic (LTCC). This technology features similar performance to that achievable using

metallic waveguides, such as low losses, good shielding, high power-handling capability,

and high quality factor, but it also offers the possibility to integrate any kind of components

on the same substrate; passive and active devices, as well as antennas, can be realized on the

same dielectric material without the need for transitions between components implemented

in different technologies. In addition, several chip-sets can be added and mounted on the

same substrate, thus introducing the concept of system-on-substrate (SoS) [5].

SIW technology first appeared in the literature in 1998 [1] and since then a variety of

devices have been proposed and demonstrated, including filters, directional couplers, oscilla-

tors, power amplifiers, antennas, six-port circuits and circulators. An exhaustive description

of the state-of-the-art of SIW technology can be found in Reference [4].

14.3 Passive SIW Cavity-Backed Antennas

Many passive SIW antenna topologies have been proposed in the literature, the majority of

them being slotted-waveguide and leaky-wave antennas [4]; these low-profile structures are

widely required for many kinds of applications, from space communications (where they are

employed in large reflectarray configurations) to radar imaging and wireless sensor

Figure 14.1 Comparison between (a) substrate integrated waveguide and (b) traditional metallic

waveguide.
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networks. In this sense, SIW technology represents a very promising candidate for the real-

ization of planar, cost-effective low-profile antennas, as it will be further demonstrated.

This chapter, in particular, focuses on the realization of active SIW cavity-backed anten-

nas; in this kind of topology, the radiating element, which is usually a slot or a patch, is

properly connected to a cavity. This design shows some interesting advantages, first of all

the suppression of the undesired surface-wave modes, which increases the antenna efficiency

and is particularly useful in array configurations. In addition, the presence of the cavity offers

an adequate metal surface for effective heat dissipation, which can help when dealing with

active devices in large implementations [6–8]. Moreover, in Reference [9] it is demonstrated

how the use of a cavity-backed configuration in an oscillator helps to improve the phase-

noise performance of the system. In the literature, passive SIW cavity-backed antennas

appeared in References [10] to [12].

The first step in the development of active antenna systems is the careful design of the

passive radiating structure; in this section, the dimensioning of passive cavity-backed anten-

nas in SIW technology is addressed.

14.3.1 Passive SIW Patch Cavity-Backed Antenna

Initially, the design of a cavity-backed antenna having a patch as the radiating element has

been carried out. The dimensioning was done using an FEM-based full-wave simulator that

allows the cavity and the patch to be designed for 10GHz resonance (Ansys HFSS, used for

all the designs proposed in this chapter).

As all the prototypes presented in this chapter, this antenna was realized on an Arlon 25N

substrate with a thickness of 0.508mm and a dielectric constant of 3.38 at 10GHz. The lay-

out of the prototype is shown in Figure 14.2.

The SIW cavity, resonating on the TM120 mode, is created by connecting the two ground

planes of the substrate by means of metal vias with diameter D¼ 1mm and spacing 2mm, in

order to avoid lateral radiation leakage (Figures 14.2 and 14.3). A rectangular ring is etched

in the bottom metal plane thus forming a patch antenna. The coplanar feed line in the top

plane is extended inside the cavity and a slot is etched perpendicular to the coplanar feed

line on the top metal, in order to excite both the patch and the cavity resonance [13]. This

antenna topology permits the feeding circuitry and the radiating patch to be isolated, since

Figure 14.2 Geometry of the passive SIW patch antenna: (a) front view; (b) side view.
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they are located on opposite sides of the dielectric substrate, thus preventing undesired

effects of the feed line on the radiation performance. The dimensions of the cavity-backed

antenna oscillator are listed in Table 14.1.

A single-substrate prototype of the presented patch antenna has been realized and

measured [14], which is shown in Figure 14.4. In Figure 14.5 the simulated and measured

S-parameters of the passive cavity-backed antenna are plotted. The measured structure

exhibits a resonance at approximately 10.2 GHz, with a very good agreement between

measurements and simulated data.

The simulated gain of the final design is approximately 4.6 dB at broadside, while the

measured gain is 3.4 dB (efficiency around 60%), and the E-plane and H-plane radiation

patterns are presented in Figure 14.6. The reduced measured broadside gain is attributed to

ripple introduced by the small size of the ground plane and additional losses due to the fabri-

cation method.

Table 14.1 Dimensions used in the design

Parameter Dimension (mm) Parameter Dimension (mm)

D 1.00 Ws 1.16

Lcavity 11.80 Wp1 1.00

Ls 1.92 S 2.00

Lst 2.20 Lpatch 6.60

L1 6.65 W1 0.50

Figure 14.3 Plot of the electric field magnitude for the TM120 resonant mode of the cavity.
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14.3.2 Passive SIW Slot Cavity-Backed Antenna

Another passive cavity-backed SIW antenna topology is presented in this section, which uses

a slot as its radiating element. It comprises a slot antenna backed by an SIW cavity, excited

by a coplanar line (Figure 14.7). This topology is similar to the structure presented in

Reference [10].

The radiating element is a slot etched in the ground plane. An input grounded coplanar

line is used to excite both the cavity mode and the slot. As already seen for the antenna

presented in Section 14.3.1, this topology also permits the feeding line and the radiating slot

to be isolated (Figure 14.7b).

Figure 14.4 Photographs of the passive SIW patch antenna prototype: (a) feed-line side, (b) radiating

side.

Figure 14.5 Measured (continuous) and simulated (dashed) jS11j of the passive cavity-backed patch

antenna.
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With respect to the antenna proposed in Reference [10], the major differences are the use

of a smaller cavity and of a dogbone-shaped slot, which allows for a more compact structure.

The particular shape of the slot has been used in order to obtain the desired electrical length

within the available cavity space (Figure 14.7a). The design of this passive structure has been

carried out with a full-wave simulator.

Figure 14.6 Simulated (solid) and measured (dashed) radiation pattern of the passive SIW patch

antenna at the main resonance: (a) H-plane (xz) and (b) E-plane (yz).

Figure 14.7 Geometry of the passive SIW slot antenna: (a) front view; (b) side view. Reproduced

from [15]. With permission from ACES.
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The slot and the cavity have been dimensioned for broadside radiation and optimal input

matching at 10GHz. The cavity size has been selected to resonate on the TM120 mode. The

feed line is a 50V microstrip line outside the SIW cavity, whereas it turns into a coplanar

line inside the cavity. The dimensions of the geometrical parameters involved in the design

are listed in Table 14.2.

A prototype of the passive cavity-backed SIW antenna has been fabricated and tested, as

demonstrated in Reference [15]. Figure 14.8 shows photographs of the feed-line side and of

the radiating side of the antenna.

In Figure 14.9 the simulated and measured input matching of the antenna are plotted,

which exhibit a very good agreement over the entire frequency band. In particular, the simu-

lation results predict a resonance at 10.14 GHz, whereas the measured results show a

minimum of jS11j at 10.17GHz.
The simulated and measured radiation patterns of the passive antenna are shown in Figure

14.10, for both E-plane and H-plane cuts. The simulated gain of the final design was 4.8 dB

at broadside, while the measured gain was 4.6 dB, leading to 70% antenna efficiency. The

two patterns were obtained at the frequency of the minimum reflection coefficient, namely

10.14GHz for the simulated pattern and 10.17GHz for the measured (Figure 14.10). The

asymmetry in the E-plane of the measured gain is potentially attributed to the feed line and

connectors in the measurement setup.

Table 14.2 Dimensions used in the design

Parameter Dimension (mm) Parameter Dimension (mm)

D 1.00 w1 1.40

Lcavity 11.80 w2 2.60

Lslot 10.00 w3 1.40

Lmetal 13.80 w 1.16

i 12.00 o 0.20

g 0.50 h 0.508

Figure 14.8 Photographs of the passive SIW slot antenna prototype: (a) feeding-line side;

(b) radiating side. Reproduced from [15]. With permission from ACES.
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Figure 14.9 Simulated and measured input matching of the passive SIW antenna. Reproduced from

[15]. With permission from ACES.

Figure 14.10 Simulated (dashed) and measured (solid) radiation pattern of the passive SIWantenna at

the main resonance: (a) H-plane (xz) and (b) E-plane (yz). Reproduced from [15]. With permission

from ACES.
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14.4 SIW Cavity-Backed Antenna Oscillators

The passive structures proposed in the last section can be used in the development of cavity-

backed antenna oscillators; in fact, by properly connecting an active device to the passive

antenna, reflection-type oscillators can be obtained. The active antennas can be dimensioned

in two steps. First, the passive radiators are designed with full-wave simulation methods and

the resulting S-parameters are imported in a circuit simulator. Then, nonlinear Harmonic

Balance analysis is used for optimizing the oscillator circuitry, in order to find a stable,

steady-state oscillating solution at the desired frequency.

In this section, three different topologies of SIW antenna oscillators are proposed, two of

them featuring frequency-tuning capabilities, which are obtained with two different

approaches. The possibility to tune the oscillation frequency of the structure may be useful

in some coupled oscillator array implementations, as discussed in Section 14.5.

14.4.1 SIW Cavity-Backed Patch Antenna Oscillator

In this section, the first topology of an antenna oscillator in SIW technology is proposed,

which uses as the radiating element the passive cavity-backed patch antenna presented in

Section 14.2.1.

Once the design of the cavity-backed antenna has been completed, the oscillator circuit

is designed by using a commercial Harmonic Balance (HB) simulator available from

Agilent ADS. The S-parameters of the passive antenna obtained from the full-wave

electromagnetic simulation were used in the HB analysis. Here, in order to avoid

the convergence to the trivial DC solution, the HB simulator was made to converge to the

oscillating steady state using a properly defined auxiliary generator [16, 17]. The simulation

setup is shown in Figure 14.11; the probe consists of an ideal voltage source in series with

an ideal band-pass filter. It is connected in parallel to a circuit node, namely to the source of

the transistor.

This auxiliary generator helps to force the simulator to find an oscillating solution with

nonzero amplitude at the desired frequency. Once the oscillating steady-state solution has

been obtained, Transient simulation is used to study its stability.

The active device used is an NE3210S01 HJFET. The gate of the active device is connected

to the cavity feed line (Figure 14.12) and the complete circuit is optimized to obtain an

oscillation frequency near the measured resonance of the cavity (10.2GHz). The oscillator is

self-biased by placing two resistors from the source terminals to ground. Stubs (Figure 14.12)

Figure 14.11 Schematic of the setup used for the simulation of the complete oscillator circuit.
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are used in the feed line to eliminate unwanted parasitic oscillations and additionally select the

desired oscillation frequency. Transient simulation is used to verify the stability of the steady

state solutions. The final geometrical dimensions used in the design are listed in Table 14.3.

A prototype of the designed cavity backed antenna oscillator was fabricated and char-

acterized (Figure 14.13) [14]. The measured oscillation frequency was 10.025 GHz and

the circuit dissipated 9mA from a 1.5 V supply. The measured effective radiated power

(ERP) at broadside was 3.6 dBm. Taking into account the measured gain of the passive

Figure 14.12 X-band active cavity-backed SIW patch antenna oscillator. # 2010 IEEE. Reprinted,

with permission, from [14].

Table 14.3 Antenna oscillator geometrical parameters

Parameter Dimension (mm) Parameter Dimension (mm) Parameter Dimension (mm)

Lc 11.80 W1 0.50 Ws 1.16

Ls 1.92 W3 1.10 Lds 9.90

Lp 6.65 Wp 1.00 Lst 2.20

L1 8.10 W4 0.50 Wds 0.30

L2 1.20 Lds1 2.90 D 1.00

L3 1.50 Ld 0.80 s 2.00

L4 0.40 Lds2 3.90
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antenna (3.4 dB), the radiated power was found to be 0.2 dBm (1.05 mW), which corre-

sponds to approximately 8% DC-to-RF radiation efficiency. The measured E-plane and

H-plane radiation patterns of the active antenna (effective radiated power) are shown in

Figure 14.14. Using a probe to capture the radiated signal, the phase noise of the oscilla-

tor was measured to be �103 dBc/Hz at 1MHz offset (Figure 14.15).

14.4.2 SIW Cavity-Backed Slot Antenna Oscillator with Frequency Tuning

The passive slot antenna discussed in Section 14.2.2 has been used as the starting point for

the design of an active cavity-backed SIWantenna. The active antenna consists of the combi-

nation of the passive antenna and a reflection-type oscillator, which uses the SIW cavity

as the resonant element (Figure 14.16). The choice of an SIW resonator leads to single-

substrate implementation of both the antenna and the cavity, and the slot is placed on a

separate side from the active circuit, thus minimizing the effects of the active components

and bias lines in the radiation pattern of the device.

As already shown in Section 14.4.1, the S-parameters of the passive antenna obtained

from the full-wave electromagnetic simulation are used in the HB analysis.

The reflection oscillator is obtained by connecting the gate of an active P-HEMT device

(NE3210S01) to the cavity feed line (Figure 14.16). Two 16V resistors Rs are then placed

between the source terminals of the device and ground, in order to self-bias the circuit. The

resulting structure is optimized to obtain an oscillation near the cavity resonance frequency

of 10.14GHz [16, 17].

One of the main parameters involved in the optimization of the active circuit is the stub

length L4 (Figure 14.16). Changing this length allows modification of the input impedance

seen by the transistor looking into the cavity; this design parameter can therefore be used to

optimize the oscillation frequency and eliminate unwanted parasitic oscillations and was set

to L4¼ 1mm.

Figure 14.13 Photographs of the active SIW patch antenna prototype: (a) circuit side, and (b)

radiating side.# 2010 IEEE. Reprinted, with permission, from [14].
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Figure 14.15 Measured phase noise of the active antenna oscillator. # 2010 IEEE. Reprinted, with

permission, from [14].

Figure 14.14 (a) H-plane (xz) and (b) E-plane (yz) measured radiation patterns of gain and power

product (effective radiated power (dBm)).# 2010 IEEE. Reprinted, with permission, from [14].
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In this antenna topology, frequency-tuning capabilities were introduced. In order to obtain a

tunable antenna one via of the cavity wall is removed with respect to the structure used for

the passive implementation of Section 14.2.2 (Figure 14.16), and a varactor diode is con-

nected between the top plane and a radial stub with very low input impedance. The tuning of

the varactor diode bias voltage Vc produces a change in the loading of the cavity and conse-

quently it modifies its resonance frequency, allowing for the desired tenability to be obtained.

In the full-wave simulation the presence of the diode has been taken into account by defining

internal ports at the varactor terminal locations; in this way, in the subsequent circuit

analysis, it is possible to connect a nonlinear model of the varactor diode to the cavity and

predict the achievable tuning range. The selected varactor diode is the MA46H070-1056

with a control voltage Vc ranging from 0 to 20V. The final dimensions of the circuit used for

the design are listed in Table 14.4.

Figure 14.16 Geometry of the active SIW antenna. # 2010 IET. Reprinted, with permission, from

[18].

Table 14.4 Geometrical dimensions used in the design

Parameter Dimension (mm) Parameter Dimension (mm) Parameter (mm) Dimension (mm)

Lcavity 11.80 W3 0.50 Ws2 2.60

L1 0.80 W4 1.00 Ls1 7.20

L2 7.30 W5 0.50 Ls2 1.40

L3 4.40 Lds1 2.85 D 1.00

L4 1.00 Lds2 3.95 S 2.00

L5 0.40 Lds3 3.10 Wds 0.30

W1 1.16 S1 0.50 Lts 2.00

W2 1.10 Ws1 1.40 Wts 3.00
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A tunable, active antenna prototype was built on Arlon 25N substrate and measured

(Figure 14.17); in Figure 14.18, the measured and simulated oscillation frequency of the

oscillator versus the biasing voltage Vc are compared. The oscillation frequency varies from

9.82GHz to 9.98GHz in simulation and from 9.82GHz to 10GHz in measurements, show-

ing a 180MHz tuning range obtained by tuning the varactor control voltage from 0 to 20V.

The measured E-plane and H-plane radiation patterns of the antenna oscillator’s effective

radiated power are shown in Figure 14.19, for Vc equal to 0 and 20V. The radiation pattern is

essentially unchanged within the varactor tuning range. The power–gain product of the SIW

cavity-backed slot antenna was evaluated in the anechoic chamber and found to be around

3 dBm for Vc¼ 0V.

Figure 14.17 Photographs of the active SIW slot antenna prototype: (a) circuit side; (b) radiating side.

# 2010 IET. Reprinted, with permission, from [18].

Figure 14.18 Simulated and measured frequency-tuning curves of the active antenna oscillator.

# 2010 IET. Reprinted, with permission, from [18].
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Based on the measured ERP at broadside and the measured gain of the passive antenna,

the radiated power is estimated to be 0.69mW. The dissipated power of the antenna oscilla-

tor is 10.5 mW; thus, its DC-to-RF efficiency is approximately 6.5%. The phase noise

performance of the active antenna was measured by capturing the radiated signal using an

antenna placed at a short distance from the active antenna oscillator and by processing

the received signal using a vector signal analyser (VSA). The measured phase noise was

approximately �101 dBc/Hz at 1MHz offset for control voltages in the range from 0 to

15V. It monotonically reduced to �105 dBc/Hz as the control voltage was increased to 20V,

as plotted in Figure 14.20.

The active antenna addressed in this section, along with the different issues that arose

during the design, is proposed in Reference [18], while a preliminary nontunable version

was demonstrated in Reference [15]. The importance of this achievement lies in the fact that

these prototypes represent the first active antennas based on substrate integrated technology

to be demonstrated and that appeared in the literature.

14.4.3 Compact SIW Patch Antenna Oscillator with Frequency Tuning

As the active antennas presented in this chapter are intended for operation in coupled

oscillator array configurations, the compactness is a fundamental issue to be addressed when

Figure 14.19 Measured radiation patterns (effective radiated power in dBm) for Vc equal to 0V (solid

lines) and 20V (dashed lines): (a) H-plane (xz), (b) E-plane (yz). # 2010 IET. Reprinted, with

permission, from [18].
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choosing the suitable topology. In this section, an active SIW patch antenna is presented,

whose novel, compact design makes it suitable for use in two-dimensional matrix implemen-

tations; another novelty resides in the very large bandwidth and frequency-tuning range,

compared to typical patch antennas.

The topology selected for the design and implementation of the cavity-backed patch

antenna oscillator is shown in Figure 14.21. The radiating element is a square patch enclosed

in an SIW square cavity. On the opposite side with respect to the patch, a short feeding line

intended for the excitation of the patch is etched, along with the pads needed for the place-

ment of the active oscillating circuitry. Similarly to the previously presented antennas, this

configuration has the advantage of keeping the radiating element and the active circuitry on

opposite sides of the substrate. Moreover, its compact shape makes it suitable for application

in two-dimensional array implementations.

Electromagnetic analyses were used to design the radiating structure; ports have been

defined on the structure in order to model the terminals of the circuitry to be connected (FET,

varactor diode, capacitances and resistance), and thus calculate the S-parameters of the

antenna with respect to an excitation defined on the gate port (see Figure 14.21). The reso-

nance frequencies of the patch and of the enclosing cavity were at first addressed in this phase

of the work. In particular, the patch size was chosen to obtain resonance around 11.8GHz,

while the cavity dimensions were selected in order for the TM120 mode to resonate around

12GHz. The presence of the region etched on the top face where the pads for the circuital

elements are placed was considered, as it heavily affects the quality factor of the cavity and it

introduces a capacitive effect that modifies the resonance frequency of the desired mode.

After designing the radiating structure, the S-parameters resulting from the full-wave

analyses were used in a Harmonic Balance simulator (Agilent ADS) in order to study the

oscillating steady-state solutions for the complete active circuitry around 12GHz.

As shown in Figure 14.21, the gate of the active P-HEMT element (NE3210S01) is con-

nected to the cavity feed line. One of the two source terminals is connected to ground

through a 22V resistor, while the other is connected to a capacitance that helps set the

Figure 14.20 Measured phase noise performance of the tunable slot oscillator, for different biasing

voltages Vc of the varactor diode.
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oscillation frequency (C1¼ 1.5 pF). The geometrical dimensions of the antenna, as well as

the values of the circuit components, are listed in Table 14.5.

Tuning of the oscillation frequency of the device is obtained by properly biasing with volt-

ages from 0 to 20V a MA46H070-1056 varactor diode, placed at the source terminal of the

active device between C1 and the ground. An additional capacitance C3¼ 3.3 pF helps set the

width of the tuning range, while C2¼ 1 nF is used for biasing purposes.

With respect to the topology presented in Section 14.4.2, in this design the varactor

diode is connected in series with the source terminal of the active device, while at the

same time it affects the current flowing on the top side of the cavity. In this sense, the

diode both affects the load of the resonant structure and the active device itself. As a

result, it has a stronger effect on the frequency of oscillation. Using HB simulation, a

steady-state, tunable solution around 12 GHz was found and its stability was studied

using Transient analysis.

Figure 14.21 X-band compact cavity-backed SIW patch antenna oscillator.

Table 14.5 Antenna oscillator geometrical parameters

Parameter Dimension Parameter Dimension Parameter Dimension

LCAV 11.80 s 2.00 LPATCH 6.65

d 1.00 WGAP 1.00 WFEED 1.16
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A prototype antenna oscillator was implemented and measured (Figure 14.22), whose fre-

quency tuning capability is shown in Figure 14.23. It can be seen that a tuning range of about

500MHz was achieved.

In Figure 14.24 the ERP radiation patterns for the antenna oscillator are shown for differ-

ent values of biasing voltages of the varactor diode (0, 10 and 20V). As it can be seen, as the

frequency is increased the value of the power–gain product at broadside remains roughly

constant at around 7 dBm. The antenna oscillator draws 12mA current for 1.5 V supply,

constantly over the entire tuning range, with 18 mW dissipated power. Taking into account

the simulated gain of the passive radiating structure, which is equal to 5.3 dB, the radiating

power was estimated to be 1.48 mW, thus leading to approximately 8% DC-to-RF radiation

efficiency. Finally, the noise performance of the circuit was evaluated at 12.3GHz (13V con-

trol voltage), showing –107 dBc/Hz phase noise at 1MHz frequency offset (Figure 14.25).

Figure 14.22 Photographs of the active SIWantenna prototype: (a) circuit side; (b) radiating side.

Figure 14.23 Measured frequency tuning of the antenna oscillator.
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Figure 14.24 ERP co- and cross-polarization radiation patterns for the designed antenna oscillator for

varactor bias equal to 0, 10 and 20V: (a) H-plane (xz) and (b) E-plane (yz).

Figure 14.25 Phase noise performance measurement for the designed antenna oscillator.
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14.5 SIW-Based Coupled Oscillator Arrays

In the previous section, some SIW active cavity-backed antenna topologies have been pro-

posed, which may be suitable for the realization of coupled oscillator arrays (COAs). A num-

ber of applications may require the use of coupled oscillator arrays: among them, the most

relevant applications involve coherent distributed sources based on power combining, phased

arrays with beam-scanning capabilities without using any phase shifter and advanced reflec-

tarray configurations.

The active SIW antennas can be used in order to combine the output power from each of

the elements, thus obtaining a coherent distributed source. The coupling between different

elements is achieved by properly connecting their SIW cavities, for instance by opening an

aperture in the common wall. In this section, a method intended for establishing the desired

coupling among different elements of a phased array is proposed. Thanks to the SIW topol-

ogy, adjacent cavities can be coupled with proper magnitude and phase, thus allowing for

in-phase synchronization of the elements of the array at a common frequency fs; the output

power generated by each oscillator is then combined [19].

One of the most significant features of coupled oscillator arrays relies on the possibility of

obtaining beam-steering with no need of phase shifters. The cavity-backed topology was

demonstrated to be particularly suitable to this aim [20] and is fully exploited in this section.

In fact, since some of the proposed SIW active antennas feature frequency-tuning capabili-

ties, they can be used in a coupled oscillator array configuration in order not only to obtain

power combining but also to introduce beam-scanning properties, as shown in Figure 14.26.

Once in-phase synchronization is obtained, the free-running frequency of the edge elements

of the structure can be slightly detuned in opposite directions, thus establishing different,

constant phase-shift distributions along the array and scanning the beam over a certain angle.

Generally, this kind of design requires compact, active antennas as unit elements, in order to

avoid grating lobes when scanning the beam and minimize spurious radiation, as discussed in

Reference [21].

In this section, a preliminary study of the possibility of synchronizing two adjacent ele-

ments in an array configuration is presented, with the aim of combining the output power.

Then, the study and implementation of a three-element coupled oscillator array with beam-

scanning properties is described.

Figure 14.26 Diagram of a coupled oscillator array for the phased array configuration.
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14.5.1 Design of Coupled Oscillator Systems for Power Combining

When dealing with cavity-backed antenna oscillators, the easiest way to obtain a certain level

of coupling between them is to couple the respective cavities; in order to achieve this, an

aperture of the proper shape and width can be used to connect adjacent cavities. For this rea-

son, a preliminary study about the possibility of controlling the coupling between two antenna

elements in an array was carried out on the structures shown in Figure 14.27. In this case, the

passive array is simply obtained by connecting two cavity-backed slot antennas, such as the

one presented in Section 14.2.2, and the geometrical dimensions used are the same.

Two different approaches are adopted when designing an aperture between two SIW cavi-

ties. In the first structure, a single window is opened between the two elements, while in the

second two apertures are present; in this kind of design, SIW technology appears to be very

flexible, as it allows cavities of any shape to be drawn.

Using a full-wave simulator, and defining ports at the feed lines as shown in Figure 14.27,

the parameter jS21j can be considered as the strength, or magnitude, of the coupling between

the two cavities. Simulated results are presented in Figure 14.28, where the variations of jS21j
at resonance and of the resonance frequency itself (where jS11j is minimum) are plotted,

versus the aperture width, for the two different configurations.

While the resonance frequency value remains roughly constant, a 9mm variation in the

single aperture configuration produces a change in the coupling strength of approximately

7 dB in both configurations. In particular, in the double-aperture implementation the

Figure 14.27 Cavity-backed antenna array structure for the study of the coupling magnitude:

(a) single-aperture and (b) double-aperture configurations.
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variation of jS21j is much smoother, thus leading to a more accurate control of the desired

coupling factor. This structure was chosen for the further development of the study.

Based on this analysis, two passive structures with a double aperture have been devel-

oped, showing different coupling factor magnitudes; the implemented arrays are shown

in Figures 14.29 and 14.30, and have been realized. The first one, with one via hole

dividing the two cavities, features A2¼ 4.9mm, while the other one has two vias and A2

¼ 3.5 mm. The two arrays show simulated coupling magnitudes equal to �7 and �10 dB

respectively, evaluated at the resonance frequency of the structures.

A comparison between the measured and simulated jS21j is shown in Figure 14.31. The

measured coupling factor curves match very well with simulations; at 10.2GHz, the mea-

surements show a coupling factor of �7.6 dB for the first array (0.6 dB discrepancy) and of

�10.5 dB for the second array (0.5 dB discrepancy).

Based on the first passive array configuration, a coupled antenna oscillator system has

been designed, where the active devices are NE32101S01 P-HEMTs, whose gates are con-

nected to the cavity feed lines (Figure 14.32).

Figure 14.28 Coupling factor magnitude and resonance frequency in the case of a single aperture

A1¼ aperture (black lines) or two apertures A2¼ aperture/2 (grey lines).# 2010 IEEE. Reprinted, with

permission, from [23].

Figure 14.29 Coupled cavity-backed antenna structure with one via between the adjacent cavities:

(a) feeding side and (b) radiating side.
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Figure 14.31 Measured (continuous) and simulated (dashed) jS21j for the proposed passive 2�1 arrays.

Figure 14.32 Coupled antenna oscillator system layout. # 2010 IEEE. Reprinted, with permission,

from [23].

Figure 14.30 Coupled cavity-backed antenna structure with one via between the adjacent cavities:

(a) feeding side and (b) radiating side.
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The radiating structure used in the design is identical to the passive one analysed in the

previous section, and 16V resistors have been located at the source terminals of the

FETs in order to self-bias the circuit. When the individual oscillators are introduced into

the array, their oscillation amplitudes and frequencies will change due to their mutual

influence through the SIW coupling structure. A further optimization is thus necessary in

order to readjust the synchronization frequency of the system, by acting on the stub’s

dimensions (Figure 14.32); Lss¼ 2mm and Wss¼ 1mm have been chosen.

The design of the active array has been carried out using Harmonic Balance simulations

(Agilent ADS). As already stated, HB simulation is combined with the use of a properly

defined ideal probe [16, 17], in order to ensure its convergence to the oscillating steady-state

solution of the system. The stability of the solution is then studied using Transient

simulations.

The prototype shown in Figure 14.33 was measured in order to demonstrate the possibility

of combining in-phase the output power coming from the two synchronized elements. The

system showed a synchronization frequency of 10.09GHz. Theoretically, when coupling

two identical oscillators in-phase one can achieve a 3 dB increase in the total output power

with respect to the individual power of each oscillator. In order to determine the gain

obtained by combining the two oscillator output powers, the devices were individually

biased and their output power and frequencies where measured. The free-running frequen-

cies were found to be f1¼ 10.038GHz and f2¼ 10.024GHz.

Using a probe in order to capture the radiated signal, the output power of the two

oscillators was measured. The relative measured output powers of the oscillators were P1

and P2¼ (P1þ 2.7) dB, which combined to give a total output power of Pout¼ (P1þ 6.7)

dB¼ (P2þ 4) dB. The differences in the individual oscillator output powers are attributed

to the limited manufacturing accuracy and component tolerances. Similar considerations

can be made about the phase noise performance of the system; the measured phase noises

of the individual oscillators are PN1¼� 97.67 dBc/Hz and PN2¼� 97.43 dBc/Hz at

1MHz offset from the carrier. As expected, when combining two oscillator outputs the

Figure 14.33 Photography of the implemented prototype of a coupled antenna oscillator system.

# 2010 IEEE. Reprinted, with permission, from [22].
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total phase noise of the system was PNout(at 1MHz)¼ �100.8 dBc/Hz with approxi-

mately a 3 dB improvement (Figure 14.34).

Finally, the radiation pattern of the 2� 1 active array was evaluated in the anechoic cham-

ber. Figure 14.35 shows the obtained E-plane and H-plane radiation patterns. The product of

gain and transmitted power (effective radiated power) is plotted. The E-plane radiation

Figure 14.34 Measured phase noise of the individual oscillators and of the 2� 1 array of coupled

oscillators.# 2010 IEEE. Reprinted, with permission, from [22].

Figure 14.35 (a) H-plane (xz) and (b) E-plane (yz) radiation patterns (effective radiated power) of the

2� 1 coupled oscillator array.# 2010 IEEE. Reprinted, with permission, from [22].
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pattern shows some ripple, which is potentially attributed to the small ground plane. The

measurements verify once more that the two oscillators are locked in-phase, since the radia-

tion peak is located at broadside [22, 23].

14.5.2 Coupled Oscillator Array with Beam-Scanning Capabilities

In this section, a three-element coupled oscillator array based on SIW active antennas is pre-

sented. The structure used to develop the study is shown in Figure 14.36; a coupled oscillator

array comprising three cavity-backed patch antennas (whose topology has been proposed in

Section 14.3.3) is considered. An aperture A¼ 5.2mm is created between the cavities, whose

shape is modified in order for the elements to be half-wavelength spaced approximately

(in this case 15mm). In this way, the magnitude of the coupling between the elements is

chosen. The value of the resistors and capacitors mounted on the structure is unchanged with

respect to the single-element topology of Section 14.3.3, as well as the other geometrical

dimensions.

In order to synchronize the array elements in-phase, the phase of the coupling between

them has to satisfy the relation �90�Fcoupling� 90� [24].
With the aim of controlling the parameter Fcoupling, two meander lines were then

etched between the cavities on the circuitry side (Figure 14.36); the meander lines act as

series capacitors, allowing for modifying the phase of the coupling while leaving the

magnitude roughly unchanged. Their dimensions are Wm¼ 2.1 mm and Lm¼ 2.2 mm.

The proposed structure was then analysed by means of a full-wave simulator and the

resulting S-parameters used in an HB simulation setup that allowed a synchronized solu-

tion of the system to be found around 10.5 GHz.

A prototype was then built (Figure 14.37) and measured and a 10.55GHz synchronization

frequency for the elements was found. The coupled oscillator array draws around 40mA

current out of 1.5V supply. The measured effective radiated power (ERP) at broadside was

15.0 dBm. Taking into account that the simulated gain of the passive antenna was 8.3 dB, the

radiated power results were 6.7 dBm (4.7 mW), which corresponds to approximately 7.8%

DC-to-RF radiation efficiency.

The control voltages of the varactor diodes of the edge elements VT,1 and VT,3 have

been detuned in opposite directions, in order to establish different phase-shift

Figure 14.36 Layout of the three-element coupled oscillator array. # 2012 IEEE. Reprinted, with

permission, from [25].
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distributions along the array, thus scanning the beam. In addition to that, the control

voltage of the central oscillator VT,2 has also been adjusted in order to fix the syn-

chronization frequency of the system to the value of 10.55 GHz. The effective radiated

power radiation patterns, showing the broadside pointing and the maximum obtained

scanning angle, are plotted in Figure 14.38. The maximum scanning angle is around

�20�.
The relation between the scanning capability and the phase-shift distribution is

described by the relation Dw ¼ psinCscan, where Dw is the phase-shift and Cscan is the

scanning angle. This means that the maximum obtainable phase-shift distribution along

the structure is around �60�. Therefore, in the case of this coupled oscillator array,

when the phase shift tends to exceed this value, the elements lose their synchronization.

Table 14.6 lists the values of the control voltages applied to the varactor diodes in order

to get the desired scanning.

The values of the control voltages VT,1 and VT,3 do not show a symmetrical behaviour, due

to the fact that in the practical realization the two edge elements are not exactly identical.

Please note also that the voltage of the central oscillator has been changed, in order to main-

tain the frequency at a fixed value.

Figure 14.37 Photography of the three-element coupled oscillator array with meanders: (a) circuitry

side and (b) radiating side.# 2012 IEEE. Reprinted, with permission, from [25].
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14.6 Conclusions

In this chapter, active antenna systems based on SIW cavity-backed oscillators have been

proposed. The demonstration of the first SIW active antenna in the world opens new possibil-

ities for the development of complete, integrated front-ends for wireless sensor networks.

Moreover, thanks to the cavity-backed topology, the dynamic properties of the antennas can

be used in coupled oscillator arrays, where the beam scan is obtained without the use of any

phase shifter.

Possible future perspectives for this work include the realization of larger, two-

dimensional arrays, and the study of reflectarray topologies for the introduction of

more complex beam-shaping properties.

Table 14.6 Values of the control voltages (in volts) used for scanning the beam

VT,1 VT,2 VT,3

20� 7 5 15

0� 10.5 8 7.6

�20� 13.8 4.2 9

Figure 14.38 ERP radiation patterns for a three-element coupled oscillator array with beam-scanning

properties: (a) H-plane (xz) and (b) E-plane (yz).
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15.1 Introduction

Wearable textile systems are intended to improve the user’s awareness of his/her physical

conditions such as heart rate, blood pressure, breathing, and so on, and environmental condi-

tions including relative humidity, temperature, and so on, and this by unobtrusive integration

of sensing, actuating and computing functionalities into clothing. In addition, unobtrusive

integration of wireless communication systems provides real-time monitoring capabilities or

it allows communication between different users in an ad hoc network. Typical applications

are found in the health-care industry and in rescue operations, during which the deployment

of smart wearable systems will help in drastically improving the rescuer’s main task, that is,

saving human lives. In order to provide a user friendly, inconspicuous, and low-cost

intelligent textile system, wearability is an utmost important feature of the system and

implies that the system should be lightweight, breathable, and flexible in order not to disturb

the user’s agility. A typical wearable textile system is composed of six distinct components,

being sensors, actuators, power supply, interconnections, communication unit, and a data

processing unit.

Body-centric communication requires a body worn antenna that is easy to integrate into a

garment and this in an unobtrusive manner. Therefore, antennas composed of textile materi-

als are preferably used since they provide flexibility and conformability to the human body,

facilitating the integration into clothing and maintaining breathability of the garment. The

vicinity of the human body increases losses due to bulk power absorption and introduces

radiation pattern distortion and frequency detuning [1, 2]. Therefore, planar antennas are

preferred since the inherent ground plane of the antenna structure minimizes power absorp-

tion in the human body and frequency detuning, and radiation is directed away from the
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human body. Additionally, the low-profile antenna geometry contributes to the ease of inte-

gration. Textile planar antennas are constructed from a nonconducting textile substrate

together with a patch and ground plane composed of a conductive textile material (electro-

textile) [3]. The flexibility of the used materials makes the antennas susceptible to bending

and even crumpling. In addition, when applying hydrophilic textile antenna materials, alter-

ing atmospheric conditions (e.g., relative humidity) affect the antenna performance [4, 5]. An

optimal wearable antenna design, accommodating for the adversities encountered due to the

proximity of the human body and the dynamics of the surrounding environment, will

improve the overall link budget of the off-body wireless communication link. Several

approaches have been studied in wearable antenna design:

1. Sufficient impedance bandwidth is provided to account for frequency detuning caused by

the presence of the human body and bending of the antenna [3, 6].

2. A larger groundplane reduces the effect of the human body on the textile antenna’s radia-

tion characteristics [6].

3. Textile antennas based on electromagnetic band-gap (EBG) substrates reduce backward

radiation, minimizing bulk power absorption in the human body. Moreover, a larger band-

width and higher radiation efficiency is obtained and the EBG substrate minimizes

antenna size [7, 8].

4. Implementation of polarization and pattern diversity in a multiantenna configuration miti-

gates the shadowing effect of the human body and signal fading, typically observed in an

indoor environment [9, 10].

5. Electronic reconfiguration of the radiation pattern by implementing textile arrays allows

the radiated beam to be steered in the desired direction and accounts for radiation pattern

distortion due to the dynamics of the user [11].

6. The development of active wearable textile antenna modules by integrating electronic cir-

cuits underneath the textile antenna reduces losses observed in textile transmission lines

or accommodates for the reduced textile antenna gain during operation in the vicinity of

the human body [12].

Power autonomy plays a key role in the future proliferation of wearable textile systems.

The development of lightweight flexible batteries as proposed in References [13] and [14]

tackles the issue of current rigid batteries that harm the ergonomics of the wearable textile

system. However, batteries still rely on external energy sources. Energy scavenged from

the human body by exploiting sources such as kinetic energy produced by breathing,

walking, and vibration can be converted into electrical energy by using piezoelectric energy

transformers. Also body heat may be transformed into electric energy by relying on thermo-

electric generators [15]. Next to these energy sources, solar energy has proven to be a good

candidate for power harvesting and integration of flexible amorphous silicon solar cells into

clothing was addressed in Reference [16]. However, the coexistence of solar cells and planar

textile antennas results in a real-estate problem as the available space for integrating both

into the same garment is limited. This problem can be solved by integrating solar cells on to

planar textile antennas, that is, by reusing the available area both for RF radiation and for

DC-power generation [17].

This chapter focuses on the development and characterization of active wearable antenna

modules together with the integration of solar cells on to textile antennas. Design aspects
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such as material characterization, EM full-wave/circuit co-optimization design techniques

and characterization techniques under real test conditions are discussed. First, the

electromagnetic property characterization of textile materials is addressed in Section 15.2,

discussing two dedicated characterization techniques, being an improved broadband trans-

mission line technique (Section 15.2.3) and a small-band inverse planar antenna characteri-

zation method (Section 15.2.4). The latter technique was developed for accurate and fast

characterization of antenna performance as a function of relative humidity. Second, the novel

concept of active wearable antenna modules is presented in Section 15.3 by means of a

design example discussed in Section 15.3.1, being an active integrated wearable receive

textile antenna with optimized noise characteristics, operating in the 2.45GHz ISM band.

Finally, in Section 15.3.2, the integration of solar cells on to wearable antennas together with

a novel interconnection structure between DC and RF GND is presented by means of a

wearable PIFA design operating in the 902–928MHz UHF band.

15.2 Electromagnetic Characterization of Fabrics and Flexible Foam
Materials

15.2.1 Electromagnetic Property Considerations for Wearable Antenna
Materials

The electromagnetic properties of interest are the permittivity er and loss tangent tand of the
nonconductive fabric or foam materials and the effective conductivity s of the electrotex-

tile. For traditional antenna materials such as high-frequency laminates and copper foil, the

constitutive parameters are homogeneous and isotropic. When considering materials used

in planar textile antenna design, the air cavities present inside the substrate material result

in a nonhomogeneous permittivity. Also, the antenna substrate can be composed of multi-

ple fabric layers, contributing to the inhomogeneous nature of the material’s permittivity

and introducing anisotropic behavior. Moreover, adhesive sheets assembling the different

layers contribute to the nonhomogeneous nature and anisotropy of the antenna substrate.

The characterization processes presented here take into account all layers and adhesive

sheets as used in the final application. Since the inhomogeneities are small compared to the

wavelength one can characterize the materials as being homogeneous. Potential anisotropy

is accounted for thanks to the fact that the measured dominant field component in both

characterization methods presented in this chapter correspond to the dominant component

of the mode responsible for radiation by a planar antenna. The conductive fabric used in a

wearable textile antenna design typically consists of a copper-plated woven textile mate-

rial, which is treated as being homogeneous and is modeled by an effective conductivity s

(S=m) and an effective thickness t.

15.2.2 Characterization Techniques Applied to Wearable Antenna
Materials

With the introduction of textile fabrics in wearable antenna design, the need for accurate

determination of the material’s electromagnetic properties emerged. Three different types

of microwave characterization techniques are available for the determination of the mate-

rial’s electromagnetic properties. The first technique is the cavity perturbation technique

and allows characterization of the anisotropy that is typically found in the
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electromagnetic properties of woven textile materials [18]. Second, a broadband transmis-

sion line technique, relying on scattering parameter measurements of at least two

microstrip lines with different lengths, is utilized in order to extract the material’s permittivity

[19]. In Section 15.2.3 the transmission line method is combined with the matrix-pencil

method to minimize deviations in the calculated electromagnetic properties caused by fabrica-

tion tolerances and inhomogeneities typically observed in a textile microstrip line structure.

The advantage of using the microstrip transmission line method over the cavity perturbation

technique is that it allows characterization of the textile material in a setup assembled with the

same conductive materials as in the final textile antenna design. This requirement follows

from the fact that the effective permittivity of the substrate increases when using electrotex-

tiles as conductive surfaces and that the effect of the glue, used in assembling the different

layers, has to be taken into account [20]. Third, techniques based on planar textile resonators

are used to characterize the materials. In Reference [21] the real part of the substrate’s permit-

tivity is extracted by relying on analytical approximation formulas for the textile antenna’s

resonance frequency. A similar characterization approach was presented in Reference [4],

where the resonance frequency of a textile resonator was estimated by relying on numerical

simulations. Fitting the simulated on to the measured resonance frequency allows the

dielectric constant of the fabric substrate to be found. The latter approach was accelerated

significantly by utilizing surrogate-based optimization techniques that automatically solve the

inverse problem, providing a more accurate solution [22, 23]. Furthermore, this method allows

the permittivity and loss tangent to be determined. An extension of this method is proposed in

Section 15.2.4, where both complex permittivity and effective conductivity of the electrotex-

tile are characterized. The proposed method was used for quantitative characterization of the

electromagnetic properties of textile antenna substrates as a function of relative humidity,

which allows estimation of the antenna performance in varying climatic conditions.

15.2.3 Matrix-Pencil Two-Line Method

15.2.3.1 Theory

This method relies on the transmission and reflection coefficient measurements of two

microstrip lines with different lengths l2 and l1, where l2 > l1 as shown in Figure 15.1.

De-embedding of the coax-to-microstrip transitions relies on symmetry, reciprocity, and

identical coax-to-microstrip discontinuities of the microstrip line structures [24]. Propa-

gation over the microstrip line is described by a complex propagation factor g ¼ aþ jb

and characteristic impedance Z0. No prior knowledge of the characteristic impedance Z0

is required, since the effects of impedance mismatches are included in the de-embedding

algorithm [25].

The scattering transfer cascade matrix TD of the long microstrip line (length l2) and the

matrix TT of the short line (length l1) are expressed as

TD ¼ TA � TL � TB ð15:1Þ

TT ¼ TA � TB ð15:2Þ
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where TA and TB represent the coax-to-microstrip discontinuities and TL the lossy transmis-

sion line with length Dl ¼ l2 � l1. Solving Equation (15.2) for TB and substituting into

Equation (15.1) yields

T � TA ¼ TA � TL ð15:3Þ
where T ¼ TD � T�1

T , with TD and TT derived from their scattering parameter counterparts

SD and ST . Since TL is diagonal, the propagation factor is derived from the eigenvalue

equation

e�gDl ¼
Tr T

� �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tr T

� �2

� 4D T
� �r

2
ð15:4Þ

where Tr T
� �

and DT represent the trace and determinant of T , respectively. Note that DT ¼
1 because of symmetry and reciprocity. Passivity imposes e�gDl

�� �� < 1, determining the

correct sign for the root in Equation (15.4) and thus the correct angular rotation of g. Substi-

tuting z ¼ 1=2 Tr T
� �

in Equation (15.4) and solving with respect to g yields

g ¼ Dlð Þ�1
ln z�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 � 1

p� �
, where a correct definition for the branch cut together with

phase unwrapping are required.

Once b is known, the effective permittivity er;ef f follows from b=k20. The dielectric con-

stant is then determined by using the transmission line calculator Linecalc from Agilent’s

Advanced Design System [26] and then by varying er until the effective permittivity calcu-

lated by Linecalc equals the measured er;ef f . Assuming low-loss conductive materials, the

conductor losses are negligible compared to the dielectric losses, so the calculated attenua-

tion ad can be entirely attributed to dielectric loss. Hence, the loss tangent tand can be

determined by [27]

Figure 15.1 Representation of the microstrip lines with lengths l2 and l1, consisting of coax-to-

microstrip transitions SA and SB and an ideal lossy transmission line SL.
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tan d � 0:0366
adl0

ffiffiffiffiffiffiffiffiffi
er;ef f

p
er � 1ð Þ

er er;ef f � 1
� � ð15:5Þ

with ad � a expressed in dB/m and l0 the free-space wavelength. This method allows char-

acterization of the materials as applied in the final textile antenna design. The substrates are

characterized as being homogeneous with identical er;ef f in each cross-section along the

direction of propagation.

15.2.3.2 Reducing Perturbations in the Calculated Propagation Constant

The accuracy of the two-line method becomes poor when the difference in line length Dl ¼
l2 � l1 is electrically small and when connector mounting is not symmetrical. The accuracy

of the method can be improved by choosing microstrip lines with a significant electrical

length difference. However, a textile transmission line is far from being ideal. The flexible

and compressible substrates combined with fabrication inaccuracies are responsible for

geometrical deviations in the transversal cross-section of the lines, resulting in varying

characteristic impedance along the line. Together with nonidentical coax-to-microstrip tran-

sitions, which disturb the symmetry condition, they result in errors on the de-embedded

transmission line parameter e�gDl. In addition, excitation of evanescent higher-order modes

at the coax-to-microstrip discontinuities produces electromagnetic coupling between both

transitions. For relatively short microstrip line lengths this coupling can be relatively large

and may interfere with the dominant quasi-TEM mode. Hence, de-embedding of transitions

yields a propagation constant that does not fully correspond to perfect quasi-TEM mode

propagation, resulting in perturbations on the de-embedded transmission line phase and

attenuation. This results in a nonphysical behavior of effective permittivity er;ef f and tan d as

a function of frequency. The use of the matrix-pencil method allows us to minimize these

perturbations by applying this technique as an averaging method in which all perturbations

present in the calculated e�gDl are interpreted as an unknown noise distribution n kð Þ. The
frequency-dependent eigenvalues y kð Þ are now given by

y kð Þ ¼ e�akDl cos bkDlð Þ � j sin bkDlð Þ½ � þ n kð Þ ð15:6Þ

with k ¼ 1; 2; . . . ;N representing the number of frequency points. The frequency-dependent

bk are found by calculating the unwrapped phase of the noiseless part of the data vector y kð Þ,
extracted by applying the matrix-pencil method as described in Reference [28]. This method

performs optimal fitting of a series of complex exponentials on noise-contaminated data,

y kð Þ ¼ x1 kð Þ � jx2 kð Þ þ n kð Þ ¼
XM
i¼1

R1;iz
k
1;i � j

XM
i¼1

R2;iz
k
2;i þ n kð Þ ð15:7Þ

withM being the number of exponentials. The poles zi are found as the solution of a general-

ized eigenvalue problem and the Ri are estimated by solving a linear least-squares problem

with all other parameters known. For real-valued data vectors the poles z1;i; z2;i and residues

R1;i;R2;i appear in complex conjugate pairs. Therefore, the matrix-pencil method is applied
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separately to the real and imaginary parts of Equation (15.6). Setting the number of exponen-

tials M to two for both real and imaginary parts implements the matrix-pencil method as an

averaging technique and estimates the noiseless data vectors x1 kð Þ and x2 kð Þ.

15.2.3.3 Characterization of Textile Substrates

Description of the Materials to be Characterized
The proposed procedure was used to characterize three different fabrics serving as a textile

antenna substrate. Flectron1, a copper-plated nylon fabric, is used as the conductive layer,

as well as a solid homogeneous copper foil. The composition of the three different substrate

materials and the geometrical properties of the microstrip lines are given in Table 15.1. Fab-

ric one and two are both woven fabrics. However, fabric one is a plain weave based on yarns

with two different thicknesses, resulting in an uneven surface, whereas fabric two is a twill

weave from identical yarns that has an even surface. The substrate of fabric one is composed

of an assembly of three layers, whereas for the fabric two substrate four layers are

assembled, resulting in an overall substrate thickness of 1.8 and 1.67mm, respectively,

which is sufficient for antenna applications. The third fabric is a single-layered nonwoven

polyethylene fabric with a sufficient thickness for antenna applications. For each substrate,

two pairs of microstrip lines based on the homogeneous copper foil for the conductive

surfaces and two pairs of Flectron1-based microstrip lines were fabricated. The use of the

copper foil-based lines allows determination of the loss tangent of the textile substrate when

conductor losses are much smaller than dielectric losses. The Flectron1-based microstri-

plines are used to calculate the permittivity of the substrate while taking into account the

effect of the electrotextile. The difference in line length Dl ¼ l2 � l1 was chosen in the vicin-

ity of 60mm to minimize the low-frequency errors in the extracted effective permittivity.

Experimental Results of the Effective Permittivity and Loss Tangent
Based on the procedure presented in Section 15.2.3.1, the effective permittivity and loss

tangent of the three textile substrates in the frequency range from 1GHz to 10 GHz was

extracted. The twill woven aramid fabric 2 is denser than the plain woven aramid

fabric 1; hence fabric 2 was expected to have the highest permittivity. Fabric 3 has the

smallest density and thus the smallest permittivity. The calculated loss tangent tand

obtained from the copper-based microstrip lines is depicted in Figure 15.2. These values

were calculated by substituting the attenuation coefficients calculated by

ad kð Þ ¼ ak ¼ �ln x1 kð ÞDlð Þ= cos bkð ÞDlð Þð Þ, the extracted er;ef f obtained from the copper-

based microstrip lines, and substituting er in Equation (15.5). The averaged loss tangent

Table 15.1 Dimensions of the microstrip line configurations in mm

Copper Flectron1

h w l2 � l1 l2 � l1
Fabric 1 3 layers, plain weave (uneven surface) 1.80 5 103-45/104-45 105-43/106-41

98% aramid, 2% antistatic carbon

Fabric 2 4 layers, twill weave (even surface) 1.67 6 98-43/103-45 103-44/104-46

98% aramid, 2% antistatic carbon

Fabric 3 Nonwoven polyethylene fabric 3.60 15 103-47/102-44 107-46/104-43
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tan dh1�10 GHzi obtained by averaging the calculated loss tangent over the measured fre-

quency range is also shown in Figure 15.2. Figure 15.3 shows the measured er;ef f ranging
from 1GHz to 10GHz for the Flectron1-based microstrip lines. The calculated er;ef f is

the averaged result obtained from the two calculated effective permittivities of the two

pairs of microstrip lines.

From the extracted effective permittivities depicted in Figure 15.3 it is concluded that the

matrix-pencil technique performs a good frequency-averaging of the calculated effective

Figure 15.2 Calculated loss tangent in the frequency range from 1 to 10GHz.

Figure 15.3 Calculated effective permittivity from the Flectron1-based microstrip lines in the

frequency range from 1 to 10GHz.
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permittivity. The amplitude of the small periodic oscillations observed in the effective per-

mittivity is minimal when the measured reflection coefficient of one of the lines is minimal.

These oscillations are due to multiple reflections and reflections against the edges of the

finite substrate or objects in the neighborhood of the test structures. The larger oscillations

are caused by the nonidealities in the microstrip line configurations, as discussed in Section

15.2.3.2. Moreover, traction and torsion caused by the measurement cables on the lines and

the variable impedance profile along the line due to compressible substrates and production

inaccuracies results in additional perturbations of the calculated er;ef f . The perturbations on

er;ef f of fabric 2 are the smallest because this substrate is less sensitive to geometrical varia-

tions as a result of its higher density/rigidity. The discontinuities observed in the effective

permittivity occur when the difference in line lengths is a multiple of half a wavelength. For

this condition Equations (15.1) and (15.2) are nearly equal when the substrate exhibits low

ohmic losses. Observing the estimated loss tangent as a function of frequency and the aver-

aged loss tangent tan dh1�10GHzi of the three substrates in Figure 15.2 tells us that fabric 3 has
the highest losses. Fabrics 1 and 2 are made from the same material but fabric 2 has a smaller

density than fabric 1, resulting in a lower loss tangent for fabric 1.

Validation
For validation purposes, two planar antennas on each substrate were designed using Momen-

tum from Agilent’s Advanced Design System. The first antenna uses solid copper foil for its

conductive layers whereas the second antenna’s conductive ground plane and patch were

made of Flectron1. The antennas were designed based on the extracted substrate parameters.

The conductor losses were only taken into account for the Flectron1-based antennas

using a sheet resistivity of Rs ¼ 0:1V=sq:[3]. The dimensions of the planar antenna are

given in Table 15.2 and the topology is depicted in Figure 15.4. The geometrical accu-

racy of the antennas is about �0:5 mm. Reflection measurements of the planar antennas

were performed in the range from 2 to 3GHz and the radiation efficiencies were deter-

mined based on full radiation pattern measurements performed in an anechoic chamber.

A comparison between simulated and measured resonance frequency/reflection coeffi-

cients as depicted in Figure 15.5 allows validation of the extracted permittivity whereas

a comparison between measured and simulated antenna radiation efficiency of the cop-

per-based antennas allows evaluation of the accuracy of the extracted loss tangent.

An excellent agreement between measured and simulated reflection coefficients is found

for the antennas based on fabric 1 and fabric 2. The resonance frequency error is defined by

Df rj j ¼ f r;s � f r;m
�� ��, where f r;s and f r;m represents the simulated and measured resonance

frequency, respectively. The resonance frequency errors from the Flectron1-based antennas

Table 15.2 Dimensions of the copper-based and Flectron1-based planar textile antennas in mm

Substrate L W xf wf si Ground plane size

Fabric 1 Copper 50 50 16 5 2 110� 110

Flectron1 47 51 10 5 2 110 � 110

Fabric 2 Copper 46 51 11 7 3 110 � 110

Flectron1 46 51 11 7 3 110 � 110

Fabric 3 Copper 52 80 11 21 3 90 � 140

Flectron1 53 81 10 20 3 90 � 140
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are given in Table 15.3 and show a minimum resonance frequency error of 0MHz, with a

resolution of 10MHz. The maximum resonance frequency estimation error is 80MHz and is

observed for the Flectron1-based antenna, which is based on fabric 3 as a substrate. To take

into account the geometrical accuracy of the patch length L on the calculated dielectric con-

stant, the simulated data were fitted on the measured data by varying er after the patch length
was increased/decreased by 0.5mm. These tolerance values of the dielectric constant are

Figure 15.4 Inset fed patch antenna geometry.

Figure 15.5 Comparison between simulated and measured reflection coefficients of the Flectron1-

based textile antennas.

Table 15.3 Calculated dielectric constant and loss tangent of the substrates

Substrate

er;ef f
(Flectron1) er

er
tolerance tan d 1 GHz�10 GHzh i

tand 1GHz�10GHzh i
corrected

Df rj j
(GHz) Decdj j

Fabric 1 1.42 1.57 1.54–1.71 0.007 0.012 0.01 0.11

Fabric 2 1.69 1.91 1.88–1.95 0.015 0.019 0 0.06

Fabric 3 1.14 1.18 1.23–1.28 0.025 0.008 0.08 0.22
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given in Table 15.3. The er calculated from the Flectron1-based microstrip lines constructed

from fabrics 1 and 2 lie within the tolerance of the geometrical accuracy of the patch

antenna. The calculated permittivity of the nonwoven substrate (fabric 3) exhibits the largest

error. These inaccuracies can be mainly attributed to the difficulty in realizing identical coax-

to-microstrip transitions due to the large thickness of the substrate. The antenna radiation

efficiency error is defined by Decdj j ¼ ecd;f r;m � ecd;f r;s

��� ���, where ecd;f r;m and ecd;f r;s represent the

measured and simulated radiation efficiency antennas at their respective resonance fre-

quency. Applying this to the copper-based antennas allows us to evaluate the accuracy of the

extracted tand, as described in Table 15.3. It is concluded that the smallest error in antenna

efficiency is observed for fabrics 1 and 2, yielding an error of 11% and 6%, respectively. The

largest error is observed for fabric 3 (22%). By fitting the radiation efficiencies simulated in

ADS-momentum for the copper-based antennas to the corresponding measured efficiencies a

corrected loss tangent can be obtained and is presented in Table 15.3.

15.2.4 Small-Band Inverse Planar Antenna Resonator Method

15.2.4.1 Characterization Process

Description of the Inverse Problem
For patch antennas with a fixed and known geometry, antenna performance indicators such

as resonance frequency f r, bandwidth BW , and antenna efficiency ecd are determined by the

substrate’s complex permittivity and the conductor’s conductivity. On the one hand, the reso-

nance frequency of a patch antenna is directly related to the permittivity of the textile

substrate by simple analytical approximation formulas. On the other hand, the dependencies

of antenna efficiency and bandwidth on the remaining unknown electromagnetic properties

tand and s are not straightforward and only numerical full-wave techniques can accurately

estimate antenna efficiency and bandwidth. The goal is to determine the constitutive parame-

ters of the materials by matching measured performance characteristics to simulated

antenna performances extracted from Momentum by Agilent Technologies. This comparison

is converted into a forward optimization problem by constructing an error function account-

ing for the simulated and measured antenna performances, given by

MSE ¼ a1
1

n

Xn
i¼1

1þ wi S11;i
�� ��dB � ~S11;i

�� ��dB��� ���� �2

þ a2 ecd;f r;s � ~ecd;f r;m

��� ��� ð15:8Þ

with n the number of frequency points and wi the weighting factors for S11;i and ~S11;i, being
the simulated and measured reflection coefficients points, respectively, of the antenna at fre-

quency point i; ecd;f r;s and ~ecd;f r;m represent the simulated and measured antenna efficiencies at

their respective resonance frequencies f r;s and f r;m. The weighting factors for the two indi-

vidual error terms in the error function (15.8) are given by a1 and a2. By optimizing the

electromagnetic properties in the numerical EM software one can minimize Equation (15.8).

Hence, the electromagnetic properties yielding a minimum in Equation (15.8) are the solu-

tions of the characterization process. The problem of a nonunique solution is discussed

further and is solved by introducing a two-step characterization process.

Note that jecd;f r;s � ~ecd;f r;m j is not squared since the order in magnitude of the efficiency

error is similar to the order of magnitude of the mean-squared error function between
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measured and simulated antenna reflection coefficients if a1 ¼ 1 and a2 ¼ 100 [29]. Adding

1 to wi S11;i
�� ��dB � ~S11;i

�� ��dB��� ��� increases the penalty for values where S11;i
�� ��dB � ~S11;i

�� ��dB��� ��� < 1

and increases the penalty for estimated constitutive parameters near the optimum. To

increase the sensitivity of the first part of the error function with respect to ohmic losses, the

weighting factors are chosen to be

wi ¼ 0; ~S11;i
�� ��dB <

3

4
~S11
�� ��dB

f r;m

wi ¼ 1; ~S11;i
�� ��dB >

3

4
~S11
�� ��dB

f r;m

8><
>: ð15:9Þ

with ~S11
�� ��dB

f r;m
the measured reflection coefficient at the measured resonance frequency, f r;m. A

graphical representation of the weighting factor distribution of wi is depicted in Figure 15.6.

Here the focus of the error function is more on a comparison between measured and simu-

lated reflection coefficient points describing the resonance curve’s shape and less on the

reflection coefficient points describing resonance frequency and peak depth. Ohmic losses

and susbtrate permittivity directly affect the shape of the curve whereas the resonance fre-

quency is only affected by the permittivity. From Figure 15.6 one can observe that a match

between measured and simulated reflection coefficient points automatically results in a

match between measured and simulated resonance frequencies. However, only considering

the shape of the resonance frequency does not yields accurate results for extracting an effec-

tive loss tangent due to the discrepancies between the simulation model and the real-life

antenna. Combining a comparison between measured and simulated antenna efficiencies

with a comparison between measured and simulated reflection coefficients as given in Equa-

tion (15.8) introduces a higher degree of sensitivity of the error function with respect to

ohmic losses. Indeed, antenna efficiency highly depends on ohmic losses, that is, conductor

losses and dielectric losses.

Two-Step Characterization Process
The extracted loss tangent is an effective loss tangent since no distinction can be made

between conductor losses and dielectric losses in measured bandwidth or measured antenna

efficiency, yielding a nonunique solution to the characterization process. To solve the

Figure 15.6 Schematic representation of the weighting factor distribution wi.
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problem of a nonunique solution in the determination of tan d and s, a two-step characteriza-

tion as depicted in Figure 15.7 is proposed:

1. The inverse characterization process is applied to a textile antenna based on a homoge-

neous copper foil with known conductivity. A fit between the simulated and measured

data yields er and tan d of the substrate.
2. The characterization process is applied to a textile antenna with identical substrate as in

step one, but with the homogeneous copper foil replaced by an electrotextile. The loss

tangent extracted from step 1 is used and kept constant whereas an effective conductivity

s and er are optimized in order to realize a fit between measured and simulated data. The

extracted permittivity now also accounts for the effect of the electrotextile.

First, an estimated value for the electromagnetic properties is utilized in Agilent Tech-

nologies’ Momentum to design an inset-fed patch antenna as depicted in Figure 15.4,

exhibiting a sharp single-mode resonance in the vicinity of 2.45GHz. The use of a single-

mode narrow bandwidth antenna will increase the sensitivity of the resonance frequency with

respect to small perturbations in the permittivity, yielding a more accurate determination of er.
From this design, a simulation model with the materials’ electromagnetic properties as inputs

is constructed in Momentum. The outputs of the simulation model are the reflection

coefficient and antenna efficiency at resonance frequency, which are then compared to the

measured data by means of the error function given by Equation (15.8). Then the electromag-

netic properties in the simulation model are optimized in order to minimize Equation (15.8),

thus utilizing a surrogate-based optimization approach [22].

Materials to be Characterized
Three different materials, exhibiting different sensitivities to moisture, were investigated.

The susceptibility of a material to absorb water is characterized by its moisture regain

MR; which is defined according to the ISO standard 6417 (1–4). A high MR implies a

higher susceptibility of the material to absorb water. The measured MR and the total

thickness h of the substrate materials as well as their composition are listed in Table

15.4. From the measured moisture regain one concludes that a substrate built from the

woven fabric is more hydrophilic compared to that of the nonwoven fabric and foam

substrate. This hydrophilic property of a woven synthetic fabric lies in its open-weave

structure. The fleece fabric 2 exhibits the lowest MR and is therefore the most water-

repellent material in this study. The foam material is an open cell structure and tends to

absorb some moisture, as can be seen from its moisture regain. Also the moisture regain

of the electrotextile, being a copper-plated polyester, plain woven fabric of thickness t ¼
80 mm with a tarnish resistant coating, was measured and is listed in Table 15.4. The

tarnish-resistant coating avoids oxidation of the electrotextile and a DC surface resistivity

Rs ¼ 0:05V=sq: is specified by the manufacturer [30].

For each substrate, two inset-fed patch antennas, with a geometry depicted in Figure 15.4,

one based on copper foil and one using an electrotextile, were designed. The conductive

layers as well as the fabric layers were glued on to the substrates using an adhesive sheet.

The ground plane size of the antennas was chosen large enough so that the effect of a finite

size ground plane on the resonance frequency was negligible, that is, keeping at least a l=20
distance between the patch edge and the substrate edge [31]. The resulting dimensions of the
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Figure 15.7 Schematic representation of the characterization process.
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copper-based and electrotextile-based antennas are given in Tables 15.5 and 15.6,

respectively.

15.2.4.2 Measurement Setup

The antenna prototypes were placed in a climate chamber (WK 350 fromWeiss Technik) and

conditioned for 24 hours at a specific relative humidity (RH) level at 23�C, assuming that an

equilibrium state was reached between moisture absorbed by the material and moisture pres-

ent in the climate chamber. The considered relative humidity levels are 10, 20, 30, 40, 50, 60,

70, 80, and 90%. After conditioning at each RH level, each antenna was removed from the

climate chamber to perform a free-space reflection coefficient measurement in the frequency

range from 2 to 3GHz. For the efficiency measurements, the generalized Wheeler cap

method was used [32]. This technique calculates antenna radiation efficiency from free-

space input impedance measurements and measured input impedance when the antenna is

placed inside a closed metallic cavity. A carefully designed circular cavity was used in order

not to disturb the near-field distribution of the antenna or introduce cavity resonances that

disturb the reflection coefficient measurement in the frequency band of interest.

Table 15.4 Description antenna substrates

Antenna materials composition h (mm) MR

(%)

Fabric 1 4 layers, twill weave: 98% polyamide fibresþ 2% antistatic carbon

fibres

1.67 4.9

Fabric 2 Nonwoven synthetic fleece fabric: polyethylenteraftalate (PET) 2.20 0.2

Foam Polyvinyl chlorideþ acrylonitrile butadiene rubber 3.40 1.9

Flectron1 Electrotextile copper-coated nylon fabric t ¼ 80 mm 0.5

Table 15.5 Dimensions of the copper-based textile antennas in mm

Copper L W xf Lf si wf GND

Fabric 3 43 55 8.5 25 2 6 75� 80

Fabric 5 55 69 13 32 3 9 95� 85

Foam 2 53 70 13 32 3 16 90� 100

Table 15.6 Dimensions of the electrotextile-based textile antennas in mm

Electrotextile L W xf Lf si wf GND

Fabric 3 44 55 7 24 2 6 80� 90

Fabric 5 55 70 13 33 3 10 95� 90

Foam 2 55 70 11 36 3 16 100� 105
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15.2.4.3 Results and Validation

SUMO Toolbox Configuration
Version 6.2 of the surrogate modeling (SUMO) toolbox [33], implementing the surrogate-

based optimization algorithm, is used to solve the inverse problem. An initial set of 24 data

points is created using a maximum Latin hypercube design of 20 points together with four

corner points. The standard expected improvement function, used for selecting the infill

points, is optimized using the dividing rectangles (DIRECT) algorithm. The optimization is

halted when the number of samples exceeds 70. The surrogate model, relying on kriging, is

by default an interpolation technique. However, since the measurements are prone to errors,

the cost functions will be noisy. Therefore, the kriging surrogate model was adapted to a

regression technique. The substrate parameters as well as the conductivity are limited to a

prescribed optimization range. These bounds depend on measured MR and the estimated

electromagnetic property value used in the design of the textile patch antennas. For the char-

acterization using copper-based antennas, based on the materials fabric 2 and foam 1 – which

have an estimated permittivity close to one and a small MR – the bounds are er ¼ 1 1:5½ � and
tan d ¼ 0:0001 0:05½ �. For fabric 1 exhibiting a high MR and with an expected er � 1:8, the
bounds are er ¼ 1:5 2:6½ � and tan d ¼ 0:005 0:15½ �. For the characterization process applied to
the electrotextile-based antennas, that is, in step 2, where the loss tangent extracted from step

one is reused, the permittivity optimization range was chosen to be the same as in step 1.

In this second step, the bounds of the effective bulk conductivity are

s ¼ 5:0� 103 S/m 5:0� 106 S/m
� �

.

Results from the Copper-Based Antennas (Step 1)
The final kriging model resulting from the optimization applied to the copper-based antenna

relying on fabric 1 at RH ¼ 40% is depicted in Figure 15.8. The optimum values of the sub-

strate’s permittivity and loss tangent are clearly visible. Local optima as a function of loss

tangent are also observed, due to multiple solutions of er; tan dð Þ that yield a fit between

Figure 15.8 Final kriging surrogate model of the characterization process (step 1): material: fabric 3,

copper, RH¼ 40%.
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simulated and measured efficiencies at their respective resonance frequencies. The permittiv-

ity and loss tangent results as a function of relative humidity are given in Figures 15.9 and

15.10, respectively. For the permittivity and loss tangent results, a clear relation between

material MR and electromagnetic properties is observed. Figure 15.11 depicts the absolute

error in resonance frequency Df rj j for all optimization runs applied to the copper-based

antennas. A comparison between simulated and measured antenna efficiencies ecd at their

respective resonance frequencies as a function of relative humidity is given in Figure 15.12.

A good fit is found between measured and simulated efficiencies and the resonance

frequency error does not exceed 8MHz.

Figure 15.9 Estimated permittivity versus relative humidity.

Figure 15.10 Estimated loss tangent versus relative humidity.
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If measurement errors in S11j j and ecd are small and a highly accurate simulation model is

available, then a fit between measured and simulated reflection coefficients will automati-

cally result in a good agreement between measured and simulated efficiency. If a discrepancy

is present in the measurement results or in the simulation model, then the weights a1 and a2,

determining the error on S11j j and ecd , respectively, will determine the outcome of the

characterization process. Discrepancies between the simulation model and the real-life

antenna combined with measurement errors increase the uncertainty in the estimation of

the material’s electromagnetic properties.

Figure 15.11 Resonance frequency error.

Figure 15.12 Comparison between measured and simulated antenna efficiency at their respective

resonance frequency.
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Results for the Flectron1-Based Antennas (Step 2)
The loss tangent extracted during step 1 is used in step 2 of the characterization process.

This loss tangent is kept constant for each individual relative humidity level. Now, per-

mittivity er and effective bulk conductivity s are optimized in order to minimize the error

function and hence extract substrate permittivity and effective conductivity of the elec-

trotextile. The final kriging model and the contour plot, resulting from the optimization

applied to the electrotextile-based fabric 3 antenna at RH ¼ 40%, is depicted in Figure

15.13. For low conductivity values, the error function is more affected by the conductiv-

ity compared to the region where conductivity is high. This results from the fact that

antenna efficiency drops rapidly when conductivity is relatively poor. For higher conduc-

tivity values, antenna efficiency is less affected by the conductivity. Here, the global

optimum is less pronounced compared to the kriging model in step 1. The permittivity

results for the materials are depicted in Figure 15.14. The extracted effective conductiv-

ity of the electrotextile and the surface resistivity Rs, calculated by Rs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pf r;sm0=s

q
, are

depicted in Figure 15.15. The extracted conductivity lies in the range of 105 S/m, yielding a

corresponding surface resistivity of 0:2V=sq: Figure 15.16 depicts the absolute error in reso-

nance frequency Df rj j for all optimization runs applied to the electrotextile-based antennas

and demonstrates a good estimation of the measured resonance frequencies. A comparison

between simulated and measured antenna efficiencies ecd at their respective resonance fre-

quencies as a function of relative humidity is provided in Figure 15.17. A larger difference is

observed compared to the results from step 1. The large variation observed in effective con-

ductivity is a direct result from the deviations seen between simulated and measured antenna

efficiency. In addition, the uncertainty in extracted tand during step 1 yields an additional

uncertainty in the simulation model used in step 2 of the characterization process.

Figure 15.13 Final kriging surrogate model of the characterization process (step 2): material: fabric 3,

e-textile, RH¼ 40%.
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15.3 Active Antenna Modules for Wearable Textile Systems

15.3.1 Active Wearable Antenna with Optimized Noise Characteristics

This section presents the design of a wearable active receive textile antenna operating in the

2.45GHz ISM band, completely based on flexible materials. The structure of the active

receive antenna with a low-noise amplifier directly located underneath the antenna ground

plane is depicted in Figure 15.18. The ground plane shields the low-noise amplifier from the

antenna radiation, thereby avoiding parasitic coupling that creates instabilities in the active

circuitry [34]. The radiating element for the 2.4� 2.485GHz ISM band is a rectangular ring

antenna. Since noise and gain performance are the most important characteristics in active

Figure 15.15 Estimated surface resistivity versus relative humidity.

Figure 15.14 Estimated permittivity versus relative humidity.
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receive antenna designs, the LNA is directly fed by the antenna signal through a via without

any matching network that transforms the antenna impedance into the optimal impedance for

the minimum noise figure (NF). Instead, the antenna impedance is directly tuned to the opti-

mal impedance for the minimum noise figure. This approach eliminates additional loss

introduced by matching networks. When using textile substrates, transmission line losses

can be considerable due to the high loss tangent of textile substrates. Hence long microstrip

feed lines are avoided in the design, improving the overall noise performance. Additionally,

small RF paths result in a small LNA footprint, minimizing EMI issues. The design of such

Figure 15.17 Comparison between measured and simulated antenna efficiency at their respective

resonance frequency.

Figure 15.16 Resonance frequency error.
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an active antenna is quite challenging as it differs from the traditional 50V-based design

methodologies. Since LNA and antenna can no longer be designed independently, an

efficient design method based on EM/circuit co-optimization techniques is required [35].

Additionally, a dedicated multiplatform simulation approach between ADS-Momentum and

CST Microwave Studio is used to account for all the losses induced by the use of conductive

textile materials [12].

15.3.1.1 Active Receive Antenna Topology

The wearability of the active receive antenna is ensured by using mainly (breathable) textile

materials for the antenna as well as for the LNA substrate, together with a small flexible

polyimide layer on which the interconnections for the LNA are defined. The former substrate

consists of flexible polyurethane foam of thickness h1 ¼ 3:56 mm. The conductive patch and

ground plane are made of Flectron1, a copper-plated nylon fabric. The hybrid flexible LNA

substrate is multilayered and consists of one layer of aramid textile fabric with a thickness

d ¼ 400 mm and one polyimide layer with a thickness of 25mm, resulting in an overall sub-

strate height h2 ¼ 425 mm. The passive copper interconnections of the active circuitry are

patterned on the polyimide layer. An overview of the electromagnetic properties of the active

antenna materials is given in Table 15.7. All layers were assembled by means of an adhesive

sheet. The via connecting the radiating patch to the LNA and the vias of the LNA circuit

consist of copper wires with a diameter of 1 and 0.5mm, respectively.

Figure 15.18 Geometry of the active wearable receive antenna.

438 Microwave and Millimeter Wave Circuits and Systems



15.3.1.2 Low-Noise Amplifier Design

For the LNA circuit a grounded source topology using an ATF-54143 þe-PHEMT from

Avago Technologies, as depicted in Figure 15.19, was used. The LNA was designed using

the ADS circuit simulator in order to provide stability, sufficient gain, and low noise figure.

The bias conditions of the single-voltage transistor accomplished by the voltage divider

R1;R2 are Vds ¼ 3V, Id ¼ 60 mA; and Vgs ¼ 0:56V. A DC bias is provided at the drain of

the transistor by means of the distributed bias network consisting of a high-impedance l=4
microstrip line ð100VÞ and capacitor C4, providing a low-impedance point at the operating

frequency to enhance stability of the design. Biasing the gate of the PHEMT is achieved by

means of L1. Resistive damping is provided by R5 and the bypass capacitor C2 improves the

low-frequency stability without degrading the LNA performance. Additionally, resistive

loading of the drain by R6 further improves stability. Output matching is provided by L2 and

C3 is used as a decoupling capacitor.

Table 15.7 Electromagnetic properties of active antenna materials

er tan d Materials

Antenna substrate 1.28 0.016 Polyurethane foam

LNA substrate 1.84 0.015 Aramid textile fabricþ polyimide layer

Rs s

Flectron1 0:45V=sq: 4:8� 104 S=m

Figure 15.19 Schematic of the low-noise amplifier.
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15.3.1.3 Full-Wave/Circuit Co-Design Strategy

Direct integration of the patch antenna and LNA into a compact design requires joint cir-

cuit/full-wave optimization, where the antenna and LNA are designed simultaneously to

meet the desired specifications. The main idea of the design is to match the complex imped-

ance of the antenna to the impedance for optimal noise performance of the LNA. Therefore,

the antenna dimensions and several well-chosen parameters of the LNA were retained as

degrees of freedom in the optimization process. Since a finite conductivity cannot be defined

for an infinite ground plane embedded between two substrates in ADS Momentum, a multi-

platform design approach is required to account for the losses induced by the Flectron1

ground plane. The LNA was designed in a co-simulation setup, during which the passive

interconnections were modeled by means of the full-wave simulator Momentum and the

lumped and active components were simulated in the ADS-circuit simulator. The full-wave

frequency-domain simulator of CST Microwave Studio was used to model the passive radia-

tor. Interfacing the complex antenna impedance with the S-parameters of the LNA in a

dynamic link between CST Microwave Studio and ADS-Momentum allowed us to optimize

the antenna parameters, L;W ;lgap;wgap;xf ;yf ; and the LNA parameters, L1;L2; and Lfeed . The

following design goals within the entire 2.45GHz ISM band were put forward:

1. A noise figure NF ¼ NFmin (minimum achievable noise figure of the LNA).

2. Sufficient available amplifier gain, GA.

3. Flat gain response, GA;max � GA;min < 0:5 dB
� �

.

4. Output matching, G outj j < �10 dB.

The optimized antenna dimensions and LNA parameters are given in Table 15.8. The back

and front of the active wearable receive antenna are depicted in Figures 15.20 and 15.21,

respectively. The total size of the active antenna is about 11cm� 11cm.

15.3.1.4 Simulation and Measurement Results

First, the measurements and simulations of the LNA in a 50V reference system are discussed.

In addition, an on-body measurement of the LNAwas performed to investigate the feasibility

of designing wearable RF electronics on flexible textile substrates. Second, the active antenna

is completely characterized in terms of available gain and noise figure. Finally, on-body mea-

surements that characterize gain performance and output matching of the active receiver

antenna when integrated into a fire-fighter jacket (Figure 15.22) are discussed. The active

antenna is located between the inner liner and the combined moisture and thermal barrier. Due

to the curvature of the human body, the spacing between the body and the active antenna differs

when integrating the antenna into the garment at two different positions, yielding different

Table 15.8 Optimized geometrical dimensions in mm and optimized component values of the active

receive antenna

Lfeed L1 L2 L W lgap wgap xf yf

4.73 10 nH 1.2 nH 49.5 48 13 12 15.5 12
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effects of the human body on active antenna performance. At positions 1 and 2, the spacing

between the antenna and the body is about 1 and 5 cm, respectively.

Validating LNA Performance
Placing a thru-hole straight SMA connector at the input of the LNA allowed us to investigate

the LNA as a two-port network in a 50V environment. Two-port scattering parameter and

noise figure measurements were performed in the range of 0.1–6GHz. The on-body mea-

surement was performed by integrating the LNA at position 1 as depicted in Figure 15.22.

The measured and simulated gain, measured on-body gain and noise with respect to a 50V
reference impedance are depicted in Figure 15.23. The simulated S21j j and NF at 2.45GHz

are 11.79 dB and 0.87 dB, respectively. The measured S21j j and NF at 2.45GHz are 11.18 dB

Figure 15.20 Backside of the active wearable antenna.

Figure 15.21 Front of the active wearable antenna.
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and 1.25 dB, respectively. A good agreement over the measured frequency range is observed

between the measured and simulated noise and gain performance of the LNA. Note that the

simulation model does not include the SMA connectors at the input and at the output of

the LNA. The on-body gain measurement demonstrates that power loss in the LNA is negli-

gible although the active circuitry is unshielded and directed towards the body. An LNA

on-body gain of 10.87 dB at 2.45GHz is obtained.

Active Antenna Free-Space Measurements and Simulations
As the amplifier and antenna are integrated in a single entity, traditional two-port measure-

ments are no longer possible to characterize the transducer gain GT , the available gain GA,

and the noise figure NF of the amplifier. Therefore, the measurement technique as proposed

Figure 15.22 Antenna positions for the on-body measurements.

Figure 15.23 Gain and noise performance of the LNA in a 50V reference system.
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in Reference [36] was used. The technique measures the total gain Gtot of the active receive

antenna and gain of a passive antenna Gp with identical dimensions and compares both in

order to extract the transducer gain and available gain of the low-noise amplifier. The total

gain Gtot u;fð Þ ¼ Gp u;fð ÞGT of an active antenna is defined in a standard way if a single RF

input port is available. Once GT is known, the available gain GA is defined by

GA ¼ GT

1� G outj j2 ð15:10Þ

The noise in an active receive antenna can be attributed to the external noise caused by the

environment, characterized by the effective noise temperature Ta and the internal noise of

the active circuit, characterized by the noise factor F. The noise factor of the active circuitry

is independent from its environment and solely determined by the antenna impedance and

the active circuit. The noise figure measurement of the active receive antenna is based on the

measurement of the active antenna’s transducer gain GT and absolute noise power density Pn

referred to 290K. The noise factor of the active antenna is given by

F ¼ 1þ Pn

GT

� Ta

290
: ð15:11Þ

The noise figure NF is then found as 10 logðFÞ.
The active antenna performance was measured inside the anechoic chamber in the fre-

quency range from 2 to 3GHz. The ambient room temperature Ta inside the anechoic

chamber was 300K. The simulated and measured available gain as well as the simulated

absolute minimum noise figure, the simulated noise figure, and the measured noise figure in

the frequency range from 2 to 3GHz are given in Figure 15.24. A good agreement is shown

between the measured and simulated active antenna performances. An available gain of

about 12 dB, a gain ripple of 0.5 dB and a noise figure of about 1.3 dB are obtained within

the ISM band.

Figure 15.24 Simulated and measured noise figure and available gain of the active wearable antenna.
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Active Antenna On-Body Measurements
In Figure 15.25 one observes the active antenna’s free space total gain and on-body total gain

in the frequency range from 2 to 3GHz and this for the on-body positions 1 and 2. The total

free-space gain of the active antenna is about 17 dBi. Comparing this with the on-body gains

of the active antenna yields approximately 1 and 3 dB of power loss for on-body positions 2

and 1, respectively. As shown previously, the losses in the LNA are negligible after integration

into the fire-fighter jacket, although the active circuitry is directed toward the body. As seen

from the on-body gain and free-space measurements of the passive antenna in Figure 15.25,

Figure 15.25 Measured total gain of the active receive antenna and passive antenna.

Figure 15.26 Simulated and measured output reflection coefficient of the active receive antenna.
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the power loss in the passive gain for the on-body positions 1 and 2 is comparable to the

power loss in the active antenna’s on-body gain. Furthermore, a comparison between the gain

for positions 1 and 2 shows that a smaller spacing between the body and the passive antenna

results in significantly higher losses due to higher power absorption in the human body. More-

over, the change in antenna input impedance due to the presence of the human body will

modify the active transducer gain, resulting in a change of the total active antenna gain. The

textile layers of the garment covering the antenna will slightly decrease the passive gain of the

radiating element. Hence, it is concluded that most of the power loss can be attributed to

additional losses in the passive antenna which is caused by bulk power absorption in the

human body when placing the active antenna close to the body. In addition, the maximum

gain shifts towards the frequencies when placing the active antenna close to the body. Increas-

ing the size of the passive radiator’s ground plane will reduce both effects when placing the

active antenna close to the body. Figure 15.26 shows the measured free space, the measured

on-body, and the simulated reflection coefficient of the active receive antenna. A good

agreement between measured and simulated reflection coefficient is observed, even though

the output SMA connector was not modeled in the simulations. The measured on-body, meas-

ured free-space, and simulated G outj j are all below �10 dB in the complete ISM band.

15.3.2 Solar Cell Integration with Wearable Textile Antennas

15.3.2.1 Shorted Solar Patch Antenna: Topology and Design

In this subsection we discuss the integration of solar cells onto a wearable aperture-coupled

shorted patch antenna operating in the 902–928MHz UHF band. This novel design uses the

same area for RF radiation and for DC power generation, minimizing the overall size of

the body-centric wireless communication system. Moreover, the shorting wall allows simple

routing of the DC output connections from the solar cells to the energy management unit

without disturbing antenna radiation. The solar cells can be placed on top or next to the radi-

ating patch without disturbing its radiation function as long as the radiating edges of the

patch remain uncovered [37, 38]. The geometry of the aperture-coupled shorted patch

antenna is depicted in Figure 15.27. Aperture coupling avoids a fragile soldered probe feed

connection and thereby improves the flexibility of the overall design. Given the large wave-

length at the frequency of operation, a PIFA topology was selected to obtain a compact

antenna suitable for wearable applications. Moreover, the presence of a ground plane mini-

mizes bulk power absorption in the human body. An H-shaped coupling slot is introduced to

improve coupling further while minimizing backward radiation toward the human body [39].

The antenna height was carefully chosen to obtain a low-profile design while providing a

sufficiently large antenna volume, yielding a sufficiently large bandwidth to account for

fabrication inaccuracies, variations in material parameters, and frequency detuning caused

by the proximity of the human body.

Antenna Materials
The antenna substrate, consisting of flexible polyurethane protective foam, typically used in

professional garments, provides a thickness h1 ¼ 11 mm, a permittivity er ¼ 1:16 and a loss

tangent, tan d ¼ 0:010. The feed substrate is constructed by assembling two aramid textile

layers typically used as the outer layer in fire-fighter jackets, resulting in a thickness h2 of

0.95mm, a permittivity of 1.97, and tan d ¼ 0:020. The conductive patch and ground plane

Active Wearable Antenna Modules 445



are based on Flectron1, a copper-coated nylon fabric with a surface resistivity Rs ¼
0:1V=sq: The microstrip feed line is constructed using copper foil. The radiating patch with

length L and width W is shorted to the ground plane by a conducting wall constructed using

Flectron1. The shorting wall is created by folding the patch, inserting it through the antenna

substrate, and connecting it to the ground plane using conductive tape. The H-shaped

slot, with dimensions s1;s2, and Ws, coupling the electromagnetic energy from the 50V
microstrip line into the shorted patch, is centered underneath the patch. The footprint of the

microstrip feed line is minimized by meandering the stub with dimensions t1;t2;t3;t4; and t5:

Antenna Design
The antenna was designed using the time-domain solver of CST Microwave Studio. During

the design process the conductive Flectron1 textile layer with a thickness of 150 mm was

modeled as a lossy metal with an effective bulk conductivity calculated by

s ¼ pfm0=R
2
s ¼ 361230 S=m, with f ¼ 915MHz the frequency of operation and m0 ¼

4p� 10�7 H=m the magnetic permeability. During the design process, the antenna dimen-

sions L;W ;s1;s2;Ws, and t3 were optimized to meet the specified bandwidth requirement of

S11j j � �10 dB in the frequency range from 902 to 928MHz. The resulting antenna dimen-

sions are given in Table 15.9. The total ground plane size is about 120� 120 mm. Note that

the simulation model did not include the SMA connector.

Figure 15.27 Geometry of the aperture coupled shorted solar wearable antenna.

Table 15.9 Antenna dimensions

Patch (mm) Slot (mm) Stub (mm)

L;W s1;s2;Ws t1;t2;t3;t4;t5
62, 80 24, 28, 36 11, 12, 10, 12, 24

Feed line (mm) wf 3
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15.3.2.2 Solar Cell Integration and DC Characteristics

Solar Cell Integration
The amorphous silicon (a:Si–H) solar cell is a multilayered structure, consisting of a flexible

polyimide carrier, an aluminum layer, and a p-i-n silicon layer that is located between two

transparent conductive zinc oxide (ZnO) layers. The total thickness of the solar cell is about

200 mm. The size of the solar cell aperture is 50 mm� 37 mm, yielding an active area of

18.5 cm2 for one solar cell. Figure 15.28 depicts the antenna with two solar cells glued on

top of the Flectron1 patch and Figure 15.29 shows the meandered microstrip feed line. The

solar cells are placed in such a manner that the edge opposite to the shorting wall of the

Figure 15.28 Picture of the antenna with two solar cells glued on top (parallel configuration).

Figure 15.29 Picture of the meandered microstrip line feed.
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shorted aperture-coupled patch antenna is not covered, since the fringing electric fields at

this radiating edge are responsible for the antenna radiation. The DC contact of the solar

cell is soldered on to the patch using a copper wire, while the DCþ contact wires are

routed through the substrate at the side of the shorting wall. Since the side of the shorting

wall is not a radiating edge, the positive voltage DC connections will not affect the radia-

tion characteristics of the antenna. In this implementation the solar cells are connected in

parallel. A schematic representation of two parallel connected solar cells S1 and S2 is

depicted in Figure 15.30. Considering two differently illuminated solar cells, a diode D

connected in series with each cell will prevent the flow of reverse current. The total

open-circuit output voltage will be equal to the largest of both voltages and the short-

circuit current will be equal to the sum of all short-circuit currents [40]. Schottky diodes

are chosen since the voltage drop across the diodes is smaller compared to conventional

diodes. The regulator circuit providing a constant voltage supply will be positioned

below the ground plane to minimize the coupling between the circuitry and the patch

antenna. Since the solar cells are connected to the patch and antenna ground plane, a

series inductor and RF-decoupling capacitor are introduced.

Solar Cell DC Properties
The solar cell’s DC I–V characteristic was measured using a solar simulator providing an

illumination of 100mW/cm2, representing sunlight directly overhead and a turbidity-free

sky. The measurement results are depicted in Figure 15.31. The measured open-circuit

voltage Voc and short-circuit current Isc amount to 4.23 V and 26.25 mA, respectively.

The maximum power point occurs at 3 V and 19.1mA, resulting in a maximum deliver-

able power of 57.3 mW. Including the blocking diodes, a forward voltage of 500mV

reduces the maximum deliverable power to 48mW per solar cell. Considering the paral-

lel connection of the two solar cells as depicted in Figurer 15.30, a maximum DC output

power of about 96mW can be obtained. In a real-life application the solar cell will not

be illuminated as strongly as with the solar simulator. Also the position of the antenna in

the clothing will be as such that the sunlight will not be directly overhead, resulting in a

lower DC power output.

15.3.2.3 Simulation and Measurement Results

A comparison between simulated and measured reflection coefficients of the antenna is

shown in Figure 15.32. The simulated and measured bandwidth of the antenna without solar

Figure 15.30 Schematic of two parallel connected solar cells and RF decoupling network.
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cells is 48MHz. With the solar cells placed on top of the patch, a slightly larger bandwidth is

observed due to additional losses caused by the presence of the solar cell. For the on-body

measurement, the antenna was positioned on the chest in order to minimize bending of the

antenna. The measured on-body bandwidth has increased to 64MHz due to the additional

losses introduced by bringing the antenna in proximity to the human body. Gain measure-

ments were performed inside an anechoic chamber and the radiation pattern in both the XZ

plane and YZ plane were measured for the antenna with and without solar cells. The

Figure 15.31 I–V characteristics of the solar cell.

Figure 15.32 Measured and simulated reflection coefficients.
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measured and simulated free-space gain at 915MHz in the XZ plane and YZ plane are

depicted in Figures 15.33 and 15.34, respectively.

A very good agreement is observed between measured and simulated results. From these

measurements it is concluded that the solar cells combined with the DCþ connection wires

have a minor influence on antenna radiation. A maximum measured and simulated gain of

Figure 15.33 Measured and simulated gain in the XZ plane at 915MHz.

Figure 15.34 Measured and simulated gain in the YZ plane at 915MHz.
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about 3 dBi and 2.7 dBi are observed, respectively. The on-body gain measurement result in

the YZ plane is depicted in Figure 15.35 and a maximum gain of 1.6 dBi is observed.

15.4 Conclusions

This chapter focused on the development and characterization of active wearable antenna

modules constructed from fabrics and flexible materials in order to facilitate integration into

wearable textile systems. Design aspects such as electromagnetic characterization of the

materials used in a textile antenna design, computer-aided design, and characterization of

active textile antenna modules were covered. In addition, solar energy scavenging by inte-

grating solar cells with textile antennas is presented.

First, two electromagnetic characterization techniques dedicated to extract the consti-

tutive parameters of fabrics and flexible foam materials used in a textile antenna design

were treated. The matrix-pencil two-line method effectively removes the perturbations in

the calculated propagation constant of the de-embedded transmission line, caused by

geometry uncertainties and microstrip transmission line inhomogeneities. The surrogate-

based inverse planar antenna characterization method requires only two reflection

coefficient measurements, making the technique suitable for fast electromagnetic mate-

rial characterization as a function of changing environmental conditions. A two-step

characterization process allowed the effective conductivity of the electrotextile to be

extracted.

Second, a novel active integrated wearable textile receive antenna for communication in

the 2.45GHz ISM band is presented. The antenna is constructed entirely from textile and

flexible foam materials and the LNA substrate is constructed on a composite polyimide–

aramid textile substrate. A dedicated full-wave electromagnetic/circuit optimization strategy

in a novel multiplatform simulation setup was applied, allowing efficient design of the active

Figure 15.35 Measured on-body gain of the antenna with solar cells at 915MHz.
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receive textile antenna. The on-body gain performance of the active antenna was investigated

and it was shown that gain performance is mainly affected by the spacing between the body

and the passive radiator. The active circuitry is less influenced by the presence of the human

body. Additionally, integration of flexible amorphous silicon solar cells on to a textile

antenna was presented and it was shown that a novel interconnection scheme to route the

DC routing wires along the textile antenna allows efficient interconnection without affecting

the antenna characteristics.
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Novel Wearable Sensors for Body
Area Network Applications
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16.1 Body Area Networks

In free space, electromagnetic waves emitted by isotropic radiators are transmitted as spheri-

cal waves. Spherical transmission is effective for multicasting services. On the other hand, to

realize point-to-point links by radio in areas where cables were previously used, a precisely

directed antenna transmitting a narrow beam is necessary to focus the energy emitted by a

given base station to certain receive antenna.

It is also essential to reduce the output power of the transmitter and to limit interference

with other systems in order to separate the coverage area of one radio system from another.

Bluetooth or ZigBee have been developed to provide power control by protocol when using

free-space transmission. In addition, low-power radios with a modest transmission capacity

are available for unlicensed use.

Many wireless devices are currently used, so controlling the propagation of the electro-

magnetic waves so as to limit the cell covered by one device is expected to be the challenge

in many applications. Body area networks (BANs) have to confine the coverage area to the

human body, for example. As a result, the potential use of a subsidiary waveguide is being

considered as a new method of focusing the transmitted energy, lowering transmission loss,

and controlling the transmission power of wireless devices. The coverage area is limited to a

region around the subsidiary waveguide, to which the wireless device is electromagnetically

coupled. Although a leaky coaxial cable is not suitable for short-range wireless access, it is

an example of a subsidiary waveguide [1–4]. However, when the coverage area is assumed to

be in a plane 1–2m in extent, it is desirable to realize a sheet-like waveguide to which the

wireless device can be coupled at an arbitrary location.
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A sheet-like waveguide proves to have smaller transmission loss than that experienced in

free-space transmission and users can use their own waveguides independently so a high

level of security could be achieved. In addition, because the channel is sheet-shaped, it can

be fabricated into a wearable fabric, given that bending effects on the communication chan-

nel and signal transmission properties are thoroughly studied.

If communication by cable is described as one-dimensional (1-D) communication, and

wireless access via antennas as three-dimensional (3-D) communication, then a sheet-like

waveguide could be called a two-dimensional (2-D) communication, which suggests a new

physical layer of communication. Radial waveguides and parallel planar waveguides can be

considered as 2-D waveguides. They exhibit small transmission losses, but it is necessary to

introduce an aperture or slit to excite or couple to the waveguide from the outside. Thus, a

novel sheet-like waveguide in which signals travel freely between arbitrary points is

desirable.

16.1.1 Potential Sheet-Shaped Communication Surface Configurations

Networks along a surface using a 2-D interface can combine the advantages of both wired

and wireless networking in the aspects of reasonable connectivity, bandwidth, and indepen-

dence of the system as well as power source availability. This subsection introduces some

potential sheet-shaped communication surface configurations.

16.1.1.1 A Networked Surface

A networked surface [5] consists of an array of conducting plates as shown in Figure 16.1.

For any position and orientation of the object on the surface, adequate links between con-

ducting plates in different groups are guaranteed by choosing a suitable topology. Data or

power-related functions are provided as busses on the surface. Information on the position

Figure 16.1 Networked surface.
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and orientation of the object can also be obtained. This system has some disadvantages. A

first problem occurs due to exposing the conducting parts to air. A second problem is related

to sustaining the contacts. The corrosion of the bare metal parts also causes maintenance

difficulties. The conductors may also produce unwanted short circuits. Furthermore, a practi-

cal method of power transmission that takes into account human safety issues should be

provided.

16.1.1.2 A Magic Surface

A MAGIC Surface [6, 7] consists of an array of small magnetic communication units. Each

unit is a combination of a microcoil and an electronic compass as shown in Figure 16.2. The

microcoil produces a magnetic field, and the electronic compass detects the magnitude and

direction of the field. The MAGIC Surface detects the position and orientation of objects

placed on it. Power can be transferred by electromagnetic induction. Functions such as direc-

tion search, communication, power supply, position detection, and time synchronization are

integrated on the intelligent plane of the MAGIC Surface.

16.1.1.3 A CarpetLAN

A CarpetLAN [8] combines the technologies of body-centric wireless networks and net-

works along a surface. It consists of carpet units and wearable devices as shown in

Figure 16.3. The carpet unit consists of an electrode, floor transceiver, node unit, and

carpet bus. One unit is about 1m� 1m. The portable device has two electrodes, one in

contact with a human body (electrode 1) and the other radiating to the air (electrode 2).

From electrode 1 to the carpet unit on which a person stands, the signal travels through

intra-body communication, in which the human body is regarded as a wire. Between

electrode 2 and the adjacent carpet unit, the signal is transmitted through free space.

Together, the electrodes form a closed circuit. To detect the electric field, CarpetLAN

uses the electro-optical sensors.

Figure 16.2 MAGIC Surface consisting of an array of microcoils and electronic compasses. The

combination of microcoil and electronic compass form the ‘magnetic communication device.’
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16.1.1.4 A Wireless Power Transmission Sheet

A wireless power transmission sheet [9] consisting of a contactless position-sensing sheet

and a power transmission sheet, as shown in Figure 16.4, is another intelligent surface. The

position of electric devices on the sheet can be sensed contactless by electromagnetic cou-

pling using a position-sensing coil array and an organic field-effect transistor (FET) active

matrix. Contactless position sensing is achieved by sensing changes in the impedance of the

position-sensing units when a receiver coil approaches the position-sensing coil.

Power is transferred to the objects by an electromagnetic field using a printed MEMS

switching matrix and power transmission coil array. Electrical power is fed to the receiver

coils wirelessly by electromagnetic induction. The bottom sides of all the power transmis-

sion electrodes in the plastic MEMS switch are connected to an AC power source operating

at a frequency of 13.56MHz. Once the position of the object is determined, one of the sender

Figure 16.3 CarpetLAN.

Figure 16.4 Power transmission sheet.
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coils on which the object is placed is selected by one of the MEMS switches and current

starts flowing through the sender coil, generating a magnetic field. The magnetic field

induces a current in the receiver coil. The efficiency of electromagnetic coupling is reason-

ably high at 81.4%. However, this high efficiency is available only if the transmitting and

receiving coils are oriented properly. The coils can be fabricated by printed electronics tech-

nology and are about 1mm thick.

16.1.1.5 A 2-D Transmission Sheet

A 2-D transmission sheet [10–15] consists of three layers, as shown in Figure 16.5. A

dielectric layer is placed between two conductive layers. The upper conductive layer has an

array of small apertures or a meshed structure. As in a parallel plate capacitor, electromag-

netic waves exist only in the dielectric layer. The apertures or meshes allow slight leakage

of electromagnetic waves around them. The 2-D transmission sheet traps signals around it.

Wireless devices can receive signals at an arbitrary position on the sheet and the

signals travel point to point. Exclusive resonant proximity connectors are also proposed to

receive signals.

16.1.1.6 Summary

In summary, the networked schemes described in Sections 16.1.1.1 to 16.1.1.5 above are

generally suitable for applications covering a short range of about 1–2m because most of

them consist of an array of units. However, the CarpetLAN is not, by design, suited for

short-range networks such as BANs. It also lacks flexibility.

Each surface medium has a different method or way of exciting it. If contact between

electrodes is used, difficulties arise in sustaining the contact and in maintenance, and it is

difficult to avoid unexpected shorts. With magnetic coupling, the efficiency may drop for

certain positions and/or orientations of the coils. In contrast, the transmission sheet and

MAGIC Surface adopt an array of microcoils, but further advances are needed to lower the

cost. It is desirable to integrate a power supply method as well as a communication facility.

Figure 16.5 Two-dimensional transmission sheet.
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Flexibility would greatly improve the user-friendliness of applications for a BAN. In this

regard, a 2-D transmission sheet is perfect, but an external coupler is required to receive an

adequate signal. The goal of this chapter is to provide a new option in which typical wireless

sensing devices are freely accessible, particularly in a BAN application.

16.1.2 Wireless Body Area Network

The wireless body area network (WBAN) is a key technology to realize convenient continu-

ous monitoring by removing cumbersome wires. The WBAN is also currently discussed in

the IEEE 802.15.6 Task Group for WBAN standardization.

Recent achievements in the field of biomedical systems such as medical imaging, digital

hearing aid, neuroprosthetic devices, and coclear implant, from sensing and stimulation inte-

grated circuit (IC) technology, low-energy bio-signal processing, and wireless communica-

tion techniques, to E-textile and fabric circuit board technology in general, give

opportunities to shift the healthcare paradigm toward applications in the field of patient-cen-

tric wearable healthcare to continuously manage chronic diseases. This chapter will present a

‘flexible interface for body-centric wireless communications.’

16.1.3 Chapter Flow Summary

This chapter proposes a novel, simple 2-D sheet-shaped medium as a low-cost interface for

BAN applications, though not limited to BANs. The proposed sheet-shaped medium can be

coupled by common antennas (resonators). The proposed sheet-shaped medium allows free

access to various wireless devices.

The medium offers short-range wireless communication that covers 1–2m. It creates an

intelligent surface acting as an interface for communication. In addition, it presents a solu-

tion for problems with interference and enables harmonious coexistence of multiple wireless

applications. This solution is provided by limiting the directions of arrival of electromagnetic

waves near the medium. When using E-textile or conductive fabric, the proposed sheet-

shaped medium provides a degree of flexibility that is required for BAN application.

Indisputably, this flexibility would ensure comfortable interaction between a human being

and the network. The proposed sheet-shaped medium is called a ‘free access mat,’ the basic

material for tailoring a smart suit, belt, or belly-band type wear. In the term free access mat,

‘free access’ means no special structure is needed to receive the signals and the receivers can

couple to it at an arbitrary position, while ‘mat’ indicates the shape of the material.

As in other sheet-shaped media, the proposed medium successfully demonstrated the

capability for wireless power transfer (WPT) at reasonable efficiency, but such a discussion

is beyond the scope of this chapter. In brief, the goals and scope for this chapter are shown in

Figure 16.6.

16.2 Design of a 2-D Array Free Access Mat

Based on a practical calculation, this section presents the transmission characteristics for a

2-D array with sheet-like geometry as depicted in Figure 16.7. The basic elements for the

2-D array include four patch resonators on the lower layer and one parasitic element centered

over them on the upper layer, as shown in Figure 16.8(a). The length of the rectangular patch

resonators on the lower layer is determined by the resonance length. In this 2-D array, square
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patch resonators are used in order to propagate electromagnetic waves in both the y and z

directions while maintaining a symmetrical geometry.

Figure 16.8(a) shows the optimized parameters for the 2-D array. The size of the patch

resonators on the lower layer yields a central frequency of around 5GHz. The size and

degree of overlap of the parasitic element on the upper layer were optimized to yield a small

insertion loss. Each port is terminated by a 50 V load and is perfectly matched to the patch

resonators on the lower layer. The output port (port 2) is on a diagonal line from the input

port (port 1), in order to calculate the 2-D propagation characteristics between the two. In

this model, the transmission loss is calculated without including antenna coupling in order to

determine the basic characteristics of the free access mat. When the patch resonators are

configured on the lower layer as in the following matrices, 1� 2, 2� 2, 3� 3, and 4� 4

arrays, the propagation lengths L (mm) are 52.4, 62.7, 103.9, and 159.2, respectively.

The transmission characteristics of each model are shown in Figure 16.8(b). Generally, an

increase in the transmission loss is observed as the array matrix size n� n increases. The

large difference in transmission loss between the 1� 2 and 2� 2 arrays is caused by cylindri-

cal wave propagation inside the mat. The worst-case scenario results from the 4� 4 array

(L¼ 159.2mm). Nevertheless, the resulting loss is still smaller than the free-space transmis-

sion loss. The transmission loss at 4.8GHz of the 2� 2, 3� 3, and 4� 4 arrays is shown in

Figure 16.8(c). The average transmission loss per wavelength is 7.5 dB/l, which is much

smaller than the free-space transmission loss, 22 dB/l. The losses in the mat including free-

space transmission for 1m are 19.54 dB and 45.59 dB, respectively. These results suggest

Figure 16.6 Chapter flow.
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that the proposed 2-D array, free access mat model provides sufficiently low loss

characteristics.

In the discussion above, the output port was parallel to the input port. Next, a model that

has an output port (port 3) orthogonal to the input port (port 1) for a 3� 3 device is simu-

lated, as shown in Figure 16.9. The calculated jS21j and jS31j characteristics are also shown

in the figure. Evidently, jS31j is almost the same as jS21j, which suggests that the direction of

the output port is independent of that of the input port because the wave inside the mat prop-

agates radially inside the mat owing to the symmetry of the upper and lower elements. The

independence of the polarization is important for demonstrating the independence of the

direction of an external antenna coupled to the mat at an arbitrary location.

16.2.1 Coupling of External Antennas

For practical use, the coupling between the mat and an external antenna is a key factor. How-

ever, it is not easy to include an antenna structure with a feed cable. In this section, the trans-

mission characteristics of the mat including antenna coupling loss are calculated.

To apply this waveguide in a wireless access system, the coupling loss between an external

antenna and the free access mat should be considered. In the above calculation (Section

16.2), ideal coupling was assumed both at the input and output ports. To find the antenna

coupling effect for a 2-D array, two dipole antennas are placed above the center of the patch

Figure 16.7 Free access mat: the sheet-like geometry and its basic elements. Configuration of (a) the

ribbon-wire interconnect and (b) the free access mat.
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resonators at the corners of a 4� 4 device at a height of 5mm, as shown in Figure 16.10.

Each dipole has a resonant frequency around 5GHz. The simulated jS21j characteristics
between two dipoles (I), one dipole and one perfectly matched port (II), two perfectly

matched ports (III), and two dipoles without the free access mat (IV) are shown in the same

Figure 16.8 2-D array and its simulated transmission characteristics.

Figure 16.9 Simulated jS21j (for parallel ports) and jS31j (orthogonal ports) characteristics.
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figure. In case (I), waves from the dipoles couple to the free access mat and are transmitted

through the mat with small loss. In case (II), waves impinge on to the free access mat by

means of the perfectly coupled antenna, are then transmitted through the mat, and then cou-

ple to the dipole. In case (IV), the dipoles couple to each other directly.

The transmission losses for (I)–(III) is small, around 4.8 GHz, where direct coupling

between the two dipoles is negligible, that is, smaller than �45 dB. The transmission

losses for (I)–(III) are 18, 16, and 14 dB, respectively, at 4.8 GHz. The coupling loss of

two antennas is given by the difference between the transmission losses of (I) and (III),

being 4 � 6 dB. In a practical application of the mat, the coupling of dipoles located

above the corner of the mat is assumed to be the weakest, so the coupling of antennas on

the mat would be stronger than presented in this case. These results show that the free

access mat can easily be excited by a common antenna, and strong coupling of antennas

to the mat is expected.

16.2.2 2-D Array Performance Characterization by Measurement

For a more realistic measurement, a 2-D 5� 5 array device was fabricated, as shown in

Figure 16.11(a). All the parameters are the same as those in Figure 16.8(a). Two dipole

antennas oriented in the same direction in parallel were moved over the same device to mea-

sure the jS21j characteristics for 2� 2, 3� 3, 4� 4, and 5� 5 arrays. The antenna height is

5mm, and the antenna coupling at a height of 25mm is confirmed. S-parameter character-

istics were measured using an Anritsu 37347C Vector Network Analyzer (40MHz–20GHz).

The measured jS21j characteristics of the device are shown in Figure 16.11(b). Direct cou-

pling between two dipole antennas without the free access mat is also shown. The direct

coupling is less than �30 dB, which is weak enough to be neglected. The transmission loss

of the free access mat is small, around 4.54GHz. The coupled antennas are so close to the

mat that the resonant frequency has shifted to a lower frequency band. The fluctuations in the

transmission characteristics are caused by noise.

The transmission losses at 4.54GHz, which are smaller than 20 dB, are plotted in Figure

16.11(c). Cylindrical wave transmission is also confirmed by measurement. The transmission

Figure 16.10 Simulated coupling loss of two external dipole antennas (I), one dipole antenna and one

perfectly matched port (II), two perfectly matched ports (III), and two dipole antennas without the free

access mat (IV).
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Figure 16.11 2-D 5� 5 array and its measured transmission characteristics.
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loss per wavelength also remains low, at an average of 11.75 dB/l. The transmission loss for

1m would be 23.56 dB, which is much smaller than the free-space transmission loss, so the

multipath effect caused by the mat can be neglected. The difference between the simulated

and measured average loss is less than 4.25 dB and is the result of antenna coupling. Thus,

the measured loss caused by coupling of the two antennas is 4.25 dB for the 2-D array,

whereas the largest simulated coupling loss for the 2-D array is estimated to be 6 dB. These

measured low-loss characteristics when the antenna coupling loss is considered suggest that

the strong coupling between external antennas and the free access mat is confirmed and the

free access mat is effective as a practical model.

The jS21j characteristics of parallel and orthogonal ports were also measured. Two dipole

antennas were placed 5mm above the 4� 4 device. For the parallel ports, two dipoles were

oriented in the same direction, whereas for the orthogonal ports, the dipoles were oriented in

the y and z directions, respectively, as shown in Figure 16.12. The mutual coupling of dipoles

in the two arrangements is assumed to be the same because of the structure’s symmetry. The

measured jS21j characteristics for the parallel and orthogonal ports are almost the same, as

also shown in Figure 16.12, because cylindrical waves were transmitted inside the mat owing

to the symmetry of the structure.

The direct coupling of the two antennas was measured without the mat when the antennas

were located in the same position in each arrangement. Almost the same transmission char-

acteristics were obtained in the limit that the direct coupling in the two arrangements is small

enough to be neglected, that is, less than �30 dB. In addition, the transmission characteristics

of the two arrangements when the dipoles are located above a 3� 4 array were also meas-

ured. Although the difference in the losses at 4.54 GHz between the two arrangements is

0.99 dB, the transmission characteristics are almost the same. These results suggest radial

propagation of electromagnetic waves inside the free access mat.

Coupling loss in the measurement antenna is not discussed because it is not easy to include

a standard dipole antenna in the simulation. This is left as a future problem.

Figure 16.12 Measured jS21j characteristics of parallel and orthogonal ports.
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16.2.3 Accessible Range of External Antennas on the 2-D Array

Because the free access mat is designed to limit the coverage area of a radio system, it is

necessary to confirm the accessible range of external antennas. The range should be small in

order to maintain security, limit the communication area, and reduce interference.

In these investigations, standard dipole antennas were placed over the 2-D array device as

shown in Figure 16.11(a). The distance between the two antennas was 124mm and the

height h of the two antennas was varied simultaneously in the range 5–30mm. The transmis-

sion characteristics for each height are shown in Figure 16.13, which also shows direct cou-

pling of two dipoles over a reflector instead of over the free access mat.

The transmission loss increases with height. In addition, when the height is greater than

25mm, the transmission characteristics are almost the same as those for the direct coupling

of two antennas over the reflector because the antennas are too far away from the free access

mat to couple to it and electromagnetic waves are reflected from the mat. Thus, the accessi-

ble range of the external antennas is limited to a height of 10mm. The height, and hence

access area, is small enough that only wireless devices on the mat could couple to the mat,

which is desirable for maintaining a high level of security and limiting the coverage area,

especially in BAN applications as proposed herein. More importantly, through investigations

reported in this chapter, it has been confirmed that the free access mat can provide wireless

devices with a contactless network along the surface as long as the devices are within a well-

defined proximity or directly placed on the mat, that is, the sheet-shaped medium.

16.3 Textile-Based Free Access Mat: Flexible Interface for
Body-Centric Wireless Communications

Planar thin/thick film technology on a fabric, namely Planar-Fashionable Circuit Board (P-FCB),

provides new possibility to directly integrate silicon chips and electronics into textiles. Since the

substrate material is the textile fabric, a compact wearable electronics system with enhanced

flexibility, durability, as well as body compatibility can be realized with a low cost.

Hoi-Jun Yoo

The free access mat provides a concentrated network along a surface. If the mat can be made

of flexible materials, it would have a very powerful advantage for short-range wireless

Figure 16.13 2-D array with external antennas and measured accessible range (coupling height) of

the antennas.
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networks. In particular, the flexibility would promise comfortable interactions between

humans and the network in a BAN. The mats described above consisted of metallic elements

and were fabricated using a dielectric substrate. To create a flexible hand-held medium, a

light, thin, and flexible material is necessary. For this reason, a textile-based free access mat

was fabricated using thin foamed polystyrene and conductive fabrics (ST2050 and SC8100;

Teijin Fibers Ltd.). The conductive part consists of Cu–Ni, with densities of 80 (ST2050) and

112 (SC8100) g/m2, respectively. For comparison, a free access mat using Cu tape was also

fabricated. Cu, a perfect electrical conductor, has a density of about 312 g/m2. It was neces-

sary to check the effects of a low-density conductor, which can lead to low conductivity.

Figure 16.14 shows the effect of low conductivity simulated by a IE3D moment method-

based electromagnetic (EM) simulation and optimization software. The free access mat was

initially designed for a structure in which all the conductors are made of copper, which has a

conductivity of s¼ 5.7� 107 S/m. The conductivity was then substantially decreased and it

is observed from the figure that the conductivity is not related to the resonant frequency but

rather to the transmission loss. The transmission loss at the conductivity of 5.7� 106 S/m is

very similar to that of the initial model. The transmission loss increases markedly when the

conductivity is reduced to 5.7� 105 S/m and is attributable to conductivity losses in the patch

elements. The simulated results show the low-conductivity limit for practical implementa-

tions of the free access mat using conductive textiles, which is estimated to be greater than

5.7� 106 S/m.

Figure 16.15(a) shows samples of the free access mats fabricated with Cu, ST2050, and

SC8100 materials. They were designed for a resonant frequency of 5GHz. Two standard

dipoles having the same resonant frequency were coupled to the samples at a height of 5mm.

The distance between the two dipoles was fixed at 176mm, as shown in Figure 16.15(b). The

jS21j characteristics, measured using a Vector Network Analyzer are shown in Figure 16.15(c).

The variation in the resonant frequency of the Cu sample is attributed to fabrication errors.

The measured transmission losses in dB/l of the samples using ST2050, SC8100, and

Cu were 4.5, 4.3, and 3.9, respectively. The variation is due to conductivity losses, but is less

than 0.6 dB, and hence acceptable.

Figure 16.14 Effect of low conductivity.
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Next, it was necessary to investigate the tolerance to bending or folding of the sample

using SC8100. It was confirmed that the sample using ST2050 also showed the same charac-

teristics. The SC8100 fabricated mat’s jS21j characteristics were measured in four scenarios,

as shown in Figure 16.16. Case (a) is the measured transmission loss for the unfolded, flat,

free access mat. Case (b) is that for the mat when it was folded in half. The position of the

two dipole antennas on the mat is fixed in these two cases. In case (c), a reflector blocks

coupling of the two dipole antennas through free space. The antenna position in case (c) is

the same as in case (a). Case (d) shows the free-space transmission loss when the distance

between the two dipoles is the same as in case (a).

Around 5GHz, low transmission losses were measured for cases (a), (b), and (c). They

were much smaller than that for case (d), with a variation of more than 16 dB. The concen-

trated electromagnetic waves in the free access mat greatly reduce the transmission loss. The

bandwidth in case (b) is narrower than that in case (a). In case (a), the transmission includes

coupling between the two antennas through free space as well as through the mat. The

Figure 16.15 Free access mat using Cu and conductive textiles. Pictures of (a) fabricated devices,

(b) measurement setup, and (c) measured jS21j characteristics.

Novel Wearable Sensors 469



variation in transmission loss at the resonant frequency between the cases (a) and (b) is neg-

ligibly small (less than 0.5 dB). This proves that transmission around the resonant frequency

occurs through the free access mat. It was also found that bending or folding barely increases

the transmission loss. The free access mat based on a light, soft, thin, and flexible conductive

textile is scarcely degraded by the material properties of the textile or by bending or folding.

It is thus attractive to think of it as comfortable and easy to wear for BAN applications,

especially in ubiquitous personal health applications.

16.3.1 Wearable Waveguide

This subsection proposes a wearable textile-based free access mat. A novel concept wave-

guide, the smart suit, smart robe, or smart blanket, is proposed and its applicability for a

BAN is demonstrated. The growing interest in BANs has motivated many studies in wearable

wireless devices and their on-body or intra-body channel characteristics. This section focuses

on improving the on-body channel characteristics, a major challenge for BANs. The prob-

lems are inherent to the presence of the human body. A wearable waveguide consisting of a

flexible free access mat could provide an alternative approach for this purpose. The wave-

guide provides an independent path for electromagnetic waves that differs from the original

on-body channel. This subsection presents the concept of the wearable waveguide, a proto-

type, and the measured improvement in the transmission characteristics. Several potential

frequency bands are available for BANs. As described earlier, the central frequency of the

free access mat can be controlled by changing the size of the resonators. As a matter of

convenience, this section discusses a design for the 2.45GHz ISM band.

Figure 16.16 Tolerance to folding or bending of the free access mat.
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16.3.1.1 In Sync with the Current and Future Trends: Research Interests in WBANs

People now carry many electronic devices, such as cellular phones, smartphones, personal ste-

reos, personal digital assistants, laptops, and tablets. Networking allows these devices to share

interfaces, storage, data, and computational resources as in ‘cloud computing.’

Networking allows greater convenience and new services, and interest in body-centric wire-

less communications (Wireless BANs, or WBANs) has increased accordingly. AWBAN is a

small-scale wireless communication network. Interest in WBANs has been growing because

of their abundant applications: personal healthcare, smart home, personal entertainment,

identification systems, space exploration, robots, and military usage, among others. A

generic WBAN concept may include scenarios in which wireless sensor nodes are placed in

or on the body. Because of the presence of the human body, on-body antennas and propaga-

tion have distinctive properties. For example, wearable antennas can suffer from efficiency

redundancy, radiation pattern distortion, and variation in impedance at the feed [16–18].

Some issues with on-body radio channels include shadowing effects, dynamic variation in

path loss, protection of anonymity, and delay elements. However, the proposed scenario in

which robots or people wear a sheet-shaped waveguide, as shown in Figure 16.17(a),

Figure 16.17 Smart suit and smart blanket, where (a) is the image and configuration of a smart suit

where a¼ 25.5mm, b¼ 33.9mm, g¼ 23.2mm, and t¼ 3mm; cf. Section 16.3.1.2.
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represents a new approach to these problems. The wireless sensor nodes contained in the

worn waveguide communicate with each other through the waveguide. The electromagnetic

waves are concentrated in the waveguide so the channel is scarcely distorted by the presence

of the human body. This waveguide concept is named the ‘smart suit.’

Interest in ubiquitous medical healthcare has also been growing. A generic concept of

ubiquitous medical healthcare includes telemonitoring of vital data such as ECG and EEG

results and telecontrol of medical devices and actuators. Awearable or implantable BAN can

be applied to these types of telemetry and telecontrol. For example, vital information col-

lected by in vitro or in vivo sensors is gathered by a master unit placed on the human body.

The master unit or command/coordinator unit as described in References [19] and [20]

decides an appropriate treatment method on the basis of the collected vital data and sends

commands to action units that apply the treatment or medication. At the same time, the infor-

mation sequence is sent to a healthcare management center such as a medical institute. These

sensing, command, and action units are expected to be connected wirelessly for convenience

and user-friendliness. Therefore, in this chapter a novel solution using the smart suit is pro-

posed, which collects vital and healthcare data and applies proper treatment to objects. Peo-

ple simply wear the smart suit or blanket, which collects data as shown in Figure 16.17(b).

The smart suit, robe, or blanket would contain within its fabric sensors, devices, and actua-

tors or would simply collect vital data from wearable devices or would activate them. In

either case, the smart suit, which acts as a receiving and transmitting (transceiver) element

of the master unit, would be useful. Many challenges must be met to realize this concept of a

wearable medium: the desired system offers a lightweight, flexible, sheet-shaped waveguide

that enables wireless networking using various sensor units, which are placed at an arbitrary

position on or near the human body.

A lightweight, thin, flexible, sheet-shaped device is suitable for a smart suit, robe, or

blanket. Textile-based devices are also appropriate. A waveguide that sensor devices can

access would be useful regardless of whether the smart suit itself includes sensor units.

In addition, a wireless connection between the waveguide and the sensor units is desir-

able so that sensor units can be applied freely on the patient’s body and the waveguide.

Sensor units on the human body record vital data continuously or periodically using the

smart suit or smart blanket as shown in Figure 16.17. It is also necessary to be free to

choose the sensor units. Thus, a waveguide that can be accessed by any common antenna

or coupler is strongly desired. In this case, the free access mat is a suitable waveguide for

the smart suit and the smart blanket. Its simple configuration enables easy fabrication.

Electromagnetic waves are concentrated in a certain frequency band. The central fre-

quency can be controlled by changing the size of each element. In addition, shaping of

the resonators can provide dual-band operations. The transmission losses of 2-D concen-

trated electromagnetic waves are much smaller than those in free-space transmission.

Common antennas can couple to the free access mat at an arbitrary position at a height

of several millimeters. The small accessible range of the radio rarely produces interfer-

ence with other networks close to the mat.

Therefore, as interest in WBANs grows, a wide variety of consumer electronics and com-

munication devices are expected to be wearable or built into clothing in the near future,

including textile-based wearable devices. In this section, a basic study using a textile-based

mat is presented. In Section 16.4, a belt type, wearable communication device with sensing

capabilities for personal health monitoring in an ubiquitous fashion will be presented.
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16.3.1.2 Flexible Free Access Mat and Effects of the Human Body

In a WBAN, the effect of the human body is distinctive. A major issue hindering the imple-

mentation of WBANs is the limited range of commonly used antennas. The dielectric mis-

match between antennas and human body parts causes local reflections and further shortens

the operating range. The smart suit, a wearable sheet-shaped waveguide, provides an

independent path for the wireless signals and is likely to reduce distortions caused by the

human body.

In this study, a vest-type smart suit using a free access mat based on conductive fabrics

was fabricated. It was designed for operation at 2.45GHz ISM band, and its parameters were

as follows: square patch resonator length, a¼ 55.7 mm; parasitic square patch length,

b¼ 74.2mm; spacing between patch resonators, g¼ 50.7mm; separation depth between

parasitic patch and patch resonators, t¼ 3mm. The transmission characteristics through the

smart suit were measured using two commercial sleeve antennas at 2.45 GHz, with one

sleeve antenna placed on the front of the human body while the other on the back. With this

antenna positioning, however, the transmission characteristics varied significantly, as shown

in Figure 16.18. Case (a) shows the transmission loss when the antennas were on the human

body; in case (b), a person was wearing the smart suit with antennas on it; and case (c) shows

the transmission loss through the smart suit with the same antenna position but without the

human body. The smart suit greatly reduced the transmission loss, which varied by more than

57 dB. By comparing cases (a) and (b), it can be appreciated how much the free access mat

improves the on-body channel characteristics. It can also be seen from cases (b) and (c) how

much the channel characteristics in the mat are affected by the presence of the human body.

The measured results in cases (b) and (c) are quite similar at 2.45 GHz. The transmission

inside the mat is scarcely affected by the presence of the human body. In addition, the

Figure 16.18 Measured jS21j characteristics of the free access mat smart suit with and without a

wearer’s body. One antenna is placed on the front of the body and the other on the back. The graph

shows the measured jS21j characteristics for two antennas placed (a) on the human body, (b) on the

smart suit with a person wearing it, and (c) on the smart suit without a human body. The transmission

gain at 2.45GHz exceeds 57 dB.
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measured results for cases (a) and (b) indicate that the mat greatly decreases the transmission

loss. This is because of the concentrated electromagnetic waves inside the free access mat

and the small loss to coupling by external antennas.

Figure 16.19 shows the transmission characteristics when both antennas were placed

on the front of the body. The transmission loss for case (a) is less than that shown in

Figure 16.18(a). However, the transmission loss for case (b) is larger than that shown in

Figure 16.18(b) because the transmission occurs by means of the smart suit and the distance

between the two antennas is larger. Nevertheless, the smart suit greatly decreased the trans-

mission loss, which varied by more than 19 dB. The smart suit greatly improved the trans-

mission characteristics regardless of the antenna position on the human body. In addition,

the transmission characteristics were scarcely distorted by the human body owing to the

presence of the ground plane.

Wearable devices should also be breathable; however, the free access mat has a large

ground plane. Although it is made of textile-based material, it is not breathable enough. It is

therefore reasonable to use the smart suit if and only if needed. However, for a wider variety

of applications, this chapter proposes using a meshed ground plane instead.

First, the chapter investigates what happens when there is no ground plane. A long free

access mat is fabricated and wrapped around the human torso like a belly band, placing the

antennas on the front and back of the body, as in the previous measurements shown in Figure

16.18. The mat was then moved around while the position at which the antennas couple to it

were changed. Figure 16.20 shows the measured jS21j characteristics at different coupling
positions. In Figure 16.20, the curve labeled ‘w/GND’ indicates the transmission loss

through the initial free access mat with a perfect ground plane, whereas the curve labeled

‘w/o GND’ shows the loss through the mat without a ground plane. The transmission losses,

Figure 16.19 Measured jS21j characteristics of the free access mat smart suit with and without a

wearer’s body. Two antennas are placed in the front of the body. The graph shows the measured jS21j
characteristics for two antennas placed (a) on the human body and (b) on the smart suit with a person

wearing it. The transmission gain at 2.45GHz exceeds 19 dB.

474 Microwave and Millimeter Wave Circuits and Systems



which are around 10 dB, depend on the antenna coupling position, but are low enough and

hence acceptable compared to those of on-body transmission. In all three cases, it can be

seen that the transmission loss increases when the free access mat has no ground plane. The

variation is about 13–20 dB. However, the mat without a ground plane still reduces the trans-

mission loss compared to the case of on-body transmission; the variation is about 22–28 dB,

which is large enough.

Next, the chapter investigates a meshed ground plane. Figure 16.21(a) shows a model sim-

ulated using the electromagnetic tool by Ansoft. The model is a rectangular cylinder, consist-

ing of 3/4 muscle. The ground plane with many square holes in it is placed 0.8mm above the

muscle model, and the spacing between the patches and the ground plane is also 0.8mm. The

size of the holes p was changed from zero to l/4, with w fixed. The simulated results are

shown in Figure 16.21(b). The transmission loss increases with the hole size and the resonant

frequency shifts to a lower frequency. When the hole size is l/10, the transmission character-

istics are quite similar to that of a model with a perfect ground plane. Thus, this meshed

ground plane provides a more breathable device without changing the transmission

characteristics.

16.3.2 Summary on the Proposed Wearable Waveguide

This section presented a textile-based free access mat. Foamed polystyrene and a conductive

fabric, which were very light, thin, and flexible, were chosen and a textile based mat was

made from them. The conductive fabric did not degrade the mat’s transmission character-

istics. In addition, it was highly robust to folding, indicating that the textile-based mat was

suitable for a flexible sheet-shaped medium. The flexibility of the sheet-shaped medium

greatly enhances comfort and user-friendliness, an advantage when the free access mat is

used as a sheet-shaped medium for BAN applications.

Figure 16.20 Measured jS21j characteristics of a worn belly-band-type free access mat with ground

(w/GND) or without ground (w/o GND), compared to the ‘on-body scenario.’ In the graph, the black

solid line is the transmission characteristic for the belly-band w/GND, while the gray solid line is the

characteristic in the w/o GND case. Evidently, w/GND the gain exceeds 42.1 dB, while w/o GND a

20 dB drop in gain is observed.
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Based on the textile-based free access mat, a novel concept for a wearable waveguide has

been described: the smart suit or blanket. Many frequency bands are candidates for use in

WBANs, but, for convenience, a design for the 2.45GHz ISM band was examined. A suc-

cessful prototype fabrication for the wearable waveguide has been described and confirmed

that it greatly improved the on-body channel characteristics by providing an independent

path for the electromagnetic waves. The following section proposes a belt-type, wearable

communication device with sensing capabilities for personal health monitoring in a ubiqui-

tous fashion.

16.4 Proposed WBAN Application

16.4.1 Concept

The case of a person who is concerned about their blood pressure (BP) level (whether or not

they have high or low BP) and body temperature condition (whether or not they have a fever)

is considered. In BP diagnosis, �90/60¼ low, 120/80¼ normal, while �140/90¼ high. In

body temperature diagnosis, �35 �C¼ low, 36.9 �C¼ normal, while �39 �C¼ high. A per-

son with low or high results becomes a patient and must be examined further for appropriate

treatment.

In the proposed BAN application, potential patients are advised to wear a belt waveguide,

proposed by the authors of this chapter, as shown in Figure 16.22. The front of the belt wave-

guide contains a sensing mat radio, operational at 433MHz, a frequency recommended for

in- and on-body medical applications [21]. The rear of the belt contains an off-mat radio.

Figure 16.21 Model and the simulated jS21j characteristics of the belly-band-type free access mat

with a meshed ground plane.
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The idea is to perform BP and temperature sensing at the front, log the data in the mat radio,

then, via the belt waveguide fabric, send the data to the off-mat radio at the rear by means of

low power propagation, ready for transmission to some data center, for example, the PC of a

medical doctor (MD) or clinical officer (CO). When required, the data are flashed from the

off-mat radio at high power transmission depending on the target range or throughput. The

proposed belt waveguide configuration is shown in Figure 16.23.

Figure 16.22 The proposed belt waveguide in the BAN application. In the figure, the belt’s front

integrates a blood pressure (BP) and human body temperature (TEMP) sensor radio for within

waveguide low power operation, sensor data logging, and communication, while the rear (back)

contains a high-power, long-range sensor for data transmission (flash operation).

Figure 16.23 Belt waveguide configuration.
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16.5 Summary

This chapter presented a novel sheet-shaped waveguide, the 2-D communication medium

(free access mat). Using an SC8100 e-textile/fabric, the developed free access mat was inte-

grated into a smart suit and later reduced to a belly-band for better performance analysis and

ease of application to BAN. The smart suit exhibited little transmission loss because it acts as

a waveguide, propagating electromagnetic waves along its surface.

A typical BAN application was proposed based on the belt-type wearable waveguide to

measure a patient’s BP and temperature, periodically. The belt waveguide has the potential

for wireless power transfer (WPT) applications while the sensor mat radio could be powered

from or by energy harvesting sources.
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17.1 Introduction

Electromagnetic waves are the waves including the electric and magnetic field components

that carry energy/information by propagating within their environment. The earliest recorded

recognition of the electric and magnetic phenomena is by Thales1 in the sixth century BC, and

this recognition has completed a process of almost 2500 years until today in scientific disci-

plines such as physics, mathematics and engineering. This stunning, mystical happening,

which we use in every moment of our lives, is a divine gift not only for our World, but

also for the entire Universe. Initially, the electric and magnetic forces had been considered

independently of each other, but the observed phenomena have allowed us to find out a

correlation between them. Taking into consideration the experiments and observations

conducted between 1822 and 1845 as well as the equations proven by the static electric and

magnetic phenomena, J.C. Maxwell2 discovered that the electromagnetic phenomenon is

actually a single phenomenon composed of two components, and described the basic rules

of the classic electromagnetism by means of an elegant set of equations in his book,

A Dynamical Theory of the Electromagnetic Field, published in 1864.

Microwave and Millimeter Wave Circuits and Systems: Emerging Design, Technologies, and Applications,
First Edition. Edited by Apostolos Georgiadis, Hendrik Rogier, Luca Roselli, and Paolo Arcioni.
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Today these equations are the basic equations of electromagnetic and antenna theory.

These equations imply the correlation between electrical and magnetic fields in any place in

a location and while time dependent. The Maxwell equations are solved by considering the

constitutive relations defining the universal field in which the event occurs independently

from the field in which the event happens. The correlation between electric and magnetic

fields occurs through both time dependent derivations and the Ji¼ sE term in J if the envi-

ronment is conductive. Experimental showing of the electromagnetic wave radiation as a

result of the Maxwell equations was realized by the German physicist R.H. Hertz3 in 1886.

Hertz developed a system to radiate the electromagnetic field generated by a resonant circuit

out to the environment. This showed that electromagnetic waves radiating from this circuit

stimulate another remote second circuit not connected to any conductor in between. In fur-

ther experiments, Hertz also lay the foundations in geometrical optics issues by examining

reflection, refraction and polarization of electromagnetic waves. In 1901, G. Marconi4

realized communication over the Atlantic between Britain and America with an 820 kHz

monopole antenna with 15 kW power. In 1907, J.A.W. Zenneck5 suggested in his articles

that a good antenna will not be solely effective in communication but the appropriate

construction of the ground system will increase the efficiency of the antenna. Microwave

antennas and radars intensified between the 1940s and 1945s, while starting from 1945 till

1949 VHF slot antennas, loop antennas, dipole antennas and dipole antenna arrays started to

be used to a high degree [1].

This chapter starts with an overview of the antenna concept. A brief explanation of wide-

band antennas and applications are given in the second section. Wideband arrays are also in

the scope of that section. The third part covers a short discussion of measurement techniques

and rooms. In the last section, antenna trends including phased arrays, smart antennas,

wearable antennas, capsule antennas for medical monitoring, RF hyperthermia, wireless

energy transfer and implantable antennas are reviewed.

17.1.1 Antenna Concept

In its general definition, an antenna is the device or transducer transforming the alternating

current and voltage into electromagnetic energy, receiving it from a system and radiating it to

the environment (transmitting antenna), or transforming electromagnetic energy into alter-

nating current and voltage, receiving from the environment and transmitting it to the system

(receiving antenna). The word ‘antenna’ means ‘scape of bug’ in Latin and is known as

‘antenna’ in all languages.

Both transmitting and receiving antennas are connected to the related system via either a

transmission line or pipe. Structures of transmitting and receiving antennas are very similar

so one antenna can be used for both transmit and receive. An antenna problem is divided into

three: finding appropriate radiation patterns for a selected geometry and feeding structure

(analysis), designing geometry or feeding networks suitable for the desired parameters (syn-

thesis) and connection of the antenna to a feeding unit (antenna matching network) [2–5].

3
R.H. Hertz, 22 February 1857 Hamburg – 1 June 1894 Bonn.

4
G. Marconi, 25 April 1874 Bologna – 20 July 1937 Roma.

5
J.A.W. Zenneck, 15 April 1871 Ruppertshofen – 8 April 1959.
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An antenna problem has a solution under boundary conditions of Maxwell equations.

However, except for well-known geometries, this solution is not possible analytically. There-

fore approximate solutions (numerical modelling) and practical configurations are suggested

[6]. The formal and simplified approach is the ‘equivalence principle’. In this principle the

solution is realized by using equivalent electromagnetic sources placed on a boundary

surface surrounding the antenna instead of placing them on the antenna itself. In this case,

it is regarded as if there is no antenna material existing and relevant field expressions are

calculated from the radiation of these equivalent sources [7].

There are some methods in the definition of equivalent sources. The most frequently used

source is the one comprised of the combination of electric and magnetic surface flux densi-

ties. The best way to express these is to base them on the Huygens principle in which a field

analysis of the volume can be expressed with the tangential field on the surrounding surface.

17.2 Wideband Antennas

Together with the technological development, the need for wideband antennas increases

every day. Expansion of the communicable frequency band allows the transfer of more data.

In recent years, the number of relevant studies in the literature has been increasing rapidly.

The operating frequency band of an antenna is observed over two parameters: one of them is

that the antenna’s VSWR is less than 2 across the frequency band. The other requirement is

that the antenna radiates across this frequency band, which can be measured as ‘gain’. In

some applications, it is also desired that the antenna has constant gain or that the 3 dB beam-

width (HPBW) remains the same across the frequency band.

The relation between the bandwidth and the Q-factor (quality factor) in the antennas indi-

cates that if the bandwidth increases, the loss become larger:

Q ¼ 1

BW
ð17:1Þ

Likewise, the radiation efficiency of the antenna with a high bandwidth is low.

This section discusses the principles utilized in the wideband antenna design and then

shows the applications related to the log-periodic and spiral antennas.

17.2.1 Travelling Wave Antennas

In some kind of antenna types, such as the simple dipole, some part of the wave fed from the

feed point is reflected from the end of the antenna arm and returns back to the feed point.

Thus, the standing wave type current distribution occurs [8]. The travelling wave antenna,

on the other hand, is the name given to the antennas with very small returning waves, as

shown in Figure 17.1.

There are two methods used to transform standing wave antennas to travelling wave anten-

nas. One of them is to increase the length of the antenna so that the wave going from the feed

point to the open end of the antenna is weakened until it returns and, consequently, the stand-

ing wave decreases. The other method is to place a matched load on the antenna terminal. In

both methods, the radiation loss of the antenna increases and the efficiency decreases.

The typical travelling wave antennas are the dielectric rod antenna, waveguide slot

antenna and the tapered waveguide antennas like the horn and Vivaldi [9].
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17.2.2 Frequency Independent Antennas

When the dimensions of any antenna are changed a times, the wavelength is also changed

equally, but the pattern and impedance remain the same. The following equation indicates

that the dimensions (h1, 2) and the wavelengths (l1,2) are directly proportional:

h1

l1
¼ h2

l2
ð17:2Þ

This is a result of the principle of similitude.

In the article published in 1957, Rumsey [10] suggests that if the antenna dimensions are

held constant, it is necessary to change the angle to obtain the same performance in a differ-

ent frequency. In order to eliminate the wavelength dependency, the antenna dimensions

must be infinite. In such a case, the only variable is the angle shown in Figure 17.2.

While the antennas are finite in practice, they have a wide bandwidth depending on the

amount of truncation. If the surface of the antenna in a constant f 1 frequency is rðfÞ, it is

Figure 17.2 Frequency independent antenna.

Figure 17.1 Travelling wave antenna.
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multiplied by the coefficient a while being scaled to the f 2 frequency. If we consider an

infinitely long metal, the same impact can be acquired by rotating it as much as fr. If rðfÞ
is the radius and f is the angle at polar coordinates, the following equation shows the

interdependency between the variables fr and a:

arðwÞ ¼ rðwþ wrÞ ð17:3Þ

Any dimensional change is equivalent to a change in the angular value of the antenna.

The equiangular spiral, biconical antennas, and so on, are the frequency independent

antennas based on this principle.

17.2.3 Self-Complementary Antennas

In 1948, Mushiake [11–14] introduced the constant input impedance characteristics of the

self-complementary antennas.

When the Maxwell equations and the boundary conditions are written separately for

each picture of Figure 17.3, according to the Babinet principle, a correlation is acquired

between the impedances of the slot antenna in the infinite ground plane and the metal

antenna in the free space. According to this correlation, if Z1 is the slot antenna imped-

ance, Z2 is the metal antenna impedance and Z0 is the air impedance (120p) for two

complementary antennas;

Z1Z2 ¼ Z0

2

� �2

ð17:4Þ

For an antenna structure with equivalent space and the metal parts, this expression turns into

Z1 ¼ Z2 ¼ Z ¼ Z0

2
¼ 60 pV ffi 188V ð17:5Þ

Figure 17.3 Self-complementary antenna.
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In this equation, it is important that the impedance is independent of the frequency, that is,

in the ideal condition, the antenna impedance is equal in all frequencies and is 188V. Since

the finite structures are used in practice, it is observed that their impedances are less variable

along a wideband. There are numerous self-complementary antennas in the literature: the turn-

stile antenna, spiral antenna and log periodic antenna. Figure 17.4 shows an Archimedian

spiral antenna working in an ultra-wideband using the self-complementary principle.

17.2.4 Applications

17.2.4.1 Equiangular Spiral Antenna

The equiangular spiral antenna (Figure 17.5) was applied for the first time by Dyson [15] in

1959, providing the angle-dependence feature as specified by Rumsey [10]. Since the

antenna cannot be infinitely long in practice, it is obvious that the bandwidth is not infinite.

Its equations are as follows:

r ¼ r0e
aw ð17:6Þ

a ¼ lnðriþ1=riÞ
2p

ð17:7Þ

In Equation (17.6), r0 is the beginning point of the radius, while the given a is the constant

growth coefficient and riþ1 is the inner radius, where ri is the radius of the previous turn.

Therefore, the only correlation is between f and r, and is an angular value mentioned by

Rumsey. The positive limit value of f gives the low frequency limit of the antenna. The high

frequency limit of the antenna, on the other hand, is determined by r0. For each frequency

value, one region of the antenna becomes active. This active part is called the ‘active region’.

Since the active region is shifted towards the internal part of the antenna at high frequencies,

the radiation occurs in the part close to the feed point.

Figure 17.4 Archimedian spiral antenna.
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According to the Mushiake [11–14] principle, the self-complementary equiangular spiral

antenna must have almost 188V impedance, but in practice this value appears to be 120–

150 V. The first reason is the coaxial cable, which must be situated on the antenna, and the

other reason is the antenna thickness. In order to achieve the symmetry, sometimes an extra

coaxial cable might be used. In this case the outer conductor of the coaxial cable is soldered

to the opposite arm, while the inner conductor is free.

Since the highest length D represents the lowest frequency and the shortest length d repre-

sents the highest frequency, the proportion between these two values gives the bandwidth.

For the antenna shown in Figure 17.6, the radiation pattern has the left-hand polarization

inwards from the page plane and the right-hand polarization outwards from the page plane. It

Figure 17.5 Equiangular spiral antenna.

Figure 17.6 Equiangular spiral antenna and measured VSWR.
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has a pattern called unidirectional, directed towards two directions. Therefore, its gain is

about 5–6 dBi.

17.2.4.2 Log Periodic Dipole Array (LPDA) Antenna

In 1960, Dwight Isbell [16] created a wideband periodic structure by combining the narrow-

band dipole antenna elements. In this structure, there are many dipole antennas with different

lengths. A few of them become active for any frequency. Upon activation of these dipole

antennas, an active region is created. This region contains the main dipole and a few ele-

ments in front of and behind it; as the frequency changes, the active region also shifts. The

ratio, t, of each dipole antenna’s length (ln) to the other is also the ratio of the antennas’

distances (dn) to each other:

t ¼ lnþ1

ln
¼ dnþ1

dn

ð17:8Þ

When the antenna begins from the zero point with the angle of a defined as

a ¼ tan�1 ln

dn

ð17:9Þ

and extends logarithmically to infinite, it must theoretically have infinite bandwidth. Never-

theless, since this is practically impossible, it is used as a wideband antenna. With the

feeding method shown in Figure 17.7(a) the phase of current on each element on the antenna

is p higher than the previous one, and its impedance is 300V. In such a case, the loss is high

as the feeding structure is long. With the feeding structure in Figure 17.7(b), on the other

hand, the current on each element has the same phase as the previous one, and it is possible

to acquire 75 or 50 V impedances with this structure.

Figure 17.7 Log periodic antenna feeding structures.
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The VSWR of the antenna in Figure 17.8(a) is shown in Figure 17.8(b). It has a rather

wide band.

17.2.5 Ultra Wideband (UWB) Arrays: Vivaldi Antenna Arrays

The UWB antenna arrays have been contemplated to be a solution for meeting the wideband

needs. Beam forming, high gain, low side lobe, and so on, are features that need to be

acquired with the wideband array structure. In conventional methods, the UWB antenna array

design procedure covers first the antenna element design and after that the array geometry.

Three basic problems encountered in the antenna array design are grating lobes, especially

in the high frequencies depending on the array bandwidth, nulls in the radiation diagram

because of surface wave modes and the array element impedance mismatch due to the

interaction between the elements. They are the most important problems encountered by

designers while designing a UWB array antenna.

In the conventional design of arrays, first the array element for the target frequency band is

designed. In order to meet the lower end of the target frequency band, the size of the antenna

element must be llow=2. In such a case, the radiation diagram of the array at high frequencies

contains grating lobes because, at high frequencies, the distance between the antenna ele-

ments is more than lhigh=2.
Previous work indicates that the distance between antenna elements must not exceed half a

wavelength of the highest frequency. In such a case, it can be thought that the array element

impedance might not match at low frequencies. However, it is seen that this problem has

been solved when the maximum dimension of the array is bigger than the lowest operating

frequency wavelength in both axes [17]. It has been observed that increasing the interaction

of the array elements under certain conditions has given successful results.

17.2.5.1 Vivaldi Antennas

Vivaldi antennas have shown up in the literature, with numerous different names given for its

aperture geometry. The name ‘Vivaldi’, on the other hand, was used for the first time by

Gibson in his article published in 1979 [18].

Figure 17.8 Log periodic antenna and VSWR.
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The Vivaldi antennas are travelling wave antennas having UWB impedance matching and

endfire radiation characteristics. The biggest advantage provided by the microstrip structure

is its ability to be connected directly with the TR (transmission-receiver) modules placed

behind it. The antenna needs no additional component for impedance matching with its

integrated balun structure.

Investigations on the geometrical structure of the Vivaldi baluns have produced different

designs [19–21]. In early applications, Knorr’s method has been used for the transition from

microstrip to aperture [22]. The design example for a classical Vivaldi antenna is shown in

Figure 17.9.

The dominant parameters in the single element design are L antenna radiation field

length, W antenna aperture width, Dn cavity diameter, Ws slot width, Lrs stub length, u stub

angle and Ra the opening rate of the exponential curve forming the antenna aperture. The

parameters L andW are dominantly effective on the antenna lower operating frequency limit.

The Dn, Ws, Lrs and u parameters are the balun region parameters affecting impedance

matching of the antenna. High values of the Ra parameter provides a faster transition from

the narrow to the wide part of the aperture. This facilitates the provision of impedance

matching at the low end of the frequency band, but may also cause mismatching between the

lower and upper frequency limits [23].

The length L shown in Figure 17.9 is generally 1.5 times the wavelength of the lowest

frequency and the antenna aperture W is the about half the wavelength of the lowest fre-

quency. The graph shown in Figure 17.10 is the VSWR result of the antenna in Figure 17.9.

The antenna has the balun structure based on the microstrip–aperture coupling technique.

Another Vivaldi antenna type with the balun structure is the antipodal Vivaldi antenna.

The antipodal Vivaldi antenna was introduced by Ehud Gazit [21] in 1988. In the stripline-

fed classic Vivaldi structures, holes are needed to establish connection between the

Figure 17.9 Vivaldi antenna.

490 Microwave and Millimeter Wave Circuits and Systems



conductors on both sides of the dielectric. In the antipodal Vivaldi, however, there is no need

for such holes. Balun structures based on microstrip–aperture coupling have the quarter

wavelength lines. These lines limit the frequency band [21]. The balun technique used in the

antipodal Vivaldi antennas brings a solution to such problems.

The balun structure of the antipodal Vivaldi antennas is shown in Figure 17.11. In this

case, there are two transitions, one from the microstrip line to the parallel stripline and

the other from the parallel stripline to the symmetrical double-sided slot line. The

production of the antipodal Vivaldi antenna is easier than the classical Vivaldi antenna

and there are fewer factors that can restrict its impedance matching. In order to avoid

impedance mismatch, several studies have been conducted about narrowing the ground

plane by different geometrical expressions [24, 25]. The balun geometry has been

acquired by creating semicircle apertures on the ground plane and microstrip line in the

antenna model shown in Figure 17.11.

Figure 17.12 shows the VSWR result of the antipodal Vivaldi antenna simulation study.

17.2.5.2 Vivaldi Antenna Arrays

The UWB antenna array section reviews the three basic problems of array design in an

array created using the classic design methods, which have been stated in Section 17.2.5.

The Vivaldi antenna element showed in Figure 17.9 has a 1:8 bandwidth. The antenna

element is used to compose and simulate an eight-element linear array. In this study, the

elements have been interspaced by disconnecting the direct contact between them to

decrease the coupling between the antennas. In infinite Vivaldi arrays, when large spaces

are left between the elements, the wave guide modes emerge, which leads to impedance

mismatch in the frequency band. [26]. Figure 17.13 shows the array upper frequency

limit radiation diagram. In order to decrease the simulation period, the upper frequency

has been limited to 10 GHz.

Figure 17.10 Classical Vivaldi antenna VSWR.
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The grating lobes in the radiation diagram stems from the fact that the dimension of the

array element is very large compared to the wavelength at high frequencies while the antenna

aperture and interelement spacing is a half wave of the lowest frequency.

Figure 17.14 shows the radiation diagram of the 32 element antipodal vivaldi

antenna array simulation at the upper frequency limit. Since the distance between the

elements is l=2 or less in the entire frequency band, no grating lobe has emerged in

the radiation diagram.

Figure 17.11 Antipodal Vivaldi antenna.

Figure 17.12 Antipodal Vivaldi antenna VSWR.
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The designed 32-element array has been implemented and its VSWR response has been

measured. Figure 17.15 shows the produced antenna. The array has been fed with the

Wilkinson power divider that has a 1:10 bandwidth. Figure 17.16 shows the VSWR of the

produced array. The impedance response of the array covers the target frequency band.

It has previously been specified that the element impedance performance at the lower fre-

quency limit depends on whether the element is in the array. In such a case, since the arrays

Figure 17.13 Radiation diagram of the Vivaldi array.

Figure 17.14 Radiation diagram of a 32 element Vivaldi array.
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implemented have finite array dimensions, the edge elements of the array are affected. In the

previous works [27], it has been shown that the elements within a distance two times the

wavelength of the study frequency, starting from the edge of the array, have been affected.

The other elements, on the other hand, are not affected. The above mentioned situation is

true for the first four elements of the upper frequency limit, while the number of the affected

elements increases from the edge of the array to the centre as the lower frequencies are

Figure 17.15 A 32 element array antenna.

Figure 17.16 A 32 element array antenna VSWR.
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approached. The negative effect observed appears in the form of impedance matching

anomalies of several elements of the array in certain frequencies within the frequency band.

17.2.6 Wideband Microstrip Antennas: Stacked Patch Antennas

The microstrip antennas are used frequently in many areas for their advantages, such as low

cost, small volume, ease of production and suitability for mounting on inclined surfaces. The

most serious disadvantage of the microstrip antennas is that they are narrowband. With the

classical microstrip antennas, it is difficult to acquire a bandwidth more than 8%.

In order to eliminate such disadvantages of the microstrip antennas, various methods have

been introduced. The most frequently used one is the stacked microstrip antenna structure. In

the stacked microstrip antenna structure, the first stack of the antenna is fed; this stack is

called the driver stack. The second stack, on the other hand, is added to the first stack parasit-

ically and coupled with the patch below electromagnetically. The patch antenna on the lower

stack is fed with the microstrip line or coaxial probe. The coaxial probe-fed stacked patch

antennas provide very good isolation between the radiation elements and the feeding net-

work. Besides, the alignment problems are eliminated considerably as the feeding pin

contacts the patch antenna.

In the stacked patch antenna, the bandwidth is restricted by the inductive structure of the

feeding probe. This impact of the probe feeding was examined for the thick dielectric materi-

als in 1987 [28]. In 1991, the full wave analyses of the probe-fed microstrip antennas were

conducted with the spectral domain integral equation approach [29]. Again in 1991, the

analyses were conducted to calculate the input impedance of the probe-fed stacked micro-

strip antennas [30]. In 1994, the full wave analyses of the probe-fed stacked patch antennas

were conducted with the spectral domain integral equation approach [31]. In 1998, the

aperture-coupled patch antenna, a kind of stacked patch antenna, was designed, and thus the

antenna design with a rather wideband was introduced. However, since no full wave analysis

was made in this study, it can be said that the bandwidth is lower in practice [32]. In the

aperture-coupled patch antenna structure, the patch is allowed to be coupled electromagneti-

cally through a slot opening on the ground plane placed on the feeding line. In order to adjust

the amount of coupling made through the slot, various slot structures are used. In 1999, R.B.

Waterhouse [33] examined the design of the probe-fed stacked patch antennas. The impacts

of the dielectric materials used in the design, feed point and dimensions of the patches on the

bandwidth have been examined and a 25% bandwidth has been acquired.

The selection of the dielectric material of the first stack is very important in the acquisition

of a wide bandwidth in the stacked patch antennas. The current distribution on the patch on

the lower stack has a very important impact on the antenna’s bandwidth. The dielectric

coefficient of the lower stack dielectric material should be bigger than the dielectric

coefficient of the upper stack dielectric material. When this is achieved, the amplitude of the

first degree mode on the patch antenna on the lower stack becomes bigger than the patch on

the upper stack, and thus the wider bandwidths are acquired. Therefore, in order to acquire

wider bandwidths, usually a material with a dielectric coefficient of 2.2 is selected for

the first stack, while the foam material with a dielectric coefficient of 1.07 is selected for

the second stack. Since the foam material does not have any metal surface, it is possible to

add a third dielectric stack with a very low height and low dielectric coefficient. Thus, the

production process is made easier and more professional.
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The thickness of the selected dielectric materials also has a great impact on the bandwidth.

The height of the second stack depends on the first stack, and generally the second stack is

higher. In the studies conducted, it has been observed that it is appropriate to select the height

of the first stack as 0.04 l and the height of the second stack as 0.06 l.

While making a design, first the analyses for the first stack are made. It is not desired that

the first stack has a resonance at the centre frequency. Instead, it is desired that the first stack

is capacitive as much as possible in the required frequency range. In order to achieve that, the

feed point must be close to the edge of the first patch. Besides, it is desired that impedance is

250V in the resonance frequency while adjusting the position of the feed point. At this point,

the resonance frequency must be selected somewhat smaller than the lower point of the

required frequency range.

After the analyses for the first stack have been completed, the second stack is added. Addi-

tion of the second stack shifts the capacitive impedance to almost match the impedance

region. Thus, the high bandwidths are acquired.

After the impedance has approached the matching region, various adjustments can be

made by changing the edge lengths of the patches. For example, when the short edge of the

first stack patch antenna is lengthened, the real impedance decreases. When the short edge of

the second stack patch antenna is increased, however, the real part at the centre of the imped-

ance ring increases. Besides, the feed point can be used for fine tuning. When the value of the

feed point is increased towards the edge, the real part at the centre of the impedance ring

increases. However, this increase is never a large one.

A review of the microstrip-fed stacked patch antenna design was made in 1999, in which it

has been suggested again that the dielectric coefficient of the first stack material must be

higher than the dielectric coefficient of the second stack material [34].

As an example for the probe-fed stacked patch antenna, a design at the 7GHz centre fre-

quency has been made [2, 35]. The material of the first stack has been selected as Rogers

5880 and the materials of the second stack as Rohacell HF71. On the foam material, a

0.254mm thick Rogers 5880 has been placed. The designed antenna’s bandwidth is about

25%. The antenna and the return loss of the antenna are shown in Figure 17.17.

17.3 Antenna Measurements

There are three different methods used in the solution of the electromagnetics and

antenna problems, which are analytic methods, numerical/computational and measurement

methods. The solutions offered for problems impossible to be solved analytically and that

can be solved (analyses) within the limits provided by simulation methods are supported by

measurements. The measurements carried out with a well-defined method and with a mech-

anism boosted by accurate measurement systems give an approximate approach to reality.

Therefore measurements are crucial in antenna problems impossible to be solved fully most

of the time in an analytic way. Long phased and pretty costly, antenna measurements form

an important part of the antenna designing process. In antenna measurements, conditions

when the measurement systems are not completely ideal affect the measurement results neg-

atively. If the distance between the measured antenna and source antenna is more than the

far field, unwanted scattering can be received by the receiving antenna and when the far

field limit is low, the depth of the zero points in antenna radiation patterns cannot be deter-

mined completely and these points close to the main lobe are seen as shoulder. Another risk
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is that as the measurement is carried out in an uncontrolled environment, the effect of the

environmental factors cannot be taken into consideration. The size of the antenna to be

measured, measurement numbers, time and cost are also other difficulties of antenna mea-

surement systems.

During the Second World War, various methods were developed to find out the character-

istics of antennas. Using basic methods, parameters such as the antenna radiation diagram,

input impedance, gain and routing were able to be measured and telecommunication and

radar applications started to be used. In the 1960s, new systems and devices special for

antenna measurements were in the course of development. These systems are generally

antenna measurement environment, positioners, pattern recorders, signal generators, antenna

measurement standards, automatic control systems, quick calculators making a 2D to 3D

pattern transition and so on. The places where antennas are measured are called antenna

ranges, which are divided into ‘closed’ (indoor) environments (Anechoic Chamber) and

open (outdoor) environments (open area test fields, or OATSs). The antenna radiation

diagram measurements are divided into two as ‘far field’ and ‘near field’ depending on the

distance between the measurement point and the antenna [36]. Near field measurements are

carried out by transforming amplitude, phase and polarization data measured in the near field

of the antenna into far field data by using analytical or numerical techniques. These are the

amplitude and phase measurements of tangential constituents of the electrical field with spe-

cific steps on a well-defined surface (plane, cylindrical, elliptic cylinder, cone, etc.). These

data are used to calculate the angular spectrum of the plane, cylindrical or spherical surface.

It is called ‘modal expansion’. Far field measurement is to draw an amplitude diagram in an

environment where the far field condition of the antenna is obtained. Moreover, the compact

antenna test range, where approximate uniform plane waves are attained, is another environ-

ment for radiation diagrams of the antennas to be measured (Figures 17.18 and 17.19). In

both environments, the radiation diagram is directly acquired without any need for transition

from the near field to the far field [37].

Different measurement systems can be used depending on the sizes, frequency and radia-

tion diagram of the antennas to be measured and critical antenna parameters necessary to be

Figure 17.17 Stacked patch antenna and return loss graph (solid line is simulated, dashed line is

measured result).
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measured. Categorized information about system frequency and sensitivity degree of mea-

surement systems are given in Table 17.1.

17.4 Antenna Trends and Applications

The antennas are used almost everywhere in radio communication electronics. Their major

application areas to date are as follows: radio, television, radar, radio-meteorology, radio-

link, satellite communication, direction finding, mobile communication, medical use of

electromagnetism and laser. Recently, researches and developments related to antennas are

Figure 17.18 Antenna measurement systems: (a) elevated ranges; (b) reflected ranges; (c) compact

ranges; (d) near field ranges.

Figure 17.19 Antenna radiation pattern measurement results (a) azimuth, b) elevation, in spherical

near field antenna systems in TUBITAK).
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ongoing in rather different areas. Several popular antenna implementations and research sub-

jects in recent years are as follows:

� Phase arrays and smart antennas
� Wearable antennas
� Capsule antennas for medical monitoring
� RF hyperthermia
� Antenna for wireless energy transfer
� Implantable antennas.

More detailed information on these applications is given herein under subheadings. In

addition to the antenna implementations, the developments in the materials technologies are

also important study fields, clearing the way for the antennas. The dimensions and electrical

performances of the antennas are proportionate to the dielectric, conductivity and magnetic

features of the materials used. Therefore, the innovations and developments in the material

technologies have direct impacts on the antenna design and allow more compact and higher

performance antennas to be designed.

17.4.1 Phase Arrays and Smart Antennas

Together with the developments in the microwave and software techniques today, it has

become normal to expect the antennas used in radar applications to perform much more

different tasks, because classic radars have begun to be ineffective against the threats. There-

fore, it has become inevitable that radars now use the multifunctional and multitasking smart

systems to perform multitasks such as engagement search, identification, tracking, volume

scanning, guided-missile routing support, naval surface search, SAR and GMTI. Thus, the

phase array structures have started to be used in modern radars to perform numerous func-

tions [38, 39].

As known, the groups of identical antennas with suitable amplitude and phase relations

designed to meet the required radiation features, which are arranged in various forms, are

called antenna arrays [40]. The array antennas are used to narrow, form, steer the antenna

beam and increase the gain. The most important radiation features of the array antennas are

the main beam direction, side lobe levels and half power beamwidth. The phase array anten-

nas constitute an array structure in which the amplitude and phase values of each one of

the elements constituting the array can be controlled separately to create the required beam.

The position of the beam is controlled electronically by adjusting the feeding phase values

of the elements constituting the array. Thus, the main beam can be steered without moving

the antenna physically.

The ability of the phase array antennas to perform fast and accurate beam steering at the

microsecond level allows the systems to carry out numerous functions simultaneously. The

radars that can perform beam steering electronically are also capable of tracking many tar-

gets and illuminating some of these targets with radiofrequency (RF) energy. Such a radar

can also function as a communication system by steering its high gain beams to distant

receivers and transmitters. The phase array antennas have enormous flexibility. Their scan-

ning and tracking speeds can be adjusted so as to meet the special conditions in the best

manner. For example, the data rate is increased in the case of uncertainty such as the
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manoeuvers of the targets. The antenna beamwidth can be changed electronically through

phase changing. Thus, it is possible to cover certain areas much more rapidly, though with a

lower gain. With the multilayer power generators placed along the aperture, it is possible to

acquire very high power values. The power distribution can be controlled via computer in the

scanning area. The electronically controlled phase array antennas are able to perform all of

the various functions required to carry out a certain task in hand in the best manner. For

example, they support the target classification functions such as the reverse synthetic aper-

ture. The functions can be programmed rapidly with the digital beam steering computers.

The phase array antennas can suppress the clutter more effectively [41].

The active phase array antennas are totally digital multifunctional arrays with programma-

ble functionality. In the digital beam forming structure, only the high power and low noise

amplifier units are analogue. In addition to beam forming, all amplitude and phase shifting

functions are carried out digitally. The waveforms sent are generated directly by the digital

synthesizers. The signals received are captured with very fast analogue-to-digital converters.

In very long arrays, the correct time delays for beam steering can be realized digitally. As can

be seen clearly, this architecture requires very fast data processing.

In general, the smart antennas are the antenna systems that are capable of processing digi-

tal signals and perform functions such as beam forming, beam steering and null point

creating. They are composed of three main elements: the antenna unit, the RF unit and the

DSP algorithms. Together with the rather widespread use of the wireless communication

systems in recent years, several requirements have emerged, and meeting such requirements

has also brought about a number of problems. These problems can be summarized as

capacity, range, high data transfer rate, mobility, spectral efficiency and restriction of the

biological effects. The way of overcoming such problems is by using a smart antenna system

(SAS). With an SAS, in addition to routing the beam to the desired user, it is also possible to

minimize the antenna gain in the direction of the unwanted region to ensure that the null

points of the radiation diagram correspond to those regions for the purpose of decreasing the

adverse effects (interference). These systems can also adapt the antenna beams in real time to

minimize the multipath signals or improve the signal-to-noise ratio. The smart antenna sys-

tems have three types: switched, phase array and adaptive (active) phase array. In the

switched beam structure, a constant beam can be turned to the desired point by being fed

through shifting the suitable elements of the array with the help of switches. It has a simple

structure and can be used in applications requiring low resolution. The smart antenna

structure and examples of the beam forming and steering are shown in Figure 17.20.

The phase array structure is a passive structure and the process of steering a single beam

with the phase shifters. This structure is a little bit more complex than the switched beam

structure, and its biggest disadvantage is its inability to form the beams. The adaptive arrays,

on the other hand, are active structures. They are more complex, more expensive and indis-

pensable for applications requiring high resolution. The required forms of the beam, which

must be created with these structures, are determined via various algorithms. The parame-

ters, such as the required form, number, side lobe level, null points and direction of the

beam, are acquired by adjusting the phase and amplitude values of the antenna elements

using the digital beam forming algorithms.

Since it has high carrier mobility, the GaAs technology is used frequently in the high fre-

quency applications. Its high voltage strength, low thermal resistance and high radiation

immunity has enabled this technology to be used commonly in military applications as well.
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However, the failure to find a solution for the low efficiency problem in the production pro-

cesses of the GaAs technology results in the cost of the components produced using this

technology being very high. Since numerous transmitter/receiver units are used in the phase

array antennas, the contribution of the components to the total cost is high. Development of

alternative technologies not only to decrease the cost but also to design lighter and air-cooled

antennas, instead of being content with the current point reached with the GaAs technology,

is one of the current study issues.

In the high frequency applications (cellular phones, WLAN, etc.), the LDMOS (laterally

diffused MOS) and SiGe HBT (heterojunction bipolar transistor) BiCMOS technologies are

used widely [42, 43]. Similarly, it is popular to use silicon (Si) technology in the transmit-

ter/receiver units of the phase array antennas as well. By starting to use Si technology in

military applications, it is expected that these systems will fall in price but rise in security.

Until now, passive phase array antennas had been used in many phase array antenna appli-

cations because active phase antennas were yet to be finalized and they were very expensive

structures. Together with the introduction of the GaAs MMIC technology, more comprehensive

studies have been made on the active phase array antenna. The use of the MMIC technology

together with the automatic module assembly techniques have decreased the cost of the active

phase array antennas considerably, and thus they have started to be the preferred choice.

17.4.2 Wearable Antennas

Portable electronic devices have started to take an important place in the daily lives of peo-

ple. In the near future, people will want to carry numerous devices and sensors on themselves

that communicate with each other. To achieve this, it is inevitable that wearable and implant-

able antenna technologies will be developed.

The wearable antenna means using some part of the garment for communication purposes

such as tracking and navigation, mobile computing and public safety. Together with reduc-

tion in size of the wireless devices in recent years, the wearable or implantable antennas in

different frequencies have been designed and developed for various applications [44]. Since

it is desired that the wearable antennas are light, small, cheap, robust and easy to place into

accessories of any shape such as a button, belt, helmet, and so on, they are developed mostly

based on the microstrip technology. The cellular phone, GPS, WLAN and Hyper LAN are

the conspicuous applications.

Figure 17.20 Beamforming with smart antenna: (a) equal phase feeding; (b) electronically steered.
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The wearable antennas are monopole and dipole types in VHF and UHF frequencies

[45–53]. In the microwave frequency, the planar inverted F antennas, rectangu-

lar/circular/triangular microstrip patch antennas, rectangular slot antennas, rectangular

ring antennas, aperture coupled patch antennas, coplanar patch antennas and EBG textile

antenna with two layers are used [54–77]. From the perspective of compatibility with the

garments, the button, belt and helmet antennas are also some of the research subjects

[78–85].

The trend is directed towards the miniature wearable antennas made using textile materi-

als. Since the textile material has a low dielectric constant, the surface wave losses are less

and it increases the impedance bandwidth of the antenna.

In each antenna design, it is necessary to consider the operating environment as well and

also to analyse the performance of the wearable antennas on the human body. The human

body is composed of multidielectric layers such as skin, fat, muscle and blood, all of which

affect the antenna characteristics. In recent years, the close distance body and antenna

interaction for the wearable antennas is one of the conspicuous research subjects. Since such

antennas are placed on moving surfaces their performances in different positions must be

analysed and the power absorbed by the human body must be examined. The SAR values of

the power radiated by the antennas close to the body must be examined in accordance with

the health criteria.

17.4.3 Capsule Antennas for Medical Monitoring

The capsule antenna is an electromagnetic radiating element patterned directly on to the sur-

face of a hard shell capsule [86]. It can be used for medical monitoring like the endoscope.

The application area of the capsule antenna is growing rapidly.

17.4.4 RF Hyperthermia

RF hyperthermia is one of the promising methods for cancer treatment with deep-body heat-

ing based on annular phased arrays of radiators, such as waveguides, coaxial TEM apertures

and flat dipoles [87].

17.4.5 Wireless Energy Transfer

Wireless energy transfer is also an important issue to supply energy for implantable bio-

medical devices and RFID devices. The biggest challenge in the design of these devices

is the maximization of the transferred energy, which increases the performance of the

devices [88].

17.4.6 Implantable Antennas

The request for using antennas in or out of the human body for hi-tech medical and identity

authentication applications is on the rise. The researches on this issue are concentrated on

identity authentication, personal location data tracking, medical treatment and physiological

data tracking, and hyperthermia generation for medical treatment and physiological data

tracking.
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The antennas are placed in or out of the patient’s body to increase the temperature of the

cancer tissues and are designed in different forms according to the place of use. The wide-

band implant antennas are the promising fields of study that have been receiving attention in

recent years. The physiological and biological data tracking are some of the usage areas.

The small-sized implant antennas are used in the industrial, scientific and medical (ISM)

(2.4–2.48GHz) band.

Technological advancements in healthcare provide a better life standard. Numerous stud-

ies are being made on remote patient monitoring. The usage area of the telemetry system is

being improved to meet the need for communication between the patient and the base

station.

In recent years, the ingestible antennas, in addition to the implantable antennas

using the telemetry system, have also started to be included in the literature [41].

Wireless data telemetry applications such as in brain and cardiac pacemakers, in arti-

ficial eyes, in nerve stimulators, in implantable glucose sensors, in cochlear implants

and in such similar areas are getting extensive interest in implantable antennas. Wire-

less data transmission at the implant between the patient and the base station that

allows communication of the continuous monitoring of physiological parameters such

as the glucose, blood pressure and temperature is very important for early diagnosis

of diseases.

The implantable antenna design is difficult due to restrictions such as small size, low

power requirement and biological compatibility. The problem space includes complex and

frequency-dependent electrical features (dispersive permittivity, permeability, and conduc-

tivity and penetration depth) due to its layered tissue structure and heat. Since the antenna to

be designed is inside the tissue, it is essential to make a design compliant with the electrical

features of the tissue.

The most important factors affecting the implantable antenna system design are the

position and the frequency range of the antenna. The antenna type must be appropriate

for the desired target. The frequency knowledge is a measurement of the antenna size,

penetration depth and the emission that will leave the body. The power absorption losses

in the human body are frequency-dependent. Such dependencies are in fact characteristic

of the tissue.

The SAR values of the power radiated by the antennas close to the body must be examined

for implant antennas used in medical sensing, monitoring and curative applications.
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Microwave and millimeter wave systems are commonly used in everyday life, from wireless

communications to radar and wireless sensor networks. Nonetheless, technology and

material advances combined with societal needs lead to novel emerging applications and

challenges that such systems are further required to address. This book confronted the

reader with a selected characteristic set of these challenges from different perspectives of

simulation and optimization methodologies to circuit and system level design.

There is room to expand the presented material in the future along several ongoing

research tracks. One of those is the special importance of flexible materials and the integra-

tion of electronics on flexible substrates. A fundamental category of flexible electronics

addressed within the book was smart textiles and off and on body communication networks.

Printed antennas and passive circuits with promising performance in microwave frequencies

have already been reported combining dielectric textiles with conductive electrotextiles as

well as large scale fabrication methods such as screen printing and inkjet printing, commonly

used in the textile industry. One may expect further advances in printed active devices, which

are presently limited to low frequency applications of up to few MHz. In addition, efforts are

ongoing to improve reliability and efficiency, on the one hand, and to reduce cost of wearable

systems, on the other hand. One way to go is to design complete wireless wearable modules

that have all functionalities integrated on-board. In particular, these devices must be highly

energy efficient and preferably autonomous. This calls for suitable energy scavenging/

harvesting and power management circuits, implemented as an integral part of the wireless

wearable system. Cooperative and cognitive networking might also help to achieve these

goals.
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The book also highlighted the importance of low cost and high performance millimeter

wave technologies. Millimeter wave systems, utilizing high performance integrated devices,

MEMS, as well as novel circuit topologies such as substrate integrated waveguides (SIW),

realizing large operating bandwidths and low profile architectures, have led to the develop-

ment of compact multiple input multiple output (MIMO) wireless systems. Commercial

applications include 60GHz wireless communications systems as well as radar systems

including automotive radar, starting from 24, 77, and 94GHz and moving to the 140 and

250GHz frequency range. Application requirements for communication systems utilizing

very large bandwidths extending to 40 and 100Gbps, as well as for high resolution imaging

systems, pave the way for the commercial application of THz systems operating above

300 GHz. Significant technological advances in these frequency ranges are expected to

appear, with many challenges such as low cost and high yield fabrication, components,

materials, instrumentation, and high power sources remaining to be addressed.

Finally, in addition to remarkable advances in microwave and millimeter wave technology,

the book aimed to emphasize the importance of the integration of digital and analog

electronics, the combined use of digital signal processing techniques, and the advantages of

digital electronics in the design of microwave and millimeter wave systems, towards the

implementation of highly reconfigurable and high performance radio transceivers, enabling

the vision for a software defined radio.

Advances in microwave and millimeter wave systems and their further commercial

deployment application will undoubtedly have an impact in enabling a number of applica-

tions for energy efficient systems, smart transportation systems, and services and toward

longer and healthier lives, to name a few.

The structure of the book aimed to strike a balance between design and modeling trends,

on the one hand, and applications, on the other, resulting in a book of wide utility.
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evenly spaced equal-bandwidth multiband
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active region 486, 488

adjacent channel error power ratio,

see ACEPR
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AE, seeModel average error
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aliasing error, 13

AM-AM characteristic, 15, 23
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327, 330, 337

bi-directional, 327, 329, 333

low-noise, 176, see also LNA

buffer amplifier, 308

differential amplifier, 306, 308, 312

low noise amplifier (LNA), 302–3
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reconfigurable, 329, 336–7, 341,

344–8, 353

time constant, 329

analogue-to-digital converter, 275–80,

290, 293

anchor node, 138–40, 144–8, 152, 154–60, 165,

167, 171–6, 178, 181

anechoic chamber, 425, 443, 449

angle of arrival (AOA), 143–4

antenna, 51–81, 325, 333, 369, 387–415, 417,

482–3, see also SIW antennas

active wearable, 418, 436

antipodal Vivaldi antenna, 492

aperture-coupled patch antenna, 495

aperture-coupled shorted patch, 445

array pattern, 333

artificial magnetic conductor, 55–7

bow-tie, 57

broadband, 51–81

capsule antennas for medical monitoring, 503

corrugated horn, 374

diamond dipole, 65

directive, 51–81

EBG textile antenna, 503

efficiency, 427–30, 437

electronic beam-steering, 326, 336, 348

equiangular spiral antenna, 486

frequency independent antenna, 484

gain, 418, 445

Gaussian optics, 369

half-power beam width, 370

implantable antenna, 502–3

log periodic dipole array antenna, 488

low profile, 51–81

microstrip antennas, 495

noise temperature, 371–2, 380

normalized radiation pattern, 373

passive, 443

phase arrays and smart antennas, 499

realized gain, 57

rectangular ring, 436
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antenna (Continued )

self-complementary antenna, 485

stacked microstrip antenna structure, 495

steerable, 336

textile, 418, 429, 436, 445

travelling wave antenna, 483

Vivaldi antenna arrays, 489–91

wearable antennas, 418–9, 471, 502

antenna measurements, 496

antenna measurement standards, 497

closed (indoor) environments, 497

far field, 496–7

modal expansion, 497

near field, 497

open (outdoor) environments, 497

pattern measurement systems, 500

pattern recorders, 497

sensitivity degree of measurement, 498

shoulder, 497

source antenna, 496

approximation

numerical, 28–9

architecture, 275–8

direct-sampling, 277–8

low-IF, 276

superheterodyne, 275–6

zero-IF, 276

area-based localization, 139

array, 387–8, 406–14, see also SIW antennas

antenna array for GNSS applications, 234

controlled reception pattern antenna

(CRPA), 237

design, 234–5, 249, 255

front-end, 239, 249, 259

helical elements, 234

patch elements, 235

requirements, 234

spiral elements, 237

stacked patches, 236, 257

array receiver for GNSS applications, 244

automatic gain control, 232, 247

calibration, of array, 250, 255

clock domain crossing, FPGA design, 247

clock skew, FPGA design, 247

computational resources required, 244

high-rate processing, 244

low-rate processing, 245

metastability, FPGA design, 247–8

practical examples, 248, 253

switched beam arrays, 313

artificial magnetic conductor, 52

bandwidth, 53

artificial neural network, 28–35, 37, 45–9

generalization, 29, 32–5, 43–7

layer, 29, 34–5

learning error, 31

learning process, 28–35, 41–9

network topology, 32

neurons, 29, 33, 35

testing set, 33, 35

training set, 29–33, 37

atmosphere

troposheric transmissivity, 365

variability of, 365

Automatic Gain Control (AGC), 303

average error (AE), 8, 14–17, 22

Babinet’s principle, 485

background subtraction, 212–13

exponential averaging method, 213, 221

bandwidth, 418, 427, 445, 448

Bayesian approaches, 151–5

beam forming, 313

for GNSS applications, 233, 239

deterministic, 241

eigenbeamformer, 243

linearly constrained minimum variance

(LCMV), 241

minimum mean squared error (MMSE),

242, 264

narrowband, 240

wideband, 240

network, 333

active, 333

beam scanning, 412–14, see also SIWantennas

behavioural prediction performance, 7, 15, 23

Belt waveguide, 476

Bessel functions, 7, 13, 24

Bessel-Fourier behavioural model, see PA model

BF model, see Bessel-Fourier behavioural

model

BiCMOS, 342, 344

body area networks (BAN), 455–60

bow-tie antenna, 57

brightness temperature, 371–2

broadband transmission line technique, 419–20

Butler matrix, 313

CADENCE, 296

cascode, 307
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cavity-backed antenna, 387–9, 395, 406, see also

SIW antennas

resonance frequency, see resonant mode

resonant mode, 389–91, 393,

399, 402

cavity perturbation technique, 419

CarpetLAN, 457

CCDF, 15, 18–19, 23

centroid, 138–40, 167–8

characteristic impedance, 420, 422

characterization of metamaterials, 52–55

chip, 175–6, 178–9, 185–6, 189, 191–2, 195

test, 178–9, 185, 189, 191, 195

circuit, 175–7, 180–187, 189, 192, 194–7, 199–204

analog and radio frequency, 175–6, 194

digital, 175–6, 180, 182–3, 185, 192, 195–7,

204

mixed-signal, 184

climate chamber, 431

CMOS, 175, 185, 187, 189, 194–5, 205, 333–4,

342

inverter, 175, 187

process, 175, 185, 187, 189, 194–5

coaxial probe, 495

coefficient spectrum, 12, 21

cognitive radio (CR), 3, 5, 10

common phase error, 113

estimation, 119

mitigation, 120

communication, 325

body-centric, 417

off-body wireless, 418

point-to-point, 326, 342

wireless, 336

complementary cumulative distribution functions,

see CCDF

complex envelope transfer characteristic, 5

compression, 44–6

compression point, 1 db, 4–6, 11, 318

conductivity, 427, 429, 468

effective, 419, 429, 435

conductor

artificial magnetic, 52

perfect electric, 55

perfect magnetic, 55

constitutive parameters, 419, 427

anisotropic, 419

homogeneous, 419

isotropic, 419

inhomogeneous, 419

cooperative positioning, 135, 146, 151

corona, solar, 359

coronal mass ejections (CME), 358

coupled oscillator arrays, 406–14, see also SIW

antennas

coupler, 315

coupling loss, 466

CPE interpolation, 112

Cr�amer–Rao bound (CRB), 158–9, 164

CST, 296

current mirror, 317

current steering, 317

cylindrical wave propagation, 461

delta dirac, 4–5

detection, 214–15

CFAR detector, 215, 221–2

diamond dipole antenna, 65

dielectric constant, 420, 426

dipole, 463

direct-conversion architecture, 304

direct-conversion receiver, 109

direction finding, 498

direction of arrival (DOA), 143

DV-Hop, 138–40

ECMA, 297, 299

electrodes, 459

electromagnetic

coupling, 422

properties, 419, 427, 438

property characterization, 419

electromagnetic bandgap, 52

electromagnetic waves, 482

electrotextile, 418–20, 429, 435,

EM envelope characteristic, 6–9, 15,

18–20

end-fire radiation characteristics, 490

energy consumption, 136, 156–7,

159–62, 174

equivalence principle, 483

equivalent memoryless envelope characteristic,

see em envelope characteristic

error, mean absolute, 145, 156–7,

164, 175–8

expected improvement function, 432

external antenna, 462, 474

factor graphs (FG), 151

fall time, 319

Index 513



fast Fourier transform (FFT), 11

feed network, 333

active, 333

corporate, 333

feed point, 496

figures of merit, see also PA Model figures of

merit

error vector magnitude (EVM), 16

normalized mean squared error (NMSE), 16

peak-to-average power ratio (PAPR), 13

signal-to-noise ratio (SNR), 5

filling factor, 372

filter, 276–8, 287–93, 327, 335

active, 331

band-pass, 327, 331

frequency-agile, 326

microstrip, 290–293

multiband, 287–90, 326

evenly spaced equal-bandwidth, 288–9

stepped-impedance line, 289–90

prototype, 290–293

asymmetrical dual-band, 291–3

quad-band, 290–291

reconfigurable, 327

recursive, 331

tuneable, 326, 331–2, 353

flares, solar, 358

accelerate particle populations, 362

bremsstrahlung, 361

flat or rising spectra, 363

probability distribution, 364

power-law density function, 365

radiation mechanisms, 361

radio-spectrum, 362

rapid fluctuations, 363

syncrotron emission, 361

flux, see Sun

foam material, 495

FPAA, 327

free access mat, 460

frequency detuning, 417

front-end, 325

adaptive, 326, 337, 345, 353

antenna, 337

architectures, 326, 337, 353

frequency-agile, 326

multi-band, 326, 337, 345, 353

reconfigurable, 326, 336–8

wideband, 326, 337, 345, 353

Fourier series behavioural model, see PA model

GaAs, 326, 333, 336–41, 344–5, 353, 501

gain,

available, 440

free-space, 444, 450

on-body, 441–2, 444, 451

transducer, 442

gain enhancement, 64, 76

GaN, 326, 336–7, 341, 353

Gauss-Seidel, 168–70

Gaussian filter, 306

generalized wheeler cap method, 431

global navigation satellite system (GNSS), 228

acquisition of signal, 230, 231

COMPASS, 229, 231

Galileo, 228, 231

GLONASS, 228, 231

interface control documents, 231

navigation message, 229–30

navigation solution, 230

Navstar GPS, 228, 231

pseudorange measurement, 230

signal model, 230

tracking of signal, 231

GPS, 136

gradient descent, 155–6, 167–70

grating lobes, 489, 492

harmonic balance, 388, 395–7, 399, 402–3, 410,

412

HBT, 342, 502

HFSS, 296

high impedance surface, 51

homodyne, 302–3

homogeneous linear equation, 34

humidity

relative, 418, 431

I/Q modulation, 110

phase noise effect, 110

IBO, 4–5, 15, 17

IC, 182, 184, 194, 197

IC0803, see Action IC0803

ICI estimation, 120

IEEE 802.15.6, 460

IEEE 802.15.3c, 297

impedance matching, 490

balun structure, 491

impedance mismatch, 491

microstrip-aperture coupling, 491

impulse radio architecture, 305
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input backoff, see IBO

instantaneous voltage transfer characteristic, see

IVT characteristic

intelligent microsystems, 336, 341

integrated circuit, 175–7, 181–2, 196

mixed-signal, 181–2, 196

integration

heterogeneous, 342

hybrid, 336–7

monolithic, 336–7, 341–2

intensity (of radiation), 359

inter-node measurements, 136–7, 140, 147, 150

intercarrier interference, 104, 111

interconnection, 419, 438

interferences, 55, 501

intermediate frequency (IF), 302–3

inverse fast fourier transform (FFT), 11

inverse model, 28–33, 35–8, 43–4, 47

mapping, 28, 35

inverse planar antenna characterization

method, 419

ionosphere

Chasovitin, model of, 368

collision frequency, 367

electron density, 367

F2 layer, 368

stratified plasma, 367

variability, 366

isolation, 316, 318, 329, 336, 338, 348, 495

IVT characteristic, 4, 7, 9–14, 17, 19–21, 23

Kalman filter, 151

Karhunen-Loeve transformation, see principal

component analysis

KOSMA telescope on Gonergat (Swiss), 362

kriging, 432

laser-doppler-vibrometer, 342–3

lateration, 149–50

Latin hypercube design, 432

leaky coaxial cable, 455

least squares, 154, 158, 168, 174

LNA, 336

frequency-agile, 326, 338, 340

multi-band, 326

reconfigurable, 327, 337–41, 344–8, 353

tuneable, 326, 338

local oscillator (LO), 302, 307

localization, 217

direct calculation method, 217, 223

localization algorithms

centralized, 137, 146–9, 151–2, 173, 175

distributed, 137, 139, 144, 146–53, 155–6,

170, 173–4

location update phase, 145, 152, 162, 164

loss tangent, 419, 421, 432, 435, 437

low distance selection, 163–4, 170

low-noise amplifier, 436, 439

low path loss sleection, 137, 162

low-profile antenna concept, 387–9, see also SIW

antennas

low-temperature co-fired ceramics (LTCC), 388

lumped element

antenna’s reflector, 61

magic surface, 457

matched impedance region, 496

matching networks, 338–40

reconfigurable, 338–40

material, artificial, 51

matrix-pencil method, 420, 422

maximum likelihood estimation (MLE), 148,

174–5

maximum power point, 448

Maxwell equations, 482

MDS, 147–8, 167, 174–5

MDS-MAP, 147

measurements (PA), 4, 7, 14–15, 19, 21

measurement phase, 152–3

medium access control (MAC), 299

memory to equivalent memoryless upper bound,

seeMEMUB

MEMS switch, 458

MEMUB, 7, 14, 18–19, 23

meshed ground plane, 475

metamaterial, 51

phase diagram, 53

Met€ashovi Radio Observatory (Finland), 359

microstrip, 420, 427, 439, 446

microwave filter, 27–49

bandwidth, 37–8, 43

center frequency, 37–8, 43

cavities, 27, 30–31, 36, 40–43

characteristic function, 28

couplings, 27, 29–30, 36, 40–42

cross-couplings, 29, 36, 40, 43

detuning, 29

order, 28–32, 35–7, 41–4, 49

passband, 37–8, 43

reflection characteristics, 29, 34–49

Index 515



microwave filter (Continued )

scattering characteristics, 37, 44

topology, 30, 36–43

transmission characteristics, 34, 38–42, 49

tuning elements, 27–43, 47–9

tuning screws, 27–33, 36–7, 41, 47–8

Miller effect, 308

millimetre-wave, 325, 336

applications, 337, 341–2

circuits, 325, 338

frequency, 338, 349, 353

observations, 358

radiometers, see radiometers

MIOS, 357

Mixer, 303, 309

MMIC, 326, 336–41, 344–7, 353

model, 173, 175–6, 182–7, 189–95, 204–5

analytical, 182, 185–6, 195

modified Bessel-Fourier behavioural model, see

PA model

modified Saleh behavioural model, see PA

model

modulation schemes, 298

binary phase shift keying (BPSK), 304–5

phase shift keying (PSK), 298

pulse-position modulation (PPM), 298

quadrature amplitude modulation (QAM),

298

quadrature phase shift keying (QPSK), 305

moisture regain, 429

monolithic microwave integrated circuit (MMIC),

296, 306

BiCMOS, 296, 321

CMOS, 296, 321

GaAs, 296, 306

HBT, 306

InP, 306

SiGe, 296, 306

multi-carrier, 10

multilateration, 138

multifunctional and multitasking smart systems,

499

clutter, 501

digital beam forming, 501

guided-missile routing support, 499

naval surface search, 499

target classification, 501

volume scanning, 499

multipath, 501

propagation, 232–3

multiplatform design, 440

mushroom, 53

mutual shadowing, 222–3

NMSE, 14, 17–18, 23

Nobeyama Radioheliograph (Japan), 362

node selection, 136–7, 156–7, 159–65, 168,

170–171, 174, 176–7, 181

noise, 173, 175–87, 189, 191–6, 198–9, 201,

204–5

coupling, 184–6, 193–4

distribution, 422

factor, 443

figure, 304, 313, 315, 320, 437, 439

power density, absolute, 443

source, 193–4, 201

substrate, 173, 175–81, 184, 192–6, 198–9,

204–5

suppression, 195–6, 198

switching, 175–8, 180, 182–7, 189, 191–6,

201, 204–5

temperature, effective, 443

non-Bayesian, 150–68

non-cooperative, 137, 139, 145–6, 152,

157

non-located nodes, 139–40, 144–6, 149, 154–8,

161, 163, 166–7, 170–171

nonlinear analysis of oscillators, see harmonic

balance

nonlinear modeling, 5–8, 10, 13

normalized mean square error (NMSE), 17, see

also NMSE

null, 501

nulling interferometers, 366

Nyquist zone, 4–7, 10–11, 13, 16

OBO, 4

OFDM, 4, 24, 298, 302

OFDM capacity under phase noise, 114

instantaneous capacity, average capacity,

114–18

OFDM system model, 113

OLPL-NS-LS, 168, 173–9

on-body transmission, 475

optimization

forward, 427

full-wave/circuit co-, 419

surrogate based, 420, 429

orthogonal frequency division multiplex, see

OFDM
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oscillator, 104–9, 327, 334–5

feedback, 334

free running, phase locked loop, 104–107

generalized model, 107–9

voltage controlled, 344–5, 353

oscillator phase noise, 104

output backoff, see OBO

oxygen absorption, 297

PA, see power amplifier

frequency-agile, 326, 338

multi-band, 326

reconfigurable, 327, 337, 341

tuneable, 326

PAPR, 5, 17, 20

parallel method, 31–3, 41–3

passive inter modulation (PIM), 30

patch resonators, 461

path loss, 135–7, 143, 153, 160, 162–5, 168–75,

177–9

perfect electric conductor, 55

perfect magnetic conductor, 55

permittivity, 419, 427

effective, 420–2

phase diagram, 53

experimental determination, 54

simulation, 53

phase-locked loop (PLL), 307

phase noise, 307, 334, 336

suppression, 118

phase shifter, 326, 336–7, 501

distributed MEMS transmission line, 348–50,

352

true-time delay line, 348–9, 352

tuneable dielectric-block loaded-line, 348,

350–2

phased arrays, 326, 348

physical layer (PHY), 298

audio/visual (AV) PHY, 298

high-rate PHY (HRP), 298, 301

high-speed interface (HSI) PHY, 299

low-rate PHY (LRP), 298, 301

single carrier (SC) PHY, 298

PIFA, wearable, 419

PIN diode, 319

Plank’s law, pag. 359

principal component analysis, 44–5

polyimide, 439, 447, 451

polynomials, 34

power amplifier (PA)

amplitude characteristic, 11, 16, 20

envelope characteristic, 5–7, 9–10, 13, 23

gain characteristic, 15–16

LDMOS PA, 4–9, 11, 13–15, 17, 19, 20

memoryless PA, 5, 23

model, 4, 18, 23

amplitude model, 12

approximation model, 12

behavioural model, 3, 5, 22–4

Bessel-Fourier model, 4, 7–10, 12–23

BF model, see Bessel-Fourier model

coefficients, 7, 16

coefficient spectrum, 12, 21

comparisons, 7, 17–22

dynamic range ratio parameter, 7, 9–10, 13,

23

EM (equivalent memoryless) model, 18

envelope model, 8–11, 14–15, 19–20

error, 17

extensibility, 15, 21

extraction, 4, 13, 17, 19–20

figures of merit, FOMs, 7, 14–15, 17–18, 23

Fourier series (FS) model, 10, 12–14

high order model, 14, 24

IVTC, see instantaneous voltage transfer

characteristic

low order model, 3–4, 13–16, 19, 22–23

margin of reliability, seemargin of reliability

margin of reliability, 15, 19–20, 23

MBF, seeModified Bessel-Fourier

mean absolute error, 7

memoryless, 7, 23

model accuracy, 3–4, 7–8, 10, 12, 14–17,

22–3

model average error (AE), 8, 14–16, 22

model order, 7–8, 16

Modified Bessel-Fourier (MBF), 4, 8–9,

12–24

modified Saleh model, 3, 16–18

MS model, see modified Saleh model

power series model, 16–18, 22

Saleh model, 15–18, 22

zero model, 7, 13, 15–16, 22

nonlinear PA, 3–4, 22–4

PA output, 5, 7, 17, 18

PA saturation, 14, 20

phase characteristic, 12, 21

power amplifier model, see PA model

RF power amplifier, 3

solid state power amplifier, 4
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power combiner, 327, 333, 406–12

active, 333

power harvesting, 418

power series behavioural model, see power

amplifier (PA)

power spectrum, 181–3

power splitter, 327

preprocessing, 211–12

time-zero setting, 211–12, 220–221

printed circuit board (PCB), 388

PROMFA, 326–35, 353

amplifier, 329

CMOS chip, 334

sub-cells, 327–8

tunable band pass filter, 331–2

tunable oscillator, 334–8

propagation constant, 422

quality factor, 308, 483

Q-factor, see quality factor

quadrature-phase shift keying (QPSK), 13–17

radar, 277, 325, 335–6, 342, 348

multifrequency, 277

radargram, 211, 220–222

radiation pattern, 417, 425, 449

radio interferometry, 144–5

radio frequency, 175–6, 183, 194, 196

circuit, 175–6, 183, 194, 196

radio frequency interference, 232

continuous wave, 232, 252

intentional, 232

pulsed, 232

spoofing, 232

swept, 232

wideband, 232, 252, 265

radiometers, 335

background, 373

black-body, 379

block diagram, 376

calibration periodicity, 381

calibration, 378

detector sensitivity, 377

detector, square-law, 376

Dicke switch, 379

directional coupler, 379

gain stability, 373–4

instrumentation amplifiers, 377

noise source, 379

noise-adding, 379

physical temperature, 381

receiver noise temperature, 374

resolution, 373

sensitivity, 377

sensors, 335

systems, 325

radiometric background, see radiometers

range-based, 136–7, 140, 152

range-free, 136–7, 140, 144, 152

rational function, 34

raw radar signals, 211, 220

Rayleigh-Jeans approximation, 359

receiver architectures

bandpass sampling receiver, 4–7, 10, 13, 16

low-IF receiver, 4

six-port interferometer receiver, 5

super-heterodyne receiver, 3–4

zero-IF receiver, 3–4

rectangular waveguide, 388

reflection coefficient, 420, 427–9

reflection phase method, 52

remote sensing, 325

resistivity, surface, 429, 435, 446

resonance frequency, 420, 425, 427

RF front-ends, 275–6

RF hyperthermia, 503

RF imperfections, 103

RF-MEMS, 326–7, 336–53

cold-switching, 340–341

hot-switching, 340–341

phase shifters, 337, 348–52

switches, 336–52

RFIC, 326, 336

rise time, 317

Robot, 36, 47–9

IAFTT, 48

SCARA, 48–9

round-trip time of arrival, 142

RSS-based 135–7, 143, 151–65, 167–8

RSSI, 142

Saleh behavioural model, see PA model

sampling, 277–83

bandpass, 277–8

direct, 277–8

of frequency-sparse signals, 278

minimum sub-Nyquist, 278–83

multiband,, 278

sub-Nyquist, 277–8

scientific and medical (ISM) band, 504
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semidefinite programming, 148

sequential method, 30–31, 36–41

subfilter, 30–31

shadowing, 143, 153

sheet-like waveguide, 456

short-range wireless communication, 460

shorting wall, 445

sievenpiper, 52

SiGe, 326, 336–7, 342–5, 353, 502

signal, 276–89

acquisition, 278–83

asymmetrical spectrum, 284

dual-band, 279–82, 285–7

interference, 287–9

multiband, 277–8, 282–4

multichannel, see signal, multiband

spurious, 276

symmetrical spectrum, 284

signal-to-interference-and-noise ratio,

113–14

signal-to-noise ratio (SNR), 305, 307

simulation, 184–5, 189, 194–5, 198–9,

201–4

Matlab, 198

SPICE, 184–5, 194–5, 201–3

simulator

circuit, 439

frequency domain, 440

solar, 448

single-ended to differential converter (STD),

307–8, 312

SIWantennas, 387–415

array, 387–9, 402, 406–14

beam scanning, 387–8, 406, 412–14

beam steering, see beam scanning

coupled oscillator, 387–8, 395, 401,

406–14

phased, 387, 406, see also coupled oscillator

power combining, 406–12

coupling between, 387, 406–9, 412, see also

coupled oscillator

electromagnetic analysis, see full-wave

simulation

feed line, 389–93, 392 (Fig.), 395–7,

402–3 (Fig.)

full-wave simulation, 388–9, 392, 395, 397,

399, 402, 407, 412, see also S-parameters

gain, 390, 393,

396–7, 400–401, 404, 411–12, see also

radiation pattern

input matching, see S-parameters

oscillator (antenna), 387–9, 395–405,

406–14

DC-to-RF conversion efficiency, 397, 401,

404, 412

effective radiated power (ERP), 396–7,

398 (Fig.), 400–401, 404, 405 (Fig.),

411–14

frequency (of oscillation), 395–7, 400, 403,

406, 410, 412–13

frequency tuning in, 395, 397–406,

412–14

phase noise, 389, 397–8 (Fig.), 401, 402

(Fig.), 404, 405 (Fig.), 410–411

passive, 388–97, 399, 401, 404, 407–10, 412

patch, 389–91, 392 (Fig.), 395–7, 398 (Fig.),

401–5, 412–14

radiation efficiency, 387, 389–90, 393

radiation pattern, 390, 392 (Fig.), 393–4,

397, 398 (Fig.), 400–401, 404–5,

411–14

return loss, see S-parameters

S-parameters, 390, 392 (Fig.), 393, 394 (Fig.),

395, 397, 402, 407–9, 412

slot, 389, 391–4, 397–401, 402 (Fig.), 407

synchronization, 406, 410, 412–13

SIW components, 388

smart suit, 472

software defined radio (SDR), 3, 5, 10, 275–8

solar cell, 419

amorphous silicon, 418, 447

integration, 445, 447

solar flux units (sfu), definition of, see Sun

space weather, 358

spectral domain integral equation approach, 495

spectral flux density, see Sun

standard IEEE temperature (for noise figure),

373

statistical array processing, for GNSS

applications, 243

deflection coefficient, 253

direction of arrival, estimation of, 264, 269

GLRT colored version, signal acquisition, 251

GLRTwhite version, signal acquisition, 251

matched filter signal acquisition, 251–2

maximum likelihood estimator

(MLE), 244

signal model, 243

stepped-impedance, 289–90

subsidiary waveguide, 455
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substrate, 173, 175–84, 186, 191–6, 198–9,

204–5

heavily doped, 175, 183–4, 205

lightly doped, 175, 182, 184–5, 189, 195, 205

textile, 418, 423, 427, 440

substrate integrated waveguide (SIW technology),

387–9, 395, 401, 406–7

Sun

angular radius, 360

quite sun properties, tab 13.1, 360

solar flux units (sfu), definition of, 359

spectral flux density, 359, 361, 363

super-heterodyne architecture, 302

surface current, 62, 64, 71–2, 74, 77, 79

switch

capacitance ratio, 343, 349

capacitive, 342–4, 349–50

contact resistance, 338

cycles, 344–5

Dicke, 335

matrices, 335

high-speed switching, 317

off-time, 342

ohmic contact, 337

on-time, 342

redundancy, 335

RF-MEMS, 336–52

semiconductor, 335

solid-state, 335

SPDT, 345, 348

pass transistor, 327

power breakdown, 340–341

power handling, 340–341, 350–351

pull-down voltage, 337, 343, 349

single-pole single-throw, see SPST

SPST, 305, 317, 337, 339–41

SPxT, 348–9

switches, see switch

system on substrate (SoS), 388

tail interpolation, 123

textile, 468

system, wearable, 417, 436

third-order intermodulation product (IIP3), 304

time difference of arrival (TDOA), 141–2

time domain solver, 446

time of arrival (TOA), 140–2, 158

association method, 216–17, 222–3

estimation, 215–17

time-domain phase-noise mitigation

Syrj€al€a, 126
tracking, 217–18

multiple target tracking (MTT) system,

218, 223

short-range, 209–10, 218–23

transformer, 315

transient analysis of oscillators, 395–6,

403, 410

transmission line, 421

textile, 418, 422

transmission loss, 461, 474

transmission zero, 289, 291

trilateration, 138

tuning methods

coupling matrix extraction, 27

human operator, 27, 30, 35, 38, 43

time domain tuning, 27

2-D transmission sheet, 459

ultra wide band, see UWB

unidirectional antenna, 51–81

unit cell, 52, 59

UWB, 173–8, 180–183, 195, 199, 204, 489

circuit, 175, 204

radar, 209

handheld, 210

M-sequence, 211, 218–20

network, 223–4

signal processing, 210–18, 223–4

system, 173–4, 176, 195

V-band, 295, 297, 330

standard, 297

Vapnik-Chervonenkis dimension, 32

Varactor, 307, 344–5

VCO, see oscillator; voltage controlled oscillator

vector network analyser, 30, 34, 48

Volterra series modeling, 7–8, 10–13

least squares extraction, 12

memory effects, 7–8, 10–13

Volterra kernels, 8, 10–13

voltage controlled oscillator (VCO), 307

waveguide modes, 491

wavelet transform

Daubechies D4 transform, 44–6

weak signal enhancement, 213–4

advance normalization method, 213–4, 221
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wearable antennas, see antenna

wearable devices, 474

WiFi, 297

WiGig, 301

Wilkinson power divider, 493

wireless body area network (WBAN), 460, 471

wireless energy transfer, 503

WirelessHD, 300

wireless power transmission, 458

wireless sensor networks (WSN), 135–9, 142,

146, 149, 152, 156–7, 159–60, 162, 174

WPAN, 297

Zero-IF, 303, see also architecture; receiver

architectures

zero model, see power amplifier (PA)
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