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Preface

Along with the fast development of mobile communications technologies, the amount of
high-quality wireless services required is increasing exponentially. According to the
prediction of Cisco VNI Mobile Forecast 2016, global mobile data traffic will increase
nearly eightfold between 2015 and 2020, and mobile network connection speeds will
increase more than threefold by 2020. Hence, there are still big gaps between future
requirements and current communication technologies, even using 4G/5G. How to
integrate the limited wireless resources with some intelligent algorithms or schemes and
boost potential benefits is the focus of the conference. As an emerging discipline,
machine learning is a subfield of computer science that evolved from the study of pattern
recognition and computational learning theory in artificial intelligence, and explores the
study and construction of algorithms that can learn from and make predictions about
complicated scenarios. In communication systems, the previous/current radio situations
and communication paradigms should be well considered to obtain a high quality of
service (QoS), such as the available spectrum, limited energy, antenna configurations,
and heterogeneous properties. Machine learning algorithms facilitate the analysis and
prediction of complicated scenarios, and thus to make an optimal actions in OSI seven
layers. We hope the integrating of machine-learning algorithms into communication
systems will improve the QoS and make the systems smart, intelligent, and efficient.

December 2016 Xin-Lin Huang
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An Emergency Event Driven Routing Algorithm
for Bi-directional Highway in Vehicular Ad Hoc

Networks

Yajie Yang1,2, Demin Li1,2, Guanglin Zhang1,2(B), Chang Guo1,2,
and Saifei Jin1,2

1 College of Information Science and Technology, Donghua University,
Shanghai 201620, People’s Republic of China

{yangyajie,guochang}@mail.dhu.edu.cn, {deminli,glzhang}@dhu.edu.cn
2 Engineering Research Center of Digitized Textile and Apparel Technology,

Ministry of Education, Donghua University, Shanghai 201620,
People’s Republic of China

Abstract. Vehicular Ad Hoc Networks (VANETs) play a significant
role in preventing traffic accidents on the highway. But it is a chal-
lenge to reduce the messages transmission delay under emergency con-
dition. In this paper, an emergency event driven routing algorithm for
bi-directional highway is proposed. Each vehicle maintains a real-time
special neighbor nodes set which includes the next-hop vehicle and vehi-
cle ID in three different directions. In particular, when there is no vehicle
ahead or behind the accident vehicles we use the vehicles from reverse
direction to reduce the intermittent link. And the emergency events of
vehicles are divided into two types, according to the different influence
of events on vehicles ahead and behind. And different emergency events
launch different transmission algorithms. This ensures that the emer-
gency messages (EMs) can transmit to the vehicles affected much more
by the emergency events. Furthermore, we derive the transmission delay
formula based on the proposed algorithm. Finally, the algorithm is ver-
ified by the simulation of the transmission delay formula. The results
show that the proposed emergency event driven routing algorithm can
reduce the transmission delay effectively.

Keywords: Vehicle Ad Hoc Networks · Emergency messages · Event-
driven · Routing algorithm

1 Introduction

In recent years, with more vehicles on the road, traffic accidents are increasing.
However, if the vehicles which are surrounding the accident vehicle can receive
the emergency messages (EMs) in time and take corresponding measures, more
serious accidents can be reduced and even be avoided. Vehicular Ad Hoc Net-
works (VANETs) [1] show great potential in reducing traffic accidents. VANETs

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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4 Y. Yang et al.

is an important part of Intelligent Transportation System (ITS) [2] and the Inter-
net of things (IoT) [3]. The applications of VANETs mainly include two aspects,
security applications [4,5] and user applications [6]. Security applications cover
accident pre-warning, intersection-driving and route planning. Internet commu-
nication, resources sharing and commercial advertising belong to user applica-
tions. There are three kinds of information transmission modes in the VANETs.
Respectively, they are Vehicle-to-Vehicle (V2V) [7], Vehicle-to-RSU (V2R) [8,9],
and hybrid communication [10].

This paper mainly discusses how to reduce the EMs transmission delay on the
highway. In [11], the authors achieve broadcast redundancy, transmission latency
by choosing the furthest broadcast vehicle in a queue on the basis of directive
broadcast. Minimizing duplicate retransmissions by combining location-based
method and time reservation-based method with the aid of Global Positioning
System (GPS) of neighboring nodes is proposed in [12]. [13] designs an event-
driven Inter-Vehicle Communication protocol that learns about traffic conditions
ahead and recommends optimal velocities in order to prevent the formation of
vehicular shock waves. And this approach of reacting in case of traffic fluctuations
leads to significant improvements in overall traffic flow. Protocol in [14] sends
the periodic safety message and event driven safety message by using priority
in the messages and context-based communication. Through these papers, we
think that making the algorithm adapt to the changeful road scene is a way to
reduce the transmission delay and intermittent link.

In this paper, we propose an emergency event driven EMs transmission algo-
rithm for bi-direction highway. The routing algorithm not only reduce the trans-
mission delay but also reduce the intermittent link. The contributions of this
paper are as follows.

(1) Each vehicle needs to maintain a real-time special neighbor nodes set. These
sets can help to adapt to the diversity of the highway scene and find the
next-hop node quickly to reduce the transmission delay.

(2) When there is no next-hop vehicle in the same direction, we use the vehicles
from reverse direction to transmit EMs. Because vehicles from reverse direc-
tion will meet the accident vehicle at a time. In this way, the intermittent
link can be reduced.

(3) The emergency events of vehicles are divided into two types. This ensures
that the EMs can be transmitted to the greater affected vehicles firstly.

The rest of context is organized as follows. In Sect. 2, the system model is
introduced. The Sect. 3 is the specific design of routing scheme and the estimation
of EMs transmission delay. The analysis of the scheme through the simulation
results is introduced in Sect. 4. Finally, We conclude this paper in Sect. 5.

2 System Model

The high speed of vehicles on the highway leads to the frequent change of the
vehicle density. This phenomenon leads to that the EMs can’t transmit timely



An Emergency Event Driven Routing Algorithm for Bi-directional Highway 5

and effectively. So finding the next-hop vehicle quickly is an important factor
to achieve uninterrupted communication. In this paper, we propose a real-time
special neighbor nodes set for each vehicle. These sets are mainly used to help
each vehicle to judge whether there exist vehicles that can communicate with in
three different directions: ahead, behind and reverse line.

In general, the highway is a bi-directional road. If the vehicles from reverse
direction can be reasonably utilized, the intermittent link can be reduced effec-
tively. For example, in low traffic density, there may not exist a vehicle in the
communication radius of the accident vehicle for a long time. This would cause
the EMs can not transmit, which means that the communication link is inter-
rupted. But the accident vehicle will meet the vehicles from reverse direction at
a time, the EMs can transmit to the vehicles from reverse direction. Then the
vehicles from reverse direction transmit EMs to the target vehicles. As shown
in Fig. 1, the circle represents the vehicle transmission range, and road width is
negligible compared to the vehicle transmission radius. That is to say, the adja-
cent vehicles in two lanes can communicate with each other. The intersecting
circle represent the vehicle can communication with each other. When the acci-
dent vehicle needs to transmit EMs to vehicles ahead, the EMs will transmit as
yellow arrow. Although there is no vehicles ahead the accident vehicle with in the
transmission radius, the vehicles beside the accident vehicle can help transmit
the EMs. Doing so ensures that the transmission link would not be broken.

The accidents are divided into two categories according to different accidents
having different influence on the surrounding vehicles. For instance, traffic jam,
sudden deceleration and braking. When these accidents occur, the influence on
the behind vehicles are much more serious than on the ahead vehicles. So the EMs
should transmit to the behind vehicles firstly. When other accidents such as brake
failure, overtaking and accelerating occur, the influence on the ahead vehicles are
much more serious than on the behind vehicles. So the EMs should transmit to the
ahead vehicles firstly. Therefore, the type of events determines the EMs transmis-
sion direction. In this paper, we design different transmission algorithm for the
two categories events, so the transmission delay can be reduced effectively.

Fig. 1. EMs transmit model on bidirectional highway. (Color figure online)
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Meanwhile, we assume that each vehicle has a unique ID. So ID is the unique
identifier to distinguish the vehicles. The vehicle transmission radius is the same.
The location of vehicles can be known by GPS measurement instrument. This
paper uses a two-dimensional highway model. And we stipulate one of the direc-
tion for the positive direction, the other direction is the negative direction. Pos-
itive direction and negative direction are used to judge whether the vehicles are
in the same direction.

3 Proposed Scheme

In this section, the proposed routing scheme is described. First, we describe
the problem formulation. Then, the EMs transmission algorithm is proposed.
Finally, the transmission delay formula is derived.

3.1 Problem Formulation

Each vehicle has a vehicle packet, the packet data will be updated and saved
in real time. But when a vehicle occurs some accident, this vehicle packet will
become an EMs. EMs transmit among vehicles to remind the surrounding vehi-
cles. The packet contains five items:

(1) Attribute value. When this value is 0, this indicates that the vehicle is
in normal condition. And the packet is vehicle packet. When it is 1, this
indicates that the vehicle is under emergency condition. And the packet
become EMs.

(2) Parameter 1. Vehicle’s ID, which is the only item to identify the vehicle. We
use the vehicle’s license plate as vehicle’s ID.

(3) Parameter 2. Vehicle’s driving direction, its main role is to distinguish the
vehicles in the same direction or reverse direction.

(4) Parameter 3. Vehicle’s location, which can be obtained from GPS data. The
distance between vehicles can be roughly calculated by using GPS data.

(5) Parameter 4. EMs Transmission direction, Transmission direction is the
direction that the EMs need to transmit to. This item depends on the type
of the emergency events. Under normal condition, it is null.

The format of vehicle packet and EMs show in Table 1. The second line is
the format of vehicle packet, and the third line is the format of EMs:

Table 1. The format of vehicle packet and EMs.

Attribute value Parameter 1 Parameter 2 Parameter 3 Parameter 4

0 Vehicle ID Driving direction Location Null

1 Vehicle ID Driving direction Location EMs transmission direction
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In addition, each vehicle needs to maintain a real-time special neighbor
nodes set. The special neighbor nodes set contains three items. The first item
is (ρf , IDf ). ρf stands whether there exist vehicles ahead itself, if there exist,
the item is 1, otherwise, is 0. And IDf is the next-hop vehicle ID. If there are
more than one vehicle ahead of the vehicle, the vehicle select the furthest vehicle
within the communication radius as the next-hop vehicle. The second item is
(ρb, IDb). ρb stands whether there exist vehicles behind itself, if there exist, the
item is 1, otherwise, is 0. And IDb is the next-hop vehicle ID. If there are more
than one vehicle behind the vehicle, the vehicle select the furthest vehicle within
the communication radius as the next-hop vehicle. The third item is (ρs, IDs).
ρs stands whether there exist vehicles beside itself, if there exist, the item is 1,
otherwise, is 0. And IDs is the next-hop vehicle ID. If there are more than one
vehicle beside the vehicle, the vehicle will select the furthest vehicle within the
communication radius as the next-hop. The format of special neighbor nodes
set, namely, {(ρf , IDf ), (ρb, IDb), (ρs, IDs)}.

In this paper, we adopts dynamic programming to select the next-hop vehicle
in three directions for each vehicle. r is the transmission radius of vehicles.
d(IDx, IDi) is the distance between IDx and IDi, i = 0, 1, 2. . .N . D(IDx) is
the distance between IDx and the furthest vehicle IDi in IDx communication
radius. M(IDx, IDx) is the derivative of D(IDx).

Objective function:

D(IDx) = max{d(IDx, ID0), d(IDx, ID1), d(IDx, ID2), ..., d(IDx, IDi)} (1)

Constraint Conditions:
0 < D(IDx) < 2r (2)

Decision Variable:

M(IDx, IDi) = lim
�d→0

�d(IDx, IDi)
�d

(3)

If there exist D(IDx) and M(IDx, IDi) < 0, this means vehicle IDx and
IDi are in the different direction and ρs is 1. If there exist D(IDx) and
M(IDx, IDi) > 0, this means vehicle IDx and IDi are in the same direction
and ρf or ρb is 1.

3.2 EMs Transmission Algorithm

When a vehicle occur a certain accident, it will produce an EMs. And the trans-
mission of EMs should reference the special neighbor nodes set. According to the
EMs package the EMs transmission direction can be known. If the EMs should
transmit to the vehicles ahead, the ρf will be viewed first. If ρf = 1, the EMs
will transmit to the accident vehicle’s next-hop vehicle. Otherwise, the ρs will
be viewed. If ρs = 1, the EMs will transmit to the vehicles on the reverse lane. If
ρs = 0, EMs should wait for a while. If the EMs should transmit to the behind
vehicles, the ρb will be viewed first. If ρb = 1, the EMs will transmit to the acci-
dent vehicle’s next-hop vehicle. Otherwise, the ρs will be viewed. The specific
algorithm is shown in Algorithm1:



8 Y. Yang et al.

Algorithm 1. Event-driven transmission algorithm
if {Attribute value=1} then

if {EMs’ driving direction = vehicle’s driving direction} then
if { EMs needs to transmit ahead } then

if { ρf =0 } then
if { ρs=1 } then

{ transmit EMs to the vehicles from reverse direction }
else

{ wait for a time interval t}
end if

else
{ transmit the EMs to the vehicle’ next-hop vehicle directly}

end if
else

{ EMs need to transmit behind }
if { ρb =0 } then

{ whatever ρs is, transmit the EMs to vehicles from reverse direction}
else

{ transmit the EMs to the vehicle’s next-hop vehicle directly}
end if

end if
else

if {ρs=1} then
{ transmit the EMs to vehicles from reverse direction }

else
{ wait for a time interval t }

end if
end if

else
{ Vehicle is in a normal condition}

end if

3.3 The Estimation of EMs Transmission Delay

The time of EMs transmission includes two parts: carry time and forwarding
time. Calculation formula is as follows:

T = t1 + t2, (4)

T denotes the total transmission delay, t1 is the carry time, t2 is the forward-
ing time. According to the algorithm, we know there are five kinds of transmission
delay.

Case 1: EMs need to transmit ahead. ρf = 0, ρs = 1.
Accident vehicle transmit the EMs to the vehicle from the reverse direction.

So there only exists forwarding time. thop denotes an interaction time.

T1 = t2 = 2thop, (5)
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Case 2: EMs need to transmit ahead. ρf = 1.
Accident vehicle can transmit the EMs to its next-hop vehicle directly. The

next-hop vehicle ID can be find in the accident vehicle’s special neighbor nodes
set. So there only exists forwarding time (Fig. 2).

T2 = t2 = thop, (6)

Case 3: EMs need to transmit behind. ρb = 0, ρs = 0.

Fig. 2. EMs transmit model when ρb = 0, ρs = 0.

If the EMs need to transmit ahead it is a pursuit problem but if EMs need to
transmit behind it is a meeting problem. It is assumed that vehicle IDp need to
transmit EMs, vehicle’s transmission radius is r. vIDx

is the vehicle IDx’s speed.
Vehicle IDp need drive s to get into the communication range of vehicle IDq

which is on the reverse lane. The distance between two vehicles IDp and IDm

in the same direction is l; According to algorithm the total time is as following:

T3 = t1 + t2 =
s

vIDp
+ vIDq

+
2r + l

vIDq
+ vIDm

+ 2thop, (7)

Case 4: EMs need to transmit behind. ρb = 0, ρs = 1.
This case is the same as case 2. Accident vehicle transmits the EMs to the

vehicle on the reverse lane. So there only exists forwarding time.

T4 = t2 = 2thop, (8)

Case 5: EMs need to transmit behind. ρb = 1.
This case is the same as case 3. Accident vehicle will transmit the EMs to

the next-hop vehicle directly. And the vehicle ID can be find in the accident
vehicle’s special neighbor nodes set. So there only exists forwarding time.

T5 = t2 = thop, (9)
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Assuming the probability of occurrence of case i is Pi, then the total time is
as follows:

T =
4∑

i=0

PiTi. (10)

4 Performance Evaluation

In this paper, we use MATLAB to carry on the comparative test and confirma-
tory test for the model and formulas given above. We assume that s is 150, l is
60 and the EMs should tranmit to the n hop vehicles in ahead or behind the
accident vehicle.

Assuming the five cases obey uniform distribution, so Pi = 1
5 . The transmis-

sion delay of event driven routing scheme is shown in Fig. 3. With the increase
of n, T increased too. But when n is constant, as the increase of r, T changed
little.

Fig. 3. The time T of event-driven algorithm.

In this paper, we use directive broadcast model to be compared. And assume
n = 50, the T of directive broadcast model and event driven model are shown
in Fig. 4.

Both the directive broadcast model and event driven model transmission
delay will increase with the increase of vehicle transmission radius r. The time
delay of event-driven model is lower than directive broadcast models. And with
the increase of r event-driven’s advantage is increasing too. So the proposed event
driven routing althgrithm have an advantage in reducing transmission delay and
intermittent link.
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Fig. 4. The contrasting result of time T.

5 Conclusion

In this paper, we put forward an emergency event driven routing algorithm
for bi-directional highway. The real-time special neighbor nodes set makes the
algorithm more adaptable to the changeful highway. Through using the vehicles
from reverse direction the intermittent link reduce effectively. Event classification
makes the EMs transmit quickly to the greater affected vehicles. Besides, we
derive transmission delay formula. Through the simulation results, we verify our
proposed algorithm, which achieves better performance on reducing transmission
delay. In terms of future work, we will devote to reduce transmission delay on
the network layer and analyse capacity on the basis of the proposed algorithm.
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Abstract. Although rate compatible modulation (RCM) achieves con-
tinuous and efficient spectrum efficiency, it has high peak to average
power ratio (PAPR) because that its modulation constellation is a dense
rectangular. To reduce PAPR of RCM, this paper proposes a novel con-
stellation shaping method, namely transform from rectangular to circle
(TR2C), which different to the traditional constellation shaping meth-
ods. The TR2C approach compress the points, that with higher ampli-
tude and lower probability, into a circle, such that it can reduce the
PAPR of shaping constellation. Furthermore, to deal with the problem
of AWGN noise amplification in inverse transform of TR2C, we give out
the geometrical method of estimating noise variance. Simulations show
that, comparing with original constellation, TR2C scheme can achieve
1 dB performance gain at BER= 10−5 by improving the transmission
power with 1.8 dB. And TR2C achieves the capacity performance close
to original constellation when SRN from 5 dB to 30 dB.

Keywords: Constellation shaping · Rate compatible modulation ·
PAPR

1 Introduction

Rate adaptation technology is the effective means to achieve high spectral effi-
ciency under varying channel conditions, in physical layer of modern wireless
communications. In recent year, three receiver adaptation schemes [1–4] were
proposed to tackle the problem, that sender needs accurate and immediate
channel feedback from the receiver in traditional adaptive modulation coding
technology. Rate compatible modulation (RCM) [1] is a novel rate adaptation
technology based on compressive sensing (CS) [5], and it is a promising appli-
cation of the emerging CS theory in wireless communications. In RCM scheme,
modulated symbols are incrementally generated from information bits through
weighted mapping. Therefore, rate adaptation is achieved by varying the number
of modulated symbols.

RCM achieves continuous and efficient spectrum efficiency. However, its peak
to average power ratio (PAPR) is very high. In modern wireless communications,
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constellation shaping is the major mean to reduce PAPR and approach channel
capacity. Constellation shaping technique partition the basic constellation into
several subconstellations, so that the lower energy signals are transmitted more
frequently than their higher energy counterparts [6]. Constellation shaping tech-
nique can be used in BICM and OFDM. A subset of the interleaved bits output
by a binary LDPC [7] encoder are passed through a nonlinear shaping encoder,
whose output is more likely to be a zero than a one. The shaping bits are used
to select from among a plurality of subconstellations, while the unshaped bits
are used to select the symbol within the subconstellation. Because the shaping
bits are biased, symbols from lower-energy subconstellations are selected more
frequently than those from higher-energy sub-constellations [8–11].

To reduce PAPR of RCM, this paper proposes a novel constellation shaping
method named transform from rectangular to circle (TR2C). The TR2C app-
roach compress the points, that with higher amplitude and lower probability
distribution, into a circle, such that it can reduce the PAPR of RCM constel-
lation. Furthermore, to deal with the problem of AWGN noise amplification in
inverse transform of TR2C, we give out the geometrical method of estimating
noise variance. Simulations show that, comparing with original constellation,
TR2C scheme can achieve 1 dB performance gain at BER = 10−5 by improving
the transmission power. And TR2C achieves the capacity performance close to
original constellation when SRN from 5 dB to 30 dB.

The rest of this paper is organized as follows. Section 2 gives out the sys-
tem model based on constellation shaping, and briefly reviews the rate adaptive
scheme of RCM. Section 3 presents the proposed constellation shaping meth-
ods for RCM. The simulation evaluations are included in Sect. 4. Finally, Sect. 5
concludes this paper with some discussions on future work.

2 System Model

In this section, we first describe a system model which combines RCM and novel
constellation shaping. Then we we briefly review RCM and its standard decoding
algorithm [1].

2.1 System Model

To reduce PAPR of RCM, we design a system model as shown in Fig. 1. Form the
diagram, we can see that this communication system combines RCM component
indicated in the rectangle of red dashed line and shaping component indicated in
the rectangle of blue dashed line. Here, shaping component includes constellation
shaping subcomponent and its inverse transform component. It is should be
noted that the system only with RCM component also can work. In this paper,
we only focus on shaping component.

This system model includes transmitter and receiver. At transmitter, the
binary data stream is divided into blocks with length Nb. Each block b is encoded
by RCM encoder, and we get a real vector denoted by u. In order to make use of
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Fig. 1. System model of constellation shaping with RCM (Color figure online)

two dimensional modulation, two consecutive symbols are combined together to
form In-phase and Quadrature-phase modulation symbol z, i.e., zk = u2k−1 + j ·
u2k, k = 1, 2, · · · , Nb/2. Then, Each complex symbol is transformed by shaping
transformation that named TR2C. After passing the standard AWGN channel
model, receiver gets zn = zf + n, where n is Gaussian noise vector with n ∼
N

(
0, σ2

)
. At receiver, through shaping inverse transform, soft demodulation,

and RPC decoding operator, we get the estimation of b.

2.2 Rate Compatible Modulation

RCM Encoding. A bipartite graph representation of RCM encoding is pro-
vided in Fig. 2. Square and circle denote symbol nodes and bit nodes, respec-
tively. Each edge is assigned with a weight w ∈ W , where W = {w1, w2, · · · , wL}
is the weight set with length L. The bipartite graph can be represented by G =
(U, V,E), where U = bj , j = 1, · · · , N is the source bits, V = ui, i = 1, · · · ,M
is the set of measurements representing modulated symbols, and E defines the
connection between the two sets. The RCM encoding maps binary bits into mod-
ulation symbols. Each modulation symbol is calculated by ui =

∑
l∈N(i)

wil · bil ,

where wil is the weight corresponding to il
th bit bil , and N(i) denotes the set of

neighbors of the ith symbol node. The RCM encoding process can be described
by

u = Φ · b, (1)

where Φ is a random projection matrix with dimension M × N , and u is the
RCM encoded symbols vector with length M .

RCM Decoding. RCM decoding uses the belief propagation (BP) algorithm
like LDPC decoding. Since RCM is employing weighted sum check, probability
convolution operation is used in horizontal iteration instead of log(tanh) oper-
ation. The decoding algorithm of RCM is depicted as factor graph shown in
Fig. 2. An edge with a weight wij denotes the connection between symbol node i

and bit node j, and arrow line denotes the probability message flow. r
(t)
ij defines
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Fig. 2. Bipartite graph of ARC code.

the probability message from the ith symbol node to the jth bit node in the tth

iteration. q
(t+1)
ji defines the probability message from the jth bit node to the ith

symbol node in the (t+1)th iteration. The RCM decoding algorithm includes ini-
tialization, horizontal decoding, vertical decoding and decision steps. The details
of the RCM decoding algorithm are shown in [1].

3 Shaping Method

In this section, we firstly propose the constellation shaping method TR2C.
Secondly, we present the geometrical method of estimating noise variance.
Finally, we give out the modification of RCM decoding.

3.1 TR2C

The idea of RCM constellation shaping is that points in rectangle constellation
is compressed into a circle via geometry transform, which is used generally in
digital image processing. So, we call this approach as transform from rectan-
gular to circle. TR2C reduces the amplitude of points with higher amplitude
and lower probability, such that increase average amplitude of all constellation
points. Therefore, TR2C reduces the PAPR of the whole constellation. It is noted
that TR2C is different with traditional constellation shaping technology, which
partitions a constellation into a few sub-constellations. The details of TR2C is
following.

Assume that the original constellation point is z = x+ i · y, the point shaped
by TR2C is zf = xf + i · yf , the point with awgn noise is zn = xn + i · yn, the
point of TR2C inverse transform is ẑ = x̂ + i · ŷ. Obviously, the 2-D coordinates
of above four points are (x, y), (xf , yf ),(xn, yn) and (x̂, ŷ), respectively.

– TR2C Transform if x == 0&&y == 0, then xf = 0, yf = 0. if |x| ≥ |y|, then

r =
√

1 + ( yx )2, otherwise r =
√

1 + (xy )2. Finally, we calculate xf = x
r and

yf = y
r .
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– TR2C Inverse Transform if xn == 0&&yn == 0, then x̂ = 0, ŷ = 0. if

|xn| ≥ |yn|, then r̃ =
√

1 + ( yn

xn
)2; otherwise r̃ =

√
1 + (xn

yn
)2. Finally, we

calculate x̂ = xn · r̃ and ŷ = yn · r̃.
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Fig. 3. Original constellation
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Fig. 4. Shaping constellation

Figures 3 and 4 show the original constellation and shaped constellation with
a weighted set W = {±1,±2,±4,±4}, respectively. We can observe three fea-
tures from the two figures. The first one is that shaped constellation is circle.
The second one is that the points in first and third quadrant are symmetrical
about the line y = x, and the points in second and fourth quadrant are sym-
metrical about the line y = −x. The last one is that the distribution of points
closer to symmetrical line is dense, while the distribution of points farther from
symmetrical line is sparse.

3.2 Noise Variance Estimation

Figure 5 describes the change process of constellation points in different stages of
shaping transform. If shaping transform is operated on Z, we can get formula (2).

Zf = f (Z) =
Z

r
. (2)

After Zf through AWGN channel, we can get its noise version

Zn = Zf + n, (3)

where n ∼ CN
(
0, 2σ2

n

)
. Then, shaping inverse transform is operated on Zn, we

get

Z̃ = f−1 (Zf ) =
r̃

r
Z + r̃n. (4)
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Fig. 5. The change process of constellation points in different stages of shaping
transform

After simple deformation for formula (4), we finally have

Z̃ = Z +
(

r̃

r
− 1

)
Z + r̃n, (5)

where the second item of right side in formula (5) is cause by transform and
AWGN noise, The third item of right side in formula (5) is the scale of AWGN
noise.

In Fig. 5, zf → zn denotes AWGN noise, z → z̃ denotes the real noise because
of AWGN noise and inverse transform of TR2C. We can observe two features
from the Fig. 5. Firstly, The transform and inverse transform of TR2C are not
change the phase of constellation point, and only change its amplitude. There-
fore, zf and z are on the line Oz, zn and z̃ are on the other line Oz̃. Secondly,
AWGN noise is the factor that result in the change of phase and amplitude
of constellation points. Especially, the inverse transform of TR2C amplify the
noise, and it introduces the error of transform in communications system based
on RCM.

How to estimate accurately noise variance is a key step in TR2C. Because
that it is hard to give out the closed-form expression of probability distribution
function (PDF) of noise, we propose geometrical method to estimate approxi-
mately the noise variance of scaling up. In practice, we only make use of received
symbols vector zn and AWGN noise variance σ2

n to estimate. The geometrical
method of estimating noise variance includes two steps. Firstly, according to z̃,
we construct triangle Δz̃Oz̄ similar with triangle ΔznOzf , as shown in Fig. 5.
Then, using the proportional relationship among edges in similar triangles, we
can approximately calculate the variance of real noise, i.e., z̄ → z̃.

After analysis, we find that our estimation method abandons the noise
expressed by z̄ → z, which corresponding to the second item of right side
of formula (5). Furthermore, the variance of AWGN affects the accuracy of
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estimating for real noise variance. The AWGN noise variance greater, the esti-
mation of real noise variance is more inaccurate. On the contrary, the AWGN
noise variance smaller, the estimation is more accurate.

3.3 Modification of RCM Decoding

There is two places that should be modified in standard RCM decoding algo-
rithm. The one is that real noise variance is should be estimated via geometrical
estimation method. The another one is that each soft demodulation symbol uses
itself noise variance to compute Eq. (6) in horizontal iteration.

P (Yij) =

⎧
⎨

⎩
⊗

m∈Ri\j,lm �=l

P (wlmxm)

⎫
⎬

⎭
⊗

P (ni), (6)

where
⊗

is the convolution of PDFs. The distribution of weighted variables
should be P (wlmxm = 0) = q

(t−1)
mi (xm = 0), P (wlmxm = wlm) = q

(t−1)
mi (xm = 1),

and P (ni) ∼ N (0, σ2) for zero-mean Gaussian channel.

4 Simulation Results

In this section, we present the performance of proposed TR2C method in terms
of PAPR, BER and capacity metrics.

In PAPR simulation, we use Eqs. (7) and (8) to evaluate the PAPR perfor-
mance of TR2C. PAPR is calculated by

PAPR (dB) = 10log10(
max

0≤i≤N
{|x(i)|2}

1
N

N∑
i=1

|x(i)|2
), (7)

where xi is modulation symbol, N is the length of modulation symbol vector.
Furthermore, complementary cumulative distribution function (CCDF) is calcu-
lated by

CCDF (PAPR) = Pr(PAPR � PAPR0)

= 1 − (1 − e−PAPR0)N ,
(8)

where PAPR0 is the threshold value of PAPR, and N is the number of count.
The simulation runs 106 frames random data. Figure 6 shows PAPR performance
comparison between original and shaped constellation of W . In this figure, “W”
indicates the original constellation, and “TR2C −W” indicates the shaped con-
stellation. We can observe that “TR2C − W” achieves significant gain compare
with “W”. “TR2C −W” reaches maximum PAPR gain 1.8 dB at CCDF = 10−4.

In BER simulation, we test TR2C at transmission rates as 1 bps. The channel
SNR is from 5 dB to 15 dB. The size of bit block is 400. The BER is calculated
after transmitting 105 bit blocks. Figure 7 shows the BER performance compar-
ison between original constellation and shaping constellation. From the results
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Fig. 7. BER performance comparison between original constellation and shaped
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in Fig. 7, we can observe that original constellation has better BER performance
then shaped constellation. Comparing with “W”, “TR2C − W” suffers from a
performance loss about 0.8 dB at BER = 10−5. The BER performance loss is
increase slightly with the improvement of SNR. But the loss can be accepted
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Fig. 8. Capacity performance comparison between original constellation and shaped
constellation

relative to PAPR gain. And, the overall performance of our proposed system
can be improved by improving the transmission power.

Finally, we evaluate the capacity performance of TR2C. Figure 8 shows the
results under AWGN channel models. In this figures, the x-axis is receiver SNR.
We run simulation on every integer SNR from 5 to 30 dB. At each SNR, 1000
data frames are transmitted, each with size 400 bits. The y-axis in figures are
goodput. It is computed by transmission rate times 1-PER for 802.11a modula-
tion and coding schemes. From Fig. 8, we can observe that shaped constellation
suffers from a little capacity performance loss compare with original constella-
tion when SNR ≤ 15 dB. Specially, the maximum loss gain is 0.2014 bits/s/Hz
at SNR = 12 dB. This is conformity with the BER performance comparison
shown in Fig. 7. In other hand, shaped constellation achieves a little capacity
performance gain when SNR in [15, 26] dB, and the maximum capacity gain
is 0.236 bits/s/Hz at SNR = 23 dB. On the whole, TR2C scheme achieves the
capacity performance that close to original constellation when SRN from 5 dB
to 30 dB.

5 Conclusion

This paper presents an novel constellation shaping method TR2C to reduce
PAPR for RCM, and gives out the geometrical method of estimating noise
variance. TR2C can achieve better overall system performance via improving
transmission power, and achieves the capacity performance that close to original
RCM in SNR range [5,30] dB. One thing to be noted is that our proposed shaping
scheme makes the Euclidean distance of points in constellation smaller. In the
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future, we will work on the optimization design of our proposed constellation
shaping method. Especially, we will focus on the design that can enlarge the
Euclidean distance of constellation points, improve capacity performance and
reduce PAPR for RCM.
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Abstract. For the situation of water bursting and gas security in coal mine, a
wireless transmitter system was designed to survey the water, gas and other
geological structures in the coal seam. The Four-channel broadband transmitter
is to generate multiplexed high-frequency pulse signal from the FPGA, through
power amplifiers respectively, and the high frequency signals are fed via
antennas into the ground, then completing the launch function. The results
showed that application of Four-channel broadband transmitter technology is
achievable, and the antenna act as the most important part of transmitter is also
tested by HFSS simulation and network analyzer, the testing result is better.
Studies suggest that the design of transmitter can be applied to the advanced
detection of coal seam, which has played a leading role for the application of
wireless detection technology in the promotion.

Keywords: Transmitter � FPGA � Four-channel � Antenna

1 Introduction

With the rapid development of wireless communication technique, the wireless
detection technology has been more and more widespread used in the mining filed.
Especially during the process of mining, the advanced detection of the conditions of
coal seam can reduce the water inrush accident and gas leak [1–3]. The wireless
detection technology use a transmitter to send signals during the antennas. Then the
structure, type and distribution of underground media is deduced according to the
difference between the various medias’ electrical parameters and the receiver signals.

In this paper, we design a transmitter, which can be used in the wireless detection
technology for coal mining. The Shape structure, types and distribution of the under-
ground medium can be detected by using the technique of multi-frequency &Four-
channel. It has important practical significance for learning the surrounding of coal
seam ahead of time and reducing coal mining accident [11]. Considering the problem
of the signal stability and multiple frequency, a FPGA development board is used to
generate signals. The presented system of transmitter can not only meet the requirement
of advanced detecting coal seams, but also be applied in other fields.
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2 The System Structure

The transmitter is made up of three main parts, the signal generator, the power amplifier
and the antenna. Firstly a FPGA Cyclone IV is used to generate Four-channel high
frequency pulsed signals. Then the signals are power amplified by a RF Power
Transistor. A quarter-wave patch antenna is applied to transmit the signals output by
the power amplifiers. Figure 1 shows the structure of a kind of wideband transmitter
with four-channels.

2.1 The Signal Generator

The transmitter will firstly generate wideband pulse signal, and the range of signal
frequency is from 50 MHz to 200 MHz. Taking advantage of avalanche transistors, the
nanosecond pulse generator has been frequently-used. Though it can generate signals
with large amplitude, the circuit design and adjustment process are complex. To get
more stable and smart pulse signals, a FPGA development board, the present popular
tool, is used as the signal generator. Figure 2 shows the main structure the generator.
The multiple-frequencies signal and output control signal can be produced simulta-
neously. And the delayed signal, coded by Verilog Language, is used to control the
signal generated.
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Fig. 1. Structure diagram of Four-channel broadband transmitter
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2.2 The Power Amplifier

Due to the power is too small, the signal outgoing signal of the FPGA development
board can not be sent out directly. A power amplifier is needed to improve the signal
power. According to the power and frequency of the output of the signal generator, the
MRF6V2010NR1 Field Effect Transistor developed by Freescale combined with a
peripheral circuit is designed in Fig. 3 as the power amplifier (Table 1).
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Fig. 2. Signal generator
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Fig. 3. The application circuit of MRF6V2010NR1

Table 1. The parameters of RF power amplifier MRF6V2010NR1

Parameters Value

Working frequency range 10 * 450 MHz
Input power 7–15 dBm
Output power 30–40 dBm
Power gain 18 * 22 dB
Noise figure 4 dB
Three-order intercept point 40.5 dBm
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2.3 Antenna

The function of the antenna is to convert electromagnetic energy into electromagnetic
field, and the electromagnetic field in the space is converted to electromagnetic energy
to receive electromagnetic wave, which is the transmission and sending electromag-
netic energy of the conductive element [9]. As the most important component of the
transmitter, the performance of the antenna can play a decisive role in the correct
realization of the whole system. The design requirements of the transmission frequency
in 50 MHz * 200 MHz, microstrip patch antenna is not only able to meet the fre-
quency requirements, but also to compare with the general antenna, with a light weight,
small size and easy to achieve, and so on. Therefore, the design of microstrip patch
antenna, through its continuous optimization to achieve system functions.

The following is the central frequency of 150 MHz patch antenna design process:

(a) Theoretical calculation of the various parameters of the patch.

The design uses 1/4 wavelength microstrip patch antenna, Fig. 4 is the principle of
1/4 wavelength patch antenna:

A virtual short circuit is formed on the surface of the middle of the two radiation
edge when the patch antenna is working at the lowest die. So the patch can be used in
half of the short circuit to produce the antenna [5]. Then the E surface direction map is
stretched to a single gap. The resonance length is about 1/4 of the wavelength in the
medium of the substrate. Using the patch width W for the effective dielectric constant

of the microstrip line and the equivalent radiation width DL are used to calculate
the resonance length L of the 1/4 wavelength patch.

L
2
¼ k

4
ffiffiffiffi
ee

p � DL ð1Þ

The patch width, effective dielectric constant and the equivalent radiation width are
calculated as follows:

W ¼ c
2fo

ðer þ 1
2

Þ�1
2 ð2Þ

Fig. 4. Theory of quarter-wavelength patch antenna
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ð3Þ

DL ¼ 0:412
ðee þ 0:3ÞðW=hþ 0:264Þ
ðee � 0:258ÞðW=hþ 0:8Þ h ð4Þ

At the same time, a series of probes or etched with the patch between the hole to
achieve short circuit. The transmission line model of the antenna increases the
inductance component. The equivalent extra length Dl can be obtained from a parallel
plate model, which is equivalent to a uniform spacing of the probes. The distance of the
probe center is S. Radius is r, and the wavelength of the medium is kd ¼ k0=

ffiffiffiffi
er

p
, which

is calculated by the reduction of the length of the patch:

Dl ¼ S
2p

ln
S
2pr

� 2pr
S

� �2

þ 0:601
S
kd

� �2
" #

ð5Þ

As for the feed position, the formula (6) gives an approximate feed position from
the side of the short circuit.

x ¼ L
p
sin�1

ffiffiffiffiffi
Ri

Re

r
ð6Þ

Because of the Re ¼ 1
2G, so the radiation conductance of the single edge is:

G ¼ pW
gk0

1� ðKHÞ2
24

" #
ð7Þ

With the movement of the feed position, the resonant frequency will be slightly
deviated (Table 2).

Table 2. 150 MHz center frequency of the quarter-wavelength antenna parameters

Parameters Value

Effective dielectric constant ee 4.071
Length L/2 178.955 mm
Width W 140 mm
Thickness h 7 mm
Equivalent radiation width DL 3.221 mm
Single edge radiation conductance G 0.562 mS
Feed coordinate x 37.33 mm
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(b) Model simulation.

The patch antenna is simulated by ADS software of Agilent company.

(c) Material selection

For the patch antenna, dielectric material is FR4, selecting patch for the copper,
choosing a thick copper for wire probe.

(d) Making antenna

The antenna production process is complex, using AB glue to paste and press,
looking for the feed point and joining the coaxial line, making the antenna finally.

(e) Theoretical and practical comparison

HFSS simulation software is used to simulate the model, and the simulation results
are compared with the simulation results of the network analyzer, as shown in Fig. 5.

Figure 5 shows that there is a litter error between the antenna and the theoretical
analysis of the actual production, but the error range is small, so it is necessary to test
and optimize the actual production of the antenna, so that its performance is the best.

Figure 6 is the simulation results of the antenna in the 50 MHz * 200 MHz fre-
quency gain by HFSS simulation software. The analysis shows that the total gain effect
is remarkable, and it is consistent with the broadband characteristic.
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Fig. 5. Comparison chart of simulation and physical results
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3 Conclusions

This article describes the overall design of the Four-channel broadband transmitter, In
particular, this paper has completed the design of the antenna portion, which plays a
crucial role in the performance of the entire transmitter. The results show that
Four-channel broadband transmitter can achieve the basic requirements for the coal
seam detection, and reach the designed requirements. The author believes that the
wireless detection technology has a great advantage in the coal seam detection.
Four-channel, multi-frequency point selection, it can increase the capacity of the coal
seam detection, In addition, the design and implementation of the band broadband
antenna can improve detection the coal seam depth. It will not only be able to deter-
mine the thickness of the seam, but also to achieve the coal seam geological structure
detection, This reduces the occurrence of water inrush, methane gas and other accidents
in the coal mining process. The study result suggests that the designed transmitter can
be used in the coal seam leading exploration, It promotes the application of wireless
advanced detection technology.
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Abstract. Bit-flip caused by SEUs is one of the main reasons resulting in small
satellites malfunction. This paper proposes a LDPC erasure decoding method
aided by CRC to detect and correct errors in stored data. The key idea is that the
encoded message is divided into multiple fragments protected by individual CRC
so that fragments with error could be detected and corrected. Moreover, CRC is
also used as an early stop criterion of decoding. Simulation and implementation
results show that the proposed method has better performance compared with MS
decoding both in error correcting and hardware requirements.

Keywords: LDPC erasure codes � Decoding � CRC � SEU

1 Introduction

Small satellites that could be launched in short time-scales and tight budgets have
provided fast and cheap accesses to space [1]. These low-cost satellites make it possible
for commercial organizations and emerging space nations to conduct independent low
earth orbits (LEO) missions. Therefore, there is a growing need of small satellites.

In small satellites applications, stored digital data in random-access memory
(RAM) or flash is easily suffered from single-event upsets (SEUs) caused by radiation
which is impossible to be shielded [2]. More than half of system malfunctions in
satellites are the result of bit-flips in stored data caused by SEUs [3].

To secure the data, many methods have been proposed, which could be divided in
to three categories: (1) Multiple modular redundancy methods, such as those proposed
by P.K. Samudrala in [4] and S. Hao in [5]. Methods in this category take advantages
of making multiple copies of data so that voting logic can be used to detect and correct
errors. However, these schemes can only offer protection against the effect of bit-flips
when less than a half of data copies are affected and require larger RAM or flash.
(2) Error-Correcting code based methods, such as RS codes used by Y. Zhang in [6]
and G.C. Cardarilli in [7], LDPC codes used by B. Vasic in [8]. These methods can
provide excellent correcting performance against bit-flips, but their decoders are usu-
ally complicated to implement. (3) Mixed methods, such as Hsiao codes and triple
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modular redundancy method proposed by Y. Zhao in [9], which in fact are compromise
between implementation complexity and error correcting performance. Yet afore-
mentioned methods either require multiple storage space or high complexity.

In this paper, we propose a new method using CRC codes and low-density
parity-check (LDPC) erasure codes to detect and correct data errors caused by SEUs.
This method applies CRC codes to detect errors in each data fragments that are divided
from original data segments encoded by LDPC erasure codes and terminate the
decoding process early, while the correcting step of the method is more accurate and
requires less on hardware.

The rest of this paper is organized as follow. Section 2 will briefly introduce the
LDPC erasure codes adopted and describe the system. Section 3 will gives the
CRC-aided LDPC erasure decoding algorithm and discuss the CRC selection problem.
Simulation and implementation results are presented in Sect. 4, and Sect. 5 concludes
this paper.

2 The LDPC Erasure Codes and System Description

2.1 LDPC Erasure Codes and Encoding

LDPC erasure codes are a kind of concatenated code with low-density parity-check
matrix, and its outer code and inner code are random LDPC code and
irregular-repeat-accumulate (IRA) LDPC code, respectively.

The parity-check matrix of LDPC erasure codes with code length ni and infor-
mation bits length ko is described below

H ¼ Ho 0
Hi;u Hi;p

� �
Ho ¼ Ho;u Ho;p

��� �
8<
: ð1Þ

where Ho is a no � koð Þ � no parity-check matrix of outer code with code length no,
Hi;u and Ho;u are binary random matrices with size no � koð Þ � ko and ni � kið Þ � ki,
Ho;p and Hi;p are no � koð Þ � no � koð Þ and ni � kið Þ � ni � kið Þ matrices in dual-
diagonal pattern

H�;p ¼

1 1 0 � � � 0 0
0 1 1 � � � 0 0
0 0 1 � � � 0 0
..
. ..

. ..
. . .

. ..
. ..

.

0 0 0 � � � 1 1
0 0 0 � � � 0 1

2
6666664

3
7777775

ð2Þ

where * is o or p. Moreover, the parity-check matrix of inner code is Hi ¼ Hi;u Hi;p

��� �
,

whose size is ni � kið Þ � ni, ki � no. As Ho;p and Hi;p are both in dual-diagonal pattern,
both Ho and Hi could easily be transformed into systematic form, from which generator
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matrices of both outer code and inner code, denoted as Go and Gi, can be obtained.
With Go and Gi, codewords c could be gained through following steps

Step 1. Gain the outer codeword co ¼ m � Go.
Step 2. Gain the inner codeword, namely the codeword of LDPC erasure codes, c. If

ki ¼ no, then c ¼ co � Gi. Otherwise, fill zeroes at the end of co to make it
length equal to no, and let c ¼ co � Gi.

2.2 System Description

Figure 1 depicts the procedure that data input into and output from RAM/Flash. The
input data m is encoded by LDPC erasure encoder and become a codeword c so that
errors can be corrected at output stage, then c can be decomposed into different data
fragments p, each of which can be protected by individual CRC, and written into
RAM/flash. When stored data need to be read, data fragments p′ are read out and
checks by CRCs, and data fragments with errors will be erased. Then c′ can be
composed by various data fragments, and all erased data will be recovered by LDPC
erasure decoder and get the output data m′.

Figure 2 illustrates the decomposition of LDPC erasure codewords and multiple
data fragments that protected by individual CRC. The original data segment is
decomposed into l fragments protected by individual CRC respectively, while the
parity segment is decomposed into f fragments. Therefore, length of all fragments is
ni þ lþ fð ÞkCRC bits, in which length of data segment and parity segment is ko þ lkCRC
bits and ni � ko þ fkCRC bits respectively.

In this paper, CRCs in p will be used in three ways below. The first is to detect
errors in fragments so that the decision that whether the decoding procedure is nec-
essary could be made; the second is to decide which fragments should be erased or used
as correct information in the decoding procedure; the last is to early terminate the
decoding process by checking whether all data fragments could satisfy CRCs. If a

Input
Data

LDPC
Erasure
Encoder

CRC
Encoder

RAM/
Flash

Output
Data

LDPC
Erasure
Decoder

CRC Check

m c p

p’c’m’

Fig. 1. In the write-in part (top): the input data is encoded by LDPC Erasure Encoder, then
decomposed into different fragments protected by individual CRC. In the read-out part (button):
the read-out packages that do not pass CRC check will be erased and recovered by LDPC erasure
decoder.
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fragment is decided as correct one by its CRC, it is assumed to be correct despite the
undetected error of its CRC. Then, when the decoder is initialized, bits inside this
fragment will be treated as correct bits. Due to the small probability that bit-flips caused
by SEUs happened more than once in such a small fragment of data, the probability of
undetected error is sufficiently small.

3 LDPC Erasure Decoding Based on CRCs

3.1 CRC-Aided LDPC Erasure Decoding

The proposed CRC-Aided LDPC erasure decoding algorithm is based on the peeling
decoding (PD) in [10]. To describe PD, an LDPC erasure code should be represented as
a Tanner graph [11, 12], which is constituted by a set of variable nodes connected to a
set of check nodes. The PD is initialized by removing all the variable nodes whose
corresponding bits are not erased and complementing the parity of check nodes con-
nected to removed nodes whose value are 1. Then at each iteration, the PD looks for
degree-one check nodes and gives their parity value to connected variable nodes, and
removes those variable nodes while reverses the parity of check nodes connected to
them if their value is 1. The PD will stop decoding if a codeword is obtained (i.e.
decoding successes) or there is no more check nodes with one degree (i.e. decoding
fails).

To describe the proposed algorithm, some notations should be made. The
parity-check matrix of LDPC erasure codes is denoted as H, and described as

H ¼

h1;1 h1;2 � � � h1;ni�1 h1;ni
h2;1 h2;2 � � � h2;ni�1 h2;ni
..
. ..

. . .
. ..

. ..
.

hm�1;1 hm�1;2 � � � hm�1;ni�1 hm�1;ni
hm;1 hm;2 � � � hm;ni�1 hm;ni

2
666664

3
777775 ð3Þ

where hr;q 2 0; 1f g is the elements in H, in which r ¼ 1; 2; . . .;m and q ¼ 1; 2; . . .; ni,
and m ¼ ni � ko is the number of rows in H. Let the decoded codeword and the number
of erased bits in each parity-check equation to be ĉ ¼ fĉqg for q ¼ 1; 2; . . .; ni and
Ceb ¼ Cr

eb

� �
for r ¼ 1; 2; . . .;m, respectively.

Data 1

Data Parity

CRC Data 2 CRC Data l CRC... CRCParity 1 Parity f CRC...

Decomposition

ko bits ni-ko bits

ko+lkCRC bits ni-ko+fkCRC bits

Fig. 2. Decompose of LDPC erasure codewords (top) into multiple fragments (button) protected
by individual CRC.
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With these notations, the CRC-Aided LDPC erasure decoding algorithm is
described in the following steps, where the major contribution of this paper is Step 4.

Step 1. Initialization. Initialize the decoded codeword ĉ ¼ fĉqg for q ¼ 1; 2; . . .; ni
using CRC check results

ĉq ¼ 0; if p0q is erased
ĉq ¼ 1� 2p0q; if p0q is correct

	
; p0q 2 0; 1f g; q ¼ 1; 2; . . .; ni; ð4Þ

and set the erased bits counter Ce to the number of bits that are erased,
namely the number of zeroes in ĉ

Ce ¼ ni �
Xni
q¼1

ĉq
�� ��; ð5Þ

count the number of erased bits in each parity-check equation

Cr
eb ¼

X
chr;q ¼ 1
ĉq ¼ 0

hr;q; if
Y
hr;q¼1

ĉq 6¼ 1; r ¼ 1; 2; . . .;m; q ¼ 1; 2; . . .; ni: ð6Þ

Step 2. Correct erased bits. Search in Ceb and find r that let Cr
eb ¼ 1. Update the only

erased bits in this parity-check equation

ĉq ¼
Y

hr;q0 ¼ 1
q0 6¼ q

ĉq0 ;C
r
eb ¼ 1; r ¼ 1; 2; . . .;m; q ¼ 1; 2; . . .; ni: ð7Þ

Step 3. Update Ce and Ceb with (5) and (6), respectively.
Step 4. Stop decoding. If any condition below is satisfied, the decoding process will

terminate and declares a success decoding.
(1) Ce ¼ 0;
(2) All fragments in data segment can pass CRCs check.

If any condition below is satisfied, the decoding process will terminate and declares a
fail decoding.

(1) Ce 6¼ 0, while Cr
eb 6¼ 1, for any r ¼ 1; 2; . . .;m;

(2) The number of iterations reaches the max iteration number.

Otherwise, the decoding process will continue and add the number of iterations by 1.
It is noted that the decoded codeword ĉ is also an updatable indicator that indicates

bits that been erased, when a bits is erased due to CRCs its corresponding ĉq is 0.
Moreover, compared with conventional PD, decoders using the proposed algorithm can
employ parallel structure to reduce decoding delay.
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3.2 Selection of CRC

The proposed CRC-Aided LDPC erasure decoding algorithm is based on the CRCs,
and the performance of it relies on the error detection capability of CRC. Thus,
selecting efficient CRC is important. Normally, the undetected error probability Pud is
used to evaluate the performance of CRC [13], which is given by

Pud ¼
XN
j¼1

Ajp
j 1� pð ÞN�j ð8Þ

where N is the length of data that CRC protects, p is the bit error probability, the set
Aj

� �
is the weight distribution of generator polynomial g xð Þ, while R is the order of

g xð Þ. To find the optimal CRC code, there is the tremendous code space need to be
searched, which is not an easy work. However, [13] has reported many efficient and
proper CRC codes. From [2], the bit-flips caused by SEUs is at most 4 times per day
every 1 Mb, in other words, the bit error probability is less than 10−10 such that Pud is
even small. Hence, the CRC code used could be selected from [13].

4 Simulation and Implementation Results

Simulations of the CRC-Aided LDPC erasure decoding algorithm regard the code error
rate (CER) and average number of iterations (ANI) to verify error performance and
decoding speed of it. In all experiments, the erasure channel model describe in [14] is
employed, and the maximum number of iteration and codewords are 100 and 106. The
employed LDPC erasure codes and proper CRC codes are described in the CCSDS
standard [15] and [13], respectively.
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To confirm that the proposed method has a better performance for correcting
storage errors, different configurations have been applied under the same code rate and
compared with Min-Sum (MS) Algorithm. Figures 3 and 4 indicate the CER perfor-
mance and ANI of proposed algorithm, which show that the proposed algorithm has
outperformed in both CER and ANI compare to MS. However, CRC codes with
different lengths effect the performance of proposed algorithm, longer CRC codes owns
better performance, as longer CRC codes owns lower undetected error probability. But
longer CRC codes require extra storage space and hardware. Hence, to meet the
requirements, multiple simulations, like CER and ANI performance, should be con-
ducted when proposed method is employed.

In order to evaluate the complexity of proposed method, both proposed methods
and MS algorithm using (512,246) LDPC aided by 9 bits CRC has been implemented
on a Xilinx Virtex5 FPGA. Table 1 shows the implementation results of both methods,
from where it is can be observed that the proposed algorithm require less on hardware
because of its correcting step could achieved using one-bit addition operations, instead
of several multi-bits operations. Thus, the proposed method outperforms MS both in
error correcting and hardware requirements.
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Table 1. The implementation of proposed algorithm on FPGA

Logic utilization Proposed MS

Slices 148 576
LUTs 180 436
Block RAMs 2 4
Max clock 357.3 MHz 280.6 MHz
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5 Conclusions

Using CRC codes to detect errors in stored data, a new method is proposed using
LDPC erasure codes correct data errors caused by SEUs. In this method, message
encoded by LDPC erasure codes are decomposed into several fragments, each of which
are protected by individual CRC, so that fragments fail to pass CRC check can be
detected and then corrected by LDPC erasure decoding process. Due to the accuracy
and implementing fitness of its correcting step, the proposed algorithm is more efficient
and requires less on hardware compare with MS algorithm with CRCs.
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An MELP Vocoder Based on UVS and MVF
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Abstract. Mixed excitation linear prediction (MELP) vocoder is generally used
in low bit-rate vocoder, whose target now focuses on overall coding scheme,
decrease of coding rate and improvement of robustness. Unvoiced/voiced/
silence detective algorithm (UVS) possesses certain robustness and anti-noise
property, while voiced excitation model based on maximum voicing frequency
algorithm (MVF) is closer to the original speech characteristics. In this paper,
the original excitation model of MELP vocoder is replaced and UVS is joined so
that an improved 2.4 kbps coding rate vocoder is accomplished. Compared with
MELP of federal standards, the improved vocoder owns better synthetic speech
quality and robustness.

Keywords: Signal processing � MELP � UVS � MVF � Speech evaluation

1 Introduction

Vocoder makes it possible to transmit speech with limited bandwidth; and receiving
end has high intelligibility and naturalness. Military communications need to reduce
power consumption; multimedia communication systems need to reduce storage costs;
satellite communications are quite short of channel resources in poor communication
conditions; underwater communications possess serious signal attenuation. As a result,
speech signal should be low bit-rate coded [1, 2].

Research on low bit-rate vocoder focuses primarily on the overall scheme, decrease
of coding rate and improvement of robustness. Generally the research object is rep-
resentative MELP vocoder, which nevertheless has poor synthetic speech naturalness,
hum and low robustness in noise environment. Excitation model’s performance has a
significant impact on synthetic speech quality in encoder, of which multi-band mixed
excitation model is superior with small time and space complexity. However sub-band
sound intensity error-detection (multi-band causes) can have serious consequences, and
literature [3] indicated multi-band model does not match the actual excitation. A better
excitation model is required.

Based on the original MELP vocoder, in this paper, new UVS is joined, and
excitation model based on MVF closer to original speech characteristic is used.
Compared in performance with the one of Federal standard, improved MELP vocoder
improves synthetic speech quality and robustness.
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2 Principle of MELP Vocoder

2.1 Vocoder Model

By linear prediction [4] speech waveform is analyzed to create channel excitation and
parameters of transfer function so that speech waveform coding turns to parameter
coding and the amount of data of speech transmission greatly reduces. The improved
MELP vocoder retains original part of parameter extraction and quantification and
improves the performance of its excitation model, as shown in Fig. 1. Encoder extracts
these parameters, including UVS, pitch period, line spectral pairs (LSF), gain, Fourier
series values, MVF, which are vectorial or scalar quantized. Decoder interpolates
parameter, generates excitation signal, enhances adaptive spectrum, linear predicts, and
generates synthetic speech. With gain suppression, noise suppression, pulse discrete
filtering and so on, decoder improves the quality of synthetic speech.

UVS and MVF are extracted according to method in literature [5, 6]. After
extracting pitch period, integer pitch period is calculated by normalized correlation
function, which fraction pitch period amends to search eventual integer pitch period by
recursion. LSF parameter is produced by 15 Hz bandwidth spread on linear forecast
coefficients. 10 LSF parameters’ interval is at least 50 Hz. If interval is smaller,
computation offset needs to be increased between former and latter component. Gain
parameter used mean square value of windowing signal. Window’s length is pitch
period; centers respectively are located in two position of current frame. Calculate gain
value two times to prevent frame gain located in the transition part; Fourier series retain
the top 10 largest harmonics value, obtained by FFT calculation of residual signal.

Parameters extracted in encoder need further compression at a relatively small
number of bits. Pitch period, gain, and Fourier series use scalar quantization; while LSF
uses four-stage vector quantization. UVS judgment results and MVF value in improved
algorithm use scalar quantization, and UVS uses only 2 bits to fully express three types
of frame. According to the distribution of harmonic number, MVF value can be uni-
form quantized by interval. For high probability numerical interval [0, 10], quantitative
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interval is 1; interval (10, 30] 4. If harmonic number is greater than 30, MVF value can
be considered as full band distribution, so 16 numerical distributions are quantized by 4
bits. Combining UVS judgment results, MVF quantitative bit numbers are further
reduced: MVF value of silent frame is 0 and only needs 1 bit to quantize; unvoiced
frame ranges from [1, 4] and only 2 bits; voiced frame [8, 24] and 3 bit. MVF with
UVS judgment results quantitation can reduce numbers of bits.

Decoder synthesizes speeches. Firstly, parameter interpolation converts frame
parameter to pitch period for synchronization interpolation with pitch period. Secondly,
excitation signal filtered by adaptive spectrum enhancement is constructed, which
makes synthetic speech better match formant waveform. LPC coefficients restored by
LSF parameters construct synthetic filter. In addition, synthetic speech’s coherence is
improved by gain correction, pulse shaping filter.

2.2 Performance of Vocoder

Improved vocoder adds UVS and MVF to enhance anti-noise property of the vocoder.
UVS judgement filters some stationary noise interference from time domain. At the
same time, quality of synthetic speech in noise environment is improved according to
unvoiced frame length that can help preliminarily decide background noise or unvoiced
frame of objective speech. From frequency domain MVF technologies filter aliasing
noise in speech frames. Harmonics as excitation signal are extracted to avoid impact on
synthetic speech from noise component of other frequencies. In addition, for high
frequency noise harmonic component, MVF technologies filter by counting harmonic
component.

Coding rate of the vocoder remains 2.4 kbps; however, improved schedule owns
more redundant bits that can effectively enhance data accuracy in decoder. Tables 1
and 2 respectively are bits allocation of quantized parameters of the original MELP and
the improved. Total number of bits of the original MELP vocoder is 54 bits. The
improved is only 53 bits in unvoiced frame and about 11 bits in silent frame.
Redundant bits that are essential are for error-correcting coding of critical parameters to
effectively enhance the robustness of the vocoder.

Table 1. Bits allocation of the original MELP vocoder

Voiced Unvoiced

UV 1 1
Pitch period 7 7
LSF 25 25
Gain 8 8
Fourier series 8 –

Sound intensity of sub-band 4 –

Non-cyclical sign 1 –

Forward error correcting coding – 13
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Computational complexity of the improved vocoder is slightly lower than the
original, mainly from the following aspects:

(1) Eliminates the process of five sub-bands, that is to say, sound intensity pf five
sub-bands does not need to be calculated.

(2) Reduces the computation of pitch period of silent frames, LSF, Fourier series and
other parameters.

(3) Only half frame after some low-complexity operation such as add, minus and
square is used to extract UVS judgement eigenvalue, including mean and variance.

(4) For the calculation of peaks, the original MELP used dual hard decision of each
sub-band; MVF uses soft decision, only calculating harmonic peaks.

(5) Combining with the UVS judgement, MVF consider judgement result as a prior
probability, which greatly reduces computational complexity.

Delay of speech information is reduced because of low computational complexity
of the vocoder. In addition, in the process of UVS judgement and MVF excitation
model, intermediate variables need less storage space. For UVS, single frame can
decide the frame type, where CAMDF mean, CAMDF variance and 4 thresholds are
stored. For MVF, space complexity of sub-band voiced/unvoiced decision is close to
the original. Intermediate variables are mainly accumulated energy value of candidate
harmonics, whose number is about half length of the pitch period.

3 Experiment and Analysis

3.1 Simulation

Different coding schemes are implemented in Matlab, including coding schemes of
federal standards MELP, TBE as well as improved MELP. By comparing the quality of
synthetic speech, optimization of the improved vocoder is proved.

For all speech in corpus, synthetic speech is obtained by three coding schemes
above. As shown in Fig. 2, speech of improved MELP can better restore the original
speech with its higher similarity with original speech than TBE. At the same time, as
shown in dashed line of Fig. 2, part of defect of 2.4 kbps encoder of the Federal

Table 2. Bits allocation of improving the MELP vocoder

Voiced Unvoiced Silent

UVS 2 2 2
Pitch period 7 7 –

LSF 25 25 –

Gain 8 8 8
Fourier series 8 8 –

MVF 3 2 1
Non-cyclical sign 1 1 –

Forward error correcting coding 1
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standard is effectively improved, with improved the MELP accurately enhancing
default high frequency components of voiced frames of the original MELP vocoder.

Speeches in corpus are pure. Through MELP, TBE, and improved MELP vocoder,
subjective MOS [7] scores are respectively 3.94, 4.12 and 4.29. If noise library speech
is added to pure speech with certain SNR, MOS scores turn to 2.95, 3.21 and 3.32.
PESQ [8, 9] scores are also in line with scores rule above, respectively 2.27, 2.30 and
2.31. For noise speech, scores are 1.90, 1.96, and 1.97.

3.2 Data Analysis

Robustness of encoder is analyzed from perspectives of gender of the speaker, speech
length and noise characteristics.

(1) Gender robustness

Figures 3 and 4 represent PESQ score distribution of part of female and male
speaker’s speech respectively. Ordinate of each sample corresponds to PESQ scores of
three coding schemes.

According to the scores of female speakers, improved MELP coding schemes
generally owns higher scores than original MELP coding scheme, with sometimes
difference about 0.4, while scores of TBE coding scheme are between MELP and
improved MELP, slightly lower than improved MELP. Difference can be less than
0.001 for part of sample points. This is because the part of speech owns voiced features

(a) Synthetic speech of MELP                (b) synthetic speech of TBE

(c) Synthetic speech of improved MELP (d) original speech

Fig. 2. spectrogram of synthetic speech and original speech
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obviously, and few unvoiced frame, leading to similar advantage between UVS
judgment and original voiced/unvoiced judgment.

Compared with female speakers, male speakers’ synthetic speech of improved
MELP is similar to the original MELP, mainly because base frequency of male speaker
is lower than female speaker. Most high harmonic of male speaker concentrates about
2 kHz. Voiced frame for high frequency component cannot be accurately divided, so,
adaptive MVF and spectrum division of fixed sub-band is close to performance of pure
male speech.

(2) Time length robustness

Compared are PESQ scores of synthetic speech in corpus of different time length
through MELP, TBE and improved MELP vocoder. For example, PESQ of long

Fig. 3. Distribution of PESQ scores (female speaker)

Fig. 4. Distribution of PESQ scores (male speaker)
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speech (120 s) of schemes above are respectively 2.87, and 2.88 and 2.89. PESQ of
short speech (5 s), which are a little lower than long speech, are respectively 2.20, and
2.23, and 2.24.

For time differences, MELP, TBE and improved MELP vocoder embody the same
rule: PESQ score difference is 0.6. For improved MELP vocoder, a long speech is
useful for MVF threshold training, which makes the spectrum boundary of
voiced/unvoiced frame closer to the original speech. And there is a lot of codebook
training of vocal tract parameters in the original MELP vocoder. Long speech is
conducive to optimal codebook search, of which improved MELP takes advantage.

In actual communication, length of speech is generally about 5 min [10]. Therefore,
improved MELP coding scheme can be applied in the area with good performance.

(3) Noise robustness

Figure 5 and 6 shows PESQ scores in daily noise and military noise with SNR
15 dB to −10 dB. Because of military secrets military noise involved, only F16 cockpit
noise data is listed, similar to other military noise in noise robustness.

Data is also divided into male and female, and then scores of the synthetic speech in
different noise type are compared. It can be seen that female speech’s score is higher
than male. This is because the pitch frequency of female speech is higher. In the
frequency domain, harmonic intervals of female speech are greater than those of male
speech, so noise effect in low frequency for random scatter is relatively small.

MELP vocoder suffers the greatest impact by the noise type of babble and volvo,
while improved MELP coding scheme enhance communication quality in these noise
environments. For noise type of white and pink environment, improved MELP also
enhance score of original MELP, which verifies improved MELP has better noise
robustness. For noise type of factory1 F16 where males often appear, improved MELP
has performance advantages.

Fig. 5. PESQ in noise environment (female speaker)

50 T. Lu and X. Zhao



4 Conclusion

This paper introduces an improved coding scheme from encoder and decoder,
involving coding principle and application of the key technology, including the UVS
judgement and MVF excitation model.

Differences in performance between improved MELP coding scheme and the
original MELP vocoder are compared from many aspects: anti-noise property, coding
rate, computational complexity, and delay and space complexity. In theory the per-
formance advantage of the improved MELP vocoder is verified.

Schemes of MELP, TBE, and improved MELP are implemented in Matlab. Corpus
uses PKU-SRSC, noiseX-92, and recorded speech, including diversities of gender, age,
rate, intensity, duration, noise environmental and so on. Three coding schemes respec-
tively encode and decode speeches, give synthetic speech PESQ scores, classify/evaluate
scores, and verify the robustness of improved MELP coding scheme.
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Abstract. In mixed excitation linear prediction (MELP) vocoder incentive
model, the decision error of traditional maximum voicing frequency (MVF) al-
gorithm is relatively large. In this paper, it proposes a method to optimize MVF
algorithm. Firstly, in many MVF algorithms, considering about algorithm
accuracy, applicability and real-time, It selects the most appropriate algorithm
(cumulative harmonic scoring algorithm) for very low rate speech coder. And
then, the method optimize the definition and noise immunity of the algorithm,
which use adaptive MVF value to divided spectrum into two sub-bands. Finally,
using pitch as performance parameters of incentive model, it simulates voiced
incentive model, and compares the pitch error rate of two band excitation
(TBE) model and MELP model. A conclusion is generated that TBE model is
closer to the original speech features, and its performance is better than that of
the original MELP incentive model.

Keywords: MVF � Residual signal � Pitch � Voicing excitation model � TBE

1 Introduction

In the (very) low rate speech coding, as an important part of speech in the model,
incentive model is one of the important breakthrough. The speech model of audio
segment consists of periodic and aperiodic component. The spectrum ratio of those two
parts has two different calculation ways. One is multiband; the other is dual-band. In
the dual-band calculation, low frequency band is regard as periodic components, with
the method of impulse excitation; high frequency band is regard as aperiodic com-
ponents, with the method of noise excitation. The demarcation point of the dual-band is
called maximum voicing frequency (MVF). This way of division is closer to actual
phonetic pronunciation characteristics. Two band excitation (TBE) model can effec-
tively improve the quality of synthesized speech [1], at the same time, its performance
depends on MVF extraction accuracy.

MVF often used in harmonic and noise model (HNM) [2, 3], deterministic and
stochastic model (DSM) [4], excitation signal model and so on. In recent years, it has
sprung up a large number of MVF calculation methods, including peak valley value
(P2V) [5], the amplitude spectrum-phase spectrum [2], multi parameter correlation
method, iterative judgment method, cumulative harmonic scoring (CHS) [6, 7] and so
on. Considering the accuracy, applicability and real time performance of MVF, it is the
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most appropriate algorithm that CHS is applied to mixed excitation linear prediction
(MELP) vocoder incentive model.

Based on the peak of the energy spectrum, CHS method respectively calculate the
scoring of periodic part and aperiodic part and the weighted value from each harmonic
to this two parts. The final total harmonic score is used to filter the MVF values.

2 The Optimization of MVF Algorithm

2.1 Optimize the Definition of MVF Algorithm

Amplitude spectrum-phase spectrum method use hanning window, but CHS method
uses rectangular window. Although the rectangular window may bring side lobe
leakage, the algorithm that we use mainly focused on characteristics of main lobe. At
the same time, compared to hanning window, rectangular window’s main lobe energy
is more concentrated, so it uses rectangular window in optimized MVF algorithm.

For silent voice segment, MVF is set to 0 Hz. For the speech segment, the window
length is twice the pitch period length. Assuming each frame of the pitch period is f0,
the estimate of each frame’ MVF is mf0 (m is the largest number of harmonic). The
original speech signal is sðkÞ; k ¼ 1; 2; . . .2N þ 10 (N is pitch period length).

Ten samples before the current sample is used to predict the current sample, which
is express as below:

spre kð Þ ¼ �
X10
i¼1

ais k � ið Þ; k ¼ 1; 2; . . .; 2N ð1Þ

In order to facilitate representation, the expression of predictive value selects
negative sign. After linear prediction (LPC) treatment, residual signal (res kð Þ; k ¼ 1;
2; . . .2N) is defined as below:

resðkÞ ¼ sðkÞ � spreðkÞ ¼
X10
i¼0

aisðk � iÞ ð2Þ

As for periodic signal, its spectrum is discrete, therefore, after the discrete Fourier
transform processing, the direct component of residual signal (resðiÞ) is removed.

R kð Þ ¼
X2N
i¼1

res ið Þe�pjðk�1Þði�1Þ
N ; k ¼ 1; 2; . . .; 2N ð3Þ

Energy spectrum density is defined as: PðkÞ ¼ jRðkÞj2; k ¼ 1; 2. . .2N. It increases
the range of spectrum amplitude and makes peak features more dramatically. It is
assumed that A is an even number, then, PðkÞ; k ¼ 1; 3; . . .2N � 1 is the pitch har-
monic power components of current frame residual signal (resðiÞ); PðkÞ; k ¼ 2;
4. . .; 2N is noise power components. Because PðkÞ is a point-symmetrical with respect
to N, it only need to deal with PðkÞ; k ¼ 1; 2. . .;N, at the same time, the largest number
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of harmonic m should be determined in the harmonic power components in
k ¼ 1; 3. . .;N � 1. The normalized power function is defined as follow:

PnðkÞ ¼

1; k ¼ 1

½PðkÞþPðkþ 2Þ�=2
½PðkÞþPðkþ 2Þ�=2þPðkþ 1Þ ; k ¼ 2; 4. . .;N

PðkÞ
½Pðk � 1ÞþPðkþ 1Þ�=2þPðkÞ ; k ¼ 3; 5. . .;N � 1

8>>>>><
>>>>>:

ð4Þ

The comprehensive accumulated energy E consists of the accumulation of har-
monic energy Eh and noise energy Ea.

EhðxÞ ¼
X

k¼3;5...2xþ 1

max½0;PðkÞðPnðkÞ � Pnðk � 1ÞÞ�; x ¼ 1; 2. . .N=2 ð5Þ

EaðxÞ ¼ 2
X

k¼2x;2xþ 2...;N

PðkÞPnðkÞ; x ¼ 1; 2. . .;N=2 ð6Þ

EðxÞ ¼ EhðxÞþ bEaðxÞ; x ¼ 1; 2. . .N=2 ð7Þ

Among them, A is adjustment parameter. The scope of it generally takes to:
0.2 * 0.6 [8]. MVF is the xth harmonic frequencies when accumulated comprehensive
energy E obtain the maximum value. m ¼ x.

2.2 Optimize the Noise Immunity of MVF Algorithm

Original speech, sðkÞ; k ¼ 1; 2; . . .N, in which N is the length of pitch period, consists
of effective voice information uðkÞ and noise information nðkÞ. In the short-time signal
processing, uðkÞ is periodic signal, nðkÞ is aperiodic signal, therefore, sðiÞ is processed
with DFT, as shown below.

SðkÞ ¼
XN
i¼1

uðiÞe�j2pkiN þ
XN
i¼1

nðiÞe�j2pkiN ; k ¼ 1; 2; . . .N ð8Þ

Harmonic components are mutually orthogonal, so the energy spectrum is as
follow:

PðkÞ ¼ SðkÞj j2¼
XN0

i1¼Nx

uði1Þ2 þ
XN 00

i2¼Ny

nði2Þ2 þ
XN 000

i3¼Nz

uði3Þþ nði3Þ½ �2 ð9Þ

As is shown in the above type, N times harmonic is divided into three types of
interval: i1, i2 and i3. i1 represents a harmonic interval which only distributes effective
information. i2 represents a harmonic interval which only distributes noise information.
i3 represents an interval which distributes both effective and noise information. In the
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harmonic interval of i2 and i3, the amplitude of S kð Þ can accumulate noise information,
and the amplitude of energy spectrum will change. It will also affect the outcome when
the noises accumulate to a certain extent. As shown in Table 1, we assume that it
happens in the noise environment. N0 is the harmonic which correspond to the standard
value of MVF. E0 is comprehensive accumulated energy. In interval i1, N1 is some
harmonic and E1 is comprehensive accumulated energy. Similarly, N2 and E2 is in i2.
N3 and E3 is in i3.

The original speech signal is processed with LPC (linear predictive coding) and
inverse filtering, and then, predicting residual signal can be got. In the processing of
add noise speech, LPC can analyze and extract format, sound loudness, pitch period
and some other key messages. Inverse filter can filter high frequency noise; therefore,
residual signal is used for frequency domain processing instead of the original speech
signal. Residual signal effectively avoid some of the noise. As is shown in Fig. 1,
adding automobile noise, SNR = −4 dB, residual signal fully retain the periodicity and
peak character of the original speech without noise. However, with the loss of SNR,
time-domain signals of the original speech with noise will be seriously deformative and
noise interference will also be serious.

The anti-noise performance of modified MVF algorithm is superior to primitive
CHS algorithm. Compare the MVF values of voiced frame before and after adding
noise. For example, in automobile noise, as shown in Fig. 2, it is spectrum difference
before and after adding noise. Even under low SNR circumstance, peak characteristics
of harmonic component are still obvious. MVF of the original speech frame is
1440 Hz. MVF of the adding noise speech frame which is calculated by original CHS
algorithm is 240 Hz. However, it is 1440 Hz which is calculated by modified MVF
algorithm. It can be concluded that using residual signal, modified MVF upgrade the
anti-noise performance of the algorithm.

Table 1. Compare the differences of adding noise verdict

Comprehensive
accumulated
energy

The
largest
harmonic
number

Result of
judgment

Comment

Noise
environment
1

E1 ¼ E0 N1 Accuracy The signal is not
affected by noise

Noise
environment
2

E2 [E0 N2 Serious
miscalculation

Adding some other
harmonic components,
noise can impact
excitation signal.

Noise
environment
3

E3 [E0 N3 [N0

ðN3\N0Þ
High (Low)
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Fig. 1. Time domain waveform of voiced frame ((a) original speech signal with no noise
(b) original speech signal with noise (c) residual signal with no noise)
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To improve the anti-noise performance of modified MVF algorithm, the frequency
spectrum distribution of noise should be considered. In principle, different frequency
spectrum distribution of noise has some differences between low frequency and high
frequency. In the processing of frequency domain, when different kinds of noise are
superposed in target voice, it can be achieved by the improved MVF algorithm to
suppress noise.

The improved MVF algorithm has good noise resistance to the general background
noise, but human background noise has potential interference. When human back-
ground noise exists, UVS Judgment can be used to filter out some interference.

3 The Performance Simulation of Residual Excitation Model

The effect of motivation model, produced in vocoder, can provide the original voice
frequency and sound loudness features. It can also be termed pitch. From the point of
synthetic speech’s subjective judgment, pitch is also one of the intuitive factors to
decide the voice quality. It can directly affect the hearing feeling. For example, bass and
soprano have obvious difference on the pitch. Except for accurate pitch period, it can
effectively improve the naturalness of synthesized speech that coding pitch information
of the closer original voice and compound incentive model in the decoder. In addition,
the change of pitch directly affects the meaning expression, which is Chinese tone.
Different tones correspond to different pitch changes. In the incentive model, the
accuracy of extracting pitch corresponds to the naturalness and intelligibility of the
synthetic speech, so pitch error rate can be used to evaluate the performance of
incentive model. The accuracy of pitch is mainly manifested on the tone and volume.
Figures 3 and 4 respectively are spectrograms which are different in tone and volume.

Exciting signal of TBE and MELP can be respectively calculated from original
speech signal. The pitch of exciting signal and original speech signal can be extracted
and compared in spectrograms. As is shown in Fig. 5, TBE exciting signal and MELP
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Fig. 2. Single frame spectrum with/without noise
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exciting signal both retain the information of pitch change and four tones do not have
some confusing phenomena. However, for the voiced frame of speech segment, MELP
exciting signal just retains the periodic information under 2 kHz. The exciting signals
above 2 kHz are replaced by random signals. As is shown in the spectrogram, there are
no clear white horizontal stripes. In the spectrogram of original speech signal, speech
segments in 0.7 * 1 s, 3.2 * 3.5 s and 2.2 * 2.6 s both have periodic information
in 0 * 4 kHz. In other words, the pitches of those speech segments are at 4 kHz. TBE
model can not only accurately extract the pitch of voiced frame, but also the pitch of
devoiced frame. As an example, the devoiced frame in the vicinity of 0.5 s should
contain the third-harmonic component. TEB spectrogram has three clear horizontal
white stripes, but in the MELP spectrogram, the harmonic in sub band of 500 Hz is
intercepted and stimulated by pulse signal. It only has two horizontal white stripes,
including fundamental frequency and second harmonic. Therefore, there are some
errors in MELP exciting signals.

Comparing with the spectrograms of some different speech segments and the fre-
quency distribution of their exciting signals, the pitch error rate of TBE exciting signal
is far less than that of the MELP exciting signal in both of devoiced and voiced frames.
The fixed subband division method cannot accurately extract the pitch information of
speech signal, but the method of adaptive MVF can overcome this problem. TBE
incentive model is better than original MELP incentive model.
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Fig. 3. Spectrogram of different tones
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Fig. 4. Spectrogram of different volume

Optimization of Voiced Excitation Model by MVF Algorithm 59



4 Conclusion

Contraposing the shortcomings of MELP vocoder incentive model, in this paper, it
adopt the way of dynamic segmentation double band and implement TBE incentive
model. Firstly, CHS is chosen in many MVF algorithms, which is one of the most
suitable algorithms for very low bit-rate speech coder. Then, using residual signal to
analyze the performance of algorithms, it improve the definition and antinoise per-
formance of MVF algorithm, and put forward using pitch as a parameter of ruling the
performance of incentive model. Finally, through the simulation on the performance of
the incentive model, a conclusion can be drawn that the pitch error rate of TBE exciting
signal is far less than that of the MELP exciting signal. Therefore, TBE model is closer
to original speech features and it can effectively improve the performance of MELP
vocoder incentive model.
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Abstract. In this paper, we investigate the capacity scaling laws of
content-centric hybrid wireless networks, where users aim to retrieve
content stored in the network rather than maintain source-destination
communication. n nodes that have limited-capacity content store are
assumed to be independently and uniformly distributed in the network
area. The content store equipped in each node is used to cache contents
according to the proposed caching schemes. m base stations are regularly
placed and act as relays during the content retrieving process. We con-
sider heterogenous caching access scheme where the cached probability
of contents is different and the requested contents follow a Zipf content
popularity distribution. We present the closed form capacity formulae
for the heterogenous caching access scheme in order sense.

Keywords: Capacity · Wireless hybrid network · Content-centric ·
Cache

1 Introduction

The number of wireless users is exponentially booming day by day. The scaling
behavior of wireless networks fascinates wide interests in both academic and
industry communities. In [1], Gupta and Kumar’s ground breaking work pioneers
the scaling behavior study of wireless networks. By assuming that n nodes are
distributed independently and uniformly on a unit area, they show that the
per-node throughput capacity in random wireless networks scales as Θ( W√

n log n
),

which decreases to zero as the number of nodes goes to infinity. While in this
work, nodes can simultaneously serve as sources, destinations, and as relays for
other source-destination pairs.

To increase the capacity of wireless networks, researchers study hybrid wire-
less network which combines base stations and ad hoc mode. Liu et al. [3] first
study the scaling behavior of throughput capacity for hybrid wireless networks
under two different routing policies. Considering a hybrid wireless network com-
posed of n normal ad hoc nodes and m base stations, they show that under the
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K-nearest cell routing strategy, the per-node capacity scales as Θ(W
√

1
n log n/m2 )

when m grows asymptotically slower than
√

n; otherwise, the per-node capacity
scales as Θ(Wm

n ). Kozat et al. [5] investigate the throughput capacity of hybrid
wireless ad hoc networks with the support of infrastructures under different
assumptions. By assuming that both the ad hoc nodes and base stations are ran-
domly placed, they show that the per-node throughput capacity is Θ(W/ log n).
Recently, network content is accessed increasingly in different ways in wireless
environments. While in wireless applications, caching content objects closest
to requesters can significantly decrease the delay of content acquiring, which
could improve the throughput capacity potentially. In the academic society, by
adopting caching technique, new content-centric networking architectures such
as Named Data Networking (NDN) [11] and Content-Centric Networking (CCN)
[12] have been developed for efficient content distribution. In [2], Liu et al. study
the scaling laws of the throughput capacity of cache enabled content distribution
wireless ad hoc networks with Nearest Caching Node scheme, and Transparent
Enroute Caching scheme. In [6], they study the per-node throughput capacity of
an information-centric network when the data cached in each node has a limited
lifetime. In [7], Mahdian et al. study the throughput-delay tradeoffs in content-
centric Wireless Networks. The paper [10] presents the problem of great growth
demand for video content based on femto-like base stations which can cache the
popular content.

In this paper, we characterize the throughput capacity of content-centric
hybrid wireless networks. We assume that each node is equipped with cache
which can store content objects. Cached content objects closest to requesters can
significantly decrease the distance between the sources and destinations, which
means that the requesting nodes and its desired contents have minimum number
of hops using caching contents in the purely ad hoc mode transmissions. In our
network model, we assume that the requested content objects can be accessed
successfully in ad hoc mode transmissions in the small distance. Otherwise, if
the desired contents have not be cached, or the distance between the sources and
destinations is larger than the minimum distance, the request should be carried
out by the infrastructure mode. We consider heterogenous caching access scheme
where the probability that the jth content cached in a node is qj and the content
popularity distribution is pj , which means the probability that a typical user
request a content is pj .

The main contributions of our paper are as follows.

(1) We investigate the throughput capacity of content-centric hybrid wireless
networks under heterogenous caching access scheme and propose the closed
form capacity scaling results in order sense, respectively.

(2) We analyze the impact of system parameters such as the number of nodes,
the number of base stations, the caching probability of content, as well as the
number of content objects on the throughput capacity, which can provide
theoretical guidance for content-centric hybrid wireless network design.
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The rest of the paper is organized as follows. Section 2 presents the system
model. In Sect. 3, we derive the throughput capacity of content-centric hybrid
wireless network under heterogeneous caching access scheme. Finally, we con-
clude the paper in Sect. 4.

2 System Model

2.1 Network Model

We consider a two-tier content-centric hybrid wireless network where n nodes
(users) are distributed uniformly and randomly in the low tire, overlaid with
infrastructure with m base stations in the high tire on the surface of a torus of
unit area. The assumption of torus enables us to avoid edge effects. And for the
nodes located on an unit square, the results derived in the paper are applicable
as well. We assume each node employs the same transmission range and power.
The base stations which are regularly placed in the network divide the area
into a hexagonal tessellation. Each hexagon is named a cell which has a base
station in its center. And the infrastructure network follows the classic 7-cell
reuse model in [8]. These base stations are added as relay nodes instead of data
source or data receiver. All the base stations are connected by a wired network.
Furthermore, we assume that these base stations have unlimited bandwidth and
no power constraints in the wired network.

There is a total number of M distinct content objects in the network. We
assume each content object has the same unit size. Each node is assumed to
equip with a local cache, which can store copies of content objects. The cache
size of each node is C units of content. For the problem of caching contents not
to be trivial, it should be C < M , so that each node must select which content
objects to be cached. In addition, to have large enough memory to store at least
one copy of each content object in the network, it has to be nC ≥ M .

We adopt the Protocol Interference model introduced in [1]. A transmission
from node Xi is successfully received by node Xj if the following two condi-
tions are satisfied: (i) The distance between node Xi and node Xj is within
the transmission range r, i.e., |Xi − Xj | ≤ r; (ii) For every other node Xk that
is simultaneously transmitting over the same channel, it should be followed,
|Xk − Xj | ≥ (1 + Δ) |Xi − Xj | for some Δ > 0.

2.2 Routing Strategy and Content Access Scheme

There are two types of transmissions in the system model: ad hoc mode and
infrastructure mode. In the ad hoc mode, we use the content-centric access
scheme, where a content is requested successfully by the nearest node that has
the copies of desired content in its local cache without using any infrastruc-
ture. While in the infrastructure mode, the request is first forwarded from the
requesting node to the base station, and then to the caching node. For the sake
of simplicity but without loss of generality, the two models are as shown Fig. 1.
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Fig. 1. Illustration of hybrid wireless network architecture.

In this paper, we consider heterogenous caching content access scheme. For
the scheme, we assume a random content caching strategy where the jth content
object is cached with probability qj , 0 ≤ qj ≤ 1, j = 1, · · ·, M . Then a user
requests the jth content object according to the content popularity distribution
law pj , which follows the Zipf laws. In other words, the probability that a user
requests a file is pj . Since we have n nodes, the average number of copies of jth
content object is nqj .

In this paper, we assume channel bandwidth is W bits/second, which is
divided into ad hoc mode and infrastructure mode. i.e., the bandwidth is split
into W1 for ad hoc mode, W2 for the downlink and W3 for the uplink transmission
for the infrastructure mode, respectively. We assume that the uplink bandwidth
equals the downlink bandwidth, i.e., W2 = W3. Hence, W = W1 + 2W2.

Throughput: The per-node throughput is defined as expected number of
bits/second that can be transmitted by each node to its chosen destination.
The sum of the per-3node throughput over all the nodes in a network is defined
as the aggregate throughput of the network.

Feasible Throughput: We say that the aggregate throughput, denoted by
T (n), is feasible if there is a spatial and temporal scheduling scheme that yields
an aggregate network throughput of T (n) bits/sec.

Aggregate Throughput Capacity of A Network: We say that the aggre-
gate network throughput capacity is of order O(f(n)) bits/sec if there exists
deterministic constant 0 < c1 < +∞ such that

lim
n→∞ Prob(T (n) = c1f(n) is feasible) < 1.

And is of order Ω(f(n)) bits/sec if there is deterministic constants 0 < c2 < +∞
such that

lim
n→∞ Prob(T (n) = c2f(n) is feasible) = 1.
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3 Heterogenous Content Access Capacity

In this section, we consider heterogenous content access scheme that the ran-
dom content caching policy where the jth content is cached in a node with
the probability of qj . Then, the cooperation policy is the content objects pop-
ularity distribution, which means that the probability that a user requests
the jth content is pj . The content popularity distribution follows the Zipf
law. Hence, pj = j(−α)/Hα(M), where α is the Zipf’s law exponent. And
Hα(M) =

∑M
i=1 i−α, it is given by [13].

Hα(M) =

⎧
⎪⎨

⎪⎩

Θ(1), α > 1;
Θ(logM), α = 1;
Θ(M1−α), α < 1.

3.1 Ad Hoc Mode Throughput Capacity

For the low tier network component, n nodes are uniformly and independently
distributed on a planar torus and a total number of M content objects are
requested and cached with different probability. The local cache of each node
can store C content units. We first get the achievable lower bound by approaches
in [1], shown as follows. c′

is denote deterministic constants independent of n.

Voronoi Tessellation [4]: Given a set of n points in a plane, Voronoi tessellation
divides the network area into a set of polygonal cells. The border-line of each
region is the vertical bisector of the lines joining the points.

Lemma 1 [1]: For every ε > 0, a Voronoi tessellation has the property that
every Voronoi cell contains a disk of radius ε and is contained in a disk of
radius 2ε.

Then for n nodes, we can construct a Voronoi tessellation Vn, which satisfies
the following property:

(V1) Every Voronoi cell contains a disk of area 100 log n
n .

(V2) Every Voronoi cell is contained in a disk of radius 2ρ(n). Let ρ(n) := the
radius of a disk of area 100 log n

n .

Adjacent Voronoi Cells: Two cells are called adjacent neighbor if they share
a common point (every cell is a closed set).

We assume that the transmission range of each node is r(n), and we have

r(n) = 8ρ(n).

The transmission range permits direct communication within a Voronoi cell and
between adjacent Voronoi cells.
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Fig. 2. Illustration for calculate the probability of Li intersects Voronoi cell V .

Interfering Neighbors: Two Voronoi cells are called interfering neighbors if
there is a point in one cell which is within a distance (2 + Δ)r(n) of some point
in the other cell.

Lemma 2 [1]: When omnidirectional antennas are used by all nodes in the
network, every cell in Vn has no more than c1 interfering neighbors, and c1
depends only on Δ and grows no faster than linearly in (1 + Δ)2.

Proof: We omit the proof due to space limitation.

Lemma 3 [1]: In the Protocol Model, there is a schedule for forwarding packets
such that in every (1 + c1) slots, each cell in the tessellation Vn gets one slot
for packet transmission, and all transmissions are successfully received within a
distance r(n) from their transmitters.

Lemma 4 [9]: Based on the assumptions that there is a total number of nqj

cache copies for each content object. Thus, for any node requesting each content
object, the average Euclidean distance from the requesting node to the closest
copy of desired content object is Θ( 1√

nqj
).

We choose the routes of packets to approximate the straight line connecting
the requesting node and its closest interesting content objects. Let Li denotes
the straight segment connecting the requesting node and its closest caching node.
Under the heterogenous access content pattern, we bound the probability that
a line Li intersects a given cell V in Vn.

Lemma 5: For segment Li and Voronoi cell V , under the heterogenous content
access pattern,

P(Li intersects V and Li uses W1 transmitting packets successfully) ≤
c3( 1

qj
)

3
2

√
log n
n2 (Fig. 2).

Proof: We omit the proof due to space limitation.
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Since there is a total number of n lines {L(i, ji)}n
i=1, connecting the Xi and Yi,

the expected number of lines passing through a Voronoi cell that uses frequency
band W1 is:

E(Number of lines in {L(i, ji)}n
i=1 intersects V and

use W1 transmitting packets successfully)

≤ c2
∑M

j=1 pj

(qj)
3
2

√
log n

n
.

By using the uniform convergence in large numbers law, we have the following
two results.

Lemma 6: There is a δ(n)′ → 0 such that
P( sup

V εVn

(Number of lines Li intersecting V and Li uses W1 transmitting

packets successfully)

≤ c3
∑M

j=1 pj

(qj)
3
2

√
log n
n ) ≥ 1 − δ′(n).

Note that a cell is proportional to the number of lines passing through it,
which can handle the traffic. Since the frequency band W1 carries traffic of rate
T 0

a (n,m) bits/second of each line Li, we obtain the following:

Lemma 7: There is a δ(n)′ → 0 such that

P( sup
V εVn

(Traffic needing to be carried by cell V ) ≤ c3T
0
a (n,m)(

c3
∑M

j=1 pj

(qj)
3
2

√
log n
n )

≥ 1 − δ′(n).
Lemma 7 implies that the rate every cell needs to transmit is less than

c3T
0
a (n,m)(

c3
∑M

j=1 pj

(qj)
3
2

√
log n
n ) with high probability. This rate can be managed

by every cell if it is less than the rate available, i.e., if

c3T
0
a (n,m)(

c3
∑M

j=1 pj

(qj)
3
2

√
log n

n
) ≤ W1

c2
. (1)

Hence, we derive a lower bound on the per-node throughput capacity con-
tributed by ad hoc mode transmissions, which is shown in the following lemma
by changing Eq. (1).

Lemma 8: For ad hoc mode transmissions, under heterogenous content access
scheme, the lower bound of per-node throughput capacity with content-centric

is as follows: When qj = o( log
1
3 n

n
2
3

(
∑M

j=1 pj)
2
3 ), there is a deterministic constant

c > 0 not depending on n, Δ, or W1, such that T 0
a (n,m) = cn(qj)

3
2 W1

(1+Δ)2
√
log n

∑M
j=1 pj

bits/second is feasible with high probability, i.e., T 0
a (n,m) = n(qj)

3
2 W1√

log n
∑M

j=1 pj
.
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When qj = Ω( log
1
3 n

n
2
3

(
∑M

j=1 pj)
2
3 ), there is a deterministic constant c > 0 not

depending on n, Δ, or W1, such that T 0
a (n,m) = W1 bits/second is feasible with

high probability.
Next, we will derive upper bound on the per-node throughput capacity with

content-centric under heterogenous content access scheme.

Lemma 9 [1]: For protocol model, the number of simultaneous transmissions
on any particular channel with content-centric for the entire network is no more
than Nmax = 4

c8πΔ2r2(n) . Hence, T 0
a (n,m) ≤ c9W1

Δ2( 1
qj

)
3
2 r(n)√

n

∑M
j=1 pj

.

It has shown in [9], r(n) >
√

log n
πn is necessary to guarantee connectivity with

high probability, then we obtain T 0
a (n,m) ≤ (qj)

3
2 n√

log n
∑M

j=1 pj
.

Proof: We omit the proof due to space limitation.

In addition, T 0
a (n,m) ≤ W1, we have the following lemma.

Lemma 10: For ad hoc mode transmissions, under heterogenous content access
pattern, the upper-bound of per-node throughput capacity with content-centric

has two cases: When qj = o( log
1
3 n

n
2
3

(
∑M

j=1 pj)
2
3 ), an upper bound on per-node

throughput capacity is T 0
a (n,m) = n(qj)

3
2 W1√

log n
∑M

j=1 pj
bit/second, where c′ < +∞,

not depending on n, Δ, or W1. When qj = Ω( log
1
3 n

n
2
3

(
∑M

j=1 pj)
2
3 ), an upper bound

on per-node throughput capacity is that T 0
a (n,m) = W1.

Thus, the total traffic in ad hoc mode is π
qj

T 0
a (n,m). Combining Lemma 8

and Lemma 10, we have

Theorem 1: Under the heterogenous access pattern, the throughput capacity
of the network with content-centric contributed by ad hoc mode transmissions
is

Ta(m,n) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Θ( n
√

qjW1√
log n

∑M
j=1 pj

),

qj = o(log
1
3 n(

∑M
j=1 pj

n )
2
3 );

Θ(W1
qj

),

qj = Ω(log
1
3 n(

∑M
j=1 pj

n )
2
3 ).

3.2 Infrastructure Mode Throughput Capacity

Since the base stations divide the area into a hexagon tessellation, there exists
a 7-cell frequency reuse pattern in the infrastructure mode. We know that the
bandwidth of uplink for infrastructure mode transmission is W2 bits per second.
Thus, the throughput capacity per cell is lower bounded by 1

7W2 and upper
bounded by W2. We derive the following lemma.
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Lemma 11: Under the heterogenous access pattern, the throughput capacity
of the network with content-centric contributed by infrastructure mode trans-
missions is

Tb(n,m) = Θ(mW2).

By Theorem 1 and Lemma 11, we have the following results.

Theorem 2: Under the heterogenous access pattern, the throughput capacity
of the network with content-centric is

T (n,m) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Θ( n
√

qjW1√
log n

∑M
j=1 pj

) + Θ(mW2),

qj = o(log
1
3 n(

∑M
j=1 pj

n )
2
3 );

Θ(W1
qi

) + Θ(mW2),

qj = Ω(log
1
3 n(

∑M
j=1 pj

n )
2
3 ).

When qj = o(log
1
3 n(

∑M
j=1 pj

n )
2
3 ). According to Theorem 2, We have T (n,m) =

Θ( n
√

qjW1√
log n

∑M
j=1 pj

) + Θ(mW2). If m = Ω( n
√

qj√
log n

∑M
j=1 pj

), we can get higher

throughput capacity when W1 = 0, i.e., W2 = W/2, and Tmax(n,m) = Θ(mW ),
and therefore, if m = Ω(n), T 0

max(n,m) = Θ(W ), if m = o(n), T 0
max(n,m) =

Θ(mW
n ). If m = o( n

√
qj√

log n
∑M

j=1 pj
), we can get higher throughput capacity when

W2 = 0, i.e., W1 = W , and Tmax(n,m) = Θ( n
√

qjW√
log n

∑M
j=1 pj

), and therefore,

T 0
max(n,m) = Θ(

√
qjW√

log n
∑M

j=1 pj
) When n → ∞, then logn → ∞, and hence

T 0
max(n,m) → 0, which implies that the per-node throughput capacity dimin-

ishes as n grows. However, we can improve the per-node throughput capacity by
increasing the probability of content cached qj , as shown in Fig. 3.
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Fig. 3. We show the per-node throughput capacity for various of α vs. caching proba-
bility of each content. We assume M = 500, n = 1000.
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4 Conclusion

In this paper, we studied the through capacity in content-centric hybrid wire-
less networks under the homogeneous content access scheme and heterogeneous
caching scheme, respectively. We shown that under the homogeneous access
scheme, the throughput capacity for hybrid wireless networks is a function of
the cache size C, the number of contents M , and the number of base stations
m. And under the heterogeneous caching scheme, the throughput capacity for
hybrid wireless networks greatly depend on the caching probability qj , the con-
tent popularity pj , and the number of base stations m. We also found that the
per-node throughput capacity can scale if the system parameters satisfy certain
conditions. As for future work, we plan to investigate the multicast capacity of
content-centric hybrid wireless networks.
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Abstract. In this paper, we study a wireless communication network
in which multiple mobile users located within a public transportation
vehicle intend to send data to the serving base station. Due to the vehi-
cle penetration loss (VPL), conventional direct uplink transmission may
demand an unnecessarily high power level to reach a satisfactory com-
munication performance. To address this issue we consider establishing
cooperation among the vehicular users through the multiplexing-mode
device-to-device (D2D) communication technique before their scheduled
uplink transmissions. By these means the users can adopt simple space-
time coding to jointly deliver their data, when the transmitter-side chan-
nel state information is not available. Via analytical and simulation
results, we show that the proposed scheme can enhance the achievable
energy efficiency over the conventional uplink transmission approach.

Keywords: VPL · D2D · Energy efficiency · Space-time coding

1 Introduction

Wireless communication technologies have progressed rapidly in recent years.
Nowadays mobile Internet connections can be found almost everywhere in mod-
ern human societies. This results in significant enhancements in mobile data
traffic and also leads to great commercial profits for mobile Internet service
providers. The quality of human life and effectiveness of work have been dra-
matically improved, when people can freely browse Internet, chat with friends,
watch video, and download documents no matter whether they are staying at
home/office or travelling in cars/trains. It is widely believed that the demand
for higher data rate and better service quality will never end. The industry has
predicted a 1000-fold increase in mobile data traffic within the next decade [1].
In addition, according to the vision of the EU METIS project, 50 billion devices
will be connected to each other in the year 2020 [2]. Hence, efficiently using lim-
ited resources to establish reliable and cost-effective wireless communications to
satisfy the ever-increasing service demands becomes more and more important.

Due to the facts that mobile Internet applications have penetrated into vari-
ous aspects of human life and many people need to spend a huge amount of time
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017

X.-L. Huang (Ed.): MLICOM 2016, LNICST 183, pp. 76–85, 2017.
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in road traffic every day, it is commonly envisioned that, a typical challenging
issue in the future 5G era is to deliver data services to end users located in moving
vehicles, for example in public transportation buses. Apart from the mobility of
vehicles, the difficulty in providing satisfactory data transmissions to these users
comes mainly from an extra vehicle penetration loss (VPL) induced by the vehi-
cle metal hull, compared with normal outdoor end users. Measurements have
shown that the VPL can be as high as several tens dB [2]. Consequently a rel-
ative large transmission power level is usually desired, which would be hard for
mobile devices with limited power budget. Therefore, it is not easy to guarantee
the data communication quality for uplink transmissions.

To tackle this problem, reference [2] proposes to utilize the direct device-to-
device (D2D) communication concept (which will be an inherent part in 5G sys-
tems [3]) to establish collaborations between vehicular user equipments (VUEs)
within the same vehicle. In other words, the VUEs first share their messages
through D2D technology before sending them to the serving base station (BS).
By this means, the VUEs can form a virtual antenna array and thus can jointly
beamform their messages to the BS. It is shown that this strategy can signifi-
cantly reduce energy consumption for the VUEs without sacrificing performance.

However, to realize the above benefits, the VUEs are demanded to have
a certain level of channel state information (CSI) regarding the uplink chan-
nels. Although some practical solutions with limited signalling overhead can be
adopted to attain the transmitter-side CSI, they may not be always applicable
in all realistic systems, especially when the vehicle velocity is relatively high.
In addition, to demonstrate the potential of VUE cooperation, it is assumed
that the D2D message sharing is also conducted with transmitter-side CSI and
hence can be managed without potential decoding errors. Clearly, since the sig-
nal propagation environment inside a vehicle can be very complicated, decoding
errors at the VUEs may occur with non-negligible probability and thus would
affect the final communication performance.

In this paper, these practical issues are taken into consideration. Specifically,
we study the situation that multiple VUEs intend to send their messages to
the BS. To compensate the negative effect of the VPL, we allow two VUEs
inside the same vehicle to form a cooperation pair, by sharing their messages
through D2D communications, before the uplink transmissions start. It is known
that operating D2D communications in the multiplex mode can further improve
system spectral efficiency. Hence we allow potentially multiple VUE pairs (in
different vehicles) to reuse the uplink channel of a normal cellular user. No
transmitter-side CSI is available. If the message sharing of a cooperation pair is
successful, the two VUEs adopt the Alamouti space-time coding to jointly send
their messages. Our analytical and simulation results demonstrate that such
a D2D-based cooperative uplink transmission scheme can significantly improve
the energy efficiency compared with the conventional direct source-destination
transmissions.
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2 System Model and Transmission Process

We consider a wireless communication scenario in which several public trans-
portation vehicles are running on a road section within the coverage of a serving
BS, as illustrated in Fig. 1. Inside each vehicle, multiple VUEs intend to send
their data to the BS. In conventional uplink transmissions, the VUEs individu-
ally communicate with the BS, using two orthogonal channels (e.g. TDMA time
slots). However, it is known that when a signal travels through the vehicle hull,
a notable reduction in signal strength will be induced. Due to such a VPL prob-
lem, the message delivery process would demand a large power level to avoid
encountering poor performance. This would result in a low efficiency of resource
utilization.

Fig. 1. System model.

To address this issue, in this paper we follow the idea proposed in refer-
ence [2] and consider establishing cooperation among the VUEs. Specifically, we
require every two VUEs inside each vehicle to form a cooperation pair. Before
being activated in their scheduled uplink transmission time, the VUEs in each
cooperation pair share their messages via D2D communications. (The activities
of the D2D message exchange process, such as channel and power assignment,
can be monitored/controlled either directly by the serving macro BS or through
the assistance of a micro BS/moving relay attached on the vehicle.) In other
words, an extra channel is allocated to each cooperation pair. This channel can
be divided into two unit time or frequency slots. In each slot, one VUE sends its
data to the other. Albeit that such a D2D transmission channel can be reserved
dedicatedly for these two VUEs, observing that the VPL would dramatically
reduce signal power leakage outside the vehicle, to further exploit the D2D mul-
tiplexing gain and improve overall spectral efficiency, we consider the situation
that the message exchange of one cooperation pair in each vehicle can reuse the
uplink channel of a regular cellular user C, as displayed in Fig. 1.

Without loss of generality, we focus on one cooperation pair and denote the
messages of the two VUEs by s1 and s2 respectively. Use Pd to denote the
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transmit power of the VUEs to exchange data and use R to denote the data
rate of s1 and s2. For analytical simplicity, we consider a block Rayleigh fading
environment. (The proposed transmission scheme is applicable in other fading
environments.) Channel fading coefficients are modeled by random variables gen-
erated from complex Gaussian distribution CN(0, λ), where λ reflects the effect
of large-scale path loss (including the VPL if the signal goes through the vehicle
hull). Due to the mobility of vehicles, the channel conditions may change rapidly.
To avoid a large amount of signalling overhead, the fading coefficients are hence
estimated and known at only the corresponding receivers.

In addition, we use xc and Pc to represent the transmit signal and power
of the cellular user C. xdi

denotes the signal from other cooperation pairs that
also reuse the uplink channel of C (assume there are a total of N such pairs
and hence i ∈ {1, · · · , N}). h′

jc (resp. h′′
jdi

) is used to denote the channel coef-
ficient between C (resp. the ith interfering cooperation pair) and the jth VUE
in the considered cooperation pair. The number of superscript ′ denotes how
many times VPL would affect the signal propagation. Now for the D2D message
exchange process, denoting the received signals of the two considered VUEs by
y1 and y2 respectively, we can have

yj =
√

Pdhjksk +
√

Pch
′
jcxc +

N∑

i=1

√
Pdh

′′
jdi

xdi
+ nj , (1)

where j, k ∈ {1, 2} (j �= k), hjk denotes the channel fading coefficient between
the transmitter k and receiver j, and nj denotes the unit-power additive white
Gaussian noise (AWGN). Clearly, the second and third terms on the right hand
side (RHS) of (1) are the interference signals from C and other cooperation pairs.

Upon receiving the exchanged data, each VUE tries to carry out decoding
by treating all interference signals as noise. If the decoding processes at both
VUEs are successful, during their scheduled uplink transmission time slots, the
two VUEs utilize the Alamouti space-time coding to send their messages to the
BS using two TDMA time slots. Denote the received signals at the BS by r1 and
r2 respectively. We can have:

r1 =
√

Pag′
1s1 +

√
Pag′

2s2 + ñ1, (2)

r2 = −
√

Pag′
1s

∗
2 +

√
Pag′

2s
∗
1 + ñ2, (3)

where Pa is the transmission power of the VUEs, g′
j denotes the channel fading

coefficient between the jth VUE and the BS, and ñ1 and ñ2 are the unit-power
AWGN.

On the other hand, if any VUE cannot correctly decode the other VUE’s
message, the conventional direct uplink transmission is adopted. Each VUE uses
power Pu, which can be different from Pa in (2) and (3), to transmit its data to
the BS. The received signals are hence simply

rk =
√

Pug′
ksk + ñk, for k ∈ {1, 2}. (4)
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3 Energy Efficiency Analysis

To demonstrate that the proposed D2D-based uplink transmission scheme can
potentially improve the wireless resource utilization efficiency, in this section
we derive the expression of the system’s achievable energy efficiency, ξEE . ξEE

is defined as the average successful transmission data rate between each VUE
and the BS, in bits per unit of bandwidth by using one joule energy. In what
follows, we assume that the channel coding applied in the physical layer is suf-
ficiently strong so that the outage probability dominates error probability at
each receiver. Use Pout to denote the outage probability of each VUE, i.e., the
probability that the BS cannot correctly decode the messages from that VUE.
Then the achievable energy efficiency is calculated as:

ξEE =
(1 − Pout)R

Ptotal
, (5)

where Ptotal is the total power consumption of each VUE.
The value of Pout is dependent on whether the D2D message exchange process

is successful. Denote the probability that a VUE cannot correctly decode the
other VUE’s message by Pc. According to Eq. (1), Pc can be calculated by

Pc = Pr

{
log

(
1 +

Pd|hjk|2
Pc|h′

jc|2 +
∑N

i=1 Pd|h′′
jdi

|2 + 1

)
< R

}
. (6)

In general, it is involved to attain a closed-form expression of Pc due to the
unpredictable nature of the interference from other D2D pairs, i.e. the term∑N

i=1 Pd|h′′
jdi

|2. However, as we mentioned earlier, the VPL can dramatically
reduce signal power leakage. The power level Pd is also normally kept small,
since the cooperative VUEs are located within the same vehicle. As a result,
with high probability the interference signals from VUEs in other vehicles, which
experience two times of VPL, would be much weaker compared with the inter-
ference from C plus noise. Hence in what follows, we will omit them to simplify
the derivation of Pc. In the next section, we will show via simulations that such
a consideration does not induce much loss of accuracy because of these reasons.

Now Pc can be approximated as

Pc ≈ Pr

{
log

(
1 +

Pd|hjk|2
Pc|h′

jc|2 + 1

)
< R

}
= Pr

{
Pd|hjk|2

Pc|h′
jc|2 + 1

< 2R − 1

}
. (7)

Let X = Pd|hjk|2, Y = Pc|h′
jc|2 + 1, and Z = X

Y . The probability density
function (pdf) of X is fX(x) = 1

λdPd
exp(− x

λdPd
), where λd denotes the vari-

ance of D2D channel coefficient hjk. The pdf of Y is fY (y) = 1
λcPc

exp(− y−1
λcPc

),
where λc is the variance of the channel from C to VUEs, i.e., h′

jc. Using the
probability transformation rule [8] one can have the pdf of Z as fZ(z) =
λcPc+λcPcλdPd+λdPd

(λcPcz+λdPd)2
exp(− 1

λdPd
z). Now the outage probability Pc is calculated as
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Pc = Pr{Z < 2R − 1} = FZ(2R − 1), where FZ(z) is the cumulative distribution
function of Z. Hence Pc and can be derived as [9]

Pc = 1 − λdPd

λcPc(2R − 1) + λdPd
exp(−2R − 1

λdPd
). (8)

Therefore, the system outage probability Pout can be expressed as

Pout = (1 − Pc)
2 Pco,out +

(
1 − (1 − Pc)

2
)

Pdi,out, (9)

where Pco,out is the outage probability at the BS when the two VUEs coopera-
tively transmit their messages, and Pdi,out represents the outage probability at
the BS when the VUEs transmit their messages individually to the BS.

As we mentioned earlier, if the D2D message exchange process is successfully
carried out, the two VUEs send their messages to the BS using the Alamouti
space-time coding. The received signals at the BS can be expressed as (2) and
(3). In order to decode s1 and s2 from the received signals r1 and r2, the BS can
perform the following transform of the signals:

s̃1 =
g

′∗
1√

|g′
1|2 + |g′

2|2
r1 +

g′
2√

|g′
1|2 + |g′

2|2
r∗
2 =

√
Pa

√
|g′

1|2 + |g′
2|2s1 + n̂1, (10)

s̃2 =
g

′∗
2√

|g′
1|2 + |g′

2|2
r1 − g′

1√
|g′

1|2 + |g′
2|2

r∗
2 =

√
Pa

√
|g′

1|2 + |g′
2|2s2 + n̂2, (11)

where n̂1 and n̂2 are complex Gaussian distributed random variables with unit
power. It can be seen from the above equations that

Pco,out = Pr

{
log

(
1 + Pa|g′

1|2 + Pa|g′
2|2

)
< R

}

= 1 − exp(−2R − 1
Pa

) − 2R − 1
Pa

exp(−2R − 1
Pa

).
(12)

In addition, if any VUE cannot correctly decode the other VUE’s message,
then they individually transmit their messages. From (4) it is easy to obtain:

Pdi,out = Pr

{
log

(
1 + Pu|g′

1|2
)

< R
}

= 1 − exp(−2R − 1
Pu

). (13)

As a result, the system outage probability can be calculated by substituting
(7), (12), (13) into (9). Finally, the total power consumption is expressed as

Ptotal = Pd + (1 − Pc)
2
Pa +

(
1 − (1 − Pc)

2
)

Pu (14)

Now, the system’s achievable energy efficiency ξEE can be found by substituting
the above equations to (5).
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4 Numerical Evaluations

In this section we use simulation results to compare the proposed scheme with
the conventional direct uplink transmission. In what follows, we assume the
cell radius to be 800 m, and the distance between the road section and the BS
is 200 m. The target cooperation VUE pair is assumed to locate in the center
of the road section. For presentation simplicity, we choose C to be close to
the BS. Hence the distances from the target VUE pair to the BS and C are
both 200 m. The road section is one directional. The distance between adjacent
vehicles follows an exponential distribution, whose pdf is governed by f(x) =
θe−θx for x > 0 (the value of θ can represent the traffic density). In addition,
we consider an extreme situation in which every vehicle on the road contains
one pair of cooperation VUEs that reuse the uplink channel of C, in order
to maximize the overall usage efficiency of system resource and also study the
impact of inter-vehicle interference.

The main simulation parameters follow [10]: The bandwidth is 10 kHz and
the noise density is 174 dBm/Hz. The transmit power of C is set to be Pc = 25
dBm. The path loss between the target VUEs is set to follow the indoor model
PLd = 38.46 + 20 log10 dd dB, where the distance dd is set to be 5 m. The path
loss between C (and also other co-channel cooperation pairs) and the target
VUEs follows the outdoor model: PLo = 15.3 + 37.6 log10 do dB. Further, the
VPL is set to be 20 dB.

In each of the following figures, we plot three performance curves. The first
is termed “direct transmission” and represents the energy efficiency of conven-
tional direct uplink transmission. The other two represent the performance of
the proposed transmission strategy. In other words, before the scheduled uplink
transmission, the two target VUEs share their messages through D2D commu-
nication, being potentially interfered by C and other VUEs reusing the same
channel. In Sect. 3, we omitted the interference from other VUEs and obtained
the approach to derive the closed-form of the achievable energy efficiency. The
performance curve plotted following this derivation is termed “cooperation with
analytical results.” We also carried out simulations that take the interference
from other VUEs into consideration, in order to see how such interference actu-
ally affects system performance. The associated curve is termed “cooperation
with simulation.” The second is termed “cooperation with analytical results.”
This curve is plotted according to the analytical derivations provided in Sect. 3.

Figure 2 plots the achievable energy efficiency versus transmission data rate,
when we fix Pd = 10 dBm and Pa = 25 dBm. First consider the case with
light traffic, θ = 0.01 (i.e., the average distance between two adjacent vehi-
cles is 100 m), shown in Fig. 2(a). It can be seen that the simulation results
nicely match the analytical results. In other words, the analysis provided in
Sect. 3 can be adopted to correctly predict the performance of the considered
system. Further, within a large range of transmission rate, the proposed scheme
leads to a significant energy efficiency improvement over the conventional uplink
transmission. Note that this performance gain is achieved without extra band-
width consumption, since the D2D transmissions reuse the uplink channel of C.
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Fig. 2. ξEE versus R

Moreover, when the transmission data rate is very large, the fixed power level
is hard to support successfully transmission. Hence almost no message can be
received. Both schemes attain very small energy efficiency. Figure 2(b) plots the
case when the traffic density is high, θ = 0.1 (i.e., the average distance between
adjacent vehicles is 10 m). We can see that in this case the interference between
VUE pairs will affect the system performance. But the proposed scheme still
performs better than conventional direct transmission.
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Fig. 3. ξEE versus Pa

Figure 3 plots the similar trend as that in Fig. 2. Specifically, when the traf-
fic is low, ignoring the interference between VUE pairs does not lead to much
analytical inaccuracy. For a wide range of Pa, the proposed scheme is more effi-
cient than direct transmission. However, if Pa is too small, a large portion of the
source messages would be lost, even with user cooperation. If Pa is too large,
the outage probability at the BS approaches zero, even with direct transmis-
sion. Hence in both cases, the proposed scheme attains similar performance as
direct transmission. But it is worth noting that the parameter settings in these
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extreme cases are not sufficiently good. When Pa is small, a smaller transmission
rate should be chosen, to increase the probability of correct decoding, and when
Pa is large, the transmission should also be large to maintain a good level of
throughput. If we follow such choices, the proposed scheme would exhibits more
significant performance advantages again. Finally, when the traffic is very heavy,
the analytical result can be a little bit bias compared with the true performance.
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Fig. 4. ξEE versus Pd

Figure 4 plots the achievable energy efficiency versus D2D transmission
power. When the traffic density is low, which can be seen in Fig. 4(a), ignoring
the interference will not cause inaccuracy in Sect. 3. When Pd is small and close
to zero, it is hard to decode successfully. Thus the system is nearly equal to direct
transmission. For a wide range of Pd, by using D2D technology the VUE pair can
decode successfully and performance can obtain a better performance. When Pd

becomes larger, the probability that VUEs decode successfully is equal to one
and increasing Pd leads to waste of energy. So, the energy efficiency decreases.
In Fig. 4(b), when traffic is high, ignoring inter-vehicle interference may become
serious and hence affect the system performance.

5 Conclusion

We have proposed a D2D-based cooperative transmission scheme to improve
the uplink transmission energy efficiency for mobile users locating inside public
transportation vehicles. Specifically, before the scheduled uplink transmissions,
two such VUEs are permitted to share their messages via D2D transmission.
If the message sharing is successful, then they adopt the Alamouti space-time
coding to carry out uplink transmissions. To improve system channel usage effi-
ciency, we have considered the case that the D2D transmissions can reuse the
uplink channel of a regular cellular user. We have provided the method to ana-
lyze the system achievable energy efficiency, and used numerical results to clearly
exhibit the advantages of the proposed scheme over conventional direct uplink
transmissions.
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Abstract. In this paper, we explore the transmission linking delay technology
brings which improvement to DTN network based on CFDP in both theory and
simulation. In past research, there are mainly focused on the performance of
TCP and UDP as the transmission protocol in DTN network while they paid
little attention to CFDP protocol as a transmission layer protocol which is below
bundle layer. By a new data automatic retransmission mechanism, the perfor-
mance of transmission link is strengthened in situation of high error reliable
transmission rate. In the simulation, we compared the difference of file trans-
ferring delay, proportion of data which successfully reached, the effective data
rate and date rate between normal mode and forwarding mode based on CFDP
in DTN relay link.

Keywords: DTN � CFDP � Automatic retransmission � High error rate � High
transmission delay � Bundle layer

1 Introduction

In deep space exploration, the traditional point to point communication technology has
developed to a bottleneck. There is a trend to use the transmission linking relay
technology in the future deep-space communication systems. In recent years, with the
development of network technology and the increasing demand for people to use,
emerges a class of new network. In such networks, the capacity of nodes is low, and the
networks are often disconnected and the delay of data round-trip is long. In this
context, tolerate network delays (Delay/Disrupted Tolerant Networks, DTN) came into
being. Studying this kind of restricted network and data link systems thinking are
important.

The propagation delay of the ground and space DTN rises from tens to hundreds of
milliseconds to tens of milliseconds to tens of seconds or even longer. In terms of
routing, buffer, congestion avoidance and control problems, the TCP protocol for the IP
network on the ground is not suitable for the asymmetric DTN network and the
uplink/downlink. Due to the congestion of the reverse response link, such as slow start,
TCP is widely verified not suitable for the link whose asymmetric rates over 50:1. DTN
network hopes the transmission protocol can transmit data with different network
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coverage. Overlay may be the most beneficial to the intermittent and short time of the
network connection, so that the DTN nodes can transfer a large number of data as much
as possible.

This paper is based on the relevant ideas of the following protocols, the interstellar
transmission protocol (TP-Planet) is one of the early ideas for the reliable data trans-
mission of deep space links. The main function of Planet - TP is the control way of
congestion detection and processing. In addition, Planet - TP is used to deal with power
outage, delay of SACK policy and the bandwidth asymmetry. Based on the rate of the
increase in the product type (AIMD algorithm) congestion control, its operation
depends on the congestion detection mechanism. However, at least in the current, deep
space communications in the prearranged management procedures in the static oper-
ation, congestion control is not really needed, covering deep space connection of the
flow multiplexing technology does not exist.

Space communication protocol standard transport protocol (TP-SCPS) is proposed
by the Spatial Data System Advisory Committee (CCSDS) for the development of
space communications. TP - SCPS is based on the widely used transmission control
protocol (TCP) and a number of modifications and extensions to the deep space
communication link constraints set.

Interstellar reliable communication protocol (RCP – Planet). RCP – Planet’s
detection rate control and data packet forward error correction resolve link congestion
and error rate together. RCP – Planet also deployed a blackout status program and
ACK for FEC, to detect the asymmetry of the link. RCP – Planet’s main target is to
transport the real-time application of data to ground, satellite or spacecraft and other
nodes.

Deep space transmission protocol (DS-TP) is a transport layer protocol, this pro-
tocol is based on rate, hybrid quick response strategy and double automatic retrans-
mission, the transmission efficiency is 2 times faster than the traditional protocol. DS –

TP transmits data in the case of predictable and scheduled line speeds, using the
principle of one hop, store and forward mail to control the current space communi-
cations and ease congestion avoidance and control requirements.

LTP protocol is a point to point protocol for the application of DTN overlay. LTP
can send anonymous data blocks, and introduced through each data block is divided
into two parts of the local reliability point of view, the “red” section is reliable and the
“green” is unreliable. Besides, while the receiving terminal receives explicit request of
the red section of data, it sends concise receive reply Report.

2 Simulation Scenarios

As the Fig. 1 showed, the deep space communication simulation scene can be sim-
plified to the communication between the three nodes, the transmitting node, relay node
and receiving node. Traffic in the network is transmitted to the receiving node by the
sending node, and it is not a hop. By the experiment platform based on C language in
Linux, we design node model and process model to achieve different forward behav-
iors. On the basis of this, two kinds of transmission performance are compared.
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3 The Transmission Model Based on CFDP

The transport mechanism for storage and automatic forwarding of redundant data with
the new automatic retransmission mechanism is based on CFDP. The source node of
the file to be transmitted is divided into several sections, each section forming a
protocol data unit. First send metadata package, containing the file name, file size,
source and destination ID and other information. But it and most of the data unit, there
is no confirmation, that the sender does not need to wait for the receiver to return
confirmation information, whether metadata packet is successfully received or not, the
sender will be issued after the metadata packet data continues to transfer files unit. That
is the sender and the recipient does not need a handshake can start transferring files,
which will save a lot of time in deep space. Each data unit header are marked active ID.
If the recipient receives a file labeled with the new ID data unit represents a new file
transfer begins. Each data unit also contains a special field, which indicated the data
unit carried by the contents of the file start and stop bits, the data unit sequence by
checking the recipient has received it can determine which data units sent failed.
Simultaneous retransmission ensure the reliability of the information (Fig. 2).

DSN

Mars relay orbiter Earth-orbiting relay spacecraft
Inter-spacecrafts relay path

Primary delay path

Secondary delay path

Fig. 1. Simulation scenarios.
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Fig. 2. Schematic view of the transport mechanism
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The forwarding node could storage data elements at first by the transmission of data
elements from the sender to the relay terminal. Feedback EOF and the corresponding
lost package NAK which marked the sequence information of retransmission data
elements by the specific domain will be transmitted when the relay terminal received
the sender file confirmation EOF, but when there is no data elements missing data, it is
empty. Then the interaction between the sender and the relay terminal will begin to
work for the purpose of data retransmission from the sender to relay terminal. Relay
terminal keep sending after receiving data elements. When relay terminal accept
EOF ACK sent to the receiver, relay terminal begin with the data elements interaction,
start the second phase of data retransmission work. Application of automatic retrans-
mission mechanism, when transmitting data error will send negative confirmation.
Each NAK information indicates the start bit file area should the end bit of the other
area that before NAK information indicates.

First, it needs some instructions on variables to estimate two rounds of interaction
time of this model. Assumptions for file transfer in the of data elements (PDU) number
(including the MPDU) is N, LPDU is the length of each PDU, Pe is link error rate, LEOF

is the length of the EOF PDU, Ttran represents a single link transmission delay, TPDU

represents the time needed for transmitting PDU, TACK represents the time needed for
transmitting NAK, TEOF represents the time needed for single link transmitting EOF,
TACK�EOF represents the time needed for single link transmitting ACK-EOF, TD�EOF is
the transmission time of EOF, PePDU represents the two links PDU error probability,
PeEOF represents the probability of transmission error of EOF, PeNAK represents the
probability of transmission error of NAK. The length and the BER of all PDU are
same. Also the length and the BER of all NAK are same. So the probability of errors
that single link PDU occurs PePDU and the relationship between PeEOF and bit error rate
Pe is

PePDU ¼ 1� ð1� PeÞLPDU ; PeEOF ¼ 1� ð1� PeÞLEOF ð3�1Þ

Expectations for the Tinc is

E Tincð Þ ¼ 2N � TPDU þE TD�EOFð Þ ð3�2Þ

Set E gEOFð Þ is the number of the sender sends a total EOF when receiver suc-
cessfully received EOF, so that we can know the expectation for E gEOFð Þ is

E gEOFð Þ ¼ 2
X1
i¼1

1� PeE0Fð ÞiPi�1
eEOF ¼ 2 1� PeEOFð Þ

X1
i¼1

iPi�1
eEOF ¼ 2

1� PeEOF
ð3�3Þ

Suppose Ttimeout�EOF is a retransmission time for EOD PDU, so

Ttimeout�EOF ¼ 2Ttran þ TACK�EOF ð3�4Þ

So the expectation for the transmission time of EOF can represented as
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E Tincð Þ ¼ ð2þ 2PeEOFÞTtran þ 2TEOF þ 2TACK�EOF

1� 2PeEOF
ð3�5Þ

The expectation of Tinc can be obtained to get (3-5) into the Eq. (3-2)

E Tincð Þ ¼ 2N � TPDU þ ð2þ 2PeEOFÞTtran þ 2TEOF þ 2TACK�EOF

1� 2PeEOF
ð3�6Þ

Suppose the transmission number of entire Tdef period in two links are M1 and M2.
Then, after N PDUs data packets through the Tinc stage, the expectation for 2N

0
which

is the number of PDU that still need transmission interaction is

E 2N
0

� �
¼

X1
i¼0

Ci
N 1� PePDUð ÞN�iPePDU

2iþ
X1
i¼0

Ci
NPePDU

1� PePDUð ÞNPePDU�iPePDU
2i

¼ N � PePDU þN � PePDU þN � P2
ePDU ¼ N10 þN20

ð3�7Þ

After entering Tdef stage, we had to consider the probability of error of NAK PeNAK ,
therefore, the single link failure PDU interaction probability at Tdef stage is

Pef ¼ 1� ð1� PePDUÞð1� PeNAKÞ ð3�8Þ

The total number of packets required for the interaction at Tdef stage is 2N
0
, From

the above formula, we need to know the expectation for retransmission number of
interactions when N10 þN20 packets interaction is complete.

Suppose N
0
i is the expectation for the number of packets after i times retransmission

interaction still remaining retransmission, there is

N1
0
i ¼ N1

0 � Pi
ef N2

0
i ¼ N2

0 � Pi
ef ð3�9Þ

Suppose after M11 times transmission interaction, N1
00
is the expectation for the

number of remaining packets after times retransmission interaction. M11 satisfies the
following two relationship

N1
00 ¼ N1

0 � PM11
ef � 1 N1

0 � PðM11�1Þ
ef � 1 ð3�10Þ

Then, the expectation for the remaining packet number of transmission finished
M12 is

M12 ¼ N1
00 � 1

1� Pef
ð3�11Þ

So you can find the expectation for the number of retransmission interaction that
N1

0
packets retransmit for the entire Tdef period.
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Known the number of retransmission interactions in the first phase of the link Tdef
period M. In every single link exchange process, the interaction phase delay of the first
link i times interaction is

Tspurt ið Þ ¼ TNAK þNi � TPDU þ 2Ttran ð3�12Þ

The delay of entire retransmission stage consist of M times interaction delay and
TACK�EOF , there is

Tdef ¼ TACK�EOF þ
XM
i¼1

Tspurt ið Þ ¼ TACK�EOF þM TNAK þ 2Ttranð Þþ ð
X1
i¼1

NiÞTPDU

The number of packets which need to retransmit at Tdef stage is N
0
, the N

0
PDUs

come from the packets which resent in the interactive stage and passed the channel
which error rate is PePDU , there is

Eð
XM
i¼1

NiÞð1� PePDUÞ ¼ N
0 ð3�13Þ

Therefore the expectation for the time of retransmission stage is

EðTdef Þ ¼ TACK�EOF þEðMÞ TNAK þ 2Ttranð ÞþEð
XM
i¼1

NiÞTPDU ð3�14Þ

The expectation for the entire time Tfile is

EðTfileÞ ¼ EðTincÞþEðTdef Þ ð3�15Þ

4 Simulation and Analysis

4.1 The Relationship Between File Transmission Delay and Packet Loss
Rate

Form the Fig. 3 we can see that the network communications situation of two models is
similar when the packet loss rate is low. And in this case the file transfer delay of store
and forward mode and non-store and forward mode is basically same. When loss rate of
channel a and channel b increases, that is when the communication conditions getting
closer to of deep space communication, the gap of two modes delay in increasing. So
the store and forward mechanism has a strong research value when the packet loss rate
as high as deep space is.

Next, we will do a comprehensive analysis of total transfer delay from the theo-
retical and practical measured data (Tables 1 and 2).

The situation of the relay node to receiving node is same to sending node to relay
node. Therefore, the total delay of store-and-forward mode is
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Tfile � Tfile0 ¼ 36:4675s

In theory, Tfile � Tfile0 is 35.8457 s. The output of simulation is equal to theoretical
analysis. The total delay of Store-and-forward mode is shorter than the delay of
non-store-and-forward mode.

4.2 The Relationship Between File Transmission Delay and Channel
Delay

When the channel delay of link a and link b is different, we measured the total delay of
sending data packets of the platform. Each data was measured ten times and then we
get the average of these data. The Fig. 4 is the result of the measurement.

When the channel delay is 0 s, two modes are same. When the channel delay
reaches 1 * 2 s, the differences between the two models become clear. With the delay
further increasing, the total delay of forwarding mode is better than normal mode.
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Fig. 3. The file transfer delay of two models in different packet loss rate

Table 1. Retransmission times (n) and the arrival probability (p)

n 0 1 2

p 0.64 0.36 � 0.64 = 0.2034 0.362 � 0.64 = 0.0829
n 3 4 5
p 0.363 � 0.64 = 0.0299 0.364 � 0.64 = 0.0107 0.365 � 0.64 = 0.0037

Table 2. The probability of retransmission from sending node to relay node

n 1 2 3 4

p 0.16 0.032 0.0064 0.00128
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We set the channel delay is 10 s and do a theoretical analysis.
Non-store and forward

T 0
file � T 0

file0 ¼ 50:3582s

Store and forward

Tfile � Tfile0 ¼ 29:4839s

The output of simulation is equal to the result of theoretical analysis.
In the Table 3, the packet loss rate is 20%.

4.3 The Relationship Between Data Transferring Rate and Packer Loss
Rate

When the packet loss rate of link a and b is different, we measured the total rate of
sending data packets of the platform. Each data was measured five times and then we
get the average of these data. The Fig. 10 and Fig. 11 is the result of the measurement.

From the Fig. 5 we can see that, when the channel delay time is 1 s and packet loss
rate is 0%, the total data transfer rate of store and forward mode is slightly higher than
the normal mode. With the packet loss rate gradually increasing, the data transfer rate
of store and forward mode total declined slightly, but remained equal to the normal
model. When the channel delay time is 1 s and packet loss rate is 0%, the effective
transfer rate of store and forward mode is consistent with the normal model. With the
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packet loss rate gradually increasing, forwarding mode based on CFDP has a better
performance than the normal mode (Table 4).

When the packet loss rate of link a and link b is 20%, the number of the data
package which had been transferred in normal model is 1199, while in the store and
forward mode is 850. In 4.1, the transfer delay is analyzed when the packet loss rate is
20%. So,

VN ¼ 15234 byte=s

VS ¼ 14516 byte=s

The actually measured data is basically same to theoretical analysis. The rate of
data transmission of two model is the same.

In the same case, the number of valid data packet which had been transmitted of
both in normal model and forwarding mode based on CFDP is 600. Then we can get

VN ¼ 10169 byte=s

VS ¼ 8180 byte=s

Table 3. Retransmission times and remaining packets

Retransmission
times

Sent packets (normal mode, packet
loss data is 20%)

Remaining packets (packet loss
data is 20%)

0 384 200
1 138 40
2 50 8
3 18 2
4 6 0
5 3 0
6 0 0
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5 Conclusion

In this paper, we explore what improvement that link forwarding technology brings to
transmission in DTN network based on CFDP. By using new redundant data automatic
retransmission mechanism, the effectiveness of reliable transmission in links of high
error rate has strengthened. The comparison between the two modes is as shown in
Table 5.

In bundle layer, the forwarding node was changing toward destination node by
reliable protocol of transmission layer and store and forward technology. The moving
of forwarding node minimize the potential of forwarding hops, the additional load on
the network caused by retransmission of information and the total time of a reliable
transmission bundle to its destination. This improvement has enhanced the link which
has a long delay or decay. In the links which have a large decay, forwarding node
retransmission needed less retransmission than sending node retransmission (linear
growth vs exponential growth associated with the number of hops). When the link is
unreliable, store and auto-forwarding mode has better reliability and validity than
normal. This advantage is mainly because that the responsibility of retransmission
moves from the source node to the destination node. This model divides the long length
of the propagation path into short length path and long delay path into short delay path

Table 4. Retransmission times and remaining packets

Retransmission
times

Sent packets (normal mode, packet
loss data is 20%)

Remaining packets (packet loss
data is 20%)

0 600 600
1 984 800
2 1122 840
3 1172 848
4 1190 850
5 1196 850
6 1199 850

Table 5. The comparison between the two modes

Transmission Delay
(Same channel delay)

Transmission Delay
(Same packet loss rate)

Data Arrival
Proportion

Normal Mode high high low
Forwarding Mode
based on CFDP

low low high

Total Data Transferring
Rate

Effective Data
Transmission Rate

Normal Mode slightly high low
Forwarding Mode
based on CFDP

slightly low high
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by hops. And this model assigned the responsibility to whole forwarding nodes instead
of source node and destination node. Above all, this kind of transmission node based
on CFDP has a better transferring performance in DTN network.
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Abstract. A multiple relay selection scheme for underwater acoustic cooper-
ative communication is proposed. In the scheme, the steady-state mean-square-
error (SMSE) of each relayed path is used to order the relays, and then the relay
with smaller steady-state mean-square-error (SMSE) value will be more pref-
erential to participate in cooperation. Simulation results demonstrate that the
proposed scheme can adaptively select the number of relay nodes to cooperate
by the threshold, and it has a lower bit error rate (BER) compared with existing
counterparts.

Keywords: Underwater acoustic cooperative communication � Multiple relay
selection � Steady-state mean-square-error

1 Introduction

In the past few years, underwater acoustic communication (UAC) has received extensive
attention due to emerging applications, including seafloor resource exploration, marine
observation, offshore oilfield monitoring, submarine communication, marine data col-
lection, pollution monitoring, seismic observation, marine traffic and transport, tactical
surveillance applications, and port safety in many others ocean observation [1]. How-
ever, distinct characteristics of UAC, like, large propagation delay, limited bandwidth,
highly dynamic topology, and serious multipath spread introduce new challenges to
design reliable and efficient communication protocols [2, 3].

Cooperative communication, which can promise significant performance gains with
respect to the capacity of system, communication reliability and spectrum utilization,
have attracted growing interest from UAC researchers. The concept of the cooperative
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communication has been employed to UAC in some recent papers [4–11]. It will not
only increase the complexity of the system, but also affect the overall performance if all
the relay nodes are used to cooperate. Thus the relay selection is very important in the
research of underwater acoustic cooperative communication (UACC). An asynchronous
relaying protocol tailored for UAC is proposed in [9], this method only selects the relay
with the maximal effective SNR to forward signal while other relay nodes keep quiet. In
[10], relay selection method according to propagation delay for UACC has been dis-
cussed. First, the scheme evaluates the propagation delay of each path, and then the relay
with the minimum-delay-difference will be selected by comparing the propagation delay
of relays with direct path. In [11], two kinds of relay selection schemes are considered.
One uses the SNR to select the relays. In this scheme, the relayed path with maximum
SNR will be given priority to cooperate. And the other is based on the minimum
probability of error (PoE). The aforementioned schemes [9–11] require that the channel
state information (CSI) is known. However, the CSI of underwater acoustic channel is
difficult to be obtained. Furthermore, these schemes are all single relay selection
(SRS) schemes, so the diversity gain they provide is limited.

In this paper, we put forward a multiple relay selection (MRS) strategy for UACC
based on steady-state mean-square-error threshold (SMT), which does not need the
channel state information. In the proposed MRS-SMT scheme, the steady-state
mean-square-error (SMSE) is used to order the relays. One or multiple relay can be
sequentially selected out from L relays according to the relay ordering. The proposed
scheme can meet the performance of system conveniently by set a proper threshold.

2 System Model

The structure of the underwater acoustic cooperative communication system is shown in
Fig. 1. It contains a source node S, L amplify-and-forward (AF) relay nodes Ri

L
i¼1

�� and a
destination node D. We assume that all relays are half-duplex. That means they cannot
transmit and receive simultaneously in the same frequency band. As usual, the com-
munication between source and destination occur in two phases. In the first phase, S
broadcasts to relay nodes and the destination nodeD, we call this the broadcast phase. In
the second phase, the selected Lc 0� Lc � Lð Þ relay nodes sequentially transmit the
amplified signal of the source node to D, this is usually referred to as the relaying phase.

We consider that the system works in shallow sea, every distinct may include a
dominant component and a number of random sub-eigenpath components, so the
channel between each node can be modeled as Rice fading channel as follows [12–15]:

hiðnÞ ¼
XMi

k¼1

Ai;kdðn� si;kÞ ð1Þ

where i 2 fSD; SR1; � � � ; SRL;R1D; � � � ;RLDg, si;k is the path delay, Ai;k is the nor-
malized amplitude of the signal in the propagation path of k, and Ai;k obey the Rice
distribution. Only a small amount of Ai;k is not equal to zero in the light of the sparse
characteristic of the underwater acoustic channel.
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During the broadcasting phase, the signals which obtained at the relay and the
destination terminal are expressed by

rSRi ¼
ffiffiffiffiffi
PS

p � hSRi � xþ nSRi ð2Þ

rSD ¼ ffiffiffiffiffi
PS

p � hSD � xþ nSD ð3Þ

where i 2 f1; � � � ; Lg, PS is the signal transmission power, hSD, hSRl are parameters of
the channels S ! D and S ! Ri, respectively. x is a transmitted signal with unit
energy, nSRiðtÞ, nSDðtÞ are independent zero mean circularly symmetric additive white
Gaussian noise with variance r2j for the channel S ! Ri and the channel S ! D,
respectively.

During the relaying phase, the amplified signal which is transmitted by relay node
Ri at the destination terminal is given by:

rRiD ¼ ffiffiffiffiffiffiffi
PRi

p � hRiD � bRi
� rSRi þ nRiD ð4Þ

where PRi is the transmission power of relays, nRiD is additive Gaussian noises, bR is
the amplifying factor of Ri. bR can be defined as follows:

bRi
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PRi

hSRij j2PS þ r2j

s
ð5Þ

Frequency-domain equalization (FDE) has been used for received signal of each
path, so the SMSE of each path can be calculated. The specific receiver structure of
FDE is shown in Fig. 2. The SMSE of each path is expressed by

SMSEi ¼ E dn � ynj j2
h i

¼
Pn

l¼1 e
2
l

n
ð6Þ

S D

cL
R

2R

1R

LR
Not Selected

Selected

Source Destination

Relays

Fig. 1. UACC transmission system
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where dn is the desired signal, en ¼ dn � yn is error signal, i denotes ith branch,
i 2 SD;R1D;R2D; � � � ;RLDf g.

3 Proposed Multiple Relay Selection Scheme

The multiple relay selection strategy for UACC based on SMSE is described in this
section. In the implementation process, the role of the direct path is considered. In
addition, the SMSE of each relayed path is ordered, and the relay with minor SMSE
value will be given priority to participating in the cooperation. The first Lc 1� Lc � Lð Þ
relays will be selected when the combined SMSE performance index of the direct path
and the Lc relayed paths exceeds a preset threshold Cth for the first time. The threshold
Cth can be chosen according to the requirement of system. The combined SMSE
performance index Cc is given by:

Cc ¼ Csd þ
XLc
i¼1

CRi ¼
1

SMSEsd
þ

XLc
i¼1

1
SMSEi

ð7Þ

where Csd ¼ 1=SMSEsd , CRi ¼ 1=SMSEi, SMSEsd and SMSEi is the SMSE of the direct
path and Ri relayed path, respectively.

Figure 3 shows the process of MRS scheme based on SMSE. First, we set a preset
threshold Cth, and the destination D receives the signal sent by the source node S. Next,
all relays are listed in descending order by CRi , the first relay (denoted as R1) is chosen
to participate in cooperation in the first time slot of the relaying phase. Then, the
combined SMSE performance index of the first relayed branch and the direct branch is
calculated. If the combined SMSE performance index exceeds threshold Cth, i.e., the
communication quality can meet the requirement of system, no more relays are chosen.
Otherwise, the scheme selects remaining relays to cooperate in subsequent time slots
one by one until the cumulative SMSE performance index exceeds Cth. The worst case
is that all L relay nodes are chosen. This strategy can also be modeled as follow:

Cc ¼

Csd þCR1 ; Csd þCR1 �Cth

Csd þ
PLc
i¼1

CRi ; Csd þ
PLc
i¼1

CRi �Cth and Csd þ
PLc�1

i¼1
CRi\Cth

Csd þ
PL
i¼1

CRi ; otherwise

8>>>><
>>>>:

ð8Þ

The MRS-SMT scheme can adaptively choose the number of relays according to
the threshold. And the average number of chosen relay nodes �Lc is expressed as:

FFT
Multiply by M
equalizer
coefficients

IFFT
Detect and
decode

Data out
received signal

ny{ }

Fig. 2. The structure of FDE
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�Lc ¼
XL
i¼1

i PrðLc ¼ iÞ ð9Þ

where PrðLc ¼ iÞ is given as:

PrðLc ¼ iÞ ¼

Pr Csd þCRi �Cthð Þ; i ¼ 1

PrðCsd þ
PLc
i¼1

CRi �Cth;

\ Csd þ
PLc
i¼1

CRi\Cth

� �
Þ; i 2 f2; . . .; L� 1g

Pr Csd þ
PL
i¼1

CRi\Cth

� �
; i ¼ L

8>>>>>>>>><
>>>>>>>>>:

ð10Þ
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Fig. 3. Flow diagram of MRS scheme based on SMSE

Multiple Relay Selection Scheme for UAC Based on SMSE 101



4 Simulation Results

In order to evaluate the capability of the MRS-SMT scheme, the emulation results have
been given and analyzed in this section. QPSK is used as the modulation mode in our
simulation study. The same power is assumed to be given to all nodes. In addition,
frequency domain adaptive equalization based on LMS algorithm is used for each path.
The bit error rate (BER) performance of different thresholds for UACC system can be
seen in Fig. 4. Threshold 1 and threshold 2 are 103 and 5� 103, respectively. It is clear
that the higher the threshold is, the lower the BER performance becomes. Meanwhile,
the performance of the system with higher threshold is better as we expect. It
demonstrates that the performance of system can conveniently be met by setting a
proper threshold.
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Fig. 4. The BER performance of different thresholds

Under the condition of SNR ¼ 10 dB, Fig. 5 describes the effects of different
threshold on the average number of chosen relay nodes. L ¼ 4; 7; 10 mean that the
number of potential nodes in the system are 4, 7 and 10, respectively. With the increase
of threshold, the requirement of the system goes higher, and the average number of
relay nodes increases. The number of relay nodes is no longer increased when the
threshold value is high enough, meanwhile, all relay nodes have been selected. That is,
the number of relay nodes can be chosen adaptively by the threshold.

Figure 6 shows the BER performance of different strategies. As seen from the
figure, the BER performance of the MRS scheme and all SRS schemes are better than
the no-cooperation scheme. This is because the MRS scheme and all SRS schemes get
the diversity gain through the cooperation of relays. In addition, the BER performance
of the SRS based on the minimization of SMSE is close to the SRS schemes based on
the minimization of delay, the maximization of SNR and the minimization of proba-
bility of error (PoE). It is also obvious that the performance of the scheme we proposed
is better than the existing SRS schemes. This is because the scheme we proposed can
improve the diversity gain.
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5 Conclusions

This paper presented a MRS scheme for underwater acoustic cooperative communi-
cation based on SMSE. The effects of the threshold and the BER performance have
been analyzed respectively. This scheme can meet the demand of system conveniently
by a proper selection of the threshold. The relay nodes can adaptively be selected
according to the SMSE of each path. Furthermore, it is not required to assume that the
perfect and complete channel state information is known. Simulation results have
shown that the MRS strategy we proposed is effectiveness and feasibility, and it can
obtain better performance than existing methods.
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Abstract. This paper presents a serial time-division-multiplexing
multi-user MIMO system for the chip level space-time coding scheme
based on three dimensional complementary codes (3DCCs). In such a
3DCC-based MIMO system, the spread signals corresponding to differ-
ent element sequences of a 3DCC are transmitted in different time slots
in a series way. A “Diversity/Multiplexing Controller” is designed to
control the transmit spatial diversity and multiplexing gains according
to different channel conditions. Both the theoretical analysis and the
computer simulation will prove the capability of the proposed system to
eliminate multi-path and multi-user interference compared to the tradi-
tional multiuser MIMO solutions.

Keywords: Multi-user MIMO · 3D complementary code · Chip-level
space-time coding · CDMA

1 Introduction

As an effort to integrate multiple-input multiple-output (MIMO) and code divi-
sion multiple access (CDMA) techniques, a kind of chip level space-time coding
scheme (CLSTC) is proposed [1], which employs direct sequence spreading to
serve users for multiple access and antenna separation simultaneously in MIMO
systems with the help of special complementary codes (CCs), or three dimen-
sional complementary codes (3DCCs).

3DCCs are an evolutional version of complementary codes [2] to provide the
orthogonality not only among users to achieve code division multiple access,
but also among different antennas in a MIMO system to achieve space diver-
sity/multiplexing gains, in order to offer a new paradigm integrating multi-user
and multi-antenna techniques to facilitate system optimization.
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In order to offer orthogonality in time-frequency-spatial three fields, the con-
struction of 3DCCs is an extremely challenging issue and a new attempt. In [3]
and [4], two construction methods have been proposed to show the feasibility
to construct such codes. The design of CDMA systems based on classic comple-
mentary codes have been well studied [5,6]. However, few system design or per-
formance analysis of 3DCC-based MIMO system are present till now. The main
contribution made in this paper is to present a serial time-division-multiplexing
chip-level space-time coded multi-user MIMO system. In such a 3DCC-based
MIMO system, the spread signals corresponding to M element sequences of a
3DCCs are transmitted in different time slots in a series way. Additionally, a
“Diversity/Multiplexing Controller” is designed to control the transmit spatial
diversity and multiplexing gains according to different channel conditions. Based
on attractive correlation properties of 3DCCs, this paper analyzes the elimina-
tion of multi-user interference (MUI) elimination and diversity gains of such
3DCC-based MIMO system. Finally, the simulated bit error rate performance
comparison with traditional multi-user MIMO system will proof the benefits of
the proposed 3DCC-based MIMO system on MUI- and multi-path interference
(MPI)-resistant performance.

2 Definitions and Code Construction

2.1 Three Dimensional Complementary Codes

Let G(K,A,M,N) be a family of 3DCCs, which contains K 3DCCs denoted
as G

(k), k ∈ {1, 2, · · · ,K}, and K is the family size. Each 3DCC contains
A sub-2DCCs, G(k,a), with the same flock size M and code length N , where
A is the number of transmit antennas used by the transmitter. Each sub-
2DCC G(k,a) contains M element sequences g(k,a)

m with the same code length
N , m ∈ {1, 2, · · · ,M}, and M is the flock size (which determines the num-
ber of element codes used by the same user). Therefore, G

(k) can be viewed
as a three-dimensional code array, and we have G

(k)(:, :, a) = G(k,a), G(k,a)

(m, :) = g(k,a)
m , and g(k,a)

m (n) = g
(k,a)
m,n , where k ∈ {1, 2, · · · ,K}, a ∈

{1, 2, · · · , A}, m ∈ {1, 2, · · · ,M}, n ∈ {1, 2, · · · , N} and g
(k,a)
m,n ∈ {1,−1}.

Generally, A determines the number of transmit antennas of a MIMO system
and the family size K determines the user capacity of such a system. G(k) is
assigned to user k as its signature code and space-time code. The flock size M
determines the number of independent sub-channels required to implement a
3DCCs-base MIMO-CDMA system, and the independent sub-channels can be
separated by different sub-carriers or time slots.

2.2 Complementary Correlation and Perfect 3DCCs

Aperiodic correlation, also called partial correlation, will be considered in this
paper, because the aperiodic correlation property of spreading codes is more
general in system performance evaluation than the periodic correlation property,
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due to the fact that a periodic correlation function can always be decomposed
into two partial correction functions. Therefore, if we have ideal partial correction
functions for a code, we can always ensure ideal periodic correlation functions
for the same code as shown later.

For any two sequences of length N , a = {a1, a2, · · · , aN} and b =
{b1, b2, · · · , bN}, the aperiodic correlation function ψ(a,b; τ) with positive rela-
tive delay τ is defined as

ψ
(
a,b; τ

)
=

N−1−τ∑

n=0

anbn+τ , 0 ≤ τ ≤ N − 1. (1)

The correlation properties of 3DCCs are characterized by the complementary
aperiodic correlation function, which is calculated as the sum of the aperiodic
correlation functions of all element codes with the same delay τ , or

ρ
(
G(k1,a1),G(k2,a2); τ

)
=

M−1∑

m=0

ψ
(
g(k1,a1)

m ,g(k2,a2)
m ; τ

)

=
M−1∑

m=0

N−1−τ∑

n=0

g(k1,a1)
m,n g

(k2,a2)
m,n+τ , 0 ≤ τ ≤ N − 1, (2)

where k1, k2 ∈ {1, 2, · · · ,K} and a1, a2 ∈ {1, 2, · · · , A}.
A family of 3DCCs should provide the orthogonality among the signals from

both different users and different antennas in order to achieve spatial diversity
and/or spatial multiplexing along with orthogonal multiple access in multipath
asynchronous communications. Therefore a perfect family of 3DCCs should sat-
isfy the following three constrains:

1. Ideal auto-correlation property to eliminate MPI, i.e.

ACF = ρ(G(k,a),G(k,a); δ) =

{
MN, δ = 0
0, δ �= 0

(3)

2. Ideal cross-correlation property for the sub-2DCCs belonging to the same
3DCCs to get orthogonality among the signals from different antennas of
the same user. We name it as Cross-Correlation Function among Antennas
(CCF-A), i.e.

CCF-A = ρ(G(k,a),G(k,b); δ) = 0, a �= b (4)

3. Ideal cross-correlation property for the sub-2DCCs belonging to different
3DCCs to get orthogonality among the signals from different users. We name
it as Cross-Correlation Function among Users (CCF-U), i.e.

CCF-U = ρ(G(k,a),G(g,b); δ) = 0, k �= g (5)

The construct of a perfect family of 3DCCs can be found in, and in this paper
a system architecture of a MIMO-CDMA system based on such perfect 3DCCs
will be discussed.
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3 A Serial Time-Division-Multiplexing Multi-user MIMO
System Based on 3DCCs

3.1 System Models

In 3DCCs based multi-user system, each user will be allocated a particular
3DCCs from a code set as both its signature code and space-time code. A user
should spread its data with M element sequences of 3DCCs, respectively. Trans-
mitted over wireless channels, M streams of spread signals are required to be
separated at a receiver, because there is no correlation constraint on the corre-
lation properties between different element sequences. Therefore, M streams of
spread signals are normally transmitted in M independent subchannels. Con-
sidering the compatibility of the existing, this paper proposed a serial time-
division-multiplexing (TDM) multi-user MIMO system based on 3DCCs men-
tioned above, as shown in Figs. 1 and 2.
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Fig. 1. The structure of the transmitter of user k.

Let us consider an A × X MIMO system with K users, where the corre-
sponding transmitter (taking user k as an example) and receiver (e.g., user
g) are shown in Figs. 1 and 2. Let b(k) represent the polarized binary source
data from user k, and it is mapped to A streams of signals, {d(k,a)}A

a=1, by
“Diversity/Multiplexing Controller” module. Owing to the orthogonality of the
signals among different antennas ensured by 3DCCs, both space diversity and
multiplexing are supported by the 3DCC-based multiuser MIMO system, which
is controlled by the “Diversity/Multiplexing Controller” module according to
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Fig. 2. The structure of the receiver of user g.

channel conditions and performance requirements, i.e., (1) if the diversity mode
is employed to improve the error probability, {d(k,a)}A

a=1 are A copies from the
source signal b(k); (2) if the multiplexing mode is employed to enhance data rate,
they are generated by serial to parallel operation (or S/P) from b(k); (3) if A > 2,
a hybrid diversity and multiplexing mode can also be employed to achieve both
diversity gain and multiplex capability.

Then, A streams of signals {d(k,a)}A
a=1 of user k are spread by M element

sequences of ath of the 3DCC G
(k). Take ath antenna and mth element sequence

as an example. The mathematical expressions are given as follows:

s(k,a)
m (t) =

√
pt

B−1∑

i=0

d(k,a)(i)G(k,a)
m (t − iT ) (6)

where B is the length of a data block and pt is the transmit power. T = NTc

and Tc is a chip duration G
(k,a)
m (t) is the spreading chip waveform of the mth

element sequence of the ath sub-2DCC of G(k), or

G(k,a)
m (t) =

N∑

n=1

g(k,a)
m,n q(t − nTc + Tc) (7)
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where q(t) is the impulse response of chip waveform-shaping filter, which is a
rectangular shape in this paper for simplicity.

In the proposed The TDM 3DCCs-based MIMO system, M streams of spread
signals corresponding to M element sequences are transmitted in different time
slots in a series way and they are separated by a guard with length Tg, or

S(k,a)(t) =
M∑

m=1

s(k,a)
m (t − mΔ + Δ) (8)

where Δ = TcN + Tg.
In this paper, asynchronous multiuser communication is considered and the

channel is assumed to suffer frequency selective Rayleigh fading. At the xth
receiver antenna of user g, carrier-demodulated signal can be written as

r(x)(t) =
K∑

k=1

A∑

a=1

L∑

l=1

√
pth

(a,x)
k,l S(k,a)(t − τl,k − θk) + n(t) (9)

where h
(a,x)
k,l is lth path channel coefficient of from ath transmit antenna of user

k to xth receive antenna of user g and τl,k is the corresponding channel delay.
θk is the delay among users due to asynchronous communication and n(t) is
Gaussian noise with power spectrum density N0.

Assuming |τl,k − τz,g + θk − θg| ≤ Tg, where l, z ∈ {1, 2, · · · , L}, k, g ∈
{1, 2, · · · ,K}. After time-division de-multiplexing, we get

r(x)m (t) =
K∑

k=1

A∑

a=1

L∑

l=1

√
pth

(a,x)
k,l s(k,a)

m (t − τl,k − θk) + n(t) (10)

Then the M signal streams {r
(x)
m }M

m=1 are de-coded by the 3DCCs G
(g), as

the following three steps.

Step 1. CC de-spreading for a0th antenna of user g for l0 path, a0 =
{1, 2, · · · , A} and l0 = {1, 2, · · · , L}.

y
(g,a0,x)
l0

=
M∑

m=1

∫ NTc

0

r(x)m

(
t + τl0,g

)
G(g,a0)

m (t)dt

=
M∑

m=1

K∑

k=1

A∑

a=1

L∑

l=1

√
pth

(a,x)
k,l d(k,a)

∫ NTc

0

G(k,a)
m (t − τl,k − θk + τl0,g)G(g,a0)

m (t)dt + ω

=
1

MN

K∑

k=1

A∑

a=1

L∑

l=1

√
pth

(a,x)
k,l d(k,a)

M∑

m=1

N−δ∑

n=1

g(k,a)
m,n g

(g,a0)
m,n+δ

︸ ︷︷ ︸
ρ(G(k,a),G(g,a0);δ)

+ω (11)

where δ = (τl,k + θk − τl0,g)/Tc, ω =
∑M

m=1

∫ NTc

0
n(t)G(g,a0)

m (t)dt is sampled
additive white noise. According to the ideal CCF-U of 3DCCs in (5), we get

y
(g,a0,x)
l0

=
√

pth
(a0,x)
g,l0

d(g,a0) + ω (12)
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Step 2. Combine L detected data of a0 sub-2DCCs of user g by maximum ratio
combining (MRC), or

d̂(g,a0,x) =
L∑

l=1

(
h
(a0,x)
g,l

)∗
y
(g,a0,x)
l =

√
pt

L∑

l=1

|h(a0,x)
g,l |2d(g,a0) +

L∑

l=1

(
h
(a0,x)
g,l

)∗
ω

Step 3. De-diversity/multiplex the detected A according to the diver-
sity/multiplexing modes employed by the transmitter of user g. (1) to recover
the multiplexed streams through parallel to serial operation (or P/S); (2) to
combine the streams for space diversity gain.

Step 4. Combine the detected data from X receive antennas of user g, or

b̂(g) =
√

pt

X∑

x=1

ad∑

a=a1

L∑

l=1

|h(a,x)
g,l |2b(g) +

X∑

x=1

ad∑

a=a1

L∑

l=1

(
h
(a,x)
g,l

)∗
ω (13)

3.2 Analysis on MUI, MPI and Diversity Gains

In (11), the detected signal y
(g,a0)
l0

for l0th path a0 transmit antenna of user g
contains useful signal U , multipath interference IMP , multiuser interference IU ,
interference among antennas IA and noise ω, or

y
(g,a0)
l0

=
1

MN

K∑

k=1

A∑

a=1

L∑

l=1

√
pth

(a,x)
k,l d(k,a)ρ(G(k,a),G(g,a0); δ) + ω

= U + IMP + IA + IU + ω (14)

According to the ideal correlation properties of 3DCCs in (3) (5), we get
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

U = 1
MN

√
pth

(a0,x)
g,l0

d(g,a0)ρ(G(g,a0),G(g,a0); 0) =
√

pth
(a0,x)
g,l0

d(g,a0)

IMP = 1
MN

∑L
l=1,l�=l0

√
pth

(a0,x)
g,l d(g,a0)ρ(G(g,a0),G(g,a0);

τl,g−τl0,g

Tc
) = 0

IA = 1
MN

∑A
a=1

∑L
l=1

√
pth

(a,x)
g,l d(g,a)ρ(G(g,a),G(g,a0);

τl,g−τl0,g

Tc
) = 0

IU = 1
MN

∑K
k=1,k �=g

∑A
a=1

∑L
l=1

√
pth

(a,x)
k,l d(k,a)ρ(G(k,a),G(g,a0);

τl,k−θk−τl0,g

Tc
)=0

Therefore, both the multipath interference and multiuser interference are
eliminated in the proposed system. Now we deduce the bit error rate (BER) and
diversity gain of the above system with assumption L = 1 for simplicity.

b̂(g) =
√

pt

X∑

x=1

ad∑

a=a1

|h(a,x)
g |2b(g) +

X∑

x=1

ad∑

a=a1

(
h(a,x)

g

)∗
ω (15)

where Ad is the number of antennas of user g transmit the same data, i.e. using
diversity mode. Assuming pt = Eb

AdXMNTc
, the instantaneous signal-noise ratio

(SNR) before decision is:

γb =
1

AdX

X∑

x=1

ad∑

a=a1

|h(a,x)
g |2 Eb

N0
(16)
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Assuming the channels between any antennas are suffer independent Rayleigh
fading, we get the probability density of γb is

p(γb) =
1

(AdX − 1)!γAdX
b

γAdX−1e−γb/γ (17)

where γ = Eb

AdXN0
. Then we get the BER as

P (γb) =
∫ ∞

0

Q
√

2γbp(γb)dγb

=

[
1
2

(
1 −

√
γ

1 + γ

)]AdX AdX−1∑

x=0

(
AdX − 1 + x

x

)[
1
2

(
1 +

√
γ

1 + γ

)]x

(18)

If γ � 1, we get

P2(γb) ≈ (4γ)−AdX

(
2AdX − 1

AdX

)
(19)

Finally, we get the diversity gain of the above system as

gd(γ) = − lim
γ→∞

log

[
(4γ)−AdX

(
2AdX − 1

AdX

)]

log(γ)
= AdX (20)

4 Simulation Results and Discussion

BERs of five kinds of 2 × 1 multiuser MIMO systems over either a Rayleigh
flat fading channel or a multi-path channel are shown in Figs. 3 and 4, respec-
tively. In the simulations, a family of 3DCCs G(8, 2, 8, 8) was employed in the
proposed S-TDM MIMO system. “STBC+Gold” denotes a MIMO system using
space-time block codes (STBCs) [7] as space-time codes and Gold sequences
(N = 63) as spreading codes. “STS+Walsh” means a MIMO system using
space-time-spreading (STS) [8] as space-time and spreading codes and Walsh
sequences (N = 64) as spreading codes. In the simulations, Tc = 0.025 μs and
an uncoded BPSK modulation were employed. The multi-path channel is a three-
path tapped-delay line model with its normalized path gain coefficients vector
as [−1.92, −5.92, −9.92] dB and delay vector as [0 0.025 0.075] μs.

As seen from the results in Fig. 3, in the flat fading channel, both 3DCC-
based and “STS+Walsh” schemes achieve MUI-free, while the BER performance
of “STBC+Gold” scheme deteriorates significantly in multiuser scenario due to
the bad cross-correlation property of Gold sequences.

In the multi-path fading channel, only the proposed system achieves MUI-
free multiuser communications, while the BER performance of “STBC+Gold”
degrades significantly in multiuser scenario due to the bad cross-correlation
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Fig. 3. BER performance of 2 × 1 3DCC-based MIMO systems with different space-
time and spreading codes over a flat fading channel.
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Fig. 4. BER performance of 2 × 1 3DCC-based MIMO systems with different space-
time and spreading codes over a multi-path channel.

property of Gold sequences. The BER performance of “STS+Walsh” deterio-
rates significantly in both single-user and multiuser scenarios due to the bad
auto-correlation property of Walsh sequences. Additionally, the proposed sys-
tem achieves a better BER in the multi-path fading channel than it in a flat
fading channel. This result not only proves the capability of such a system to
eliminate both MPI and MUI, but also shows its superior capability to achieve
multi-path diversity gains.
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5 Conclusions

In this paper, we presented a serial time-division-multiplexing chip-level space-
time coded multi-user MIMO system based on such 3DCCs. Both the theoretical
analysis and the computer simulation prove the capability of the proposed system
to eliminate MPI and MUI in multiuser MIMO communications. Additionally,
providing both diversity and multiplex is a salient feature of the proposed system,
which make it in particular well suited for futuristic wireless communication
systems to fit to varying channel conditions and application requirements.
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Abstract. This paper studies a spectrum access scheme to increase the spectral
utilization for the multi-antenna cognitive radio (CR) network. The network
comprises of one transmitter-receiver pair for primary users (PUs) and another
pair for secondary users (SUs) with secondary transmitter equipped with
multi-antenna. We divide the transmission time into two equal time phases, the
first for PUs to transmit signals and the second for SUs to relay and transmit
self-information. We aim to maximize the data rate of the secondary system
through designing the beamforming vectors and power scaling factors with
zero-force beamforming (ZFBF) to eliminate the co-channel interference, under
the condition that PUs can achieve the target rate. The simulation results
demonstrate a higher spectral utilization and a performance gain with the pro-
posed scheme.

Keywords: Cognitive network � MIMO � Beamforming � Multi-antenna

1 Introduction

With the booming of the wireless radio, spectrum resources are getting more and more
scarce. As the conception of cognitive radio (CR) first proposed by Joseph Mitola in
1999 [1], there emerged a new model to improve the utilization of spectrum resources
as cognitive radios have a good performance in increasing spectral efficiency [2]. In the
common wireless network, once users with licensed spectrum have connection inter-
ruptions, there is a waste of spectrum. While in a cooperative cognitive network, the
situation is quite different. Users are generally divided into two parts in a cooperative
cognitive network, PUs with licensed spectrum and SUs without license. Then SUs
sense the spectrum whether it is spare or not. Once it’s spare, SUs can access the
spectrum after bargaining with PUs.

In a cooperative cognitive network, generally PUs lease the spectrum to SUs and
SUs separate part of the power to assist PUs to achieve win-win results [3–5]. In [6],
the authors proposed a two-phase transmission protocol aimed to achieve spectrum
access in a cooperative cognitive network. In the first phase, only the primary trans-
mitter is allowed to broadcast and in the second phase it turns to secondary system. The
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power of the secondary transmitter is designed to ensure the primary system
quality-of-service (QoS). While in [7], in both two phases, PUs and SUs were designed
to transmit information at same time with the SUs transmission power limited to satisfy
the QoS of PUs. Both of [6, 7] show that two-phase cognitive transmission protocol
can significantly decrease the outage probability of the secondary system while
ensuring the PUs QoS and improve the spectral utilization at same time.

Multiple-input multiple-output (MIMO) technology was originally conceived in
1970s when Bell Labs engineers tried to break through the bandwidth limitations
caused by signal interferences. MIMO uses antenna arrays at the transmitter and
receiver [8]. Thus MIMO cognitive networks contain at least one user with
multi-antenna. As the MIMO channels can obviously increase the channel capacity [9],
cooperative MIMO becomes a hot issue.

There are generally two main aims in cooperative MIMO cognitive networks, larger
capacity and lower bit error rate (BER). Recently, a scheme for optimal power allo-
cation to maximize the secondary throughput in a MIMO cognitive network was
proposed in [10]. Furthermore, in [11], the paper has studied both bandwidth and
power allocation to maximize the sum rate of an overlay CR system assisted with
multiple antennas two-way relays in which PUs cooperate with SUs for mutual benefits
[11]. Antenna selection is also a popular research area in MIMO cognitive networks. In
[12], antenna selection is used to maximize the CR data rate, while it is designed to
decrease the BER in [7, 8].

In this paper, we aim at proposing a cooperative spectrum access scheme for
MIMO cognitive network to improve the spectral utilization. We apply the two-phase
transmission protocol to our scheme. The design object is to maximize the transmission
rate of the secondary system on the condition that the primary system can satisfy the
rate constraint. On purpose of eliminating the co-channel interference, we apply ZFBF
to construct the beamforming vector and power scaling factors. At last, we compare the
transmission rate of secondary system with various parameters and estimate the per-
formance with simulation results.

2 System Model

The system model of the MIMO cognitive network we considered is shown in Fig. 1.
The whole system consists of two transmitter and receiver pairs which are PUs (PT and
PR) and SUs (ST and SR). The PUs and the SUs share with the same spectrum and we
assume the bandwidth is W. We assume that the secondary transmitter ST equipped
with M (M � 2) antennas and other users equipped with a single antenna. The
channels are flat Rayleigh fading channels and the Channel State Information (CSI) is
perfectly obtained. In this model, let h1, h2, h3, hd (h1; h2 2 C

1�M ; h3 2 C
1�M)

represent the channel coefficients of ST ! PR, ST ! SR, PT ! ST, PT ! PR,
respectively.

When there are no SUs, PT sends information directly to PR, the signal received by
PR can be written as
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rd ¼
ffiffiffiffiffi
Pp

p
hdx1 þ nd ð1Þ

where PP is the transmission power of PT, x1 is the transmitted symbol from PT, nd is
the complex addictive white Gaussian noise (AWGN) whose means is zero and vari-
ance is r2d . Then the transmission rate of PT ! PR can be written as

Rd ¼ W log2ð1þ
PPh2d
r2d

Þ ð2Þ

We assume that the secondary system gets a chance to access the spectrum when
the transmission rate of primary system cannot reach the target rate RT . But only when
the secondary system can assist primary system to reach the target rate, it can really
have access to the spectrum. In this paper, we divide the transmission time into two
equal time phases. In the first phase, PT transmits signals to ST, the signal received by
ST can be written as

r3 ¼
ffiffiffiffiffiffi
PP

p
h3x1 þ n3 ð3Þ

where n3 is the complex addictive white Gaussian noise and Eðn3; nH3 Þ ¼ r23IM. Then
the transmission rate becomes

R3 ¼ 1
2
W log2ð1þ

jjh3jj2Pp

r23
Þ ð4Þ

There is a coefficient of 1/2 because the first phase only possesses half of the
transmission time.

In the second phase, as the dotted lines showed in Fig. 1, ST makes use of
multi-antenna, on the one hand, forward signals to PR (assume that the received signal
is perfectly decoded) and on the other hand, send self-information to ST at same time.
Let x1, x2, f1, f2 (f1, f2 2 C

M�1), and P1, P2 be the data symbols, beamforming weight
vectors, and transmission power scaling factors respectively (ST ! PR, ST ! SR).

First phase

Second phase

1h

2h
3h

SR

ST

M

PT PR

Fig. 1. The system model
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Define x ¼ ½x1 x2�T, F ¼ ½f1 f2�, P ¼ diagfp1; p2g, so that the transmitted signal s can
be written as s ¼ Fx, as a result, the received signals of PR and SR can be written
respectively as

rsp ¼ ð ffiffiffiffiffi
P1

p
h1f1Þx1 þð ffiffiffiffiffi

P2
p

h1f2Þx2 þ n1 ð5Þ

rss ¼ ð ffiffiffiffiffi
P2

p
h2f2Þx2 þð ffiffiffiffiffi

P1
p

h2f1Þx1 þ n2 ð6Þ

where ni is the complex addictive white Gaussian noise and Eðni; nHi Þ ¼ r2i IM . Hence
the transmission rate of ST ! PR and ST ! SR can be written respectively as

R1 ¼ 1
2
W log2ð1þ

P1 h1f1j j2
P2 h1f2j j2 þ r21

Þ ð7Þ

RS ¼ R2 ¼ 1
2
W log2ð1þ

P2jh2f2j2
P1jh2f1j2 þ r22

Þ ð8Þ

subject to the power constraint P1jjf1jj2 þP2jjf2jj2 �PS. Where RS is the transmission
rate of secondary system, after the two phases, the transmission rate of primary system
can be written as

RP ¼ minfR1;R3g ð9Þ

The reason of taking the minimum is that the capacity of the primary system is
limited to the worse link between PT ! ST and ST ! PR.

Finally, the problem can be concluded that design the beamforming vector F and
the transmission power scaling factors P1 and P2 to maximize the transmission rate of
secondary system after ST assists the primary system to reach the target rate.

3 Parameters Design Based on ZFBF

We make the beamforming weight vector of one user i be orthogonal to the channel
vector of any other user k according to the design of ZFBF to eliminate the interference
of other users in the same channels, that is, we select the beamforming weight vector
satisfied the condition hijk ¼ 0, 8i 6¼ k [15]. Then we let H ¼ ½hH1 hH2 �H, one easy
choice of the beamforming weight matrix F is the pseudoinverse of the H

F ¼ Hy ¼ HHðHHHÞ�1 ð10Þ

where F ¼ ½f1 f2�. Bring f1, f2 into (7), (8) respectively, we have

R1 ¼ 1
2
W log2ð1þ

P1

r21
Þ ð11Þ

120 Y. Wang et al.



RS ¼ R2 ¼ 1
2
W log2ð1þ

P2

r22
Þ ð12Þ

subject to P1jjf1jj2 þP2jjf2jj2 �PS.
Next we just design the power scaling factors to maximize the transmission rate of

secondary system satisfied the condition that the transmission rate of primary system
reach the target. That is, we have

max RS
P1

ð13Þ

subject to

R1 �RT

R3 �RT

P1jjf1jj2 þP2jjf2jj2 ¼ PS

8<
: ð14Þ

Bring P1¼ PS�P2jjf2jj2
jjf1jj2 into R1, we can get

1
2
W log2ð1þ

PS � P2jjf2jj2
jjf1jj2r21

Þ�RT ð15Þ

P2 � PS � ð22RT
W � 1Þjjf1jj2r21
jjf2jj2

ð16Þ

It’s obvious that RS monotonically increases with the increase of P2 according to
(14). Thus we choose the maximum value of P2 as the optimal solution which can be
written as

P�
2 ¼

PS � ð22RT
W � 1Þjjf1jj2r21
jjf2jj2

ð17Þ

Finally, we can get the maximum rate of RS which can be written as

Rsmax ¼ 1
2
W log2ð1þ

Ps � 2
2RT
W � 1

� �
f1k k2r21

f2k k2r22
Þ ð18Þ

4 Simulation Result

In this section, we analyze the result of the proposed scheme with different parameters.
For simplicity, we assume that PT, PR, ST and SR are on a same 2-D coordinate
diagram. We let PT, PR, SR lie on the same line. PT and PR are located on (0, 0) and
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(1, 0) respectively, ST moved between PT and PR. Define that the distance PT ! ST
on the coordinate diagram is d, that is, the coordinate of ST is (d, 0). Thus the distance
ST ! PR is 1� d. Assume that the distance between ST and SR is half of that
between ST and PR. So we set the coordinate of SR to be (d, 0.5(1 − d)). In our
simulation, we assume that the path-loss exponent m is −3, the licensed spectrum
bandwidth W is 1, all noise variance r2 are 1, the power of PT PT is 8 dB and the
power of ST PS is 10 dB.

Figure 2 shows the transmission rate of the secondary system with various RT

versus the different position of ST when ST equipped with 4 antennas. As is shown,
Rs ¼ 0 when RT ¼ 3bps/Hz and d\0:14. It indicates that when ST is far away from
PR, the SNR of the link ST ! PR is bad and R1 cannot reach the target rate RT . So the
secondary system cannot access the spectrum and have no rate. With ST getting close
to PR, the SNR of the link ST ! PR is getting better and both R1 and R3 can achieve
the target rate, then the secondary system can access to the spectrum. And the rate of
secondary system is increasing for the SNR of the link ST ! SR is getting better.
When d[ 0:74, RS ¼ 0 again since the SNR of the link PR ! ST is bad and R3

cannot achieve target rate RT . The Fig. 2 also indicates that the access range is smaller
when RT increases to 3:5bps/Hz. That’s because it makes high demands of the SNR for
both of the link PT ! ST and ST ! PR. Also the power scaling factor of P1 increases
with the increase of RT . Obviously, another power scaling factor P2 will decrease
which makes the rate of secondary system decrease correspondingly.

Figure 3 describes the transmission rate of the secondary system with various
M versus different position of ST when RT ¼ 3 bps/Hz. As we can observe from the
figure, both of the rate and the access range of the secondary system are increasing with
the increase number of ST’s antennas. It’s because increasing the number of antennas
can improve the channel capacity while keeping the SNR and the bandwidth
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unchanged. That is, the secondary system can reach the RT with large number of
antennas even when the SNR is worse. Then the access range increases to
0:14\d\0:74 and 0\d\0:94 with M = 4 and M = 8 respectively. Obviously, the
rate of the secondary system increases with the capacity of the whole system when the
RT is unchanged.

In Fig. 4, we set RT ¼ 3bps/Hz and fix ST in the middle of PT and PR, i.e. d = 0.5.
Figure 4 shows the transmission rate of the secondary system versus the PS increasing
from 5 dB to 25 dB, respectively, with various M. As we can observe, the rate
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increases with the increase of PS. For the position of ST and the value of RT are fixed,
the channel coefficient matrix is considered to be unchanged in our model. Thus the
power scaling factor P1 is unchanged and P2 increases with the PS relatively. Also the
curve trend corresponds to the relationship between SNR and the channel capacity.
Obviously, the rate increase with the M same as Fig. 3 shows.

5 Conclusion

To enhance the spectral utilization, we proposed a cooperative spectrum access scheme
in flat fading channel for MIMO cognitive networks where the secondary transmitter
ST equipped with multi-antenna. We derived the two-phase transmission protocol in
our model to guarantee the service of PUs and the ZFBF to eliminate the co-channel
interference between ST ! PR and ST ! SR. The results show that the scheme
evidently improves the spectral utilization and achieves a win-win result. Note that
increasing the antennas can obtain more gain.
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Abstract. Dynamic path planning can efficiently enhance the validity
and reliability of real-time navigation for vehicles to avoid unexpected
traffic congestions and to shorten the whole traveling time. In this paper,
we present a dynamic path planning method in which the density of road
links is set as the main measurement for traffic status. By analyzing the
traveling time and waiting time, we propose a mechanism for vehicles to
decide whether to revise the current path. Our method aims at offering
a path with smallest time cost for vehicles towards the destination. Fur-
thermore, we give the discussion on time complexity and convergence of
our method. Finally, simulation is conducted to evaluate the proposed
method.

Keywords: Path planning · Dynamic · Density-based · VANET

1 Introduction

Nowadays, path planning for vehicles plays an essential part in Intelligent Traffic
System (ITS). The objective is to provide the drivers with a path leading from
source to destination with shortest time or distance. The conventional navigation
technology is static, which only takes the length of roads or the historical data of
traffic mobility into consideration. This kind of navigational service is launched
before the travel starts, so it does not make quick response to traffic congestion
and select an alternative route for vehicles. So it is crucial to work out an effective
dynamic path planning method for urban transportation scenario.

There are many works on dynamic path planning in traffic scenarios. A par-
tial path planning algorithm is proposed in [1]. Several fixed intermediate des-
tinations were selected between the source and the final destination in order
to reduce the re-calculation complexity. The segment route was monitored for
vehicles’ arrival speed and when necessary, a better route was re-calculated. He
et al. presented a skyline for candidate path selection method in paper [3]. It
mainly focused on the prediction of traffic condition by a density-speed traffic
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X.-L. Huang (Ed.): MLICOM 2016, LNICST 183, pp. 129–138, 2017.

DOI: 10.1007/978-3-319-52730-7 13



130 S. Wu et al.

flow model. If the estimated speed for a road link was too low, this road link
would be discarded for path planning. Other papers such as [2,4] concerned
path planning from a global perspective. They studied how to keep balance of
the entire road network to avoid congestion.

All the above works are based on a consumption that the traffic congestion
lasts for a rather long time and thus the road segments suffering congestion will
not be considered for path planning anymore. In addition, the situation that
the alternative route to bypass the congestion may suffer another congestion is
not taken into consideration. From a realistic point of view, it makes sense to
predict the duration of congestion and the time to bypass the congestion. If the
former exceeds the latter, then the vehicle will take the alternative roads, and if
the former is less than the latter, the vehicle will just wait in the queue for the
smoothness of traffic.

In this paper, we use the real-time traffic information obtained by Vehicular
Ad hoc Network (VANET) for dynamic navigation path planning service. We
propose a recursive algorithm to continuously revise the route for a vehicle on
the purpose of offering a dynamic available path which will take the shortest
time to traverse. Moreover, we devise a traveling time and waiting time compar-
ison mechanism, which consider both the congestion duration and alternative
candidate path time consumption. This mechanism is in accordance with reality
and will improve the reliability for path planning.

The remainder of this paper is organized as follows. System model is pre-
sented in Sect. 2. Then the analysis of the proposed problem is illustrated in
Sect. 3. The simulation is given in Sect. 4. Finally, Sect. 5 concludes this paper.

2 System Model

2.1 VANET in Urban Area Scenario

VANET in urban area scenario is shown in Fig. 1. Each vehicle is assumed to
be equipped with Onboard Unit (ONU). A VANET is a self-constructed net-
work without any host server. All vehicles within one-hop region constitute an
independent group. If one vehicle is going to launch communication with one
from another group, it should call for a specific routing protocol to transfer data
packet in different groups.

To further develop the model of path planning, we first devise a symbolized
VANET architecture as (I,R). The set of intersections in the urban road network
is denoted as a collection I. Let R be the set of all road links. A road link k
is denoted in Fig. 1 as rk(t) = {ik(x, y), jk(x, y), vk(t),d, wk(t)}, where i and j
is the start and end point of the road link. vk(t) is the traffic flow speed of the
road link k. d is the direction, confining to d ∈ {i → j, j → i}. The weight is
wk(t), which is related to the variant density of the road.

The symbols and notations used in this paper is shown in Table 1.
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Fig. 1. VANET in urban area scenario

Table 1. Symbols and notations

Symbols Definitions

rk(t) A road link k

|rk(t)| Length of rk(t)

wk(t) Weight of road link k

P (t) A path in road network

denk(t) Road density

N(t) The list each vehicle keeps locally

|N(t)| The total number of vehicles

vk(t) The average spatial velocity of traffic flow on rk(t)

tESTI The time candidate path takes to bypass congestion

tp The time of congestion to resume smoothless

pcong(t) Set of congested segments

2.2 Dynamic Path Planning Model

In this part, we mainly focus on a dynamic path planning model. Graph Theory
is used here to illustrate the model. As is mentioned, I is the set of road net-
work intersections. R is the set of road links. Let W (t) be the set of road link
weight, where W (t) = {wk(t)|k ∈ R}. It is related to its real-time traffic density.
A navigation path P (t) can be denoted as P (t) = (r1(t), r2(t), · · · , rn(t)) [3],
where ri ∈ R and rn(t) = {in(x, y), jn(x, y), vn(t),d, wn(t)}. Our final objective
is to work out a path P (t) along which vehicles can spend the shortest time to
the destination.
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Referred to the expression in [3], our problem can be formulated as:

Input:

(1) a road network (I,R,W (t))
(2) the start point s and the destination point d, where s, d ∈ I, s �= d

Objective: Find a path P (t) = (r1(t), r2(t), · · · , rn(t)) leading from s to d,
which minimize

Time =
ri(t)∈P (t)∑

i

|ri(t)|
vi(t)

+
∑

n

tn, (1)

where tn ∈ Q, Q is the set of waiting time and vi(t) is the speed of traffic flow
and |ri(t)| is the length of road link ri(t).

Subject to:
∑ri(t)∈P (t)

i |ri(t)| ≤ Θ, where Θ is a length constraint.

Our aim is to find a path, which takes the least time to the destination when
considering the real time traffic condition. We first find a preset route which
consumes minimal time in static situation, which can be obtained by classical
algorithms like Dijkstra or A*. In a free traffic situation, a vehicle following
the preset route can spend least time to the destination, but if parts of the
preset route is congested, our proposed iterative algorithm is used to bypass the
congestion.

3 Dynamic Path Planning Solution

3.1 Traffic Information Collection

Since dynamic path planning is based on real-time road condition, it is essential
to collect ambient traffic information regularly and efficiently. In vehicular ad-
hoc network, this task is accomplished by the vehicle itself. It is assumed that
each car maintains a list, in which every entry denotes the parameters of all
the other car nodes on the same road link within one-hop region and updates
every Δt time. The entry records the vehicle’s id, current velocity, road link id
it belongs to and time stamp. The standard format is shown in Table 2. As is
mentioned above, the list each vehicle keeps can be defined as a set N(t). We
define |N(t)| as the total number of vehicles running on the current road link.

Table 2. Beacon message format

Vehicle Velocity Road link Time stamp

ID v(t) r(i,j) t

With all these vehicles’ information stored, vehicles can get some crucial
statistic results such as the mean velocity of vehicles on the road link and its
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current density. According to the Traffic Flow Theory [5], the space mean speed
of traffic flow on road link rk(t) is denoted as

vk(t) =
|N(t)|∑

v(t)∈N(t)
1

v(t)

. (2)

And density of road link rk(t) is

denk(t) =
|N(t)|
|rk(t)| . (3)

3.2 The Criteria for Revising the Preset Route

When a vehicle launches a request for path planning and navigational service, we
assume that with the help of ONU and the static parameters stored, it will first
work out an initial path Pinit = (r1, r2, · · · , rn) as a preset route leading from the
source position to its destination. When the initial route Pinit = (r1, r2, · · · , rn)
is obtained, it becomes the base to be adjusted and revised with the real-time
traffic information. It is assumed that each source node automatically creates a
dynamically-updating table, in which there records road links included in Pinit

and the corresponding initial weight and subsequent updated value. The weight
of the road links are updated every Δt time. Since road link weight w(t) is a
function of the density, it fluctuates all the time. It is impractical to recalculate
the route as soon as the weight changes, for in reality a slight fluctuation in road
link density may not exert an obvious impact on the real-time traffic condition
and thus there is no need to change the current route. So we set a threshold
α(> 0) to denote the weight fluctuation. Unless the real-time road link weight
fluctuates beyond the threshold, the vehicle keeps moving forward along the
preset route. When

wn(t + Δt) − wn(t)
wn(t)

=
wn(t + Δt)

wn(t)
− 1 > α, (4)

where
wn(t) =

A

denk(t)
, (5)

A is a non-negative constant, it is necessary to revise the preset route and select
a candidate path. By substituting inequality (4) with equation (5), we get

denk(t)
denk(t + Δt)

− 1 > α. (6)

Since weight wn(t) is a function of the inverse of density denk(t), when density
increases, its weight should be set lower due to the high possibility of congestion.
wn(t + Δt) lower than wn(t) shows the increased density of the road. When
wn(t+Δt)

wn(t)
− 1 < α, it means the density of road links fluctuates within a rational

range and thus there is no need to launch a path planning service.
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3.3 Candidate Path Selection

Once a set of consecutive road links are congested, i.e. the density increases and
the corresponding weight declines beyond the threshold α, the candidate path
selection algorithm is launched. A general example of the proposed algorithm
is explained in Fig. 2(a). When there is a congested segment AB on the preset
route s → d, we just work out a candidate path to bypass the congestion.

Fig. 2. Example for proposed algorithm

The current route is denoted as P (t) = {r1(t), r2(t), · · · , rn(t)} and the con-
gested road segments is pcong(t) = {rk(t), rk+1(t), · · · , rm(t)}, which is a subset
of P (t). We select the subset pcong(t) as the next miniature of path planning,
i.e. rk(t) is selected as a sub-source and rm(t) is selected as the sub-destination.
A preset route leading from rk(t) to rm(t) is first worked out by static methods.
The vehicle goes along the preset route and bypass congestion. It is an iterative
process and manifests the dynamic feature.

Let Palter(t) = (r′
k(t), r′

k+1(t), · · · , r′
m(t)) be the candidate path to bypass

the congested roads pcong(t). Then we analyze the time to take the candidate
path tESTI and the time for congestion to consume free tp.

tESTI =
|r′

k(t)|
vk′(t)

+
|r′

k+1(t)|
vk+1′(t)

+ · · · +
|r′

m(t)|
vm′(t)

(7)

tp =
|rk(t)|
vk(t)

+
|rk+1(t)|
vk+1(t)

+ · · · +
|rm(t)|
vm(t)

(8)

If tESTI < tp, it demonstrates that taking the candidate path will help cut
the total traveling time towards destination and so the vehicle should take it
to bypass the congestion. Otherwise, if tESTI > tp, the vehicle should wait
in the queue for the congestion to resume free. The algorithm is described in
pseudocode Algorithms 1 and 2.
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Algorithm 1. Dynamic Path Planning
Initialize preset route
Pinit = ∅
for rn(t0) ∈ R do

Tinit(t0) = |rn(t0)|
vn(t0)

Pinit ← Pinit

⋃{argmin
∑

i
|ri(t0)|
vi(t0)

}
apply Dijkstra to work out Pinit

end for
procedure DynamicRevising

pcong(t) = ∅
for i = 0, i <= n, i + + do

if wn(t+Δt)
wn(t)

− 1 > α and wn(t + Δt) < wn(t) then

pcong(t) ← pcong(t)
⋃

ri(t)
elsecontinue
end if

end for
launch FindAlternativePath()
compare tESTI and tp

if thentESTI > tp

stick to the current path and wait for congestion relieved
end if

end procedure

In Algorithm 1, a preset route is first worked out by static method. Then the
vehicle collects the statistics of road links in the preset route to detect congestion.
Once the road weight drops beyond the threshold, Algorithm2 is launched to
find an alternative path. By analyzing the time, whether to take the candidate
path or wait in the queue is decided.

Algorithm 2. Find Alternative Path
source ← rk(t), destination ← rm(t)

Pinit ← Pinit

⋃{arg Qa(t).length
|ra| }

DynamicPathPlanning()
return Palter(t)

Algorithm 2 is a subfunction of Algorithm1. Its function is to find an Alter-
native path. It also calls Algorithm 2 to form an iterative method.

3.4 Algorithm Analysis

The analysis of time complexity of the algorithm is given as the following
theorem.
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Theorem 1. The time complexity is in proportion to the number of congested
road segments which need revising.

Proof. First we assume that the preset route is free and sound enough to go
through without any other effort to revise. In this case the complexity is O(n),
where n is the number of road links contained in preset route. Then if there is
only one congested segment containing k consecutive road links, the complexity
is O(n)+O(k). And further if the there is m congested segments, the complexity
is O(n) + mO(k). The deduction shows that the complexity of this algorithm is
related to the number of iteration, which is actually the congested road segments
to bypass. So the whole time complexity of the algorithm can be denoted as

KO(n), (9)

where K is the number of iteration and can be regarded as a constant.

Theorem 2. The revision process of a route is convergent as long as the inter-
section angle between the search direction and the direction pointing from starter
to destination or sub-destination is less than 90◦.

Proof. Figure 2(b) shows the search direction should be always towards the
destination. We define the intersection angle between searching direction and
the direction pointing from starter to destination as θ. θ should be less than
90◦ because based on common sense, drivers never retrace their steps. For
further proof, we introduce the theory of gradient descent here to prove the
above theorem. Based on the gradient descent, we have the iterative formula
ak+1 = ak + ρks−(k), where s−(k) represents the negative gradient direction
and ρk is the step. In our realistic urban traffic situation, the negative gradient
direction s−(k) can be specified as the direction pointing from the starter to the
destination or the sub-destination and the step ρk end coordinate of one road
link for the candidate path search. In addition, ak stands for the terminal coor-
dinate of road link k and ak+1 stands for the successor’s terminal coordinate. So
the objective function is

|ak+1 − xd|, (10)

where xd is the sub-destination’s coordinate. During the exploring process, we
minimize the objective function, that is, the candidate path is found towards the
destination and finally the whole process will be convergent for the destination
is locally unique.

4 Numerical Simulation

In this section, we evaluate the performance of the path planning algorithm
proposed in Sect. 3. First we construct a virtual urban area road network shown
in Fig. 3(a). Fig. 3(b) is the corresponding graph, in which the road length is
randomly created by Matlab ranging from 0 to 30.
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(a) Virtual Road Net-
work

(b) Abstract Graph
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Fig. 3. Performance evaluation

We consider the total traveling time from source 3 to destination 27 with
the increasing congestion time (recovery time). From the urban area road graph
shown in Fig. 3(b), the preset route from node 3 to node 27 is 3 → 2 → 1 →
4 → 8 → 10 → 15 → 19 → 24 → 27, with the total length of 112. And further
we suppose that the velocity of vehicle is 5, so the time to go along the preset
route is 22.4. Now the road link 3 → 2 → 1 → 4 → 8 → 10 (total length 64) is
congested. So we alternatively select 3 → 7 → 6 → 12 → 11 → 10 (total length
73) to replace the congested road segments. Results on the total traveling time
for vehicles with increasing congestion time is shown in Fig. 3(c).

From Fig. 3(c) we can see that when congestion time is short, sticking to the
preset route and wait for congestion recovery is a better choice. When congestion
time is long, taking an alternative route to bypass the congestion costs less total
traveling time.

5 Conclusion

In this paper, we propose a dynamic path planning mechanism in urban area
traffic scenario. Our method is based on the principal of consuming the least time
to travel to the destination rather than the shortest distance in the time-sensitive
traffic situation. If congestion emerges, the source node would be notified ahead
of time and launch alternative path selection algorithm to bypass the congestion.
In addition, we devise a time-comparison mechanism to decide whether to take
the alternative route or wait for the congestion recovery. Further, we discuss
the time complexity and convergence of our proposed algorithm and simulation
results are given, which shows that the revision-based dynamic path planning
fits the traffic reality better. Future work will concentrate on the study of routing
protocols in VANET for this dynamic path planning method.
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Abstract. Crowdsourcing is an important computing technique that taps into
the collective intelligence of the public at large to complete business-related
tasks and solve many real-time problems. It is changing the way we work, hire,
research, make and market. Many developing nations are trying to take
advantage of crowdsourcing for information notification to make cost effective
system, like real-time transit system, disaster notification system and other
services which are available to the masses. However, many of them are still not
able to completely benefit from it compared to developed nations. In this paper,
we have identified a series of limitations of using crowdsourcing for information
gathering and providing real-time notification in developing countries due to
their unstable electronic communication infrastructure, their lack of contribu-
tion, lack of crowdsource (participating people), less exposure to English lan-
guage, and unawareness of crowdsourcing. We proposed, and demonstrated, a
solution to overcome these limitations by developing a prototype which uses
SMS as a reliable method for providing real-time notification and information
gathering. Our prototype uses prediction algorithms to fill the gaps in real-time
notification. It also uses the prediction of a user’s behavior to provide a better
reward and motivational platform, as well as good usability.

Keywords: Mobile crowdsourcing � Machine learning � Information
prediction � Reliable communication

1 Introduction

Notification systems have been a crucial part of any system in recent decades. A no-
tification system is a set of protocols and procedures that can involve both human and
computer or mobile components. The purpose of these systems is to generate and send
timely messages to a person or group of people. Simple notification systems use a
single means of communication, such as an email or text message [1]. More complex
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information notification systems involve the processing of bulk information and pro-
viding some meaningful result from processed information. For example, a transit
system gets information from different sources to notify user about the real-time
schedules. Data reins as the great equalizer and democratizer in an era of the global
economies. Vast amounts of data in developed societies are being handled by the
leading tech companies such as Google [8] and Facebook [9]. Crowdsourcing can be
seen as a catalyst for global innovation and is something businesses should keep an eye
on going forward [2, 3]. Figure 1 shows the main participants and abstract dataflow for
crowdsourcing. The main participants include: a contributor, which is the crowd, a
consumer which could be anyone from a single business to the whole world, an
administrator/business that manages all of the activity and an operator who does
monitoring and management. One of the great examples is Wikipedia, which has
opened a number of possibilities for crowd sourcing learning resources [4].

There are a number of successful applications where crowdsourcing is used for
information notification; one of popular apps is Waze [5]. Its mapping and traffic
information are built from 70,000 volunteer map editors and more than 15 million
active users. These users contribute their live driving data by default so others can
benefit by seeing how fast they are going. Given the increasing number of people who
carry smartphones, it seems likely other services could be built leveraging willing users
who contribute a small portion of the data from their travels. That data can be mapped
and analyzed for the common good [6]. While the west is doing its best to tackle the
immense flow of data, the case is very different in developing countries where entire
societies are cut off from this transfer of data. Action needs to be taken for the global
disparity related to the data that fuels crowdsourcing.

Open Problems: Numerous technical and non-technical barriers exist in
developing countries that limit the effective usage of crowdsourcing platforms.

Fig. 1. Crowdsourcing main participant and abstract dataflow (adapted from [25])
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One such barrier is the lack Internet availability, which is typically needed for mobile
crowdsourcing. Public Internet services may be available but that not conducive to
real-time information acquisition and dissemination. Other barriers include gaps
between real time notifications, understanding of user behavior due to technology
limitations, the lack of skill in understand complex English instructions, minimum
awareness of crowdsourcing, and motivations to use crowdsourcing platform.

Proposed Solution ! An intelligent mobile-based information notification
system applicable for developing countries. In order to address the problem, our
proposed solutions are using SMS as a reliable method for providing real-time noti-
fication and information gathering, using prediction algorithms to fill the gaps in
real-time notification, using the prediction of user’s behavior to provide better a reward
and motivational platform.

The solution presented in this paper focuses on stable communication protocol
between mobile devices and server, prediction algorithm to encourage crowd to use
crowdsourcing applications in developing countries. The main contribution of this
paper is to provide the practical crowdsourcing solution for developing countries with a
completely intelligent mobile-based crowdsourcing platform.

The remainder of this paper is organized as follows: in Sect. 2, we provide a
motivating example for this paper and in Sect. 3 we list the challenges that are faced to
institute a crowdsourcing application in developing countries. In Sect. 4, we present
our solution to address these challenges. We analyze the related work in Sect. 5 and
conclude this paper as well as provide some insight into future work and scope of
crowdsourcing in developing countries in Sect. 6.

2 Motivating Example – Public Bus Notification System

Buses are indispensible part of the public transport system. Bus transport services help
in reducing private car usage and fuel consumption. Public transport bus notification
services are generally based on predictable operation of transit buses along a route
arriving at the specified bus stops according to a published public transport timetable.
Many public bus services are run to a precise timetable giving specific departure and
arrival times. These are often difficult to maintain in the event of traffic congestion,
breakdowns, on/off bus incidents, road blockages or bad weather. Predictable effects
such as morning and evening rush hour traffic are often accounted for in timetables
using past experience of the effects. This prevents the drafting of a clock face time
schedule where bus arrival is predictable at any time throughout the day. Providing
precise arrival times of buses will advance user experience and attract more users to use
buses. Nowadays, most of the public bus transport agencies provide their bus schedules
on web but the bus schedule information are not real-time.

Increasingly, technology is being used to improve the information provided to bus
users [10]. Vehicle tracking technologies are used to assist with scheduling and to
achieve real time integration with passenger information systems. These information
systems display service information at stops, inside buses, and to waiting passengers
through personal mobile devices or text messaging, but this type of systems are costly.
There are a few crowdsourcing applications such as Moovit [11] and Tiramisu [12],
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which collect bus passengers’ real-time movements and share them with other users to
track arriving bus. However, the existing crowdsourced applications does not work
very well in developing countries because of various challenges listed in next section.

3 Challenges

The United Nations is using digital media and mobile phone technology to enable
people from across the world to take part in setting the next generation of anti-poverty
goals. Crowdsourcing applications are changing the way we work, hire, research, make
and market. Many developing nations are trying to take advantage of crowdsourcing
for information notification to make cost effective systems like real-time transit system,
disaster notification system and other services which are to be available to the masses.
Despite the fact that crowdsourcing is a well-known technique for information col-
lection and providing real-time notifications, developing countries are still not able to
completely benefit from it compared to developed nations. There are many limitations
to using crowdsourcing for information gathering and providing real-time notification
in developing countries.

3.1 The Lack of a Reliable Mobile Internet Infrastructure

Developed countries have decent Internet infrastructure, which can be used in com-
bination with GPS technology to provide real-time notifications that are commonly
used by many crowdsourcing applications [13]. For instance, in bus tracking systems,
mobile apps can provide riders’ locations when they are in transit by using their mobile
data and GPS. Crowdsourcing systems can utilize this information to provide bus
arrival times. On the other hand, however, developing countries do not always have the
reliable Internet infrastructure which restricts the usage of the traditional crowdsourcing
solutions.

3.2 The Lack of Contribution Motivation

Users participation drives the success for any online crowdsourcing applications.
Participation becomes more difficult in developing countries where people have less
knowledge of crowdsourcing. It is a big challenge to understand what motivates people
to participate in online crowdsourcing platform. Even though it is easy to introduce a
platform but how to attract a large number of crowds especially in this competitive
market requires close study. For bus tracking system we can undertake people who use
bus tracking systems to find the bus arrival time. However, in order to provide real-time
bus arrival information, we need riders inside bus to use app to provide real-time
notification and updates.
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3.3 The Lack of Active Crowd Source

When working with real-time mobile crowdsourced based applications, it is highly
probable to see gaps in real-time notification because of lack of crowd source (par-
ticipating people). It is a challenge to retain existing users (crowd) if system does not
provide real-time information. To give an example in bus tracking system, there could
be possible time or day when there are none or only a few people travelling in bus and
proving tracking information and system would not sufficient data to provide bus
arrival times.

4 Solution

We have implemented smart mobile crowdsourcing platform for developing countries
which includes reliable communication infrastructure, reward system for motivating
users and intelligent system which can predict information and interested rewards.

4.1 Reliable Communication Infrastructure

We know with Internet we can easily develop any crowdsourcing application because
of the ability to communicate information (like device location and small data) from
crowd (people) to system and vice-versa. It would take decades to replicate a developed
country’s equivalent infrastructure in developing countries. Based on our reviews and
our experience of using Short Message Service (SMS), we know SMS is still widely
used and remains one of the most reliable channels of communication so far [14]. We
have designed and implemented a SMS protocol to send data over mobile networks.
SMS can work in combination with other methods of communication in areas of
developing countries that have fractional infrastructure for Internet. Figure 2 is the
high-level flow of a crowd-sourced bus tracking system where users with mobile apps
are requesting and providing tracking information.

Fig. 2. Bus tracking system in developing countries based on SMS protocol
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In our implementation we identify each rider by their phone number used in mobile
phone. To get the bus arrival information, registered rider uses our mobile app to select
the bus number, mobile app internally checks for internet connectivity and if internet is
not available then it forms a SMS which is combination of request type, user location
and bus number and send it to server. Server process the request based on request type
and send the response back in the form of SMS. Bus arrival response SMS include
response type, bus number, bus arrival time, distance of user from nearest bus stop and
some advertisement text. When user’s mobile phone receives the SMS, mobile
application recognizes and reads it then displays message in user interface based on
response type. If rider’s mobile device has internet connection then mobile application
can directly make web API call to communicate with server instead of communicating
via SMS.

4.2 Reward System for Contribution Motivation

Users’ participation in mobile crowdsourcing platforms is vital as the success of
platforms largely depends on the presence of their members. Researchers found that the
most frequently mentioned motives of users participating in crowdsourcing are: money,
altruism, fun, reputation/attention, and learning. Many scholars of crowdsourcing
suggest that there are both intrinsic and extrinsic motivations that cause people to
contribute to crowdsourced tasks and that these factors influence different types of
contributors [7]. We implemented a reward-based system in the crowdsourcing
application to motivate people in developing countries. This reward should be mapped
to financial incentives like bonus, coupons, deals with lower cost, free product, free
service etc. The reward value should be divided based on type of activity. For example,
reward value should be in the descending order of: user referral, users helping to
provide notification, users using applications for some need etc.

To make reward system more interesting, we have managed to get commercial
companies to participate in offering the rewards. For example, when users request for
bus arrival time we would process the request, but along with bus arrival response we
would add advertisement data to display on user’s screen.

4.3 Prediction of the Information and Interested Rewards

The lack of crowdsource or participating people is one of the biggest factors for failure
of a crowdsourcing application that needs real-time information from participants. We
cannot completely rely on the crowd to provide real-time information in to minimize
any response gaps. For example, if a user is requesting a bus arrival time and the
system does not have any real-time update, then the system would not be able to
provide a response. This limitation would discourage the crowd from using the
application. This would again decrease real-time notifications. Machine learning
algorithms work best to predict information based on historical data. Here we imple-
mented information prediction based on the historical data using Naïve Bayes [26]
algorithm. For an example user requesting Bus No “A1” arrival time, if system does
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not find real-time information of Bus No “A1” then machine learning algorithm would
predict the Bus No “A1” arrival based on historical Bus No “A1” historical arrival data.
It is really important to pick the correct machine learning algorithm that fits this
particular need. The accuracy of algorithm should be known before it is put in live
application. Figure 3 shows the basic workflow of the request and response to
understand the bus tracking example. In the figure we have request and response on
right side which is sent to the tracking request web API which has logic inside to
handle the response.

The system also predict user’s interested reward category for the reward based
system. For example, in the bus tracking application, we can categorize riders based on
their ride actions such as bus stops, riding days, riding times, information from user
profiles captured during registration. If rider is requesting bus arrival times for a bus
stop which is near a college, and request is within college working hours, and the
rider’s age is 18, then it is highly possible the rider is student. Figure 4 shows the
machine learning basic workflow to predict the user’s category for bus tracking system.

To find the optimal training approach for the user’s category prediction, a group of
sample data containing 220 instances is processed using Weka. In total, 35 different
classifiers are tested under the same qualification of 10-fold cross-validation, and the
percentage of correctly classified instances is recorded as the accuracy of the classifier.
The results are summarized in Fig. 5.

The black bars represent the classifiers that yield relatively high accuracies, while
the light gray bars represent the classifiers that yield relatively low accuracies. From the
diagram, LogiBoost, Random Committee and Random Forest correctly classify the
largest amount of instances with an accuracy of 80%, while nine other classifiers, such
as Naïve Bayes, KStar, Multi Scheme and several Meta Classifiers, have the lowest

Fig. 3. Bus tracking request work flow
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accuracy of 36.3636%. Noticeably, the average accuracies of the Functions-based
classifiers and the Trees-based classifiers are relatively higher than other types. The
main reason is that Random Forest is a highly suitable and accurate algorithm to predict
the user’s profile as it has an internal system to get an unbiased estimate of test error
and a useful tool called proximities [19]. In random forest, as many classification trees
as needed based on the number of data are grown which each gives a classification.
After each tree “votes” for a class, the forest chooses the classification having the most
votes. During this process, out-of-bag error for each point is recorded and averaged
over the forest. Meanwhile, proximities are computed for each pair of cases and nor-
malized by dividing by the number of trees. Due to these features, random forest is able
to compute prototypes of high accuracy, 79.0909% in this case, to model the relation
between the variables and the classification efficiently.

Fig. 4. Predict user’s category for interested reward

Fig. 5. The performance of different machine learning algorithms

146 A. Singh et al.



On the other hand, Naïve Bayes Multinomial Text is not the classifier that best fits
this set of data due to the severe assumptions it makes that would adversely affect the
quality of its results. As designed, it can model the distribution of words in a document
as a multinomial with high efficiency [20]. However, its inherent systemic errors lead to
the low accuracy of the classification model it gives. One systemic error is the pro-
duction of biased decision boundary weights due to skewed data. As there are more
training examples for the class of student than other classes, the data is skewed to one
direction and therefore the accuracy of Naïve Bayes decreases. Moreover, the pro-
duction of different magnitude classification weights based on the independence
assumption is another problem that impedes the accurate modeling.

However, there are classification models simply inapplicable to this particular
training set such as SMO, Additive Regression, and Simple Linear Regression. The
primary underlying reason is the mismatch between how the classifier works and the
nature of the training data.

5 Related Work

There are quite a few initiatives by organizations and researchers to enable crowd-
sourcing as a platform to solve developing countries’ needs.

NextDrop [15], a social enterprise which is streamlining urban water collection in
India. The enterprise collects and shares water delivery information with city residents
and water utilities. In this way, efficiency and transparency are improved upon.
NextDrop started as a pilot in Hubli-Dharwad. These twin cities in the Indian state of
Karnataka, which have seen rapid urban growth in recent years. There have been
decent growth like shopping malls and American fast food chains, but access to water
is still a challenge. It is therefore unsurprising that NextDrop’s Smart Water Supply
Message Service has thousands of household subscribers paying a monthly nominal fee
to receive advance water alerts. NextDrop’s messaging system uses SMS to notify
subscribers about when they will get water, when there is an interruption, when pipe
damage is likely to affect them, and when someone in the community has water updates
to share. However, they do not use machine learning to predict the information.

Medic Mobile [16] uses mobile technology to create connected, coordinated health
systems. Medic Mobile is specifically designed for health worker and medical system
to offer a free, scalable software toolkit that combines messaging, data collection, and
analytics. It is intended for hard-to-reach areas and supports may languages. It works
with or without internet connectivity, locally or in the cloud. The tools run on basic
phones, smartphones, tablets, and computers. In six months, their pilot program in
Malawi had saved hospital staff 1,200 h of follow-up time and over US$3,000 in
motorbike fuel. More than 100 patients started tuberculosis treatment after their
symptoms were noticed by community health workers and reported by text message.
Medic Mobile uses crowd-sources translation, categorization and geo-tagging which
helps to create quick reports for first responders in emergency situations [17]. Com-
pared with our solution, Medic Mobile did not have intelligent reward based system
and real-time information prediction.
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6 Conclusion and Future Work

In this paper, we have designed and developed an intelligent method to implement
crowdsourcing applications in developing countries. A series of solutions have been
proposed to address the challenges we identified. Firstly, we chose the use of SMS as a
reliable communication channel that is not dependent on the Internet for mobile
crowdsourcing communication. Secondly, we proposed a motivating reward system
which predicts the rewards that interest our crowd. Thirdly, we performed predications
based on historical data by using relevant machine learning algorithms to fill the gaps
in real-time information. The goal of this study helps researchers, nonprofit organi-
zations and commercial companies to plan better crowdsourcing applications in
developing countries.

The research presented in this thesis seems to have raised more questions that it has
answered. There are several lines of research arising from this work which should be
pursued. Firstly, we know the SMS is a reliable communication channel but there is
need for dynamic thresholding to minimize the SMS traffic when it is used for
crowdsourcing. The second line of research is designing one crowdsourcing application
to solve multiple needs in developing countries. This would provide us more infor-
mation for better information prediction (e.g. multiple user actions would provide better
prediction to classify users).
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Abstract. Localization method is critical issues in Wireless Sensor Network
(WSN) system. The existing node localization algorithms, especially
range-based algorithms, did not consider the distances measured error and this
may result in severe location errors that degrade the WSN performance. In this
paper, a new algorithm called Support Vector Machine based Range-free
localization (RFSVM) algorithm in WSN is proposed. This algorithm intro-
duced a new matrix called transmit matrix which maps the relationship between
the hops and distance. And use the SVM model to estimate the position of
unknown nodes. This algorithm does not need any addition hardware, and the
experiments shows that it can lead to the localization accuracy character good
enough.

Keywords: Wireless Sensor Networks � Localization � Range-free � Support
Vector Machine

1 Introduction

One of the critical issues in Wireless Sensor Network (WSN) research is to determine
the physical positions of nodes [1]. This is because: information from the sensors is
useful only if node location information is also available; additionally, some routing
protocols use position to determine viable routes [2, 3]. The process of determining the
position of WSN nodes is known as localization. The objective of localization is to
determine the virtual or physical coordinates of each node in the network [4]. Along
with the employing in military activities such as reconnaissance, surveillance [5], and
target acquisition [6], environmental activities [7], or civil engineering such as structural
health measurement [8], the localization system becomes a significant base in WSN.

A simple way to ensure this is to equip every node in the WSN with GPS. Due to
economical issues, only a small subset of the network can affordably be equipped with
GPS; such nodes are called anchor nodes, or beacons. An automatic localization
process is required for the rest of the nodes (unknown nodes) in the network, using the
anchor nodes as reference points. This process is commonly known as location
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discovery (LD) [9]. The existing node localization algorithms can be divided into
Range-based and Range-free algorithms.

Range-based employed distance measurements between sensor nodes through a
received signal strength indicator (RSSI), time of arrival (TOA), or time difference of
arrival (TDOA), the angle can be measured by the angle of arrival (AOA) [10] and
et al. However, the distances measured among the nodes in a WSN usually contain
errors. These errors range from slight errors to large ones, and are difficult to charac-
terize by a standard model such as Gaussian. These distance measurement errors may
result in severe location errors that degrade the WSN performance, and therefore
should be taken into account during the LD. Range-free algorithms do not need
absolute range information. Typical range-free algorithms including centroid, DV-Hop
[11], amorphous [12], APIT [13], etc. The authors in [14] proposed a coarse grained
range-free algorithm to lower the uncertainty of nodes positions using radio connec-
tivity constraints. In [15], the authors used geometry method to determine the sensor
node location based on the cross point of the two chords in a circle. The range-free
algorithms are more economical, cost-effective, and feasible for the large-scale WSN.
However, the Range-free always have accuracy problem.

In this paper, a new algorithm called Support Vector Machine based Range-free
localization (RFSVM) algorithm in WSN is proposed. This algorithm first introduced a
new matrix called transmit matrix which maps the relationship between the hops and
distance. Then use the transmit matrix to calculate the training vector data and test
vector. Finally, establish the SVM model and estimate the position of unknown nodes.

2 Network Model and Assumptions

Suppose that we have MþN nodes, n1; n2; � � � ; nM�1; nM ; nMþ 1; � � � ; nMþNf g, random
deployed in a two-dimension space ½0;D� � ½0;D�. Among them, M nodes
n1; n2; � � � ; nMf g are anchor nodes, the locations of which are supposed to be known.

The anchors are randomly static deployed in WSN with density qL. Other nodes
nMþ 1; nMþ 2; � � � ; nMþNf g are regarded as unknown nodes, and they are randomly

deployed with a density qS; qS � qL. We assume the communication radius of each
node is R.

3 The Design of RFSVM Algorithm

The localization process of RFSVM algorithm can be divided into three steps, which
are transmit matrix obtained, SVM [16] model build and localization. The WSN is
initialized and transmit matrix is got in the first step. Then, the localization system get
the SVM model through the training vector date which is calculated by the transmit
matrix. Finally, the unknown nodes justify which area is it in using SVM method. The
whole process of RFSVM algorithm is shown in Fig. 1.
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3.1 Transmit Matrix Obtained

First of all, the anchors are separated into two parts: basic anchor niði ¼ 1; 2; � � � ;KÞ
and test anchor njðj ¼ K þ 1;Kþ 2; � � � ;MÞ. Let H be the hops vector between the ith
basic anchor node and the other basic anchor nodes, therefore
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3
7775 ¼
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..
. ..
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. ..
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3
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The distance vector between them can be calculated as

D ¼
d1;1 d2;1 � � � dK;1
d1;2 d2;2 � � � dK;2
..
. ..

. . .
. ..

.

d1;K d2;K � � � dK;K

2
6664

3
7775 2 ZK�K

Then, let us think about a linear matrix called transmit matrix T which optimally maps
the hops vector H to the geographical distance D,

T ¼
t1
t2

tk

2
664

3
775 ¼

t1;1 t2;1 � � � tK;1
t1;2 t2;2 � � � tK;2
..
. ..

. . .
. ..

.

t1;K t2;K � � � tK;K

2
6664

3
7775 2 ZK�K

where ti;j represents the effect of proximity to the jth basic anchor node on the geo-
graphic distance to the ith basic anchor node. We derive the transition by minimizing
the following square error for i ¼ 1; 2; � � � ;K

ei ¼
XK
k¼1

ðdi;k � tihkÞ2 ¼ dTi � tiH
�� �� ð1Þ

Finally, our goal is to minimize (1). Therefore, the transmit matrix T could be
obtained through this equals.

3.2 SVM Model Constitution

In this step, each dimension of WSN coordinate value is separated into M pieces for M
classes. So, in the two-dimension space ½0;D� � ½0;D�, we have M classes
cx1; cx2; � � � ; cxMf g in x dimension and M classes cy1; cy2; � � � ; cyMf g in y dimension.

Then, each anchor nj ðj ¼ K þ 1;Kþ 2; � � � ;MÞ computed the distance to all other
anchor nodes ni ði ¼ 1; 2; � � � ;KÞ using the transmit matrix T. Supposed that the hops
between nj and ni is hij, therefore
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H ¼
hKþ 1;1 hKþ 2;1 � � � hM;1

hKþ 1;2 hKþ 2;2 � � � hM;2
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. ..
.

hKþ 1;K hKþ 2;K � � � hM;K

2
6664

3
7775 2 ZK�ðM�KÞ

And the estimate distance matrix between nj and ni is

D0 ¼ T�H ¼

d0Kþ 1;1 d0Kþ 2;1 � � � d0M;1
d0Kþ 1;2 d0Kþ 2;2 � � � d0M;2

..

. ..
. . .

. ..
.

d0Kþ 1;K d0Kþ 2;K � � � d0M;K

2
6664

3
7775 ¼ D0

Kþ 1 D0
Kþ 2 � � � D0

M

� � 2 ZK�ðM�KÞ

ð3Þ

Where, D0
j ¼ d0j1 d

0
j2 � � � d0jk

h iT
j ¼ K þ 1;Kþ 2; � � � ;Mð Þ. Thus, a distance vector

d0j1; d
0
j2; � � � d0jK

h i
is constructed in each anchor nj, d0ji distance between test anchor nj

and basic anchor ni.
Because of the position acknowledgement in test anchor nj, the location classes of it

known as ðcxj; cyjÞ. Then, transform the anchor nodes nj distance vector

d0j1; d
0
j2; � � � ; d0jK

h i
into the training data which are d0j1; d

0
j2; � � � d0jK

h i
; cxj

n o
in x

dimension and d0j1; d
0
j2; � � � d0jK

h i
; cxj

n o
in y dimension. Therefore, two SVMs will be

built with a Gauss kernel function as formula (4)

Kðx; xiÞ ¼ expf� x� xij j2
r2

g ð4Þ

In each SVM, arbitrary test data x can be classified by

f ðxÞ ¼ sgnf
Xl

i¼1

a�i yiKðxi; xÞþ b�g ð5Þ

Where xi is support vector, yi 2 f�1; 1g is class label corresponded to xi, Kðx; xiÞ is
kernel function, a�i is Lagrange multiplier corresponded to xi, b� is classification
threshold value and sgn is symbol function.

Through calculating the training data, support vector xi, Lagrange multiplier a�i ; and
classification threshold value b� are achieved for two SVMs respectively.

3.3 Localization

Like step 2, first we estimate the distance between the unknown nodes
nkðk ¼ Mþ 1;Mþ 2; � � � ;NÞ and the basic anchors niði ¼ 1; 2; � � � ;KÞ. Supposed that
the hops between nk and ni is hik, therefore
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H ¼ ½HMþ 1 HMþ 2 � � � HMþN � 2 ZK�N ð6Þ

And the estimate distance matrix between nkS and niS is

D0 ¼ T�H ¼

d0Mþ 1;1 d0Mþ 2;1 � � � d0MþN;1
d0Mþ 1;2 d0Mþ 2;2 � � � d0MþN;2

..

. ..
. . .

. ..
.

d0Mþ 1;K d0Mþ 2;K � � � d0MþN;K

2
6664

3
7775 ¼ D0

Mþ 1 D0
Mþ 2 � � � D0

MþN

� � 2 ZK�N ð7Þ

Where, D0
k ¼ d0k1 d0k2 � � � d0kK½ �T k ¼ Mþ 1;Mþ 2; � � � ;MþNð Þ.

Thus, the test vector date of nk can be denoted as d0k1; d
0
k2; � � � d0kK

� �� �
. By con-

sidering the distance vectors in unknown nodes as testing data x, the classes of two
coordinate values are attained according to Eq. (5). If the classes of two coordinate
values of node nk are ðcxi; cyjÞ, which are decided by SVMs, the node nk is believed to
locate in the cubic unit i� 1ð ÞD=M; iD=M½ � � j� 1ð ÞD=M; jD=M½ �. The cubic unit
centroid ði� 1

2ÞD=M; ðj� 1
2ÞD=M

� �
is used as the estimated position of the node nk.

The maximum error of localization for node nk is
ffiffiffi
2

p
D
�
2M, when the SVMs perform

correct classification.
The process of SVM model constitution and localization step is shown in Fig. 2.

4 Emulation and Analysis

In this paper, MATLAB simulation environment is used to simulate and analyze the
two-dimension localization algorithm. Supposing all nodes is distributed randomly in a
two-dimension space, which is 50 m x 50 m in size. The two-dimension space is
divided into 25 small cubic units, which are 10 m x 10 m in size. Thus, the distance of
every dimension is D = 50 m, and the number of classes for every dimension is M = 5.
In all of the experiments, the total number of nodes is set to N = 250 (50 anchor and
200 unknown node). The communication radius is assumed to be R = 25 m. Due to the
random distribution of sensor nodes, the randomness of the localization result derived
from the experiment can not be ignored. The experiment is repeated for 50 times on the
same network parameter settings and use statistical methods to obtain accurate
experimental results. All nodes will be laid in two-dimension region uniformly and
randomly in each experiment. Therefore, the error of all unknown nodes location is
shown in Fig. 3.

As shown in Fig. 3, the estimate errors of unknown nodes are less than 5 m when
the communication range is 25 m. In the other words, the accuracy of the RFSVM
algorithm is more than 80%. And if we set more anchors in the networks, we will get
more accuracy of the nodes localizations.
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5 Conclusions

In this paper, a new algorithm called Support Vector Machine based Range-free
localization (RFSVM) algorithm in WSN is proposed. This algorithm introduced a new
matrix called transmit matrix which maps the relationship between the hops and dis-
tance. Then use the transmit matrix and SVM method to get the unknown nodes
position. The whole algorithm does not need any addition hardware such as RSSI,
antennas et al. The experiment shows that the accuracy of the RFSVM algorithm is
more than 80%. Along with the anchor number increasing, the location of nodes will be
more accuracy.
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Localization Using Hybrid Fingerprint Database
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Abstract. Due to the implementation ease and cost-efficiency, the
indoor Wireless Local Area Network (WLAN) fingerprint based localiza-
tion approach is preferred compared with the conventional trilateration
localization approaches. In this paper, we propose a new semi-supervised
learning algorithm based on manifold alignment with cubic spline inter-
polation to reduce the offline calibration effort for indoor WLAN local-
ization using hybrid fingerprint database. The proposed approach signif-
icantly reduces the number of labeled training samples collected at each
survey location by constructing the hybrid database via interpolation
and semi-supervised manifold learning. We carry out extensive experi-
ments in a ground-truth indoor environment to examine the localization
accuracy of the proposed approach. The experimental results demon-
strate that our approach can effectively reduce the calibration effort, as
well as achieve high localization accuracy.

Keywords: WLAN · Location fingerprint · Interpolation · Semi-
supervised learning · Manifold alignment

1 Introduction

With the development of light-weighted mobile devices, Location-based Services
(LBSs) have gained considerable attention over the last decade due to the poten-
tial in the technology and the significant challenges facing this area of research
[1]. The popular Global Positioning System (GPS) has been recognized as a
success for outdoor localization, but it is generally not applicable for the indoor
environment. The conventional indoor localization systems based on the infrared
ray [2], ultrasound [3], video [4], and Radio Frequency (RF) techniques [5–10]
have been widely studied. The RF technique has the advantage of ubiquitous
coverage by using the inexpensive Wireless Local Area Network (WLAN). Due
to the considerations of cost overhead and localization accuracy, the fingerprint
database based indoor WLAN localization has been widely studied. Two phases
are involved in the fingerprint database based indoor WLAN localization, namely
offline phase and online phase. In off-line phase, we calibrate a series of Reference
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Points (RPs) in target area, and then collect the Received Signal Strength (RSS)
measurements from hearable Access Points (APs) at each RP to construct the
fingerprint database, namely radio-map. In on-line phase, we match the newly
collected RSS measurements against the radio map to estimate target location.

Since the point-by-point RP calibration is time-consuming, we aim to reduce
the offline calibration effort, as well as maintain the high-enough localization
accuracy. The proposed approach reduces both the number of labeled samples
collected at survey points and number of survey points. However, reducing the
number of the labeled samples and survey points may result in the inaccurate
radio-map and deteriorate the localization accuracy. To solve this problem, the
proposed approach relies on the cubic spline interpolation algorithm to obtain
the predicted location fingerprints, and employs the manifold alignment (MA)
algorithm [10] to label the locations at which we collect the sequences of RSS
measurements according to the users motion traces. Since the users motion traces
can be recorded easily without the labeling process, our approach is able to
reduce the labor cost, as well as improve the accuracy of the reconstructed
fingerprint database.

The remainder of the paper is organized as follows. Section reviews some
related work. In Section, we introduce the proposed approach in detail. Section
conducts the performance evaluation under different parameters and shows the
experimental results. Finally, the conclusion is provided in Section.

2 Related Work

There are bathes of studies focusing on the indoor WLAN localization, such
as the RADAR [5] and Horus [6]. Although the approaches in [5] and [6] can
achieve high localization accuracy, a large number of RSS measurements are
required to be collected and manually labeled at survey points. Since the labeled
RSS measurements collection is time consuming and labor intensive, the exist-
ing literatures mainly focused on using the unlabeled data to reduce the time
overhead involved in offline phase. In [7], the authors addressed a label propa-
gation algorithm based semi-supervised learning approach to construct a hybrid
database of labeled and unlabeled data using the concept that the similar data
are corresponding to the similar labels. In [8], the authors proposed a hybrid
generative and discriminative semi-supervised learning algorithm by predicting
a large amount of unlabeled data to replenish the sparse labeled database, and
meanwhile the online test data are selected as the offline unlabeled data and
the labels of unlabeled data are learned from the labeled data. The authors in
[9] exploited a new approach in which a manifold-based model is built from a
batch of labeled and unlabeled data in offline phase, and then the weighted K
Nearest Neighbor (KNN) algorithm is used to estimate the target locations in
online phase. However, since the aforementioned approaches significantly depend
on the RSS measurements, the performance could be seriously degraded when
the RSS changes abruptly among the neighboring RPs. The main contribution
of this paper is that we build a more accurate and reliable radio map by using
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Fig. 1. Flow chart of the proposed approach.

the cubic spline interpolation and manifold learning algorithms to supplement
the sparse fingerprint database in indoor WLAN localization. In addition, we
propose to use the timestamp information during the process of intra-manifold
graph construction in manifold learning, which can avoid the sharp deterioration
of localization accuracy when the RSS changes abruptly.

3 Algorithm Description

3.1 Algorithm Overview

In this paper, we propose to use the cubic spline interpolation and manifold
learning algorithms to construct the hybrid fingerprint database. In concrete
terms, we rely on the cubic spline interpolation algorithm to enrich the sparse
fingerprint database. After that, we apply the manifold learning algorithm to
label the unlabeled trace locations based on the known RPs and the correspond-
ing RSS sequences. The flow chart of the proposed approach is shown in Fig. 1.

3.2 Radio Map Reconstruction

To study the performance of the proposed approach, we carry out the experi-
ments in a real indoor WLAN environment under different interpolation algo-
rithms. Figure 2 shows the mean of errors with different radios of RPs used
for the Radial Basis Functions (RBF), Linear, and Cubic Spline Interpolation
(CUBIC) interpolation algorithms respectively. From this result, we can find that
the CUBIC interpolation algorithm achieves the highest localization accuracy.

3.3 Radio Map Enrichment

Since the labeled and unlabeled data are collected in the same environment, the
RSS measurements share the similar properties of the low-dimensional manifold
[10]. Based on this, we label the unlabeled data by aligning their corresponding
manifolds in the physical location space. In concrete terms, we build two intra-
manifold graphs with respect to the labeled and unlabeled data respectively, as
well as one inter-manifold graph between them. Then, we construct the weighted
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graph matrices to describe the relations of RSS measurements, timestamps, and
physical locations respectively, i.e., Wr, Wt, Wloc.

To build the graph matrix Wr, we simply connect each RSS vector with its
K nearest neighbors, and then assign a value to each pair of vectors by using the
heat Kernel [10], such that

Wr (i, j) =

{
e− ‖xi−xj‖2

θr , if i and j are connected
0, otherwise

(1)

where θr is the heat kernel of radio space.
The graph matrix Wt is built for the unlabeled traces by using the

timestamps. Based on the assumption that the samples collected within short
time duration are corresponding to the physically adjacent locations, we con-
struct this matrix according to the time difference between every two samples.
For the k-th trace, the Wt is defined as

Wuk
t (i, j) =

{
e− |ti−tj |2

θt , |ti − tj | ≤ Tthr

0, otherwise
(2)

where θt and Tthr are the heat kernel and threshold of time space respectively.
We build Wloc only for the labeled data with known location information.

We define that the two samples are connected when they are physically closest.
Thus, Wloc is defined as

W l
loc (i, j) =

{
e

− dist(li,lj)
2

θdist , if i and j are connected
0, otherwise

(3)

where θdist is the heat kernel of physical location space.
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After that, we construct two intra-manifold graphs for the labeled and unla-
beled data by using a relative weight α ∈ [0, 1], as shown in (4) and (5)
respectively.

W l = αW l
r + (1 − α) W l

loc (4)

Wuk = αWuk
r + (1 − α) Wuk

t (5)

Since the labeled and unlabeled data have the common feature space with RSS
measurements in the inter-manifold graph, we link the labeled and unlabeled
data by using the properties of RSS measurements.

Then, we can obtain the graph Laplacian matrices for the labeled data, unla-
beled data, and the corresponding inter-dataset respectively as follows,

Ll
Nl×Nl

= Dl − W l (6)

Luk
Tk×Tk

= Duk − Wuk (7)

Lluk
(Nl+Tk)× (Nl+Tk) =

[
Dluk −W luk

−W luk
T

Dukl

]
(8)

where Dl, Duk , Dluk , and Dukl are the diagonal matrixes with the diago-
nal elements where Dl is a diagonal matrix with diagonal elements Dl (i, i) =∑Nl

j=1 W l (i, j) (i = 1, ..., Nl), Duk is a diagonal matrix with diagonal elements
Duk (i, i) =

∑Tk

j=1 Wuk (i, j) (i = 1, ..., Tk), Dluk is a diagonal matrix with diago-
nal elements Dluk (i, i) =

∑Tk

j=1 W luk (i, j) (i = 1, ..., Nl), and Dukl is a diagonal
matrix with diagonal elements Dukl (i, i) =

∑Nl

j=1 W luk (j, i)(i = 1, ..., Tk).
We continue to combine the intra-manifold graphs with inter-manifold graph

by using a relative weight μ for manifold alignment. The composite graph
Laplacian is described as

Lk =
[

Ll 0
0 Luk

]
+ μLluk (9)

We choose the two-dimensional physical space as the common low-
dimensional latent space. By denoting the coordinate matrix for the new space
of the labeled data and k-th trace as qk ∈ R(Nl+Tk)×2, we formulate the optional
manifold alignment problem as

q̂
(h)
k = arg min

q
(h)
k

(
q
(h)
k − Y

(h)
k

)T

Jq

(
q
(h)
k − Y

(h)
k

)
+ γq

(h)T

k Lkq
(h)
k , h = 1, 2 (10)

where

Jq =
[

INl×Nl
0

0 0

]
(11)

A(h)is the h-th column of matrix A, and INl×Nl
is the Nl×Nl identity matrix.

In Yk ∈ R(Nl+Tk)×2, the previous Nl rows are the coordinates of the labeled data,
i.e., Y l = [l1, l2, ..., lNl

]T , while the latter Tkrows are the arbitrary values. Based
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on the objective function in (10), the first term stands for the fitting error of the
labeled data, while the second term enforces the smoothness of the manifold.
The parameter γ controls the relative strength of location constraint.

Then, we calculate the objective function q
(h)
k as

q
(h)
k = (Jq + γLk)

−1
JqY

(h)
k , h = 1, 2 (12)

Based on (12), we can assign location coordinates to the unlabeled data in
the low-dimensional space. Finally, after the process of labeling the unlabeled
data, we use the KNN to estimate the target locations.

4 Performance Evalution

4.1 Experimental Setup

To investigate the performance of the proposed approach, we conduct the exper-
iments in a real indoor WLAN environment with the size of 57 m by 25 m on
the fifth floor of an office building, as shown in Fig. 3. The target area is covered
by five APs. A Samsung S7568 mobile phone is selected as the receiver installed
with our developed Wi-Fi localization software. The data are stored as the TXT
files. We calibrate 73 RPs with the same interval of 3 m in three subareas, namely
Area 1, 2, and 3. In addition, we record 30 traces without location information
for the testing.

4.2 Parameters in Manifold Learning

In our approach, the parameters in manifold learning are significantly important
and require to be carefully studied. Figure 4 shows the impact of different para-
meters in manifold learning on localization errors. In Fig. 4, we can find that as
the values of θr, θt, α, and γ increase, the localization error decreases first and
then slightly increases or approximately maintains the same. For the parameter
μ, the localization error reaches the lowest when the value μ is greater than
3. Our approach achieves the best performance when the parameters θr = 50,
θt = 0.1, α = 0.1, γ = 0.1, and μ = 3, and the number of neighbors used in
manifold learning equals 4, i.e., k = 4. Since the variation of value θdist has no
impact on localization error, we set θdist = 1 in the results that follow.
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Fig. 4. Mean of errors under different parameters in manifold learning.

4.3 Localization Algorithms

We compare the Cumulative Distribution Functions (CDFs) of errors by the
proposed approach and the conventional KNN, MA, and CUBIC approaches in
Fig. 5. From this figure, we can find that our approach performs best in localiza-
tion accuracy, and meanwhile it reduces the mean of errors by 16.4 % compared
with the result without our approach.

4.4 Number of RPs

Figure 6 compares the mean of errors under different ratios of the number of
RPs by the proposed, KNN, MA, and CUBIC approaches. From this figure, we
can find that in the small ratios condition, the increase of the number of RPs
significantly reduces the localization error, whereas when the ratio is over 0.5,
the variation of the number of RPs generally has slight impact on localization
error.
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4.5 Number of Unlabeled Traces

Figure 7 compares the mean of errors under different number of unlabeled traces
by the proposed, KNN, and CUBIC approaches. From this figure, we can find
that the increase of the number of traces reduces the localization error by the
proposed approach, and meanwhile when the number of traces is over 12, the
number of trace has slight impact on localization error.

4.6 Impact of Timestamps

Figure 8 compares the CDFs of errors with and without timestamps by the pro-
posed approach. From this figure, we can find that the localization performance
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is enhanced when the timestamp is considered. This result can be interpreted
by the fact that the timestamp of traces is able to strengthen the correlation
between the successively collected RSS measurements.

5 Conclusion

To reduce the labor effort involved in indoor WLAN fingerprint based localiza-
tion, we propose a new integrated cubic spline interpolation approach with man-
ifold learning from the low-overhead unlabeled traces of users in target environ-
ment. The experiments conducted in a real indoor WLAN environment demon-
strate that our approach can not only reduce the density of RPs used for radio
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map construction, but also improve the accuracy of indoor WLAN fingerprint
based localization. In future, the application of this approach to a larger-scale
or multi-floor indoor WLAN environment forms an interesting work.
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Abstract. In this paper, we rely on the neighborhood relations of the physically
adjacent Reference Points (RPs) to construct a physical neighborhood database
with the purpose of enhancing the accuracy of the Receive Signal Strength
(RSS) fingerprint based localization algorithms in Wireless Local Area Network
(WLAN) environment. First of all, based on the Most Adjacent Points (MAPs)
and their corresponding Physically Adjacent Points (PAPs), we construct the
Feature Groups (FGs), and then calculate the New Reference Point (NRP) with
respect to each FG. Second, the RSS at each NRP is estimated by using the least
square method based surface interpolation algorithm. Finally, we apply the K
Nearest Neighbor (KNN), Weighted KNN (WKNN), and Bayesian inference
algorithms to locate the target. The experimental results show that the proposed
integrated database construction helps a lot in improving the localization
accuracy of the widely-used KNN, WKNN, and Bayesian inference algorithms.

Keywords: WLAN localization � Location fingerprinting � Physical
neighborhood � Reference Points � Received Signal Strength

1 Introduction

With the significant development of Wireless Local Area Network (WLAN) technique
and the wide deployment of WLAN Access Points (APs) in public environments, it is
particularly valuable and cost-efficient to rely on the WLAN infrastructures and the
off-the-shelf smartphones to conduct the people’s location tracking [1]. By employing
the WLAN Received Signal Strength (RSS), the WLAN fingerprint based localization
techniques have been carefully studied in recent decade due to the advantages of the
free ISM band and high enough accuracy performance [2–4]. And as far as we know,
most of the existing RSS fingerprint based localization techniques do not pay much
attention to the physical adjacency relations of Reference Points (RPs), while in fact,
these relations can help a lot in improving the localization accuracy [5, 6]. On this
basis, we construct an integrated physical neighborhood and location fingerprinting
database in off-line phase. Then, in on-line phase, we first select the k RPs with the
RSSs having the smallest distances from the newly recorded RSS by the target as the
k Most Adjacent Points (MAPs). Second, based on the physical neighborhood

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
X.-L. Huang (Ed.): MLICOM 2016, LNICST 183, pp. 169–177, 2017.
DOI: 10.1007/978-3-319-52730-7_17



database, we search the n Physically Adjacent Points (PAPs) corresponding to the
k MAPs. Third, we use every c MAPs and PAPs (also named as Feature Points (FPs))
to construct a Feature Group (FG). Obviously, the number of FGs equals to Cc

kþ n.
Fourth, in each FG, we calculate a New Reference Point (NRP), as well as estimate the
RSS at the NRP by using the least square method based surface interpolation algorithm.
Finally, based on the Cc

kþ n NRPs, we apply the RSS fingerprint based localization
algorithm (e.g., K Nearest Neighbor (KNN), Weighted KNN (WKNN), and Bayesian
inference) to locate the target.

The rest of this paper is structrued as follows. In Sect. 2, we show the steps of the
integrated physical neighborhood and location fingerprinting database construction. In
Sect. 3, the performance of the integrated database for indoor WLAN localization is
examined. The experimental results with the WLAN RSSs recorded in an actual indoor
WLAN environment are provided in Sect. 4. Finally, Sect. 5 concludes the paper and
provides some future directions.

2 Integrated Database Construction

The physical neighborhood database is constructed based on the physical layout of the
target environment. In concrete terms, for the physical layout of an actual indoor
WLAN environment [9–17], we represent each office room or each segment of straight
corridors as a representative node. Every two adjacent representative nodes are con-
nected by an edge. Then we obtain a physical graph describing the physical layout of
the target environment. To construct the physical neighborhood database, we first label
each RP with a unique Reference Point Identifier (RPID). Second, based on the geo-
graphic relations of RPs described in physical graph, we construct a set of r adjacent
PAPs with respect to each RP. Finally, we construct the physical neighborhood
database consisting of the sets of PAPs for all the RPs. And the construction of location
fingerprinting database consists of two main steps as follow. First of all, we record a
sequence of RSS measurements at each RP, notated as {S1 = (rss11, rss12, …, rss1w),
S2 = (rss21, rss22, …, rss2w), …}, where w is the number of APs and rssij is the RSS
value from the j-th AP in Si. Second, we calculate the mean and standard deviation of
RSS at each RP to form a RSS fingerprint. Finally, the location fingerprinting database
is constructed to describe the relationship between the RSS fingerprints and the loca-
tions of RPs.

3 Accuracy Enhancement for Indoor WLAN Localization

To enhance the localization accuracy of the KNN, WKNN, and Bayesian inference
algorithms, we first select the k MAPs with respect to each newly recorded RSS.
Second, using the physical neighborhood database, we search the n PAPs corre-
sponding to the k MAPs, and then calculate the coordinates of the Cc

kþ n NRPs. Finally,
the localization algorithm (e.g., KNN, WKNN, and Bayesian inference) is applied to
estimate the locations of the target.
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In the results that follow, we mainly focus on the three typical combinational
localization algorithms: (i) KNN based WKNN (i.e., KNN is applied to calculate the
NRPs, and then WKNN is used to estimate the locates of the target), named as KbW;
(ii) WKNN based Bayesian inference (i.e., WKNN is applied to calculate the NRPs,
and then Bayesian inference is used to estimate the locates of the target), named as
WbB; and (iii) Bayesian inference based KNN (i.e., Bayesian inference is applied to
calculate the NRPs, and then KNN is used to estimate the locates of the target), named
as BbK.

3.1 Combinational Localization Algorithms

Steps of KbW. After the k MAPs are selected, we search the n PAPs corresponding to
the k MAPs by using the physical neighborhood database. After that, we construct Ck

c
+n

FGs, and the NRP in each FG, Pref, is calculated by

Pref ¼ 1
c

Xc

i¼1
ðxzi; yziÞ ð1Þ

where (xzi,yzi) is the 2-dimensional (2-D) coordinates of the i-th FP in the z-th FG. To
estimate the RSS at Pref, we assume that in each FG, the relationship between the
coordinates of FPs and their corresponding RSSs satisfies

szi�j¼axzi þ byzi þ dþ dzi ð2Þ

where szi−j is the RSS from the j-th AP at the i-th FP in the z-th FG. dzi is the RSS
distance between szi−j and the estimated RSS at the i-th FP. By using the least square
method based surface interpolation algorithm, the coefficients a, b, and d in (2) are
calculate by

a ¼ c syð Þc xyð Þ�c sxð Þd yð Þ
c xyð Þð Þ2�d xð Þd yð Þ ;

b ¼ c sxð Þc xyð Þ�c syð Þd xð Þ
c xyð Þð Þ2�d xð Þd yð Þ ;

d ¼ s� ax� by:

8><
>: ð3Þ

where

c syð Þ ¼ Pc
i¼1 szi�j � s

� �
yzi � yð Þ;

c xyð Þ ¼ Pc
i¼1 xzi � xð Þ yzi � yð Þ;

c sxð Þ ¼ Pc
i¼1 szi�j � s

� �
xzi � xð Þ;

d xð Þ ¼ Pc
i¼1 xzi � xð Þ2;

d yð Þ ¼ Pc
i¼1 yzi � yð Þ2;

s ¼ 1
c

Pc
i¼1 szi�j; x ¼ 1

c

Pc
i¼1 xzi; y ¼ 1

c

Pc
i¼1 yzi:

8>>>>>>><
>>>>>>>:

ð4Þ

Accuracy Enhancement with Integrated Database Construction 171



After the coefficients in (2) are calculated, we estimate the RSS at Pref based on the
fitted surface function [8], z = ax + by + d. Finally, WKNN is applied to estimate the
locations of the target Puser, as described in (5).

Puser ¼
Pq

i¼1 1=dið Þ xi; yið ÞPq
i¼1 1=dið Þ ð5Þ

where di is the distance between the estimated RSS at the i-th selected NRP, (xi, yi), and
the newly recorded RSS. In KbW, the selected NRPs are the NRPs with the RSSs
having the smallest distances from the newly recorded RSS.

Steps of WbB. In WbB, we apply WKNN to calculate the NRP in each FG, as shown
in (6).

Pref ¼
Pc

i¼1 1=dzið Þ xzi; yzið ÞPc
i¼1 1=dzið Þ ð6Þ

where dzi is the distance between the estimated RSS at the i-th FP in the z-th FG,
(xzi, yzi), and the newly recorded RSS. The estimation of RSS at each NRP in WbB
follows the same steps involved in KbW. After that, we use Bayesian inference to
calculate the posterior probability of each NRP with respect to each newly recorded
RSSs. We take the NRP Lf as an example. By using the Bayesian inference, the
posterior probability of Lf with respect to s, P Lf js

� �
, is equivalent to the product of the

prior probabilities, as shown in (7).

P sjLf
� � ¼ P s1jLf

� �
P s2jLf
� �

. . .P swjLf
� � ð7Þ

where sj is the newly recorded RSS from the j-th AP. By assuming that the RSS
distribution at each NRP obeys a Gaussian distribution, we have

PðsjjLf Þ¼ 1ffiffiffiffiffiffi
2p

p
d
exp½�ðsj � lÞ2

2d2
� ð8Þ

where µ and d are the mean and standard deviation of the RSS distribution from the j-th
AP at Lf respectively. Then, we rely on the q selected NRPs with the largest posterior
probabilities with respect to the newly recorded RSS to estimate the locations of the
target, as shown in (9).

Puser ¼
Pq

i¼1 proi xi; yið ÞPq
i¼1 proi

ð9Þ

where proi and (xi, yi) are the posterior probability and the 2-D coordinates of the i-th
selected NRP respectively.
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Steps of BbK. In BbK, we calculate the NRP Pref in each FG by

Pref ¼
Pc

i¼1 prozi xzi; yzið ÞPc
i¼1 prozi

ð10Þ

where prozi and (xzi, yzi) are the posterior probability and the 2-D coordinates of the i-th
FP in the z-th FG. The steps of the estimation of RSS at each NRP in BbK are the same
to the ones in KbW and WbB. After the estimated RSS at each NRP is obtained, we can
estimate the locations of the target by

Puser ¼ 1
q

Xq

i¼1
ðxi; yiÞ ð11Þ

where the 2-D coordinates of the q selected NRPs are denoted as (xi, yi)(i = 1, , q). In
BbK, the selected NRPs are the NRPs with the RSSs having the smallest distances
from the newly recorded RSS.

3.2 Modified Bayesian Inference

In WbB, the RSS distribution at each location is assumed to obey a Gaussian distri-
bution, while in fact, the Gaussian distribution of RSS cannot always be approximately
obeyed especially in the Non-Line-of-Sight (NLOS) scenario. To solve this problem,
we use (12) to calculate the similarity between the RSS distributions at each RP and the
distributions of the newly recorded RSSs.

Si ¼ 1Pw
j¼1 ð

PRSSupper
x¼RSSlower Pon�jðxÞln Pon�jðxÞ

QijðxÞ Þ
ð12Þ

where Qij(x) and Pon−j(x) are the RSS distribution from AP j at the i-th RP and the
distribution of the newly recorded RSSs from AP j respectively. The RSS value x is in
the range of [RSSlower, RSSupper].

4 Experimental Results

4.1 Accuracy Discussion

We conduct the experiments in an actual indoor WLAN environment with the
dimensions of 66 m � 22 m. The target environment is covered by 9 Cisco WRT54G
APs which are placed on the same floor in a building [7], as shown in Fig. 1. The 182
RPs are uniformly calibrated with the same interval of 1 m and the 81 test points
(TPs) are randomly selected in five straight corridors for the testing.

Figure 2 compare the Cumulative Distribution Functions (CDFs) of errors between
the proposed Combinational Localization Algorithms (i.e., KbW, WbB, and BbK) and
the conventional WKNN, Bayesian inference, and KNN, named as C-W, C-B, and C-K
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respectively. As can be seen from Fig. 2, the proposed algorithms generally perform
better than the conventional WKNN, Bayesian inference, and KNN in localization
accuracy. We take KbW as an example. By using KbW, the probabilities of errors
within 3 m and 2.5 m are about 10% and 5% more than the ones achieved by C-W
respectively.

4.2 Parameter Discussion

To examine the performance of the proposed integrated database construction for
indoor WLAN localization, we use the control variable approach to investigate the
relationship between the localization errors and the four parameters as follows:
(i) number of MAPs, k; (ii) number of the adjacent PAPs for each RP, r; (iii) number of
FPs in each FG, c; and (iv) number of NRPs, q.

The optimal parameters which are corresponding to the smallest mean of errors for
all the combinational localization algorithms and the conventional WKNN, Bayesian
inference, and KNN are shown in Table 1.

From Table 1, we can observe that: (i) by using the integrated database, most of the
combinational localization algorithms achieves lower mean of errors compared to C-W,
C-B, and C-K; and (ii) the lowest mean of errors, 2.2946 m, is obtained by KbK. On
this basis, the integrated physical neighborhood and location fingerprinting database is

Fig. 1. Experimental layout.

Fig. 2. CDFs of errors by KbW, WbB, BbK, C-W, C-B, and C-K.
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proved to be able to enhance the accuracy of the conventional indoor WLAN RSS
fingerprint based localization algorithms.

Finally, to verify the efficiency of the modified Bayesian inference for indoor
WLAN RSS fingerprint based localization, we compare the CDFs of errors by C-B,
WbB, and the WbB using the modified Bayesian inference. In Fig. 3, we find that:
(i) the C-B performs poorest in localization accuracy with the probabilities of errors
within 3 m lower than 60%; (ii) compared to the C-B, the higher localization accuracy
is achieved by using the proposed WbB with the probabilities of errors within 3 m
more than 70%; and (iii) there is a further improvement in localization accuracy when
the WbB using the modified Bayesian inference is adopted.

5 Conclusion

A novel approach to improve the accuracy of the indoor WLAN RSS fingerprint based
localization by using the integrated physical neighborhood and location fingerprinting
database is proposed in this paper. We not only construct location fingerprinting

Table 1. Parameters vs. Errors

Algorithms Optimal parameters Mean of errors (m)

KbW k = 9, r = 3, c = 5, q = 17 2.2962
WbW k = 5, r = 5, c = 4, q = 17 2.3416
BbW k = 17, r = 3, c = 2, q = 5 3.1147
C-W k = 9 2.5213
KbB k = 9, r = 3, c = 5, q = 1 2.5333
WbB k = 5, r = 5, c = 4, q = 17 2.4483
BbB k = 17, r = 3, c = 2, q = 5 3.3674
C-B k = 7 3.4197
KbK k = 9, r = 3, c = 5, q = 17 2.2946
WbK k = 5, r = 5, c = 4, q = 17 2.3418
BbK k = 17, r = 3, c = 2, q = 5 3.1453
C-K k = 9 2.5346

Fig. 3. CDFs of errors by C-B, WbB, and the WbB using the modified Bayesian inference.
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database, but also utilize the physical adjacency relations of RPs to construct the
physical neighborhood database. The extensive experiments demonstrate that the
integration of the physical neighborhood database and location fingerprinting database
can help a lot in improving the accuracy of the widely-used KNN, WKNN, and
Bayesian inference algorithms. For the future work, the more accurate and efficient
estimation of the RSS at each NRP forms an interesting topic.
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Abstract. In cognitive radio (CR), there is a tradeoff between spectrum sensing
time and throughput of secondary user (SU). In order to improve the SU’s
throughput, a sensing-throughput tradeoff in spectrum-handoff based CR is
proposed, which allows the SU to search and transfer to a new idle channel to
continue communication, when the PU is present. An optimization problem is
proposed to maximize the SU’s throughput in the proposed scheme through
jointly optimizing the sensing time, the searching time and the number of
available channels subject to the detection probability to the PU. The simulation
results show that there exist the optimal solutions to the proposed scheme and
the proposed scheme outperforms the conventional scheme notably.

Keywords: Cognitive radio � Energy sensing � Throughput � Sampling
frequency � Detection probability

1 Introduction

In order to improve the current spectrum utilization, CR allows the secondary user
(SU) to dynamically access the idle spectrum that isn’t temporarily used by the PU,
providing that the SU will not disturb the normal communication of the PU [1–3]. To
control interference to PU, the SU detects whether the PU exists in the channel
depending on the spectrum sensing technology; if the absence of the PU is detected, the
SU can transmit data in the channel, and otherwise it must stop communicating [4, 5].

Energy sensing, as an effective spectrum sensing technology, is frequently used in
CR, which estimates the presence of the signal source through comparing the energy
statistics of the received signal to a presettled threshold [6–8]. The SU often uses the
PU’s spectrum by the listen-before-transmit strategy. At the beginning of every frame,
the SU firstly detects the absence of the PU in the sensing slot, and then forwards data
in the transmission slot [9]. An optimization scheme of energy sensing-throughput
tradeoff is proposed in [10–13], whose optimal solutions are theoretically proven to be
existent; however, the authors assume that when the presence of the PU is detected, the
SU must stop transmitting and wait until the new detection result is achieved in the
following frame, therefore yielding the great loss of the SU’s throughput.
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In the proposed scheme, the SU is allowed to transfer to another idle channel to
continue communication through spectrum searching, when the presence of the PU is
detected. We have considered the spectrum handoff and proposed a joint optimization
scheme of sensing time and searching time [14]. Through the joint optimization, the
total sensing delay including local spectrum sensing and idle channel searching can be
decreased and the achievable throughput of the SU in a specific frame can be
maximized.

2 Sensing-Throughput Tradeoff Scheme

2.1 Energy Sensing

In energy sensing, according to the two different states: the absence of the PU (denoted
by H0) and the presence of the PU (denoted by H1), the received sampling signal yðmÞ
is given by

yðmÞ ¼ hðmÞsðmÞþ nðmÞ;H1

nðmÞ;H0

�
;m ¼ 1; 2; . . .;M ð1Þ

where sðmÞ is the PU’s signal with the power of ps, nðmÞ is the Gaussian noise with the
power of r2n, hðmÞ is the channel gain between the SU and the PU, and M is the number
of the sampling nodes. By supposing that the sampling frequency is fs and the spectrum
sensing time is s, M is given by

M ¼ sfs: ð2Þ
Energy sensing firstly calculates the energy statistics of the SU’s received signal as

follows

ZðyÞ ¼ 1
M

XM
m¼1

yðmÞk k2: ð3Þ

By comparing ZðyÞ to a presettled threshold k, the presence of the PU is decided by
ZðyÞ� k, while the absence of the PU is determined by ZðyÞ\k. Hence, the false alarm
probability Pf and the detection probability Pd are the functions related with the sensing
time s as follows

PfðsÞ ¼ Q
k
r2n

� 1
� � ffiffiffiffiffi

sfs
p� �

; PdðsÞ ¼ Q
k

r2nð1þ cpÞ
� 1

 ! ffiffiffiffiffi
sfs

p !
ð4Þ

where the SNR of the communication link between the PU and the SU is cp ¼ h2ps
�
r2n

and the function QðxÞ ¼ 1ffiffiffiffi
2p

p
R þ1
x exp �y2

2ð Þ dy. According to (4), Pf can be denoted by
Pdas follows

PfðsÞ ¼ Q Q�1ðPdÞ 1þ cp
� �þ cp

ffiffiffiffiffi
sfs

p	 

: ð5Þ
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2.2 System Model

By supposing that the length of the SU’s transmission frame is T, the conventional
sensing-throughput tradeoff scheme is shown in Fig. 1. In the conventional scheme,
every frame of the SU includes one sensing slot and one transmission slot. In the
sensing slot, the SU firstly senses the PU, and if the absence of the PU is detected, the
SU then forwards data in the transmission slot, otherwise it stops transmitting any data
in this frame and waits to redetect the absence of the PU in the following frame [11]. In
the conventional scheme, when the presence of the PU is detected, the SU cannot
continue communication, which yields the great throughput loss and even interrupts the
normal communication of the PU.

The proposed spectrum handoff-based sensing-throughput tradeoff scheme is
shown in Fig. 2, wherein one searching slot is added following the sensing slot, if the
presence of the PU is detected in the sensing slot. By supposing that the frequency band
available for the SU includes L channels, the SU will detect the left L-1 channels one by
one for choosing a new idle channel in the searching slot, and then transfer to this idle
channel to continue communication in the following transmission slot. In this figure,
we assume that the time for searching one channel is n.

frame 1 frame 2 frame K

sensing transmission

τ T τ−

Fig. 1. Conventional sensing-throughput tradeoff scheme

frame 1 frame 2 frame K

sensing transmission

transmissionsearching

τ T τ−

( 1)L ξ− ( 1)T Lτ ξ− − −

PU is absent

PU is present channel transfer

Fig. 2. Spectrum handoff-based sensing-throughput tradeoff scheme
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We suppose that the communication rates of the SU at the absence and presence of
the PU are C0 and C1, respectively, and PðH1Þ and PðH0Þ are the present and absent
probabilities of the PU, respectively. Then we have

PðH1ÞþPðH0Þ ¼ 1: ð6Þ

In the conventional scheme of Fig. 1, the SU may forward data in the transmission
slot with the time of T � s, when the absence of the PU is detected. Hence, the SU’s
throughput in the unit bandwidth is given by

R0ðsÞ ¼ T � sð Þ PðH0ÞC0 1� Pf sð Þð ÞþPðH1ÞC1 1� Pd sð Þð Þð Þ ð7Þ

When the SU detects the presence of the PU, it stops communicating in the
transmission slot with the probability of

Pu sð Þ ¼ PðH0ÞPf sð ÞþPðH1ÞPd sð Þ: ð8Þ

In the proposed scheme of Fig. 2, when the SU detects the presence of the PU, it
may choose and transfer to a new idle channel to continue communication, providing
that there exists one idle channel among the left L–1 channels. The existent probability
of one idle channel is given as follows

PvðLÞ ¼ 1� PðH1ÞL�1: ð9Þ

After transferring to a new idle channel, the SU will forward data in the trans-
mission slot of this channel with the time of T � s� ðL� 1Þn. As in (9), the SU’s
throughput in the unit bandwidth of the new channel is given by

R1ðs; n; LÞ ¼ T � s� ðL� 1Þnð ÞPu sð ÞPvðLÞ�
PðH0ÞC0 1� Pf nð Þð ÞþPðH1ÞC1 1� Pd nð Þð Þð Þ : ð10Þ

Hence, the aggregate throughput of the SU in the proposed scheme is given by

Rðs; n; LÞ ¼ R0ðsÞþR1ðs; n; LÞ: ð11Þ

2.3 Scheme Optimization

With the fixed frame length, the transmission time available for the SU decreases with
the increasing of the spectrum sensing time, yielding the great throughput loss; on the
other hand, since Q(x) is a monotone decreasing function, according to (5), with the
fixed detection probability, the false alarm probability decreases with the increasing of
the spectrum sensing time, yielding the great increasing of the spectrum access
opportunity of the SU. Hence, there exists a tradeoff between the spectrum sensing time
and the SU’s throughput, and the achieved throughput can be improved through rea-
sonably optimizing the sensing time.
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Our goal to optimize the proposed scheme is to maximize the SU’s throughput R
through jointly optimizing the sensing time s, the searching time n and the number of
available channels L, providing that the detection probability to the PU is guaranteed.
The optimization problem is described as follows

max
s;n;L

Rðs; n; LÞ
s:t:PdðsÞ� �Pd

PdðnÞ� �Pd

sþðL� 1Þn� T

s� 0; n� 0

L� 1

ð12Þ

Since L is an integer, it is not computationally expensive to search L one by one.
Hence, by fixing L, (12) is a double-variable optimization problem of s and n, which
can be solved by adopting alternating direction optimization, i.e., we formulate two
sub-optimization problems about one of the two parameters, respectively, by fixing the
other parameter with an initial value, and then obtain the joint optimal solutions by
repeating to optimize these two sub-optimization problems iteratively. We initialize
s ¼ s0 where s0 2 ½0; T� and satisfies Pdðs0Þ� �Pd, and therefore R0ðs0Þ is a constant
that can be ignored in the optimization process. We can calculate the approximate
solution by using the half searching algorithm as shown in Table 1. The time com-
plexity of the half searching algorithm is related with the computation accuracy d,
which is denoted by O log21dð Þ.

Then fixing n ¼ n# and substituting it into (11), we have

Rðs; n#Þ ¼ T � sð Þ PðH0ÞC0 1� Pf sð Þð ÞþPðH1ÞC1 1� Pd sð Þð Þð Þþ
PvðLÞGðn#Þ T � s� ðL� 1Þn#� �

PðH0ÞPf sð ÞþPðH1ÞPd sð Þð Þ
ð13Þ

where Gðn#Þ ¼ PðH0ÞC0 1� Pf n#
� �� �þPðH1ÞC1 1� Pd n#

� �� �
. Obviously Gðn#Þ

\C0, and thus 1� Gðn#Þ�C0 [ 0. There is also an optimal s# 2 0; T 00½ � that makes

Table 1. Half searching algorithm
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�Rðs#Þ achieve the maximum, and s# can also be obtained through the half searching
algorithm. By supposing that k is the number of the iterations, the joint optimization
algorithm of s and n is shown in Table 2.

The iterative complexity of the joint optimization algorithm is Oð1=d2Þ, and the
half searching algorithm is implemented in each iteration. Hence, the aggregate time
complexity is given by O 1

d2
log21d

� �
.

3 Simulation Results

In the simulations, we suppose that the frame length T = 10 s, the PU’s state proba-
bilities PðH0Þ = 0.2 and PðH1Þ = 0.8, and the SNR between the SU’s transmitter and
receiver cs = 5 dB.

Figure 3 shows the SU’s throughput R changing with the spectrum sensing time s
and the channel searching time n, with the fixed number of channels L = 10. In this
figure we also set the sampling frequency fs = 1 kHz, the detection probability
Pd = 0.99, and the SNR between the SU and the PU cp = −10 dB. It is seen that R is a
convexity, which indicates that there deed exist the optimal s and n that make R reach
the maximum. When s = 1.8 s and n = 0.56 s, the maximum R = 4.23 bit�Hz-1.
Figure 4 shows R versus fs = (200, 400, 600, 800, 1 k) Hz with cp = −15*−5 dB. It is
seen that R improves with the increasing of fs, because the spectrum sensing perfor-
mance of detecting PU also improves. However, compared to fs = 800 Hz, the
improvement on the throughput of fs = 1 kHz is not obvious, which indicates that
overmany sampling nodes will not improve the sensing performance notably, but
increase the difficulty of designing hardware. Hence, it is very important to choose an
appropriate sampling frequency according to our demands.

Table 2. Joint optimization algorithm
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4 Conclusions

In the proposed sensing-throughput tradeoff scheme, the SU is allowed to transfer to a
new idle channel to continue communication through spectrum searching, when the
presence of the PU is detected. The SU’s throughput is maximized through jointly
optimizing the sensing time, the searching time and the number of available channels.
Through analyzing the simulation results, we get the following outlines: there deed
exist the optimal solutions to the proposed scheme; the proposed scheme outperforms
the conventional scheme obviously; an appropriate sampling frequency should be
chosen according to our demands.

Fig. 3. Throughput changing with sensing time and searching time
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Abstract. With service types and requirements of broadband satellite
internet continuously increasing, improving QoS (Quality of service) of
satellite internet has attracted extensive attention. To reduce the impact
of self-similarity caused by various of service traffic sources converge on
satellite communication system, we propose a novel model from the per-
spective of self-similar traffic prediction. Combinating wavelet transform
and ARIMA (Autoregressive Integrated Moving Average) model to pre-
dict self-similar traffic of satellite internet is proposed. The optimal model
to the problem is presented. The number selection of prediction samples
and the impact of prediction steps on the accuracy of the prediction sys-
tem are discussed, and the parameters are addressed. Simulation results
show ARIMA model can achieve a better prediction effect with a com-
bination of wavelet transform than that of the traditional autoregressive
model not utilizing wavelet technology.

Keywords: Satellite internet · Self-similar traffic prediction · Wavelet
transform · ARIMA model

1 Introduction

Nowadays the prosperity of Internet promotes the rapid development of Next
Generation Network which consists of air-space-ground integrated network. [1]
As a kind of auxiliary network of terrestrial networks, broadband satellite net-
work which has advantages in global coverage, can release the pressure of ter-
restrial networks. However, it also face a series of challenging problems to be
solved. [2,3] The requirements of different service, such as bandwidth and delay,
are obviously different. Convergency of various of service traffic sources results
self-similarity of the service traffic on satellite communication system [4], having
a clear difference from the traditional Poisson characteristics. The self-similar
process, which can reflect the long range dependence of the traffic, is one of
simple models with long range dependence, reflecting the performance of traffic
at any time.

With service types and quantity growing, the self-similar degree will contin-
uously increase. As a result, the self-similarity of traffic has the adverse effect on
satellite communication system, aggravating congestion of the network nodes, as
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well as vibration and vibration delay. A large number of studies show that the
main reason of the situations, such as high rate of buffer overflow, lengthened
transmission delay and the continuous increasingly periodic congestion, is the
self-similarity of network traffic. The traffic self-similarity directly affects struc-
ture design, control mechanism, analysis methods and management measures of
the next generation network communication system. Besides, packet loss rate
rises along with the increase of the self-similarity degree, while the bandwidth
utilization decreases [5–8]. Therefore, it is necessary to predict the network traffic
reasonably and accurately, in order to provide the prediction queue information
to the scheduling star and reliable data for the cross-layer scheduling of satellite
Internet. Accurate traffic prediction results can ease the network congestion and
optimize the resource allocation to improve the performance of satellite network.

Currently, the research on prediction for internet self-similar traffic has made
a lot of achievements both domestically and externally, such as the wavelet
prediction model in [9], the neural network prediction model and various time
series prediction models in [10], as well as the multi-fractal wavelet model [11],
and the finite impulse response neural network prediction model of the multi
fractal [12], etc. However, the prediction accuracy of the proposed prediction
models, on whose condition variables there is no detailed discussion, is not very
satisfactory. It is extremely difficult to ensure the accuracy of real-time prediction
for network traffic in the case of high bit error rate on such satellite networks.

In this paper, the method combining wavelet transform and ARIMA model
is proposed to predict self-similar traffic of the satellite network. Wavelet decom-
position makes the non-stationary, periodic and self-similar network traffic sta-
tionary and the degree of self-similarity reduced to achieve traffic prediction
reasonably and accurately. With a large number of simulation experiments, the
parameters of prediction model are analyzed in details and selected, so as to
obtain the optimal prediction model of network traffic improving the accuracy
of the prediction. Therefore, it is required to perform a reasonable and accurate
prediction for satellite network self-similar traffic, aiming to enhance the QoS of
satellite internet.

2 ARIMA Model

ARIMA model is employed to process non-stationary time series. And white
noise is processed to obtain historical independence white noise, so as to improve
the prediction accuracy. Compared with the traditional prediction models such
as AR, MA, ARMA, ARIMA model established based on the Markov process
can accurately capture several features on the network. Processing the collected
traffic data with the prediction model established to predict the traffic can get
the high prediction accuracy.

The basic idea of ARIMA is to use a specific math model to approximate
time series. The model can predict the future value through past values of the
time series and the moment values as long as recognized.
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ARIMA can be described as,

Φ(B)∇dXt = Θ(B)εt (1)

where Φ(B) and θ(B) represent the p and q polynomial respectively. The expres-
sions are shown as,

Φ(B) = 1 − Φ1(B) − . . . − Φp(B)p (2)

Θ(B) = 1 + Θ1(B) + . . . + Θq(B)q (3)

Besides, Bxt = xt−1, where B is the delay factor, ∇d represents the differential

factor of d order, and the relation between them is ∇ = 1 − B, where ∇ is the
differential operator. The binomial expansion is,

∇d = (1 − B)d =
∞∑

k=0

[
d
k

]
(−B)k (4)

where
[

d
k

]
= d(d+1)...(d+k−1)

k! . In general, d is zero or one in ARIMA(p, d, q)

model. Then non-stationary time series will be changed into stationary time
series [13].

3 ARIMA Prediction Model Based on Wavelet Transform

Wavelet transform can exhibit both global and local characteristics of traffic, and
reduce the self-similarity degree of signal decomposed on the different frequency
ranges. High frequency part of the decomposed signal is short range dependence,
and therefore prediction can be made directly using ARMA model. Nevertheless,
the low frequency part having long range dependence is not able to be predicted
accurately only utilizing ARIMA model. Thus, the signal is decomposed using
wavelet transform level by level, then the levels are predicted respectively and
recombined together to achieve network traffic prediction. Wavelet transform
improves network traffic prediction accuracy.

Self-similar traffic is decomposed by wavelet transform of different decom-
position level, and wavelet function takes sym N = 2, 3, 4. By calculating the
decomposition of the Hurst, as shown in Table 1, we can see that the correlation
of the details of the wavelet decomposition is short, and only the approximate
part has long-range dependence. Therefore, this paper selects three level wavelet
decomposition to process the self-similar network traffic, so as to achieve the time
series of network traffic stationary and weaken the correlation, and guarantee
the efficiency of system.

In ARIMA(p, d, q) model, a first-order difference can achieve the expected
effect that high degree of traffic self-similarity is changed into low degree of the
one, and the data reaches a plateau. Therefore, we take d = 1. The autocorre-
lation function and partial correlation function of the details and the difference
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Table 1. Level 2–4 wavelet decomposition with hurst parameter

Level 2 Level 3 Level 4

HA2 = 0.7296 HA3 = 0.7209 HA4 = 0.7132

HD1 = 0.2700 HD1 = 0.3009 HD1 = 0.4078

HD2 = 0.2822 HD2 = 0.3239 HD2 = 0.1851

HD3 = 0.3711 HD3 = 0.3873

approximation part, which are decomposed by three level wavelet decomposi-
tion, both show smear characteristic, therefore ARMA model should be chosen.
To determine the order p, q of the model the AIC (Akaike information criterion)
criterion will be used for order selection. The order of each part of the wavelet
decomposition model is shown in Table 2.

Table 2. Order of each part of the wacelet decomposition model

D1 D2 D3 D4

order ARMA(2,1) ARMA(3,1) ARMA(2,3) ARMA(1,3)

After determining the order of the prediction model, ARIMA(p, d, q) model
is established. Then the parameter estimation method of ARMA model will
be presented. Autocovariance function of ARMA(p, q) series satisfies extending
Yule-Walker equations,

⎡

⎢⎢⎣

γq+1

γq+2

...
γp+q

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

γq γq−1 ... γq−p+1

γq+1 γq ... γq−p+2

...
γq+p−1 γq+p−2 ... γq

⎤

⎥⎥⎦

⎡

⎢⎢⎣

a1

a2

...
ap

⎤

⎥⎥⎦ (5)

This is the method to estimate parameters, in which obtaining moment esti-
mation of a ⎡

⎢⎢⎣

â1

â2

...
âp

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

γ̂q γ̂q−1 ... γ̂q−p+1

γ̂q+1 γ̂q ... γ̂q−p+2

...
γ̂q+p−1 γ̂q+p−2... γ̂q

⎤

⎥⎥⎦

−1 ⎡

⎢⎢⎣

γ̂q+1

γ̂q+2

...
γ̂q+p

⎤

⎥⎥⎦ (6)

The p × p matrix Γp,q is invertible in (5). When N → ∞ in ARMA(p, q)
model, the Γp,q in (6) is invertible. Based on the above conditions, moment esti-
mation (6) are consistent, namely lim

N→∞
âj = aj , 1 ≤ j ≤ p. Next we will estimate

partial parameters in MA(q), namely â1, â2, ..., âp. Then

zt = xt −
p∑

j=1

âjxt−j , t = p + 1, p + 2, . . . , N (7)
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(7) is an approximate measurement data to MA(q). The auto covariance function
is given in (8) with â0 = −1,

γ̂z(k) =
p∑

j=0

p∑

l=0

âj âlγ̂k+j−l (8)

Finally, the stationary time series is predicted. In order to predict Xn+k with
Xn = (X1,X2, . . . , Xn)T , first we use ARMA sequence to achieve optimal linear
prediction based on Yd+1, Yd+2, . . . , Yd+k,

Ỹn+j = L(Yn+j |Yd+1, Yd+2, . . . , Yn), j = 1, 2, . . . , k (9)

Based on the formula,

(1 − B)dX̂t = Ỹt , t = n + 1, n + 2, . . . , n + k (10)

It comes to the recursive formula

X̂n+k = Ỹn+k −
d∑

j=1

Cj
d(−1)jX̂n+k−j , k ≥ 1 (11)

where X̂n−j = Xn−j , j ≥ 0.

4 Simulation and Analysis

Since traffic data of satellite communication system can not be obtained, this
paper will use the data collected in the ground backbone network from http://
mawi.wide.ad.jp/mawi/ditl/ditl2009/. The data is collected continuously for 96 h
in every 15 min, which is 380 data in total. After calculation, the average rate
of the ground backbone network can reach 98 Mbps, slightly less than the traffic
receiving rate of 100 Mbps on satellite switches of broadband satellite network.
So it can simulate the traffic in broadband satellite network with the set of data
to establish prediction model. The traffic with a day (24 h) period as time unit
is non-stationary and has a very obvious sudden. By the simulation, the Hurst
parameters H ≈ 0.7308, according to H ∈ (0.5, 1) can observe that the network
traffic shows an obvious self-similarity.

This paper will use this traffic data. The impact of prediction step k and the
number n selection of predicted samples to the traffic data prediction accuracy
of prediction system is discussed.

First, the impact of the number n selection of predicted samples on prediction
accuracy is analyzed. The smaller the relative root mean square error (RRMSE)
of prediction results is, the higher the prediction accuracy is.

The original traffic data is decomposed with the three level wavelet trans-
form, and the prediction step in prediction system is set to 1. By simulations,
the RRMSE between the prediction value from different number selection of
predicted samples and the true value is obtained, as shown in Fig. 1.

http://mawi.wide.ad.jp/mawi/ditl/ditl2009/
http://mawi.wide.ad.jp/mawi/ditl/ditl2009/


194 Y. Han et al.

50 100 150 200 250 300 350
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

number of samples

R
R

M
S

E

traffic prediction scheme based on ARIMA model with wavelet transform
traffic prediction scheme based on ARIMA model

Fig. 1. RRMSE of different number of predicted samples.

Network traffic with self-similarity is subdivided into different frequency
range by utilizing wavelet decomposition in order to observe the self-similarity
of detail and approximate parts. The decomposition signal with the short range
dependence is to be predicted in the next step, while doing difference to the
other one with the long range dependence to produce the signal which is short
or approximately short range dependence. The accuracy of analysis is improved
because of the stationary and multi-resolution processing to original signal.

As observed in Fig. 1, the better prediction results lie in the range of the
interval [95, 100], [190, 200], [290, 300]. The number of samples in the range of
[95, 100] have the best effect, and the RRMSE reaches the minimum value. The
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Fig. 2. Comparison between the real and prediction traffic (number of samples is 100).
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three interval in which prediction accuracy is high is approximately a multiple
of 96, mainly because traffic data used in the model is collected every 15 min,
then record 96 times within 24 h, therefore in the original model data 96 is a
data cycle. The number selection of predicted samples is related to periodicity of
network traffic data itself, and choosing the number of predicted samples which
is in accordance with periodicity can obtain high accuracy prediction results.

Figure 2 is the comparison between the real traffic and the prediction traffic
when the number of samples is set to 100. As demonstrated in Fig. 2, the fitting
effect choosing this number of samples is fine, and the predictive value and the
real value maintain a high degree of consistency in the burst point, while it also
reflects the periodicity of the original traffic data.

Next, the impact of different prediction steps k on prediction accuracy is
analyzed. The number of predicted samples is set to 100.

As shown in Table 3, it can be seen that the smaller prediction steps are,
the better prediction effect is. However, difference accross RRMSE of one-step
prediction, two-steps and five-steps prediction is not great. If using one-step
prediction which has the best effect, the ratio between the number of predicted
samples and the predicted number is 100: 1, but the efficiency of prediction
model is very low.

Table 3. RRMSE of different predicted steps

One-step Two-steps Five-steps Ten-steps

RRMSE 0.1663 0.1682 0.1713 0.2330
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Fig. 3. Comparison between the real and prediction traffic in two-steps prediction
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Fig. 4. Comparison between the real and prediction traffic in five-steps prediction

In Figs. 3 and 4, in fitting between the prediction value and the real value,
there is not much difference between two-steps prediction and five-steps predic-
tion. In particular, the five-steps prediction is better than the two-steps one in
the burst traffic data prediction. Compared with the ratio between the number
of two-steps predicted samples and the predicted number is 50: 1, the ratio is 20:
1 in five-steps prediction. Thus, the prediction step is assigned to 5, and time
series in autoregressive prediction model can get the best prediction value.

5 Conclusion

This paper presents the self-similarity of traffic has the adverse effect on satel-
lite communication system, and traffic prediction model based on ARIMA model
with wavelet transform is established to reduce the impact of self-similarity. The
impact of prediction steps and number selection of prediction samples on pre-
diction accuracy of the model is analyzed, while obtaining the optimal traffic
prediction model improving the accuracy of the prediction. Simulation results
show that RRMSE between the prediction and real value is 0.1663, using 100
as prediction samples which is periodicity of network traffic data itself approx-
imately and predicting 5 values per step. With a combination of wavelet tech-
nology, ARIMA model can achieve a better prediction effect, aiming to enhance
the QoS of satellite internet.
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Abstract. In the demonstration and construction process of the space-based
remote sensing, communication, navigation and information integration net-
work, there are several problems such as: the network system architecture is
complex, the information fusion efficiency is low and the anti-jamming ability is
poor and so on. Based on space-based cognitive radio technology, the paper
proposed the method to optimize and enhance the space-based information
network performance by adding cognitive satellite nodes in the network.
Mathematical modeling and performance analysis results show that the
space-based cognitive integrated information network can optimize network
configuration, improve the task affect speed, use the data resources efficiently.
Meanwhile, the method can enhance the anti-jamming performance of the entire
space-based information network greatly.

Keywords: Space-based � Integrated information network � Performance
analysis � Cognitive radio

1 Introduction

Recently, the number of terrestrial internet and mobile users of China become a world
leader with the rapid development of information network construction. However, the
development of the space-based information network, the internet and the mobile
communication network is very uneven, showing “weak space strong ground” char-
acteristics. In the space-based, Although China has initially built Beidou navigation and
position system, earth observation and remote sensing system, data communication
relay system in the space, while each system can form internal space-based network.
However, since the beginning of the construction of major systems is relatively
independent, the satellite types are relatively simple, there is no inter-satellite network,
the space-based information network can not give out the comprehensive performance
efficiently.

With the rapid development of network technology, especially the emergence of
inter-satellite links (ISL), space-based information system gradually to form network
[1]. During this time we worked a lot of top-level design of space-based information
network and general structure research, divided system functional specifications, and
defined the system composition and function [2]. Typical space-based information
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network systems in foreign include the Iridium system, Advanced EHF satellite
communication systems, global position system (GPS) and so on. We focused on
information integration of the space-based systems of communication, navigation and
remote sensing in China.

Although we have a good foundation in the space-based information network, and
have made many useful ideas and concepts of space-based information fusion of three
networks, it is necessary to solve single information network system itself and also to
solve the new problems posed by the integration of three information networks. Cur-
rently, the space-based information network argumentation problems mainly as fol-
lows: the complex network architecture, the long task response time in network, low
allocation efficiency of resources within the network, the poor environmental adapt-
ability, weak anti-interference ability and so on [3]. Therefore, new means and methods
to demonstrate and optimize the space-based information network system are urgently
needed.

Based on cognitive radio technology, the paper proposed a new method to build
cognitive network nodes in the network [4], which can optimize the network archi-
tecture, improve the system response time, optimize the resources allocation, and
enhance the anti-jamming capability of the entire network greatly [5].

2 Space-Based Cognitive Radio Technology

Cognitive radio is an intelligent wireless communication system which can sense and
learn the spectral characteristics of the surrounding. According to adjust the specific
transmission parameters such as transmit power, carrier frequency, modulation, etc. in
real time, the internal states can adapt to the external input radio incentives, which can
achieve high reliability and efficiency use of spectrum resources whenever and wher-
ever in communication system.

Based on the traditional cognitive radio, space-based cognitive radio technology
can use their own learning and reasoning ability, to deploy the available network
resources adaptively, fusion the network-wide data effectively, response rapidly and
complete the tasks efficiently by cognitiving tasks intelligently and learning sur-
rounding wireless environment quickly. Meanwhile, it can greatly improve the
anti-jamming performance in the space-based information network [6].

At the same time, the space-based remote sensing, communication, navigation and
integrated information network systems are very complex, we need to analysis the
system performance adding the cognitive nodes before and after. System performance
analysis process contains a number of uncertainties, such as fuzzy comprehensive
evaluation, artificial neural networks and so on [7]. In this paper, we carry out theo-
retical mathematical model and analysis the space-based cognitive-information network
performance [8].
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3 Space-Based Cognitive-Integrated Network Technology
and Performance Analysis

With the strong demand and rapid develop of space-based integrated information
network, it’s necessary to build the integrated network quickly. At this stage, the
space-based integration information network system mainly uses the “local distribution
station, network in the space” mode [9]. With the support of terrestrial network sys-
tems, we focus on building space-based backbone network, space-based access net-
work, space-based remote sensing network and space-based space-time reference
network. The network can propose information acquisition, transmission and temporal
reference services by the inter-satellite link connection. The space-based integrated
information network architecture shown as Fig. 1 [10].

Of course, it’s necessary to build the space-based integrated information network
depending on the existing space-based equipment and facilities. Therefore, the
space-based information obtain network based on remote sensing network, the
space-based space-time reference network based on navigation network, the
space-based backbone network and access network based on communication network
to construct and demonstrate.
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Fig. 1. Space-based integrated information network architecture
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3.1 Space-Based Cognitive-Integrated Network Technology

Based on cognitive radio technology, we can optimize the integrated information
network architecture to increase the flexibility and efficiency of the whole network
system. The space-based cognitive-integrated information network architecture shown
as below (Fig. 2):

As we can seen, although the space-based integrated information network is
powerful, it’s architecture is quite complex. The network is unable to maximize the
throughout performance apparently if only building ISLs among several independent
information networks. The space-based cognitive-integrated network has the following
main functions: the network can respond to external tasks quickly and efficiently in
order to provide services to users on demand; based on satellite data and external tasks,
the network can adjust the internal data by allocating resources dynamically, which can
complete the tasks efficiently in a higher data fusion rate; according to sense the
external environment and interference in real time, the network can avoid interference
or use the undisturbed resources to complete the tasks by planning in advanced [11].

3.2 Space-Based Cognitive-Integrated Network Performance Analysis

The space-based integrated information network is built of remote sensing, commu-
nication and navigation network, so the network performance analysis indicators
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Fig. 2. Space-based cognitive-integrated information network architecture
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include data fusion capability, task execution efficiency and robustness of the network
and so on except the remote sensing, communication and navigation indicators.

Take the average response time for example, we compared the system performance
between the space-based integrated information network and cognitive-integrated
information network. The method is divided into the following steps [12]:

(1) Space-based integrated information and cognitive-integrated information data
from STK simulation;

(2) Choose 10 agencies/experts to process and evaluate the index values. Set the
dimensionless credibility of 10 agencies are a1 = 0.95, a2 = 0.90, a3 = 0.70,
a4 = 0.95, a5 = 0.85, a6 = 0.80, a7 = 0.80, a8 = 0.75, a9 = 0.85, a10 = 0.90.
The judgment values of 10 agencies are p1 = 0.1, p2 = 0.1, p3 = 0.09, p4 = 0.08,
p5 = 0.1, p6 = 0.11, p7 = 0.1, p8 = 0.12, p9 = 0.08, p10 = 0.09.

(3) We analyze the performance of space-based integrated information network
firstly, Table 1 is the normalization allocation table of 10 agencies in space-based
remote sensing network.

(4) Select the performance analysis methods, we can obtain the
excellent/good/average/bad/poor/uncertain results after 9 synthesis according to
mathematical models and probability distribution function, the results are:
(0.2466, 0.3354, 0.2762, 0.0833, 0.0525, 0.006).

(5) 10 agencies evaluate the importance of the impact indicators independently,
Table 2 shows the importance and the important coefficient of the average remote
sensing response time.

(6) Repeating this process, we can obtain the integrated system performance evalu-
ation results are (0.2327, 0.3611, 0.2543, 0.1027, 0.0452, 0.004), the excellent
degree is 23.27%, good degree is 36.11%, average degree is 25.43%, bad degree
is 10.27%, poor degree is 4.52%.

Similarly, we can obtain the integrated system performance evaluation results of
space-based cognitive-integrated information network are (0.2740, 0.3857, 0.2507,
0.0655, 0.0206, 0.0035).

Table 1. Space-based integrated information network normalization allocation

Excellent Good Average Bad Poor Uncertain

y1 0.19 0.19 0.285 0.19 0.095 0.05
y2 0.27 0.18 0.18 0.09 0.18 0.1
y3 0.21 0.28 0.105 0.07 0.035 0.3
y4 0.095 0.19 0.38 0.19 0.095 0.05
y5 0.17 0.255 0.17 0.17 0.085 0.15
y6 0.08 0.32 0.16 0.16 0.08 0.2
y7 0.08 0.16 0.24 0.16 0.16 0.2
y8 0.3 0.225 0.075 0.075 0.075 0.25
y9 0.34 0.17 0.17 0.085 0.085 0.15
y10 0.18 0.18 0.315 0.135 0.09 0.1
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According to space-based integrated information system performance analysis
method, we can obtain the integrated network and cognitive-integrated network anal-
ysis as follow (Fig. 3):

From the figure we can see that the excellent and good results of space-based
cognitive-integrated information network are better than space-based integrated net-
work, bad and poor results have a greater degree of decline, the overall system per-
formance is developed greatly.

In addition, the anti-jamming performance of space-based cognitive-integrated
information network is shown as follow [13]. We can see that the error rates of
cognitive-integrated information network have a obvious decline compared with
integrated information network (Fig. 4).

Table 2. Importance factor of average response time
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y1 ✓
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y3 ✓
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y6 ✓
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y8 ✓

y9 ✓

y10 ✓

Fig. 3. System performance evaluation normalization results
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4 Conclusion

In this paper, we proposed a new method to develop the system performance of
integrated information network based on cognitive radio technology. According to
constructing cognitive backbone network and adding cognitive satellite nodes in the
network architecture, we can response the tasks rapidly, complete the data fusion
effectively and develop the whole network system performance finally. In addition,
adding the cognitive radio nodes can improve the anti-jamming performance greatly in
the space-based information network.
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Abstract. Along with developing of LED lamps, more technical appearance
design methods become possible. A lamp appearance design method based on
fractal technology is researched in this paper. Firstly, the famous Koch fractal is
analyzed at different generators. Then, the Koch fractal pattern is generated by
the relevant parameters. Finally, the lamps appearance was designed by the
Koch fractal characteristics. The design and simulation results show that the
fractal model can be applied to the design of lamps appearance.

Keywords: Koch fractal � Lamp appearance � LED

1 Introduction

LED lighting has become a trend in 21st century. Especially in bedroom lighting, LED
lamps will replace traditional incandescent and fluorescent lamps. LED technical fea-
tures have made the lighting design of contents and modes change substantially. The
new light-resource of LED promotes innovations in lighting design and development.
To a certain extent, LED technique also changes our concept of lighting. We are
gradually liberated from traditional, linear light limitation. Lamp designs of the lan-
guage and concept can be free to play and reshape with greater and flexible space in the
pursuit of creative expression of natural beauty [1, 2].

The fractal theory is a very active branch in Nonlinear Science, which mainly study
irregular and rough geometric shapes in nature and non-linear systems. Existing
research shows that natural scene and contours possess non-stationary, self-similarity
and multiple scales characteristics. These characteristics are described by the stochastic
fractal [3–10]. Therefore, Natural scenery and some graphics can be produced by
fractal technique [11–13]. It can bring out a person feeling the characteristics of natural
beauty.

Koch curve is a very important fractal curve in geometry, with clearly mathematical
description and simple programming. In this paper, the deformed Koch curve composes
of regular polygons by edges. Because of regular polygon ring closed and symmetrical,
the curve changes with some parameters selecting the patterns that can make design
possess natural beauty and form new light-outlook. Meanwhile, due to the geometric
shapes are constructed by model it makes lamps shape with natural beauty [14, 15].
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2 The Generation Method of Koch Fractal Curve for Lamp
Appearance

Koch curve is typical of fractal curve, its structure process is through to repeatedly
replacing each line with similar graphics of generator, thus graphics of each part are
same with shape itself called as self-similarity, which is also an most important feature
of fractal pattern, its structural process also decides the way of making the curve in
computer that should be recursive method, that is function himself calls the process of
himself. Transformation rules of Koch curves R is produced by fractal generator, the
basic characteristics are decided by fractal generator completely. We can generate a
variety of fractal graphics by some generator, the process is shown as in Fig. 1.

2.1 Koch Fractal Generators

(1) Triangle generators

Given a straight F0, dividing the line into three fractions equally and replacing the
middle fraction with other two edges of the equilateral triangle constituted of this line,
F1 can be get. According to above way, we modify each piece of fig F1 in this manner,
until infinitum, the ultimate Fn of the curve is finally get. It is called as the Koch curve.
This process is shown in Fig. 2.

Select 
production 

element

Iterative 
generation 
algorithm

Generating 
fractal patterns

Fig. 1. Forming method of Koch fractal patterns

Fig. 2. Triangle generator
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(2) Square generators

With the same as the construction method of the triangle Koch curve generator, the
line is divided into three fractions equally. The middle fraction is replaced by the
square. We can get the F1. F1 is formed substantially by triangle generator whose
triangular parts are replaced by square, it is noted that the height of square should be
one-third of the original line, finally we can get first order of curve constituted with five
equal lines (shown as in Fig. 3a). Then, according to above way, we modify each piece
of fig F1, until infinitum, we finally get the ultimate curve. It is called as the Koch curve
with square generators. In this manner, if it takes a square as the original graph and
divides each edge of the square into three parts, then similarly, the middle section is
used to form another square generator. We can get another fractal pattern. It is shown as
Fig. 3(b).

(3) Tree generators

Tree generators start from a line and marking two endpoints, as well as 1/3, 2/3,
then starting with 1/3 points and 2/3 points to extend out several branches, length of the
branch is 1/3 of the initial linear, We finally get branch generators as shown in Fig. 4.
The one-third point and the two-thirds points of the line is respectively shown as point
2 and 6.

2.2 Koch Fractal Pattern Generating Algorithm

Koch fractal curve construction begins with a linear segment. The construction pro-
gress is shown as Fig. 5:

(a) (b)

Fig. 3. Square generator

Fig. 4. Fractal generator
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(1) Segment
Considering the process of a straight line segment (2 points) producing the first

shape (5 points). In Fig. 2, assuming that P1 and P2 is the two start points of the
original line segment, then we need to assert three points P1, P2 and P3. And obvi-
ously, P2 is in one-third line, P4 locates in the two-thirds line segment.

(2) Rotation
The location of the P3 point can be considered that P4 rotates counter-clockwise by

P2 as the axis. Rotation can be achieved by an orthogonal matrix. It can be described as
Eq. (1):

A ¼ cos a � sin aÞ
sin a cos a

� �
: ð1Þ

According to original data, the algorithm produces 5 joint points in the Fig. 2. An
array of nodes forms a 5� 2 matrix, the coordinate of the first behavior p1, the
coordinate of the second, and so on, until the coordinates of p5. Matrix elements in the
first column are the 5 nodes’ x coordinate, the elements in the second column are the 5
nodes’ y coordinate.

(3) Iterations
Further consideration is the regularity of node number in the process of forming

Koch curve. Supposing that the k iteration produce nk nodes, and the at time k+1
iteration, nkþ 1 nodes generates. Namely the recurrence relation between nk and nkþ 1 is

nkþ 1 ¼ 4nk � 3: ð2Þ

No

Divide a line into three 
sections equally

Replace the middle 
fraction  with a 

equilateral triangle

 Achieve iteration times

Yes

Show graphics of fractal 
pattern

Fig. 5. Process of Koch fractal pattern generating algorithm
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2.3 Fractal Pattern of Koch

As mentioned above, the fractal function is programmed. Koch curve is generated by
MATLAB. In order to present the change of points in the recursive process intuitively
and dynamically, we use vector x, y. Finally it can be shown intuitively by the graph.
We can see that the key step of pattern generation is algorithm design.

Triangle generator generating fractal patterns are shown as Fig. 6. In order to
generate the final Koch snowflake pattern by the original lines or graphics, we should
start from the definition of the Koch curve, giving a equilateral triangle that the length
of side is and then adding a side a/3 equilateral triangle in each center of side, deter-
mining to rotate Orthogonal matrix in algorithm analysis, considering the regularity of
the number of nodes’ change in the process of forming Koch curve, and infinite
iterations, finally it can form the following snowflakes graphics.

The train of thought for generating fractal patterns by a rectangular generator or
branch generator is basically the same, only need to adjust rotating orthogonal matrix
and the corresponding part of the function. Patterns generated by square generators are
shown as Fig. 7. Patterns generated by tree fractal generators are shown as Fig. 8.

(1) The triangle generator

(2) The square generator
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Fig. 6. Patterns generated by triangle generators
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Fig. 7. Patterns generated by square generators

Koch Fractal-Based LED Lamp Appearance Design Method 213



(3) The tree fractal generator

3 Method of Lamp Outlook-Design Based on Koch Fractal
Patterns

The outlook-design of lamps is based on the Rhinoceros software modeling and apply
KeyShot software in simulated lighting image in this paper. Rhinoceros software is suit
at modeling of product appearances. Therefore, it is always being used in industrial
design is an interactive ray tracing and rendering programs with the full domain,
without complicated setting, it can produce 3D rendered image (Fig. 9).

Imitating the natural shape is one of the simplest and most direct methods of
lighting design. It not only affects people’s aesthetic consciousness, but also promotes a
natural, eco-design, which retains the spiritual and natural breath of lamps. The gen-
eration of fractal graphics relies on iterative function, which can express infinite subtle
structure, if the computer accuracy is not restricted, it can infinitely magnify the
boundary of fractal graph and a region in the graph to show a new structure element.
From the overall visual effect, we can see that pattern generated by the fractal graph is
with more abstract, art, regularity than the traditionally manual drawing pattern, which
make up the traditional decorative pattern. Eventually we will apply fractal graphics to
the structure of lamps’ shape, this is a process to transform the flat pattern into
three-dimensional pattern, in this process, and different three-dimensional methods will
produce different modes of lamps, which give us as a wider space to play in the mode
design. The LED light-source has a small size and many other features. Thus, the lamp
shape can break the limits of traditional lamps to design a variety of lamps and the
reflective and casted type of lamps can be perfectly applied to lamps that use Koch
curve as a prototype.

Reflective mode is the light provided through reflector lighting for residents. Using
secondary optical design, we make the light spot from light-source form selected curve
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Fig. 8. Patterns generated by tree fractal generators

Fig. 9. Modeling and Simulation of lighting model based on Koch fractal
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shape of Koch curve. And then put the light-source into lamps so that all of the light
can be casted onto the reflector. Then, reflectors cast the light onto the ground. Light is
provided for residents or decorative use.

Casted pattern is directly using the light-source through the outer shade to cast onto
the ground to provide lighting for the residents. It can be achieved in two methods one
way is to filter out of the Koch curve made as lamp covers, then the light-source
through to the shell light interior. This way generally uses in the production of ceiling
lamps. The other way is through the use of LED light source characteristics of small
volume of LED light-source to arrange the Koch as selected and finally show the curve
outline. This method should generally be used for ceiling lamps.

4 Design Results of LED Lamps Combined with Koch
Fractal Pattern

As mentioned above, Koch curve patterns is an input on the Rhinoceros software,
multiple linear functions is used to draw the simulation. Then, we can get the outlook
of lamps, through to the operation of stretch. Finally, lamps are attached to materials in
KeyShot the simulation is shown as Figs. 10, 11.

Fig. 10. Simulated lamp A

Fig. 11. Simulated lamp B
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5 Conclusions

The fractal theory describes the feature of the natural scenery. It can construct the
fractal pattern, while Koch fractal is a classic fractal pattern. This paper applies the
characteristics of Koch fractal to design appearance of lighting. Design results show
that the Koch fractal patterns can be used to design appearance, and fractal theory is
suitable for designing appearance.
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Abstract. In this paper, we consider secure communications for a five-node
cognitive wireless network system including one primary user (PU) pair and one
secondary user (SU) pair in presence of one eavesdropper. The secrecy trans-
mission process departs into two equal time phases. To ensure transmission
process safety, the primary source and receiver are allowed to deliver artificial
noise to interfere the eavesdropper. To obtain higher spectrum efficiency, we
propose an anti-interference spectrum access strategy with cooperative trusted
DF relaying over flat fading channel, in which secondary user forward primary
information and deliver its own information with different part of licensed
spectrum. We study how to optimize the bandwidth and power allocation ratio
to maximize the secondary user rate while guaranteeing the primary system to
achieve its target secrecy rate. The expression of the optimal bandwidth allo-
cation ratio is derived. Simulation results demonstrate that proposed strategy can
achieve win-win result.

Keywords: Cognitive radio � Physical layer security � Artificial noise �
Achievable secrecy rate � Power allocation

1 Introduction

Spectrum utilization has received a lot of attention during the past decade due to the
rarity of radio spectrum and the fixed spectrum allocation strategy which divide the
spectrum into two parts: licensed spectrum and unlicensed spectrum [1]. Traditional
fixed spectrum allocation strategy authorizes the specific communication system use
the specific spectrum but doesn’t allow others to use it even when licensed user doesn’t
use the spectrum sometimes. It leads to low utilization and waste of spectrum resource
in time and space. Cognitive radio [2] (CR) is a promising technology to improve the
wireless spectrum utilization by supporting the unlicensed systems access to the same
spectrum resource already licensed to the primary systems while not degrading the
performance of primary system. However, there are two main problems in the existing
underlay spectrum access strategy in CR network. One is that there will be interference
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between the primary system and secondary system when the cognitive user forward the
primary user information and deliver own information simultaneously. The other is the
secondary user is allowed to access to the licensed spectrum if and only if the channel
of primary system is good enough. Cooperative diversity has been proposed as a spatial
diversity technique to solve the above problems [3]. Because it can degrade the
influence of path loss in wireless links. Thus we exploit the cooperative diversity
technology to overcome the existing shortcomings and improve the utilization of
licensed spectrum.

Another issue in wireless communication environment is the security [4]. Wireless
communication is not secure as wire communication due to the openness of the
wireless medium. Some illegal receivers within the communication range may wiretap
and decode the secrecy information, which easily lead to the information leakage. The
security of traditional wireless communication depends on the upper layers of the
protocol stack through the use of encryption algorithms [5, 6]. But there are still some
challenges such as secret key management complexity, key transmission and distri-
bution security issues in open wireless communication environment and so on. Sig-
nificant works have been done on physical (PHY) layer security and various advanced
signal processing and coding techniques have been proposed to improve the secrecy of
the wireless communication in the presence of some eavesdroppers. Shannon firstly
investigates information theoretic security in 1949 and Wyner introduce the conception
of secrecy capacity [7]. The secrecy rate is defined as the difference between achievable
rates of the main channel and the wiretap channel with the Gaussian code-book and the
maximum of secrecy rate is defined as secrecy capacity. Positive secrecy rate only exist
when the main channel is more advantage than wiretap channel. But now, we can
achieve a positive secrecy rate even when the main channel is worth than wiretap
channel with using the nodes cooperative technology. Generally, there are two main
methods to improve the information security. One is cooperative note plays as a
jammer to deteriorate the wiretap channel. The other is cooperative node plays as
trusted relay to help the primary system improve the channel quality to the legitimate
user. Cooperative jamming has been studied in paper [8, 9] to maximum the achievable
secrecy rate While Cooperative beam-forming (CB) are studied in [10, 11]. Cooper-
ative nodes can forward the confidential information in above both manners based on
DF or AF ways.

In this paper, we exploit the artificial noise [12–15] to confuse the eavesdropper to
ensure the security transmission. To improve the utilization of spectrum resource and
eliminate the mutual interference between primary and secondary system, a kind of
effective spectrum access strategy have been proposed, in which secondary system is
allowed to transmit primary and its own information with different bandwidth on the
condition that it gets access to the licensed spectrum. Our goal is to study how to
optimize the bandwidth and power allocation ratio to maximize the secondary user rate
while guaranteeing the primary system to achieve its target secrecy rate.
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2 System Model and Problem Formulation

2.1 System Model

The system configuration of the proposed anti-wiretapping access strategy is show in
Fig. 1. The whole system consists of primary system including one PT (Primary
Transmitter) and one PR (Primary Receiver) and secondary system including one ST
(Secondary Transmitter) and one SR (Secondary Receiver) in the presence of one
eavesdropper. We assume that ST is trusted. The PR can transmit and receive simul-
taneously while others operate in a half-duplex mode. All notes are equipped with a
single antenna. In this paper, we assume the channel are quasi-static Rayleigh channel,
the channel coefficient hi [ 0 where i ¼ f1; 2; 3; 4; 5; 6g and ri ¼ jhij2 represents the
instantaneous channel gain, di imply distance between two nodes and v is the path-loss
exponent (typically value from 2 to 6). All channels coefficient remain unchanged
during both phases. For simplicity, we assume that the noise at all the nodes is complex
addictive white Gaussian noise (AWGN) with zero means and variance. The total
power of primary and secondary system is constrained by p and ps respectively.

In order to transmit information safely, the transmission process departs into two
equal time phases. We assume transmission time is 1, each phase accounted for 1/2. In
phase1, PT delivers the information including artificial noise and the secrecy signal to
PR and ST while the PR transmits the no-information-bearing artificial noise concur-
rently to PR. The eavesdropper is passive and only phase 1 could be tapped. In phase 2,
ST forward the message to PR in DF fashion with part of licensed bandwidth and use
the rest spectrum to transmit own information. There would be no interference between
primary and secondary user with using different spectrum. Note that ST is permitted to
operate in the licensed spectrum if and only if it can guarantee the secrecy Rate of the
primary system.

2h 3h

4h

5h

1h

6h

Fig. 1. System model
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2.2 Problem Formulation

The instantaneous secrecy rate of primary system is defined as

RQ ¼ ðRp � REÞþ ð1Þ

where Rp and RE represents the instantaneous rate of the primary system and eaves-
dropper. ðxÞþ ¼ maxðx; 0Þ.

Firstly, we consider that the PT only delivers the secrecy information to PR without
the help of secondary user. And the received signal at E and PR are given as follows

ysd ¼ ffiffiffi
p

p
h2xþ nsd ð2Þ

yse ¼ ffiffiffi
p

p
h5xþ nse ð3Þ

where nsd and nse is noise and follows CNð0; r2Þ: x implies the secrecy signal. So the
rate of the primary system RD and eavesdropper RE can be written as

RD ¼ W log2ð1þ
ppc1
r2

Þ ð4Þ

RE ¼ W log2ð1þ
ppc5
r2

Þ ð5Þ

when RD � RE\RT , where RT is the secrecy rate threshold of the primary system,
primary user seeks help from around user. The secondary user judge whether or not it
can access to the licensed spectrum through the two time slots.

In phase 1, the transmitted signal by PT(x1) and PR(x2) are respectively given by

x1 ¼ ffiffiffiffiffi
pa

p
sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
u1z ð6Þ

x2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
u2z ð7Þ

where x1 is a mixture of the information signal and the jamming signal and x2 is purely
artificial jamming signal designed to cancel out the interference at ST while further
confuse the eavesdropper. a implies the power allocation ratio of between the infor-
mation signal s and jamming signal z. both of them are unit-power. u1 and u2 are the
weight coefficients and satisfy

ju1j2 þ ju2j2 ¼ 1 ð8Þ

The received signal at ST then given by

rST ¼ ffiffiffiffiffi
pa

p
h2sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
h2u1zþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
h3u2zþ nsr

¼ ffiffiffiffiffi
pa

p
h2sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
ðu1h2 þ u2h3Þzþ nsr

ð9Þ
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The ST decodes the secrecy information and re-encodes it with the same
code-words of source in phase 2. To avoid the interference of artificial noise at ST, we
design

u1h2 þ u2h3 ¼ 0 ð10Þ

So the received signal can be rewritten as

rST ¼ ffiffiffiffiffi
pa

p
h2sþ nsr ð11Þ

The eavesdropper is passive and only wiretap the signal in phase 1 while keep silence
in phase 2. It couldn’t remove the jamming signal, so the received signal is given by

rE ¼ ffiffiffiffiffi
pa

p
h5sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
h5u1zþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
h6u2zþ nsr

¼ ffiffiffiffiffi
pa

p
h2sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
ðu1h5 þ u2h6Þzþ nsr

ð12Þ

Due to the mixture signal, PR receives the signal with artificial noise

rd ¼ ffiffiffiffiffi
pa

p
h1sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� aÞ

p
h1u1zþ nsd ð13Þ

The rate of PR(R1
d), ST(R

1
p) and E(RE) are given respectively by

R1
p ¼

1
2
w log2ð1þ

pac2
r2

Þ; ð14Þ

RE ¼ 1
2
w log2ð

Pajh5j2
r2 þ pð1� aÞju1h5 þ u2h6j2

Þ

¼ 1
2
w log2ð

Pac5
r2 þ pð1� aÞcm

Þ;
ð15Þ

R1
d ¼

1
2
w log2ð1þ

pac1
r2 þ pau21c1

Þ: ð16Þ

where cm ¼ ju1h5 þ u2h6j2, w represents the licensed bandwidth. The coefficient factor
1/2 is due to the fact that every transmission process needs two phases.

During phase 2, ST allocate a fraction of bandwidth and half of power to forward
the secrecy message to PR, the rate ST ! PR is

R2
d ¼

1
2
bw log2ð1þ

1
2 psc3
r2

Þ ð17Þ

where b represents the bandwidth allocation ratio between primary user and secondary
user.

Then ST use the remaining bandwidth and the other half of power to transmit its
own information, the rate ST ! SR is given by
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Rs ¼ 1
2
ð1� bÞw log2ð1þ

1
2 psc4
r2

Þ ð18Þ

The eavesdropper is not interested in ST and keeps silence in phase 2. If ST can decode
successfully, PR apply the maximum ratio combination (MRC) to received message
over two phases, then the primary system rate R2

p can be given as

R2
p ¼

1
2
bw log2ð1þ

Psc3
2r2

þ pc1a
r2 þPð1� aÞu21c1

Þ

þ 1
2
ð1� bÞw log2ð1þ

pc1a
r2 þPð1� aÞu21c1

Þ
ð19Þ

So after the two transmission process, the primary system rate Rp can be written as

Rp ¼ min R1
p;R

2
p

n o
.

ST can forward the Primary user information only when ST can decode success-
fully. So operation symbol min means the performance of the primary link is limited to
the worse the link of PT ! PR and PT ! ST .

With the help of ST, if Rp can achieve the target secrecy rate, that is Rp � RE [RT ,
the primary system authorizes the secondary user to use the licensed spectrum. If not,
the secondary user will do nothing.

3 Optimal Solution

In this section, we study how to optimize the allocation coefficient of the bandwidth b
and power allocation ratio a to maximum the secondary user rate Rs while keep the
primary system secrecy rate achieve the target secrecy rate threshold RT. First, we give
the solution to the designed artificial noise parameters u1, u2

s:t:
u1h2 þ u2h3 ¼ 0
ju1j2 þ ju2j2 ¼ 1

�
ð20Þ

We can easily solve the equation and get

u1 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jh3j2
jh2j2 þ jh3j2

r

u2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jh2j2
jh2j2 þ jh3j2

r
8>><
>>: ð21Þ

Or
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u1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jh3j2
jh2j2 þ jh3j2

r

u2 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jh2j2
jh2j2 þ jh3j2

r
8>><
>>: ð22Þ

In the following part, we derive the explicit expression of optimal b. The opti-
mization problem can be translated into the follows

max
b;a

Rs ð23Þ

It yields

Rp � RE �RT

0\b\1
0\a\1

(
ð24Þ

For simplicity, this paper introduce some auxiliary variables R2;R3;R4;Rd are given as
following

R2 ¼ w log2ð1þ pac2
r2 Þ

R3 ¼ w log2ð1þ psc3
2r2 þ pac1

pð1�aÞu21c1 þ r2
Þ

R4 ¼ w log2ð1þ psc4
r2 Þ

Rd ¼ w log2ð1þ pac1
pð1�aÞu21c1 þr2

Þ

8>>>><
>>>>:

ð25Þ

Then we can rewrite R1
p;R

2
p and get R1

p ¼ 1
2R2, R2

p ¼ 1
2 bR3 þ 1

2 ð1� bÞRd . According to
the constraints, we can obtain

1
2R2 � RE �RT

1
2 bR3 þ 1

2 ð1� bÞRd � RE �RT

0\b\1

0\a\1

8>>><
>>>:

ð26Þ

From condition, we can derive the linear inequality about b given by

b� 2ðRT þREÞ � Rd

R3 � Rd
ð27Þ

We can easily observe that Rs is monotonically decreasing function of b, so the optimal
bandwidth allocation coefficient b can expressed

b� ¼ 2ðRT þREÞ � Rd

R3 � Rd
ð28Þ

Subject to
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R2 � 2ðRT þREÞ
RD � 2ðRT þREÞ
R3 � 2ðRT þREÞ

8<
: ð29Þ

We can get the maximization rate of secondary user and is given by

R�
s ¼

½R3 � 2ðRT þREÞ�R4

2ðR3 � RdÞ ð30Þ

Our goal is to maximize Rs, so we can obtain optimal a through minimize the power
allocation ratio b.

4 Simulation Results

In this section, we investigate the performance of the proposed strategy numerically.
The simulation setting is as follows. The five nodes are located in a 2-D square
topology we set the PT, PR, ST in the same line. PT, PR are located in (0,0) and (1,0)
respectively. So the distance between PT and PR is 1. ST moves from (0,0) to (1,0).
The distance between ST and SR is constant d4 ¼ 0:5 and the eavesdropper is fixed in
the place where d5 ¼ 0:14, d6 ¼ 1; In our simulation, we assume that the path-loss
exponent v is −3, the licensed spectrum bandwidth is 1, and the noise variance is 1. The
power of the primary system and secondary system is p = 8 dB, ps = 10 dB
respectively.

In the Fig. 2, we let x axis implies the location of ST, and y axis implies the optimal
allocation ratio of bandwidth b. From the picture, when ST is close to PT,
b� ¼ 1; a� ¼ 0; Rs ¼ 0. The reason is the primary system secrecy rate RQ is small and
ST can’t help primary system achieve the target secrecy rate, so it can’t get access to
the licensed spectrum. With ST is far from PT, RQ is getting large and exceed the target
rate, so the secondary user allocates part of bandwidth to forward secrecy information
to PR. However, RQ is getting low again along with ST move further away from PT, R2

will decrease and can’t satisfy the condition R2 � 2RE � 2RT , the secondary user can’t
acquire opportunity to access to the primary system, so b skip to 0. From the Fig. 2, the
access range when RT ¼ 1:2 bps=HZ is large than RT ¼ 1:5 bps=HZ due to the sec-
ondary system is easier to help primary system get the lower target secrecy rate.

Figure 3 describes the secondary system rate under different target secrecy rate with
the different location of ST, when d2\0:249 under RT ¼ 1:2 bps=HZ, Rs ¼ 0, this
implies that RQ is not large enough to support ST to help the primary user to achieve
the target rate. With ST move far from PT and near to PR, RQ is getting high. So the
secondary user access to the licensed spectrum and Rs becomes positive. But when ST
further gets close to PR, as d2 [ 0:704;Rs return to 0 due to RQ decrease again.
Therefore, secondary system can’t provide support and get to access. Compared with
RT ¼ 1:2 bps=HZ, secondary system get narrower access ranges when
RT ¼ 1:5 bps=HZ. The higher RT is, the more difficult for secondary system to help

224 K. Gu et al.



primary system to achieve the target secrecy rate. There are less left bandwidth for
secondary system to transmit own information. So Rs is lower.

Figure 4 represents the optimal power allocation ratio between secrecy information
and artificial noise for ST. The optimal a can be obtained through minimize the
bandwidth allocation ratio. In other word, we get optimal a by maximizing the sec-
ondary user target rate Rs. In our communication scenario, the eavesdropper E is close
to ST, to confuse eavesdropper and transmit confidential information, more power are
allocated to transmit artificial noise. Therefore, we can see that a is relatively small and
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the maximum value of a is about 0.45 from the picture. Due to the same reason, a can
get larger access ranges when RT ¼ 1:2 bps=HZ.

5 Conclusion

In this paper, we have proposed an anti-interference strategy to solve the secure
transmission problem in flat fading channel for the cognitive radio network in present
of an eavesdropper. To improve the bandwidth utilization while ensuring information
transmission safety, we allowed PT allocates part of available power for artificial noise
to confuse the eavesdropper. Meanwhile, we derived the optimization bandwidth
allocation ratio for ST and analyzed the optimal power allocation ratio of PT which can
maximum the secondary transmission rate while the secrecy rate throughout constraint
of primary user is satisfied. Further work includes the explicit derivation and analysis of
power allocation problems.
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Abstract. Wireless Mesh Networks improve their capacities by equip-
ping mesh nodes with multi-radios tuned to non-overlapping channels.
Hence the data forwarding between two nodes has multiple selections of
links and the bandwidth between the pair of nodes varies dynamically.
Under this condition, a mesh node adopts machine learning mechanisms
to choose the possible best next hop which has maximum bandwidth
when it intends to forward data. In this paper, we present a machine
learning based forwarding algorithm to let a forwarding node dynami-
cally select the next hop with highest potential bandwidth capacity to
resume communication based on learning algorithm. Key to this strategy
is that a node only maintains three past status, and then it is able to
learn and predict the potential bandwidth capacities of its links. Then,
the node selects the next hop with potential maximal link bandwidth.
Moreover, a geometrical based algorithm is developed to let the source
node figure out the forwarding region in order to avoid flooding. Simu-
lations demonstrate that our approach significantly speeds up the trans-
mission and outperforms other peer algorithms.

Keywords: Mesh networks · Machine learning · Forwarding · Highest
bandwidth capacity

1 Introduction

Mesh routers and client devices are self-organized and self-configured to form
wireless mesh networks (WMNs) [1]. A device is called a node in WMNs. Each
node is equipped with multiple radios to improve the whole capacities in WMNs
[5]. The radios in WMNs are cognitive radios, by which the radio devices are
capable of learning from their environment and adapting to the environment [2].
Cognitive radio is also called programmable radio because such radio has the
ability of self-programming [3], learning and reasoning [2].

Machine learning has been studied for about 60 years. It evolved from sim-
ple artificial intelligence to a wide variety of applications in image processing,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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vision, networking, and pattern recognition. In this paper, we propose a learning
algorithm for a forwarding node to find one of its links with possibly maximal
bandwidth, and then choose next forwarding node and then forward the message
to that node. Each node only saves the last three changed bandwidth status of its
links. Then the forwarding node learns the three status and predict the potential
bandwidth of its links. So the forwarding node is able to find the neighbor with
highest link bandwidth as its next hop. We further devise an algorithm to let
the source node figure out the forwarding region in order to avoid flooding.

The rest of the paper is organized as follows. Section 2 discusses the related
research on this topic. Section 3 proposes our novel forwarding method that
selects the best next hop. We evaluate the proposed schemes via simulations
and describe the performance results in Sect. 4. Section 5 concludes the paper.

2 Related Work

Some approaches on machine learning, wireless forwarding and related work have
been studied [6–11]. Wang et al. [12] proposed a machine learning mechanism
to improve data transmission in sensor network. The predication of link quality
was used to implement the approach. Additionally, they developed a protocol
called MetricMap to maintain efficient routing in case the regular routing is not
working.

Sawhney et al. [13] presented a machine learning algorithm to handle conges-
tion controlling in wireless networks. Their approach learns many factors that
have impact to congestion controlling, and then uses the parameters in a fuzzy
logic to generate better result when congestion takes place. The efficiency is
assessed with machine learning tools.

3 The Learning Based Forwarding Mechanism

3.1 The Forwarding Problem

In wireless mesh networks (WMNs), the communications are over links. Link
bandwidth is critical for transmission speed. Since each node may be equipped
with multiple network interfaces with different radios and the radios are switch-
able, the bandwidth over two neighbor nodes may vary from time to time. The
radios in WMNs are cognitive radios and then the nodes are able to learn the
changes of past bandwidths and can further predict and select the desired link
with potential highest bandwidth.

Assuming a source node s intends to send data to a destination node d, many
traditional routing algorithms set up the forwarding path by simply selecting the
shortest route. For example, s − c − g − h − d is the forwarding path in Fig. 1.
However, it may not be the best path in WMNs. In WMNs, the bandwidth over
two nodes changes frequently. The bandwidth of the link sc is possibly much
lower than that of sa. Or the past bandwidth of sc is higher than sa but two
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Fig. 1. Topology of a wireless mesh network

much traffic is over sc now so the available bandwidth of sc is going down while
that of sa is going up.

Our goal is to let each forwarding node select the link for next hop with the
highest potential bandwidth. In our approach, each node learns its links’ past
bandwidths and then predict their potential bandwidths. Then the forwarding
node figures out its next hop with highest potential bandwidth.

3.2 Prediction for Future Bandwidth

Suppose node i saves the bandwidth changes of its links of the last three times
t0, t1, and t2. Then for any of its neighbor j, i predicts the potential bandwidth
of link ij. By computational method [14], we define

αi,j,k =
k∑

m=0

Bi,j,m∏k
n=0(tm − tn)

(1)

at time tk, where Bi,j,m is the bandwidth between node i and node j at time m.
Then the bandwidth of link ij at future time p can be calculated and predicated
as:

Bi,j,p = αi,j,0 + αi,j,1(tp − t0) + αi,j,2(tp − t1)(tp − t0) (2)

Algorithm 1 describes node i learns the bandwidth of link ij in the last three
changes and then it predicts the bandwidth of next time p.

3.3 Forwarding Region

When a node s intends to send data to node d, it selects the neighbor node with
highest potential link bandwidth as its next hop and then same metric continues
to select the best next forwarding node. Apparently, s will not select any nodes
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Algorithm 1. Prediction for future bandwidth of link ij

1: Learn and keep the bandwidth changes of link ij at the last three times 0,1, and 2.
2: Calculate αi,j,k with equation (1)
3: Calculate the predicted bandwidth of link ij of time p with equation (2)

in the opposite direction from s to d. How is node s aware of the region where
the next hop falls? In current WMNs, each device is equipped with GPS and
hence it knows its location. We assume that the sender knows its own location
and the location of the receiver. The assumption is very common in geographic
routing [6]. Figure 2 shows the scenario. Suppose node s intends to send data to
node d, it figures out the forwarding region as Algorithm2.

Algorithm 2. Figure out the region for next hop
1: s connects d.
2: sd rotates 45 degrees anti-clockwise, the ray is the positive half of X axis.
3: sd rotates 45 degrees clockwise, the ray is the negative half of Y axis.
4: Oppositely extends the ray of X axis to generate the negative half of X axis.
5: Oppositely extends the ray of Y axis to generate the positive half of Y axis.
6: The plane is divided up to four quadrants. The 4th quadrant is where the forwarding

will be conducted.
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3.4 Forwarding Algorithm

Suppose each node in a Wireless Mesh Network regularly mains the last three
changes of bandwidths of all its links that connect its neighbors. When node s
intends to send data to node d, s first uses Algorithm 2 to figure out the region
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where the forwarding will be performed. Then s calls Algorithm 1 to find the
node with potential highest bandwidth among all its neighbors as next hope.
When the selected node relays the forwarding, it only considers its neighbors
in the forwarding region as forwarding candidates, and it calls Algorithm1 to
forward the data to next hop with potential highest bandwidth. The forwarding
resumes until the packets arrive destination node d.

Algorithm 3. Forwarding algorithm
1: s calls algorithm 2 to figure out the forwarding region.
2: s calls algorithm 1 to find the node n with potential highest bandwidth of link sn

as next hope, where n is in the forwarding region.
3: if n is d, end the algorithm. Otherwise s=n, go to step 2.

4 Evaluation

We evaluated our mechanism in a simulated noiseless radio network environment
by MATLAB. We create a topology that consists of a number of randomly
distributed nodes. We compare our approach (ML Forwarding) with two other
algorithms. One is congestion control and fuzzy logic with machine learning for
wireless communications, say Fuzzy Logic. The other one is supervised learning
approach for routing optimization in wireless networks, say Supervised Learning.
The compared metrics are transmission delay (Milliseconds) and transmission
speed (MBs/Millisecond). We performed a sequence of experiments in which
the number of nodes varies from 100 to 300 in increments of 25 over an area
of 100 × 100 m in the reference network. For each number of mobile users, we
conduct our experiments 10 times and present the average value.
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Figure 3 shows that our approach results in the least delay. It is because
our approach selects the link with potential maximum bandwidth of each hop.
Figure 4 shows that with the same reason, our approach generates the maximal
transmission speed among the three approaches.
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5 Conclusion

A machine learning based forwarding algorithm in wireless mesh networks with
cognitive radios is presented in this paper. In this algorithm, each mobile device
keeps the last three times of bandwidth changes of its links that connect its
neighbors. Then when a node intends to forward data, the node learns the his-
torical changes of bandwidth and then predicts the possible future bandwidths
of the links with neighbor nodes. Hence the forwarding node is able to select
the next hop with highest bandwidth. We also designed a geometrical algorithm
to let the source node figure out the forwarding region in order to avoid unnec-
essary flooding. Simulation results demonstrate that our approach outperforms
peer approaches.
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Abstract. Efficient and reliable routing is a critical issue in wireless
sensor networks in which network availability and node lifetime involved
in the course of routing design need to be deliberately considered. In this
study, we propose an energy-aware routing scheme using Cauchy oper-
ator and considering the factors of node’s residual energy adjacent to
current transmit node along with the routing distance. Based on Cauchy
inequation, we achieved the relationships between the single-hop distance
and path energy consumption as well as the overall routing distance and
energy usage of the whole networks. By fixing a relay selection parameter
and identifying the transmission hops appropriately, we obtain the bal-
ancing energy-aware routing algorithm. Numerical results are provided
to testify the lifetime and equilibrium of the network energy by compared
with traditional approaches.

Keywords: Wireless sensor networks · Energy-aware · Router ·
Optimization

1 Introduction

Wireless sensor networks (WSNs) are event-driven network systems which have
attracted sustained research interest because of their wide applications in envi-
ronmental and habitat monitoring, medical diagnostics and healthcare etc. [1,2].
Due to usually employed in harsh and distant circumstances, it is envisioned that
the wireless sensor nodes cannot be repowered and cared frequently, therefore
the efficient usage of limited energy is clearly of great crucial to maintain the
overall network’s stability.

Many approaches such as multi-hop cooperative transmission, cluster man-
agement and sleep mechanism in WSNs have been deeply studied for lifetime
elongation of the sensor networks [3–5]. How to design suitable strategies of
energy allocation, working mode as well as node deployment for the relay trans-
mission networks attracts lots of attention where various of technique tools,
including topology, game theory and intelligent algorithms etc. [6] are applied.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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Specifically, reference [3] reveals the shortcomings of currently evaluative stan-
dard and current cluster-based routing protocol by HEED, and proposes a clus-
tering patch hierarchical routing protocol with the purposes of improving net-
work coverage rate and effective network lifetime. The authors in [4] consider the
problem of optimal deployment of numbers of sink nodes in a WSN for minimiz-
ing average hop distance between sensors and its nearest sink with maximizing
degree of each sink node which can solve hot spot problem which is another crit-
ical issue of WSNs design. Reference [5] designs a mobile sensor node platform
to achieve a highly accurate localization mechanism by using ultrasonic, dead
reckoning, and radio frequency information which is processed through a particle
filter algorithm. In [6], the authors propose a hub-spoke network topology that is
adaptively formed according to the resources of its members. A protocol named
resource oriented protocol which divides the network operation into two phases
is developed to build the network topology.

The main challenges in a WSN include the energy, bandwidth constraint and
complicated topology structure of the sensor nodes which triggers many inno-
vations of software algorithms, hardware solutions and transmission protocols.
One of the most important innovations of an energy efficient solution lies in
the network layer of the WSNs, the routing protocol and route node finding to
elongate nodes energy and network’s lifetime. In this work, we mainly focus on
the optimal route node searching for multi-hop relay transmission in sensor net-
works in light of the energy-balancing-aware of the whole system. In the course
of searching next optimal relay node, a dynamic route rather than static route
need to be figured out ceaselessly so as to avoid the paralysis of the hot transmit
path with the results of the interrupt of overall networks. With the development
of various applications of WSNs, new routing approaches are attracting plenty
of attention in recent years [7–9]. In [7], the authors propose a routing algo-
rithm which intends for WSNs that needs a period and event-driven approach
and can adapt to the situation the sensor faces. Reference [8] develops a routing
solution off-network control processing that achieves control scalability in large
sensor networks by shifting certain amount of routing functions to an off-network
server. A tiered routing approach, consisting of coarse grain server based global
routing, and distributed fine grain local routing is designed for achieving scalabil-
ity by avoiding network wide control message dissemination. In [9], the authors
propose an energy-aware trust derivation scheme using game theoretic approach,
which manages overhead while maintaining adequate security of WSNs. A risk
strategy model is first presented to stimulate WSNs node’s cooperation.

In this paper, we propose a dynamic routing algorithm for WSNs to elongate
network lifetime by searching optimal relay node uninterruptedly and balancing
energy consumption over whole networks. To extend the survival cycle of wire-
less sensor nodes and avoid network paralysis due to regional usage overheat-
ing, source sensor nodes need to select different transmission paths according to
node’s residual energy and holistic energy consumption in whole route. In every
single cycle, the source node is supposed to start data transmission after sending
detecting signal package to acknowledge the transmit route. Based on Cauchy
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Fig. 1. Multi-hop relay transmission in WSNs

operator, we design a relay selection parameter to ascertain the next transmit
node dynamically. Since the transmit tasks require multiple hops rather than
single hop, we pursue to find the optimal routing by taking the expenditure of
transmit energy on the whole router into account rather than only next hop.
In order to evaluate the network performance and energy consumption effects,
we perform several simulated network tests to testify the consumption of node’s
energy and the number of the death node. A uniform distribution mapping of
residual network energy along with relative few death nodes are achieved. Also,
comparison experiments are also performed to evaluate the performance of our
proposed algorithm.

2 System Model

In this paper, we consider a model of WSNs where numbers of wireless sensor
nodes and a fusion center locate in the networks as shown in Fig. 1. Because
of wide distribution area and limited battery capacity within the sensor nodes,
multi-hop relay transmission should be frequently applied. Relay communication
was originally encountered in bent-pipe satellites where the primary function of
the spacecraft is to relay the uplink carrier into a downlink [10]. In general,
relay cooperative transmission can benefit sensor transmitter in terms of power
saving, degressive outage probability and improved system capacity. We further
assume the relay node works in regenerative mode, and suppose the distribution
of the sensor nodes is relatively static and the channel conditions are changing
not much over time.

The energy consumption of transmit sensor node mainly depends on the
transmit distance, thus we can consider the following equation

E = κdn (1)
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Fig. 2. Relay transmission models

where E is the energy consumption, κ is constant coefficient and d denotes
the distance between the transmit couples in WSN. Furthermore, n is power
coefficient locating at [2, 4], and we can choose n = 2 in following deductions.

We consider two kinds of relay transmission models as shown in Fig. 2. Sup-
pose a source sensor needs to select a relay station to finish its signal transmission
as shown in Fig. 2. In the first case, the relay station locates at the middle posi-
tion between the source and the destination nodes. According to (1), we can
obtain the energy consumption as

E = κ(d21 + d22) (2)

As there is a2 + b2 ≥ (a+b)2

2 = m2

2 , and the equation holds only when a =
b = m

2 , thus we have

E1 = 2κd21 < E2 = κ(d21 + d22) (3)

In WSNs, it always requires multiple hops to finish the signal transmission
through source node to sensor fusion. Then, the total energy consumption over
the multi-hop relay transmission can be expressed as

E =
n∑

j=1

κd2i (4)

Then the optimization objective function can be given as

min
n∑

j=1

κd2i (5)

Also, according to Cauchy inequation, there is

n∑

i=1

a2
i

n∑

i=1

b2i ≥ {
n∑

i=1

aibi}2 (6)

Let bi = 1, we have

(a2
1 + a2

2 + · · · + a2
n) ≥ 1

n
(a1 + a2 + · · · + an)2 =

C2

n
(7)
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where a1 + a2 + · · · + an = C, and the equation holds if and only if a1 =
a2 = · · · = an = C

n . It means the entire energy consumption can be minimal
when every relay distance is equal in condition of fixed total route length. In
real monitoring environment, the distribution of wireless sensor nodes is usually
random, and the distance between source node and sensor fusion is inconstant.
Whereas, we can control the distances of every hop to make every di similar
or even equal. In condition of same SINR communication effects, shorter trans-
mission distance brings evident energy benefits. Therefore, we can decrease the
total energy consumption by suitably choose the senor node in every hop.

In this study, we want to investigate the optimal relay selection of every sin-
gle hop in precondition of settled total router length. According to the analyses
above, we can obtain that the energy consumption of whole sensor networks will
be optimized and the network lifetime can be prolonged by carefully control the
distance between adjacent relay hops when the router length is fixed. Further-
more, we need to balance the energy usage overall the networks by preferring
the node with more residual energy. Hence, we consider the following equation
as our proposed method of relay selection

γi = S(i).E − A{d(i − 1, i) − d(i − 2, i − 1)}
log2(r + 1)

where r ≥ 1, S(i).E ≥ 0, i ≥ 2
(8)

where S(i).E denotes the residual energy of the next hop, γ0 means the source
node station, d(i, j) is the distance between relay i and relay j, A is a correla-
tion coefficient and r is the cycle number which also means the data transmit
times. In this relay selection strategy, a sensor node will be chosen in priority of
more usable energy. Besides, we can receive a rational energy efficiency when the
transmit length of every hop approaches to the previous hop. When i = 1 which
means the source node is looking for the first relay, the objective function returns
to be γi = S(i).E. On the other hand, when the monitoring sensor networks have
carried out many rounds of signal transmission, it can be concluded the available
energy within the wireless sensor nodes will be very limited. Hence, we intro-
duce a parameter denoted as the cycle number which means the emphasis of the
relay selection will be put on current residual energy. We set the parameter on
denominator to balance the impacts of residual energy and relay distance. With
the increase of transmit times, the available energy S(i).E becomes smaller and
the distribution of node’s energy overall the networks gets proportional. We add
a parameter on the latter section to balance the effects between the two parts.
Besides, we need to confirm every new hop is closer to the fusion center. Oth-
erwise, the relay transmission gets meaningless. Also, when no available sensor
node can meet the selection conditions, the parameter d(i, j) which denotes the
searching coverage will be increased. The thresholds of searching distance and
residual energy are further settled to guarantee the rationality of the proposed
algorithm. The diagram of this routing method is shown as Fig. 3.
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Fig. 3. Flowchart of our routing algorithm
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3 Simulation Results and Performance Evaluation

In this section, we evaluate the performances of our proposed balancing energy-
aware routing algorithm in Matlab simulation platform. As shown in Fig. 4, we
randomly generate wireless sensor topologies with size 500 × 500m2, and node’s
initial energy is randomly settled with maximum 1500J . Initial transmission
distance is 60 m, and the communication range can be suitably increased when
there is no available node within the initial distance. We ignore the effects from
other cells, and suppose the usable bands is enough.

In the set of simulations, 360 sensor nodes randomly locate in the networks
as shown in Fig. 4. The QoS threshold of every relay hop is identical. Sensor
nodes select next hop according to Eq. (8). The energy consumption in every
single transmission is identified by (1) where we set κ = 2. Here, we suppose
the maximal transmit-distance of sensor node to be 140 m [11]. If the current
sensor node cannot find suitable hop with enough energy within the scope, the
routing will be terminated. Also, the number of death nodes is upgrading with
the increase of the transmit-cycle, and we set a minimal threshold of active
sensor nodes which is 3% total node’s quantity.
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Fig. 4. User distribution in WSNs

As shown from Figs. 5, 6 and 7, we give the performance of node’s residual
energy. In Fig. 5, an initial energy distribution is presented. Due to random
distribution of node’s residual energy, we can obtain from the figure that the
usable energy of every node is asymmetric, therefore the source node should
carefully select the router to balance network energy according to our proposal.
In this test, we fix the initial source node at the coordinate (0,250) and the fusion
center at (500,250). In the following tests, we also evaluate the performance in
variant source nodes. In Fig. 6, the energy distribution of all the sensor nodes
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at 400 transmission cycles is shown. In fact, the sensor node in this WSNs does
not know the residual energy of its adjacent nodes. It needs to send detecting
signal to acquire the energy information of the other nodes within the transmit-
scope firstly. In our proposed method, more residual energy node will likely be
chosen so that the energy distribution in this network becomes smooth over time.
Furthermore, in Fig. 7, after 2000 transmission cycles, the energy figure gets flat
except for several heaves in four corners where the sensor nodes are very distant
to the fusion center which will lead to a selection discarding as a result. In the
routing algorithm, we suppose the next hop must be closer than the prior one,
so very isolated sensor nodes will not often be selected to assist the cooperative
transmission.
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Fig. 5. Residual energy of sensor nodes in initial status
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Fig. 6. Residual energy of sensor nodes with 400 transmission cycles
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Fig. 7. Residual energy of sensor nodes with 2000 transmission cycles

4 Conclusion

In this paper, we develop a balancing energy-aware routing algorithm for WSNs.
In pursuing the goal of energy consumption minimum, we take care of energy
equilibrium over the networks. According to Cauchy operator, we achieve the
energy equation by investigating the distances between every relay hop. In given
total router length, minimal energy consumption can be attained in condition of
equal hop length. Furthermore, a corresponding routing program is provided to
testify our proposal. In the progress, we identify the routing nodes by considering
the node’s residual energy as well as the distance compared with prior hop.
Numerical results show the algorithm’s equilibrium is rational, and the energy
efficiency is evaluated by a comparison tests.
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Abstract. Nowadays, directional sensor networks (DSNs) have drawn
a lot of attentions, which are made up of a large number of tiny direc-
tional sensors that are different from traditional omnidirectional sensors.
Directional sensor is characterized by working direction and angle of
view (AOV). In this paper we study area coverage of DSNs. We exploit
Voronoi theory to divide sensors into polygons, by optimizing the local
coverage in each polygon to achieve the overall coverage. We take full use
of Voronoi vertexes and edges to judge whether a sensor gets full cover-
age inside in current polygon, if not, then the sensor calls Move Inside
Cell Algorithm (MIC) and Rotate Working Direction Algorithm (RWD)
algorithms we have designed. Compared to the similar methods to solve
this question our algorithms are relatively simple and moving distance is
shorter. Simulation results reveal that our algorithms outperform some
existing methods in term of the area coverage.

Keywords: Coverage · Voronoi · DSNs · Sensor network

1 Introduction

With the development of the current technology and wide applications of wireless
sensor networks (WSNs), WSNs are playing an increasingly important role in the
daily life and have gained wide attentions. Coverage is the fundamental problem
in WSNs, previous works most focus on the omnidirectional sensor network that
means the working coverage area is a circle. In recent years, attentions have been
focused on the DSNs which are different from the general WSNs. Directional
sensor is limited to a certain working direction and AOV, such as camera sensor,
infrared sensor and so on. In the WSNs, sensing coverage is mainly related to
Rs(sensing radius) and the location of sensor. Whereas in the DSNs, sensing
coverage is related not only to the location and Rs but also to the working
direction and AOV.
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Currently, there are some studies related to the DSNs area coverage. For
example, some studies centered on using virtual force between adjacent sensors
[4,7], others adopted the Voronoi [9] principle to reduce the complexity of sensor
to make decisions [2,3]. In this paper we adopt Voronoi diagram mainly based on
the following points: (1) Voronoi can be constructed by the randomly deployed
sensors, every sensor lies exactly in the Voronoi cell; (2) by the information of
voronoi vertexes, sensor can make a decision to move and rotate; (3) the sensor’s
moving trajectory is limited to the cell of current sensor. In this paper, we raise
coverage enhancement algorithm MIC and RWD. Sensor by adjusting working
direction and updating location to get full coverage in each Voronoi polygon.
Our algorithm can get the better coverage and RWD needs sensor to move the
shorter distance compared to DVSA proposed in [2].

The rest of the paper can be organized as follows. In Sect. 2, we summarize
the related work. In Sect. 3, we state the problem clearly and introduce some
preliminaries. Then, we analyse the theoretical framework and provide cover-
age increment algorithms in Sect. 4. Performance evaluation and analysis are
presented in Sect. 5. Finally, we conclude conclusions in Sect. 6.

2 Related Work

For the DSNs and WSNs area coverage, some scholars conducted extensive
researches in [6]. Wang et al. [1] and Ghosh [8] studied hybrid WSNs. They
employed Voronoi diagram to solve coverage problem. Liang et al. [5] pre-
sented two distributed self-deployment schemes of mobile sensors, namely
Circumcenter-based and Incenter-based. The former constructs Voronoi diagram
by the circumcenter of sensor’s sensing sector, if sensor does not get the optimal
coverage, then sensor moves until the circumcenter coincides with the centroid
of current cell. The later also adopts this pattern, difference is that it employs
inceneter of sensor’s sensing sector to construct Voronoi diagram.

In [4,7], authors put forward coverage enhance algorithms based on virtual
force between sensors. Dan et al. [7] presented potential field based coverage-
enhancing algorithm (PFCEA). PFCEA mainly takes centroid of sensing sector
area as stressed point, sensor adjusts its working direction by resultant force
from neighbor sensors. Liang et al. [4] also employed virtual force, the difference
is that they added Voronoi diagram on the basis of [7] and proposed a scheme
consists of four different forces caused by neighboring sensors and uncovered
regions in the field, namely: the Centroid Push Auxiliary point Force (CPAF),
the Centroid Push Centroid Force (CPCF), the Voronoi point Pull Centroid
Force (VPCF), and the Neighbor Repulsive Force (NRF). Their core idea is to
adjust working direction based on resultant force of sensor.

Sung and Yang [2,3] mainly adopted Voronoi theory and Delaunay triangu-
lation to design distributed self-redeployment coverage enhancement algorithm.
In DVSA [2], main idea is to calculate corresponding field angle and side length
of each vertex in each polygon, and then compare AOV and Rs with field angle
and side length. If result is equivalent, then sensor moves to that vertex and
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take the longer side as one boundary of sensing sector. In [3], they presented
several coverage increment algorithms, Vertex-based adjustment with Voronoi
diagram(V-VD), Edge-based adjustment with Voronoi diagram(E-VD), Edge-
based adjustment with Delaunay triangulation (E-DT) and Angle-based adjust-
ment with Delaunay triangulation (A-DT). In E-VD sensor chooses the midpoint
of the farthest edge of its own cell as working direction.

In this paper we study the area coverage of DSNs in the case of random
deplyment. Sensor makes a decision on adjusting working direction and updating
location by the vertex information of Voronoi diagram. The final goal for the
sensor is to get local maximum coverage in current cell.

3 Preliminaries

3.1 DSN Sensing Model

Compared with the traditional WSNs, directional sensor has some differences
as shown in Fig. 1(a), which is characterized by directional working direction
ω(−π ≤ ω ≤ π) and AOV α.

−→
wd splits angle α and is defined as working

direction vector which is unit vector. The effective coverage field of sensor is the
sector area αR2

s/2. Two auxiliary points al, ar we introduce are to help make
decision later in our algorithm. Given a point p(x, y) which is covered by the
sensor s(xs, ys), the following two conditions must be met:
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Fig. 1. Sensing model of DSN and voronoi diagram.

(1) Euclidean distance between p and s must be smaller than sensing radius Rs.

d(s, p) =
√

(x − xs)2 + (y − ys)2 ≤ Rs (1)

(2) Absolute included angle between
−→
wd and −→sp must be smaller then α/2.

φ = arccos
−→
wd−→sp
‖sp‖ ≤ α

2
(2)
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3.2 Voronoi Diagram and Some Assumptions

Voronoi diagram is an important data structure in computational geometry
which is widely used in many fields. The main properties we need to use in
this paper are that (1) each sensor si lies exactly in the current cell and any
point p within the current cell has the shortest distance between sensor si and
point p compares to other sensor i.e. d(si, p) ≤ d(sj , p); (2) point in a shared
edge of two sensors has equivalent distance from two sensors. Here, as a example
we choose 25 random nodes to generate Voronoi diagram as Fig. 1(b) shows. In
order to refine the question we study and make the key researched point stand
out, some assumptions are made as follow:

(1) All of directional sensors are homogeneous, that is to say every sensor has
the same sensing radius Rs, viewing angle α, rotation ability and mobility.

(2) For every sensor we can acquire accurate coordinate by GPS or other local-
ization algorithm such as DV-hop, Amorphous and so on.

(3) All sensors have strong transmission ability to ensure the network connected
and Voronoi diagram constructed successfully.

3.3 Problem Statement

Our ultimate aim is to reduce overlap and enlarge effective coverage in the target
area. By using the rotating ability and mobility of sensor coupled with Voronoi
information to make sensor get full coverage in every cell. Mobility and working
direction adjustment must meet three principles:

(1) For every sensor, moving range is restricted at the current cell.
(2) To get maximal coverage in current cell and minimum overlap with other

cell’s sensor.
(3) Although we do not consider energy consuming, we only take the mobile

distance as a measure of standards i.e. minimum moving distance meanwhile
maximum coverage.

Fig. 2. Example of results before and after execution of algorithms.
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Here, we give a simple exhibition of mobility and motility as shown in Fig. 2.
Figure 2(a) is mobility deployment, Fig. 2(b) is rotation deployment, grey area
is the status after mobility and rotation.

4 Theoretical Analysis

4.1 Judge Whether Working Area is Wrapped by Polygon

If the sensor s and auxiliary points al, ar all inside in polygon as Fig. 3(b) and
(c) show, then we approximately think that sensor s gets full coverage, which
means sensor does not need to move and rotate.

To prove the sensors’s coverage field is wrapped in the cell, we can prove
points s, al and ar are all in the convex polygon. To prove whether one point
(assuming p) is in the convex polygon, we exploit triangle segmentation to com-
pute the convex polygon area SVs

and the area Spvs
constructed by p and V as

Fig. 3(a) demonstrates. Vs denotes vertex set of sensor S.

Fig. 3. Proof point in convex polygon and sector wrapped in convex polygon

Svs
=

Vs−1∑

vi=1

SΔsvivi+1 Spvs
=

Vs−1∑

vi=1

SΔpvivi+1 (3)

If Svs
= Spvs

, than we can judge that point p is inside in polygon. If two
auxiliary points al, ar of sensor s are all in the polygon, we can infer that sensor
get relatively full coverage although not completely as shown in Fig. 3(c). If
Svs

�= Spvs
, which means sensor does not get full coverage in current polygon,

then sensor will move or adjust
−→
wd.

4.2 Move and Rotate Based on Vertex

If auxiliary points al, ar are not all inside in current polygon, location and work-
ing direction will adjust. We choose the farthest vertex (assume v1) of polygon
as the s′s initial working direction mainly consider that original coverage may be
relatively full, which can help to move by the shorter moving distance or make
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Fig. 4. Move and rotate inside cell

the smaller adjustment of working direction. Let we see Fig. 4(a), select v1 as
working direction −→sv1, there are two situations here:

Case 1: Rotate Working Direction Algorithm (RWD). Rs ≤ d(s, v1) and
auxiliary point ar is inside of polygon the other auxiliary point al is not.

For this situation we can rotate the working direction by θ to get the aim of
letting the a′

ls position update to a′
l. While rotating θ may lead a′

r to be out of
polygon as Fig. 4(b) shows, therefore we should primarily figure out θmax (see in
Fig. 4(c)) which is maximal rotation angle. If θ ≤ θmax, rotate working direction
by θ, if not, rotate by θmax. To compute θ and θmax, as follow elaboration:

According to s(xs, ys) and corresponding angle ω of
−→
wd, we can get the

included angle β of Lsa′
l

relative to coordinate axis and coordinate of a′
l.

ψ = arctan(
yv1 − ys

xv1 − xs
) (4)

if ψ ≤ 0. {
ω = ψ xv1 ≥ xs, yv1 ≤ ys

ω = ψ + π xv1 ≤ xs, yv1 ≥ ys
(5)

if ψ ≥ 0. {
ω = ψ xv1 ≥ xs, yv1 ≥ ys

ω = ψ + π xv1 ≤ xs, yv1 ≤ ys
(6)

if rotate to right {
β = ω + α

2 − θ ω ≥ 0.
β = ω − α

2 + θ ω ≤ 0.
(7)

if rotate to left {
β = ω − α

2 + θ ω ≥ 0.
β = ω + α

2 − θ ω ≤ 0.
(8)

We can get the θ for point a′
l(xa′

1
, ya′

1
) is at line Lv1v2 .

⎧
⎪⎨

⎪⎩

xa′
1

= xs + Rs cos(β)
ya′

1
= ys + Rs sin(β)

Lv1v2 = arctan( yv1−yv2
xv1−xv2

)(x − xv1) + yy1

(9)
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In a similar way see in Fig. 4(c), we can solve the θmax according to the above
method, the only difference is that we combine a′

r with line Lv5v6 .

Case 2: Move Inside Cell Algorithm (MIC). Two auxiliary points of sensor
s are all outside of polygon, Fig. 4(d).

For this situation, sensor should move, moving direction and moving distance
are primarily under consideration. We choose the reverse direction of −→sv1 as
moving direction and take al which is far from polygon as reference point for
reason that if a1 is moved into polygon then ar is also in polygon. Sensor moves
until a1 is exactly in the edge of polygon, so moving distance d = d(al, a

′
l) =

d(s, s′). If d ≤ dmax, moving distance by d, if not move distance by dmax. a′
l is

intersection of line L1 and Lv1V2 , then if we can find out L1 and Lv1V2 , problem
will be solved. Constructed calculation of d and dmax is as below:

⎧
⎪⎪⎨

⎪⎪⎩

xa1 = xs + Rscos(ω + α
2 )

ya1 = ys + Rssin(ω + α
2 )

L1 = ψ(x − xa1) + ya1

Lv1v2 = yv1−yv2
xv1−xv2

(x − xv1) + yv1

(10)

we can get the coordinate of a′
1 by combining L1 with Lv1v2 . Similarly dmax can

be worked out by combining Lss′ with Lv3v4 . Updated sensor location (x′
s, y

′
s):

x′
s =

{
xs − dmax ∗ cos(ω) dmax ≤ d
xs − d ∗ cos(ω) dmax > d

(11)

y′
s =

{
ys − dmax ∗ sin(ω) dmax ≤ d
ys − d ∗ sin(ω) dmax > d

(12)

5 Performance Evaluation

In this section, we conduct corresponding simulations about the algorithms we
have designed. In order to make a remarkable contrast, we compare RWD and
MIC with random deployment and DVSA [2]. Some essential parameters in the
simulation are listed at following Table 1.

Table 1. Main notations.

The number of sensors N N= 30, 60, 90, 120, 150, 180, 210, 240, 270, 300
Sensing radius Rs = 6m, 8m, 10m, 12m
Angle of view AOV α = π

2

Size of monitoring area Area = 100m × 100m
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5.1 Sensing Coverage

We chose Rs = 12m, AOV is π
2 and the number of sensor is 30 as the initial

conditions. We compare our algorithm with Random Deployment and DVSA
[2]. Figure 5(a) is the random deployment and Fig. 5(b) is the DVSA deploy-
ment, Fig. 5(c) is the RWD deployment, Fig. 5(d) is MIC deplyment, the last
one Fig. 5(e) is RWD coupled with MIC.
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Fig. 5. Coverage.

5.2 Coverage Ratio

Coverage ratio is basic measure of DSNs. Figure 6 shows five kinds of coverage
ratio. From the simulation results we can see that MIC coupled with RWD get
the optimal result. when the number of sensors N is less, coverage increment
ratio is not so remarkable and when N is relatively big, coverage increment ratio
is obvious, if N is big enough, then advantage disappears. However, this situation
is foreseeable and understandable.

5.3 Moving Track

Although in this paper we do not consider energy consuming, we only take
moving distance as the measure of energy consumption. In DVSA, sensor moves
to the vertex with side length and field angle similar to Rs and AOV, while
in MIC sensor makes a decision to move based on whether the auxiliary points
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are in current polygon. Obviously, the former needs all sensors to move to the
vertex, the latter does not. Figure 7(a) is the DVSA moving track and Fig. 7(b)
is the MIC moving track, blue point is initial position and red point is updated
position. Clearly, we can see MIC moving distance is the shorter than DVSA,
besides, not all sensors in MIC need to move.
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Fig. 7. Moving track. (Color figure online)

6 Conclusions and Future Work

In this paper, we study area coverage problem in DSNs and propose MIC and
RWD coverage increment algorithms based on Voronoi. In order to have a mea-
sure for mobility and rotation, we introduce two auxiliary points al and ar. By
comparing the simulation results of MIC and RWD with DVSA and random
deployment in sensing coverage, coverage ratio and moving track aspects, our
algorithms outperform others. As to our future work, we are prepared to embark
on researching energy consumption and networks life-time problems.
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Abstract. Text detection in natural scene image is the extraction of the text
regions from a natural scene image. The extraction information can be used in
the system of text recognition. The texts in natural scene image contain
important information. Text detection is an important prerequisite for many
computer vision applications, such as license plate recognitions system, infor-
mation filtering system, automatic navigation and so on. Text detection as a
real-life application has to quickly and successfully process the texts in different
fonts and under different environmental conditions. It should also be generalized
to process texts in different languages and directions. We categorize different
text detection techniques according to the methods used for each stage, and
compare them in terms of merits, demerits and performance. Feature forecasts of
text detection in natural scene image are given at the end.

Keywords: Text detection � Natural scene image � Text information

1 Introduction

Along with the popularization of smart phone, tablets and smart wearable equipment, it
is more and more convenient to capture high-quality scene images. The natural scene
images contain wealth semantic information, such as road signs, posters, license plate
and signboards. Text recognition from the natural scene image is the important pre-
requisite for many computer vision applications, such as automatic image understanding
and content-based image analysis tasks. Efficient text detection is the foundation of
semantic information extraction. To acquire the text regions in a natural scene image, a
lot of techniques, for instance, object detection, image processing and pattern recog-
nition, will be used. The variations of the images and text cause challenges in text
detection.

The text detection system, which extracts the regions of text from a given natural
scene image, can be composed of five stages. The first stage is to acquire the natural
scene image using a camera. The view of the camera, the illumination and the image
quantity should be considered. The second stage is to process the images for the
follow-up work. The third stage is to extract the candidate character regions based on
some text features. The fourth stage is to ensure the character regions using classifiers.
The last stage is to extract the text regions. As the characters in natural scene image are
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always exit in words. The characters are grouped into words based on some features.
Figure 1 shows the structure of text detection process.

The reminder of this paper is organized as follows. In Sect. 2, the features of
character are introduced. In Sect. 3, text extraction methods are classified with a
detailed review. In Sect. 4, the protocols of the performance analysis of the Text
Detection system are introduced. In Sect. 5, we summarize this paper and discuss areas
for future research.

2 Character Features

The texts in images can be classified into two groups, the artificial texts and the scene
texts. The artificial texts, such as the subtitle in the video, are artificially added. The
scene texts, such as road signs and posters, are parts of the image. At the third stage of a
text detection system, the character regions are extracted based on the features. The
optional features are summarized as follows.

2.1 Morphological Features

(a) Color: the texts in natural scene image always exit as words, and the colors of the
characters in the same words are always similar.

Original image

Image preprocessing

Character candidates 

Character/non-character 

Ge ng the text regions

Fig. 1. On the left is the flowchart of the common text detection systems. On the right is the
results of the main stages, including the original image, one of the channels after image
preprocessing, the character regions and the text regions.
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(b) Size: the characters in a same text line are always have the similar size. Though
the size of the characters in an image may be various, the size may not be too big
or too small.

(c) Distance: the characters in a same words may have similar distances, and the
distances between adjacent words may have a certain ratio to the character
distance.

(d) Shape: the character may have some specific shapes, such as aspect ratio and some
holes. The area and perimeter can also be used.

2.2 Some Advanced Features

(e) Euler number: as the character regions may always have some holes, this feature
means the difference between the number of connected components and the
number of holes.

(f) Edge: the character regions may have difference with the background and wealth
edge information.

(g) Horizontal crossings: the number of transitions between pixels belonging the
region and not belonging to the region can computed to exclude the non-character
regions.

(h) There are some more complex features, such as hole area ratio and convex hull
ratio.

With the development of pattern recognition and digital image-processing, more
and more features will be designed to improve the accuracy and efficiency of character
regions detection.

3 The Techniques of Text Detection

According to the way of candidate character regions extraction, existing methods for
scene text detection can roughly be categorized into two groups, texture-based methods
and connected components-based methods.

3.1 Texture-Based Methods

The methods in this group exploit a sliding window and compute the texture features to
search for the possible characters in the image. Then classifiers are used to identify the
candidate character regions. At last group the regions into words.

In [2], the color clustering is used to extract the candidate character regions using
the feature of pixel value. Then a support vector machine (SVM) is designed to remove
the non-character regions. The adaptive mean shift algorithm (CAMSHIFT) is used to
group the character regions into text regions. The method presented a detection rate of
87% using 50 images of different size, fonts and formats.
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In [3], a special feature, combined the feature of HOG and the feature LBP, is
designed to locate the characters in the image. Then cascade adaptive boosting
(AdaBoost) classifier is adopted to ensure the character regions. To get the text regions,
a window grouping method is used to generate text lines. At last a Markov Random
Fields (MRF) model is used to filtered out the non-text regions. The method presented
a recall rate of 67%, and the precision rate of 68% using the ICDAR 2003 Dateset.

In [4], Taking advantage of the desirable characteristic of gray-scale invariance of
local binary patterns (LBP), a modified LBP operator is designed to extract the features
of the characters. Then the classifier for is made by a polynomial neural network
(PNN) to get the character regions. At last a post-processing procedure including
verification and fusion is used to produce text regions. The method presented a recall
rate of 87.7%, and the precision rate of 68% using the ICDAR 2003 Dateset.

In [5], six different classes features are used to extract the character regions. Then
Modest AdaBoost with multi-scale sequential search is designed to get the text regions.
The method use some complex features to improve the accuracy rate. However the
complexity of the algorithm is also high. The method presented a recall rate of 75%,
and the precision rate of 66% using the ICDAR 2003 Dateset.

In [6], AdaBoost is combined with Haar-like features to obtain cascade classifiers
for text regions extraction. The method presented a recall rate of 79.9%, and the
precision rate of 72.6% using 128 street view images.

Different from the above methods, in [7], wavelet transform is applied to the image
and the distribution of high-frequency wavelet coefficients is considered to statistically
characterize text and non-text areas. Then the k-means algorithm and projection
analysis are used to detect and refine the text regions. The method presented a recall
rate of 90%, and the precision rate of 87% using a set of video frames taken from the
MPEG-7 video test set. Based on this methods, in [8], use a new Fourier-Statistical
Features (FSF) in RGB space to detect texts of different fonts, size and scripts. The
experimental results show that the method has made some improvement in terms of
recall rate and precision rate.

The methods in this group use a sliding window to localize individual characters, or
the whole words. Strengths of such method include robustness to noise and blur. The
main drawback is how to define the size of the window. Since the too big windows may
result in too much noise, and the too small windows may give rise to the difficulty of
computing the features.

3.2 Connect Component Based Methods

The Connect component based methods extract candidate character regions by connect
component. Then group the characters regions into text. And some additional checks
may be used to refine the detection results.

As text in the natural scene images always have closely spaced edges, the edge
feature can be used to detect the character regions. In [9], the Sobel operator is used to
get edges. Then local thresholding and hysteresis edge recovery are applied to get the
character regions. The projection analysis is used to group the character regions into
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text regions. The method can process multilingual text characteristics, including
English and Chinese.

In [10], the edges are detected by the wavelet transform and scanned into patches
by a sliding window. Then a simple classification procedure with two learned dis-
criminative dictionaries is applied to get candidate text areas. At last, adaptive
run-length smoothing algorithm and projection analysis are used to refine the candidate
text areas.

As text in the natural scene images always have special color, intensity and stroke
width, these features can be used to detect some special connect component as the
character regions. In [11], firstly the Stroke Width Transform (SWT) is applied to the
image. Then detect the connect components with similar stroke widths as the candidate
character regions. At last the text lines are built with the features of shape and distance.
In [12], after getting the character regions by SWT, the color and shape of the regions
are used to build multi-direction text lines.

After the concept of maximally stable extremal regions (MSER) is presented in
[13], the feature region has been widely used in the system of image retrieval and
object detection. In [1], the MSERs are detected as the candidate character regions.
Then the connected component analysis (CCA) is used to get the text regions.

In [14], after detecting the MSERs, an efficiently pruned exhaustive search algo-
rithm is used to filter out the nesting or duplicate regions. Then the morphological
features and Single-link algorithm are used to group the character regions into text
regions. The posterior probabilities of text candidates corresponding to non-text are
estimated with a SVM classifier. And the Bayesian decision rule is used to refine the
detection results. The method presented the best performance in ICDAR 2015 [15].

In [16], the extremal regions (ER), with a more simple calculation procedure, are
detected as the candidate character regions. Then a two-stage algorithm is designed to
pruning the non-character regions. In the first stage, SVM and five features are used to
estimate the class-conditional probabilities of ERs. And in the second stage, some more
complex features and AdaBoost classifier are used to refine the results. Finally, a
clustering-based method is used to group the character regions into text regions.

The Connect component based methods, recently more popular approach, can
detect most text regions in the natural scene images. And these methods are robustness
to incline, rotation and blur. However, there are still drawbacks. One problem is that the
number of the feature regions will be large. Another problem is the absence of an
effective text candidates construction algorithm.

4 Evaluation Protocols

With so many approaches and datasets, reproducing all of them and comparing them
with each dataset are problematic. For text detection, the ICDAR protocols are most
commonly adopted. The ICDAR 03 [17] and ICDAR 11/13 [15] datasets are prepared
for scene text, covering tasks of text location, character segmentation and word
recognition. And the Street View Text (SVT), a more complex dataset, is another
commonly used dataset.

Text Detection in Natural Scene Image: A Survey 261



In [18], Wolf and Jolion proposed the DteEval protocol that comprise the area
overlap [17] and the object level evaluation. As shown in Fig. 2, it supports one-to-one,
many-to-one and one-to-many matches among the ground truth and detections. This
protocol was adopted in ICDAR 2011 and ICDAR 2013 “Robust Reading”
competitions.

The precision and the recall are used to measure the performance of the approaches.
The precision is defined as the ratio between the area of intersection regions and that of
detected text regions. Recall is defined as the ratio between the area of intersection
regions and that of ground truth regions. In case of multiple images or a single image
with multiple text rectangles, a natural way has been proposed to get the results. With
saving the detection results and ground truth in XML format, there has been an
available system to evaluation the algorithms.

Recall rate =
N:o:correctly detected rectangles
N:o:rectangles in the database

ð1Þ

Precision rate =
N:o:correctly detected rectangles
N:o:rectangles in the database

ð2Þ

5 Conclusion

This paper presented a comprehensive survey on existing techniques of text detection
in natural scene images. Although significant process of text detection has been made
in the last few decades, there is still a lot of work to be done since a robust system
should work effectively under a variety of environmental conditions and text formats.

Fig. 2. Different match types between ground truth rectangles and detected rectangles:
(a) one-to-one match; (b) a split: a one-to-many match with one ground truth rectangle; (c) a
merge: a one-to-many match with one detected rectangle
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In most text detection systems, extracting the character regions and grouping them
to text regions are always two independent stage. Taking advantage of the affiliation of
characters and texts may provide some new methods for this problem. With the rapid
expansion of machine learning technique, design more effective classifiers can be an
important task in this filed.
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Abstract. In view of PCM (Pulse Code Modulation) of speech signal, this
paper puts forward a method of speech processing based on hadamard matrix
transformation to change the amplitude distribution of speech signal, which can
reduce the standard deviation of speech signal. Experiments show that the
hadamard matrix transformation algorithm can obviously reduce the amplitude
range of speech signal. Speech signal standard deviation is reduced by 20% after
the transformation. At the same time, speech quality after decoding is not
decreased according to listening experimenter. The algorithm reduces amplitude
range and standard deviation of the speech signal, which can code the speech
signal with less bits, and compression efficiency can be further improved.

Keywords: Speech � Amplitude distribution � Hadamard matrix � Standard
deviation

1 Introduction

Speech are transmitted and processed in analogy manner in early stage of research.
Since the PCM method has been proposed, Speech can be stored and transmitted as a
digital data. However, A huge amount of data is a big issue, therefore it is necessary to
compress speech signal. From the original 64 KB/s standard PCM waveform encoder to
the at or below 4 KB/s parameter coding vocoder now, speech compression coding is
gaining steam rapidly for decades. Speech coding and compression are extensively used
in many applicants such as GSM system and IP telephone system [1–4]. GSM mobile
communication use wireless channel transmission, since the frequency of the wireless
channel resources are limited, the utilization rate of channel using speech compression
technology is improved. Telephone system usually adopts linear PCM, which is sample
rate of 8 kHz and quantization number is 11 bit, Coding rate reaches up to 88 kbit/s if
using 8 bit non-uniform quantization, the coding rate reaches up to 64 kbit/s [5].

The most important business is speech business in mobile communication, precious
wireless spectrum resources requires each user to take up the narrow spectrum as soon
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as possible. The size of the spectrum is directly related in the compression ratio of
speech. We need to compress the speech signal in order to save storage media. The
purpose of the speech compression coding is to meet the demand of the narrowband
channel low bit rate transmission and realize speech storage efficiently on the premise
of guarantee the quality of speech [5].

At the same time, due to the special nature and construction method of hadamard
matrix, which has a wide range of USES in communication [6, 7]. Thus, the paper puts
forward a method of speech processing based on hadamard matrix transformation to
change the amplitude distribution of speech signal, which can reduce the standard
deviation of speech signal. Experiments show that speech compression efficiency can
be further improved by the hadamard matrix transformation algorithm.

2 Speech Signal Amplitude Distribution

Suppose that the sample size of speech signals is K = M � N point, denoted as matrix
X = (X1, X2, …, XK), among K, M, N is a positive integer. The matrix form of the data
points can be expressed as

XN�M ¼
X1 � � � XM

..

. . .
. ..

.

XN�1�Mþ 1 � � � XN�M

2
64

3
75 ð1Þ

The duration of speech signal is 10 min, the sampling rate of speech signal is
8 kHz, the quantitation precision and range is 8 bit and between 128*128 respectively
in the experiment.

The most part of speech signal sample data points fall within the scope of the
(0.2*0.2) from Fig. 1, so we make the scope of the (0.2*0.2) as the benchmark for
comparisons in this paper. The experimental results show that the probability of data
point fall within the scope is 91.78%.

Fig. 1. Amplitude distribution of speech
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Speech signal is non-uniform and has significant correlation from the time domain.
Speech signal has strong unevenness and certain redundancy from the power spectral
density. Due to the special nature and construction of hadamard matrix, We can take
advantage of the hadamard matrix of speech signal to eliminate the correlation oper-
ation, which reduces the dynamic range of speech signal and improve the coding
efficiency.

3 Hadamard Matrix and Its Properties

Hadamard matrix [4] is made up of element +1 and 1 and nonsingular N order phalanx,
2 order hadamard matrix can be defined as

H2 ¼ 1 1
1 �1

� �
N � N ð2Þ

4 order hadamard matrix can be defined as:

H4 ¼ H2 H2

H2 �H2

� �
¼

1 1 1 1
1 �1 1 �1
1 1 �1 �1
1 �1 �1 1

2
664

3
775 ð3Þ

The general equation for hadamard matrix:

H2N ¼ HN HN

HN �HN

� �
ð4Þ

Where HN is a hadamard matrix of size N � N, Hadamard matrix (H matrix) and its
main properties:

(A) any two rows (columns) of the matrix are orthogonal.
(B) the square sum of all the elements in any row (column) is equal to the squares of

order number.
(C) the hadamard matrix order number is 2 or 4 multiples.

4 Speech Signal Distribution Transformed

4.1 Mixed Speech Signal Distribution

We can get the matrix of speech X, N � M order. The matrix X is transformed by
hadamard method to the mixed matrix Y:
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Y ¼ H� X
0 ¼

1 � � � 1
..
. . .

. ..
.

1 � � � �1

2
4

3
5�

X1 � � � XM

..

. . .
. ..

.

XN�1�Mþ 1 � � � XN�M

2
64

3
75 ð5Þ

The experimental results show that the probability of the mixed matrix Y data point
fall within the scope is 94.11% (Fig. 2).

4.2 Speech Signal Distribution Transposed

In order to further eliminate the correlation of speech signal among the samples, the
speech signals are divided into a set of N samples, and carries on the hadamard
transformation, the resulting speech signal is equivalent to transpose for mixed speech
signals, so called transposed speech signal. The matrix form of the speech signal F is
expressed as:

FM�N ¼
X1 � � � XN

..

. . .
. ..

.

XM�1�Nþ 1 � � � XM�N

2
64

3
75 ð6Þ

The correlation of speech signal mainly embodied in the (X1, X2, … XN), …,
(XM−N + 1, XM−N + 2, … XM), in order to take advantage of the nature of the hadamard
matrix to remove the correlation of speech signal, to transpose for F, we can get F′ are
expressed as

F
0
N�M ¼

X1 � � � XM�1�Nþ 1

..

. . .
. ..

.

XN � � � XM�N

2
64

3
75 ð7Þ

Fig. 2. Mixed speech signal distribution
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N order hadamard matrix H multiply matrix X′, We can get the transposed matrix Z:

Z ¼ HX 0 ¼
1 � � � 1
..
. . .

. ..
.

1 � � � �1

2
4

3
5 X1 � � � XM

..

. . .
. ..

.

XðN�1ÞMþ 1 � � � XNM

2
64

3
75 ð8Þ

The dynamic range of speech signal are compressed and the coding bits is reduced
by the method, The experimental results show that the probability of the transposed
matrix Z data point fall within the scope is 95.78% (Fig. 3).

5 Order Selection of Hadamard Matrix

The speech signal is transformed by using different order hadamard matrix and is to do
its statistics of amplitude distribution with the increase of hadamard matrix of order, the
speech signal compression ratio is higher from the simulation results. However, when
the hadamard matrix has achieved a certain order, signal compression rate no longer
increase, if we further increase the order number of hadamard matrix, compression
effect decreases instead.

The experiments shows that N = 256 order of hadamard matrix has the optimal
compression effect. So, this paper uses the hadamard matrix of 256 order.

Fig. 3. Speech signal amplitude distribution transposed
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6 Result and Analysis

The matrix of original speech signal X, the hadamard matrix H, the matrix Y is the
results of transformation, Y is expressed as

Y ¼ H � X ð9Þ

In order to restore the original speech signal X, do the following operation for Y:

1
N
� H

0 � Y ¼ 1
N
� H

0 � H� X ¼ 1
N
� N� X ¼ X ð10Þ

The original signal can be restored after the above operation, Fig. 4 shows the
original speech and speech after two kinds of inverse transformation of time domain
waveform, it can be seen that speech waveform recovered is no distortion.

The simulation data as shown in Table 1. The standard deviation is defined as the
overall standard units with the square root of the arithmetic average of the mean square
deviation. It reflects the degree of discrete between individuals in the group. In the
experiment, the standard deviation is normalized, the results are shown in Table 2.

Fig. 4. Time domain waveform of speech signal: (a) original speech; (b) mixed speech;
(c) transposed speech

Table 1. Original signal standard deviation

Original Mixed Transposed

Standard deviation 0.9178 0.9411 0.9578
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After the original speech is eliminated the dc to, the standard deviation of the
original signal and signal transformed are calculated, the result as shown in Table 3.
From Table 3, the standard deviation of mixed signal is reduced by 14%, and standard
deviation of the transposed signal is reduced by 20% relative to the original signal.

7 Conclusion

This paper first analyzes the correlation of speech signals between adjacent samples
using hadamard transformation, the experimental results show that this method can
significantly reduce the speech signal dynamic range, which can improve the com-
pression ratio, at the same time greatly reduce the standard deviation of speech signals.
The method in speech coding and wireless communication has certain reference value.
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Table 2. Signal standard deviation before DC eliminated

Original Mixed Transposed

Standard deviation 1.00 0.974 0.952

Table 3. Signal standard deviation after DC eliminated

Original Mixed Transposed

Standard deviation 1.00 0.862 0.805
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Abstract. Pitch is one of the most key parameter in speech coding, speech
synthesis and so on, the traditional methods for pitch detection are prone to error
at a low SNR at present. A pitch detection method based on pitch harmonic
(PH) and the harmonic number based on PH is proposed in this paper. At first,
the pitch harmonic is roughly estimated by pitch estimation filter with amplitude
compression (PEFAC). Secondly, the weighted algorithm based on modified
circular average magnitude difference function (MCAMDF) and pulse sequence
is used to compute the pitch harmonic number. At last a pitch tracking method is
applied to compute the pitch period candidates accurately. By simulation
experiments, it is shown that the proposed pitch detection method has more
accurate and more low algorithm complexity than the traditional methods at
both high and low SNR.

Keywords: Pitch detection � Pitch estimation filter with amplitude
compression � MCAMDF � Dynamic programming

1 Introduction

Pitch is a key important characteristic parameter of speech signal processing, Pitch
detection has vital significance in speech synthesis, speech coding and speech recog-
nition and so on. Since the 1960s, a variety of effective pitch detection method is
proposed in the time and frequency domain [1, 2]. In time domain, waveform similarity
is used to extract the pitch period and the harmonic peaks location is identified and
located to extract the pitch period in frequency domain. Most of them have fine
performance for clean speech [2].

Due to speech signal is derived from the real environment, speech signal is prone to
pollute by different types of noise (white noise, cars noise and so on.) and signal to
noise ratio (−20 db – +20 db), the cycle time domain and frequency of the speech in
different extent was distorted, thus conventional methods will become unreliable or
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even completely ineffective. At present, performance improvement in noisy environ-
ments is still desired [2, 3]. Pitch detection in the real environment gradually become
the focus of research, people put forward a lot of methods for this purpose.

Paper [4] extracted some candidate pitch in time domain, and each of them was
weighted in the frequency domain, dynamic programming (DP) was then utilized to
select the pitch candidates. HSAC-SIM method estimated a PH based on HSAC and
estimated the pitch from the harmonic number based on impulse-train weighted
SAMDF. The methods in [4, 5] show good performance by utilizing the current frame
and the adjacent frame of acoustic characteristics in time domain, frequency domain,
however, are not adapt to severe noisy conditions. Paper [6] discussed a method which
eliminates the noise of the pitch period harmonic characteristics by calculating spectral
peaks. Paper [2] use the PEFAC method which attenuate strong noise components,
extract three pitch candidate value and determine the most optimal pitch by dynamic
programming. The methods in [2, 6], especially in [2], could extract pitch under severe
noisy conditions by de-noising the pitch harmonic feature. PEFAC treats directly the
max amplitude point as the highest probability pitch frequency in the log-frequency;
however, the max amplitude point usually is not pitch frequency but PH.

According to the above the advantages and disadvantages of the paper [2–6], we
put forward a pitch estimation method referred to as PH-SIM, we firstly extract a PH
based on PEFAC, and then we determine the harmonic number based on MCAMDF
impulse-train method. Experiments results show that the PEF-SIM estimate pitch more
accurate than the HSAC-SIM and PEFAC method in real environment.

2 Extraction of PH

The noisy speech is eliminated DC component, normalized and segmented. We can get
noisy speech frame s(k) which can be expressed in time-domain as

sðkÞ ¼ aðkÞþ bðkÞ ð1Þ

Here, a(k) is denote the clean speech frame and b(k) is the noise signal.
We can estimate rough a PH from s(n) base PEFAC, the complete algorithm

comprises the following steps[9]:

(1) Calculating power spectral density of s(n) in the log-frequency

RðpÞ ¼ XðpÞþEðpÞ ¼
XI

i¼1

bidðp� logðf0iÞÞþEðpÞ ð2Þ

Where x(p) and E(p) is the spectral density of power for the clean speech and noise
respectively, p = log f, bi represents the power of the ith harmonic, I the number of
harmonics and d the Dirac delta function.
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(2) Calculating the normalized period gram of R(p)

Rt(p) is the period gram of the log-frequency power spectral density R(p) at tth
frame, R

0
tðpÞ is the normalized period gram of R(p), which can be written as

R
0
tðpÞ ¼

RtðpÞ
~RtðpÞ

LðpÞ ð3Þ

where R
0
tðpÞ ¼ RtðpÞ � oðt; pÞ; o(t,p) is the moving average filter, o(t,p) = 1 for |t| < T0,

|p| < Q0, otherwise o(t,p) = 0. L(p) denotes the LTASS spectrum;

(3) Matched filter for R
0
tðpÞ

we can get Zt(p) by matching filter for R
0
tðpÞ, which is expressed as

ZtðpÞ ¼ R
0
tðpÞ � hð�pÞ ð4Þ

here, the matched filter is defined as

hðpÞ ¼ 1=½k� cosð2pepÞ� � m when logð1=2Þ\x\ logðIþ 1=2Þ;
0 otherwise

�
ð5Þ

where the parameter m is introduced to determine
R
TðpÞdp ¼ 0 and the parameter k

controls the pitch peak width while I the number of pitch peaks, it has the big number
to include all harmonics with significant energy.

(4) Estimating the PH

The pitch frequency maximum probability candidate corresponding to the maxi-
mum peak of Zt(p) ranging from 60 Hz to 1250 Hz denote the exact pitch position of a
PH xq.

3 Estimation of PH Number

The pitch harmonic number popt from the PH xpopt is estimated in this section. Thus we
maximize an function defined as an symmetrical impulse-sequence weighted
MCAMDF (SIM) to estimate qopt in time domain.

The MCAMDF is defined as

eðsÞ ¼
Xb
n¼0

sðmodðnþ s;Nþ smaxÞÞ � sðnÞj j; s ¼ 0; 1; 2; � � � b ð6Þ

Here, b ¼ Nþ smax � 1; smax is the maximum possible pitch of speech signal. eðsÞ
with symmetrical features in ss ¼ ðbþ 1Þ=2, so eðsÞ is only calculated in the range
s 2 0; ss½ �. eðsÞ has the most possibility of having deep-valleys at s ¼ qT with
0� qT � ssðq ¼ 0; 1; 2; � � �Þ. However, the pitch peaks features can be utilized to
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estimate pitch [3]. In order to change valleys to peaks, so the following function is
defined as

gðsÞ ¼ /max

N � lmax
� eðsÞ; s ¼ 0; 1; 2; � � � ; ss ð7Þ

Here, /max is the maximum value of /ðsÞ in the range of 0\s� ss and lmax � ss is
the index of gmax. The function of MCAMDF gðsÞ reverses the peaks when eðsÞ is the
valleys.

The harmonic number popt can be determined by the function MCAMDF gðsÞ

popt ¼ argmax
Xss
s¼0

Jðs; pÞgðsÞ ð8Þ

Where the impulse-training is represented as

Iðn; pÞ ¼
Xq�1

l¼0

dðs� 2hpp=xpoptÞ; s ¼ 0; 1; 2; � � � ; ss ð9Þ

Here, xpopt is the maximum probability of pitch harmonic. h is the number of unit
impulses. For the (8), we can get the popt, thus, we can get the optimum value of pitch
F0 ¼ Fsxopt=2ppopt, here, Fs is sampling frequency.

4 Experimental Results and Analysis

The speech library is derived from the Keele pitch detection reference in this experi-
ment. This library contains 10 speakers, five women and five men which read the same
paragraph of English each speech file is about 30 s, all speech is sampled for 20 kHz
and quantified for 16 bits and the library provides the reference pitch value of every
frame, frame length is 512 sampling point and the frame shift is 200 sampling point.
The input speech is sampled at 8 kHz, frame length 200 points and frame moving 80
points in this paper, so, speech files is down-sampled to 8 kHz in this library, and
speech frame of pitch reference is multiplied by 0.4 as a reference for the final test.

Experiment parameter Settings are as follows: the sampling frequency is 8 kHz,
speech frame length is 200 points, the frame shift is 80 points, Hamming window by
zero padding from 200 points to 1600 points, the frequency resolution of 5 Hz, log-
arithmic frequency range of 40–4000 Hz; L (p) data is from the literature [7] see
Table 2, T0 ¼ 1:5 s, p0 ¼ 10f0; k ¼ 1:8, m ¼ 0:6700, i ¼ 10.

In order to compare quantitatively HSAC-SIM and PEF-SIM method extracted
pitch harmonic performance, we randomly selected from a group of 400 frames voiced
speech signal respectively in different SNR (−20, 10, 0, 10 and 20 db) and different
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noise (white and so on) and combined 15 groups which per group 400 frames. Average
execution time (AET) and average total degree of the fundamental frequency offset
(Gross Pitch Harmonic Offset Degree, GPD) of extract pitch is computed for the two
kinds of algorithm respectively.

GPD is defined as

GPD ¼
XN
i¼1

feðiÞ=h� frðiÞj j
frðiÞ ð10Þ

Where, frðiÞ represents the real pitch frequency of the frame, feðiÞ represents the I
frame extraction pitch harmonic, h is the pitch harmonic number (manually determi-
nation), N is the number of frames, the smaller the total GPD is the more accurate pitch
harmonic estimation.

Two methods of quantitative performance comparison results are seen in Table 1, it
shows that the GPD of PEF-SIM is less than the HSAC-SIM method, It is shown that
the PH-MIM of pitch harmonic estimation is more accuracy than that of HSAC-SIM;
The AET of PEF-SIM method is 0.2 fold of the HSAC-SIM method. Overall, PEF-SIM
method is better performance than HSAC-SIM method, which is more advantageous to
the subsequent pitch estimation.

We use gross pitch error (GPE) to evaluation the PEF-SIM method. Dynamic
programming algorithm in [3] is introduced. The pitch estimation effect of the RAPT
[5], PEFAC, HSAC-SIM and the proposed PEF-MIM select the pitch. Pitch estimation
is considered as correct if its GPE is the range [− 5%, +5%] of the correct value. It
shows the performance of the algorithms in Fig. 1 at +20 dB SNR, four algorithms
have a good effect. Due to RAPT is not specially designed for noise robustness;
When SNR is lower than 0 dB, the performance of RAPT falls quickly for all noise
types; The HSAC-SIM method has much better performance at low SNR of −5 dB in
the white and car noise. However, the HSAC-SIM give relatively bigger values of GPE
for babble noise and at lower than SNR of −5 dB; the PEFAC is prone to produce the
double and half error; The proposed PEF-SIM method provides much better results
from 20 db to −20 dB SNR for different noise types.

Table 1. Two methods of quantitative performance comparison

PEF-SIM HSAC

AET (s) 1.6 8.5
GPD 0.93 0.77 (Rough estimation)

0.84 (Fine estimation)
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(a) white noise

(b) car noise

(c) babble noise

Fig. 1. Estimation results of the four methods in terms of %GPE with different types of noise
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5 Conclusion

The paper is proposed a PEF-SIM method to estimate pitch in real environment. First,
we propose an algorithm to extract the PH based on PEFAC and the result shows that
the extraction algorithm of PH can extract PH accurately. And then, we introduce the
SIM method to extract the number of PH Finally, pitch is smoothed by dynamic
programming. The GPE of PEF-SIM method is less than the RAPT, PEFAC and
HSAC-SIM method, the method of PEF-SIM has high performance especially for
babble noise. The AET of PEF-SIM method is 0.2-fold of the HSAC-SIM method. The
results shows that the proposed method is superior to PEFAC and HSAC-SIM under
low SNR.
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Abstract. Within the context of the Internet-of-Things (IoT), the num-
ber of interconnected devices is increasing dramatically and allowing for
access to physical data that was previously unimaginable. Physical data
is rapidly changing which makes it important to keep networking connec-
tions active. Any drop in communication can lead to the loss of sensitive
data. A redundant network connection is an attempt to utilize common
networking solutions in order to decrease the likelihood of network down-
time. It does this by adding a new level of abstraction to networking,
allowing data to be sent over multiple networking solutions as if it were
a single network, as well as an intelligent decision engine to determine
the most optimized and reliable connection to use dynamically.

Keywords: IoT · Communication channel · Code generation

1 Introduction

The Internet-of-Things (IoT) is a rapidly growing area of technology that is
impacting aspects of everyday life in both the working and domestic sectors.
The basic idea of this concept is the pervasive presence around us of a variety of
things or objects – such as Radio-Frequency Identification (RFID) tags, sensors,
actuators, mobile phones, which through unique addressing schemes, are able
to interact with each other and cooperate with their neighbors to reach com-
mon goals [1]. IoT is gaining attention because of its flexibility and cost-effective
nature, allowing access to data that was previously unimaginable. From a statis-
tical standpoint, IoT devices have overtaken the human population by reaching
11 billion devices in 2011 and this number is expected to reach 24 billion devices
by 2020 [2].

IoT is powerful because of its flexibility and ability to connect to multi-
ple devices. With connections to different components, there comes the need
for secure and reliable communication channels. Digitization of physical objects
means that those objects must perform the same operations without any extra
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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complexity. This must occur while also keeping data safe as it travels through
networks. Current communication systems such as Wi-Fi and Bluetooth have
had years of work put into them in order to allow secure transfer of data and is
active in numerous amounts of current mobile devices. Other communications
methods such as RFID are not as prevalent and would not be able to connect
to multiple devices.

Open Problem: Current networking solutions are not fit for the
demand of consistent data transmission from IoT devices as high-level
languages abstract I/O communications and expect network failures.
Networking applications today can function with an interrupted connection for
short periods of time to counter unreliable connections. However, if the IoT
applications are programmed in the same fashion, it will inevitably undermine
the full potential of IoT devices.

Interactions with the physical world are constant, thus, information can be
gained or lost with any disconnection. General purpose networking techniques,
such as TCP/IP, focus on reliably delivering packets rather than timing. More
specialized networking techniques must come into development to use in IoT
devices. Moreover, network time synchronization technology must be improved
considerably. Networks must offer the possibility of timing coherency across mul-
tiple, distributed computations. Networking innovations will dramatically change
the way distributed real-time software is designed.

Solution Approach ⇒ Model-based network management and the
abstraction of communication interfaces. To address these challenges, this
paper presents a network model that combines common communication proto-
cols together to provide reliable connections across multiple devices. A model-
based framework for communication between the IoT devices and the server. All
IoT systems follow the same concept of sending data from devices to a server
which processes the data and sends to other clients. Each device may differ
based on its functionality, but the nature of communication using the Internet
applies to all the IoT systems. The approach presented in this paper abstracts
the common elements and entities used in the implementation of communication
channels in order to both simplify communication to the necessary messages and
manage the network to reduce possible downtime.

The remainder of this paper is organized as follows. Section 2, we provide
a motivating example for this paper. We list down the challenges faced while
developing reliable communication system in Sect. 3 and present our solution to
address these challenges in Sect. 4. We analyze the related work in Sect. 5 and
conclude this paper as well as provide some insight on future work and scope of
this framework, in Sect. 6.

2 Motivating Example

IoT brings the possibility of new devices to consumers and health systems are
taking notice. Major academic research has gone into innovative solutions for



Redundant Networking 285

mobile healthcare delivery and sensors. In particular, major advances were intro-
duced in the mobile broadband and wireless internet m-health systems [4]. This
widespread and unprecedented evolution of m-health systems and services in
recent years has been reflected in a 2010 study by McKinsey estimated that
the opportunities in the global mobile healthcare market are worth between 50
billion and 60 billion [5]. As healthcare data becomes increasingly profitable, so
will the wireless technologies bundled with the devices. There will be multiple
reasons to address the communications streams for health devices:

1. The ability to relay information constantly. It is expected that mobile health-
care devices continue to monitor the user at all times. Devices such as the
Fitbit [6], Jawbone [7], Misfit [8], etc. need to monitor both active lifestyle
activity as well as sleeping patters. These are devices that will consist of as
little down time as possible.

2. Choosing the right mobile technology for price and communication. IoT
devices must stay on for long periods of time. Some might be connected
directly to an outlet, others will use batteries and some might even utilize
passive radio transmission (RFID). The goal for any of these devices is to
relay information to both the user and the management system for the data.

3. Dealing with communication failure. In the event that a device goes offline,
it is imperative that the device reconnect in the simplest way possible for the
user. Down time will reduce the usability of healthcare devices and can cause
profit loss for businesses.

4. Security of wireless technologies. A common problem for modern devices is
adapting to modern technologies while also keeping data safe. Sensitive health
data need to be kept secure wherever the user might go which means that
the mobile communication must be able to connect to all other IoT devices
securely.

5. Standardization to allow adaptable communication. A standard protocol for
sending and receiving health data will allow devices to adapt to the rapid
advancement of technology. If a new devices comes along with better or
changed hardware, standardizing the exchange of data will allow older devices
to keep in communication.

With advancements in these areas, mobile health will be able to create a more
focused effort at improving livelihood. By allowing devices constant information
to a user’s heartrate, food consumption, exercise routine, medical regiment, and
more, we will be able to decrease the duration of hospital stays along with
improve a doctor’s knowledge of his or her patients. This comes too with a need
to improve security. The amount of data that will be available needs to be kept
safe so users will not be used maliciously. Trust that mobile health devices keep
a user’s information private will be just as important as the direct service. Users
will feel more comfortable using communication devices that they are familiar
with such as Wi-Fi or Bluetooth or adapt to newer technologies like RFID as long
as they do not complicate the application. By keeping a developmental standard
in current and future healthcare devices, businesses will be able to gain quicker
market adaptation and access to other medical information.
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3 Challenges

Abstraction of any computer system is never without complication which goes
double for areas that require synchronization such as networks. Current IoT
connection problems are as follows:

1. The inconvenience of networking channel setup in IoT development. Research
development for IoT devices becomes a challenge as most devices do not
keep common developer interfaces while active. Communication settings such
as Wi-Fi and Bluetooth are hosted in locations that are not convenient to
edit initially (e.g., using the Raspberry Pi development board, you need to
connect to a monitor, use a keyboard and mouse to edit and control Bluetooth
devices).

2. The challenge of implementing the communication channel. For instance,
Bluetooth has the advantage of easy setup for clients, but programming Blue-
tooth is challenging, particularly for different types of devices and protocols.
Creating a client to find Bluetooth devices must be synchronous as to not
interrupt other device communications.

3. For mission critical IoT applications, there lacks a reliable communication
channel to ensure data integrity. Relying on a single communication chan-
nel and protocol is not reliable enough. Most communication systems are
expected to fail [8]. This means that allowing only one pathway for commu-
nication is yet truly reliable.

4. The lack of an intelligent decision engine on choosing the most optimized
communication channel. With multiple communication, understanding which
portal to send data through is imperative but IoT devices do not have decent
space for large scale, dynamic efficiency scaling.

For this project, the goal was to help pave the way to reduce some of these
challenges as well as demonstrate the areas that still need work.

4 Solution

To reduce the challenge of network connectivity and problems with multiple
connections on a single device, a generic framework has been developed - Reli-
ableConnection, that allows multiple communication services to be unified to
perform a singular function. As previously mentioned, the program works by the
abstraction of network communication services, such as Bluetooth and Wi-Fi,
and then managed autonomously in order to decrease the chance of downtime
for multiple devices.

The two main components for the framework is the Network class and the
Protocol class. The Network consists of a linked list of Protocols and man-
ages which Protocol will send or receive data. The Protocol is an interface that
abstracts TCP/IP and Bluetooth to a simpler functionality. This allows the net-
work to observe the casted protocol rather than deal with specific complications
in the communication services. To allow these classes to work with minimal
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Fig. 1. Overview of ReliableConnection framework

supervision, an Observer pattern is implemented to both classes. The Network
observes Protocols so that any changes to a Protocol will quickly notify the
Network (Figs. 1, 2, 3 and 4. Addressed below are some of the ways the Reli-
ableConnection framework addresses challenges mentioned in Sect. 3:

1. Simplify the networking channel setup in IoT development with the default
connection manager. The connection manager is a built-in component in
the development framework that handles the channel setup and initializa-
tion process. Allowing a framework to manage connection data will allow
developers more time to focus on the logic of their code rather than relia-
bility. Keeping a major factor in IoT development under stricter guidelines
reduces the learning curve and invites increased innovation.

2. Abstract the common communication channel implementations. By creating a
single interface for multiple communication channels, complexity of the com-
munication is reduced while the benefits can be manipulated. For communi-
cation such as Bluetooth and TCP/IP, IoT devices can now switch between
them without disruption. On the back-end, energy efficiency, distance from
other devices and more can be monitored to allow the best communication
possible for IoT devices.

3. Enhance the data integrity by applying an intelligent and redundant connec-
tion channel. Allowing ReliableConnection to manage networking activity
provides standardization for network activity. By sending data over multiple
communication services, critical IoT applications can increase reliability and
chain devices with different hardware configurations.

4. Support a optimized communication channel by runtime checking and machine
learning techinques. ReliableConnection’s Network class provides developers
a way to weigh different communication services against each other. By giving
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such measurements, data can pass through the different services depending on
the developer’s needs without complex code. In addition, the framework has
a built-in verification engine to periodically check the performance using the
two different connections, which enables a dynamic decision on which type
of connection to use. We are also collecting the decision data, aligned with
feature factors such as time, location, protocol, and data type, so that we will
be able to apply machine learning to predict the best type of connection to
use based on the actual application scenario.

With this framework, new communication services can be quickly added to
the Network and contribute to the reliability without disrupting other Proto-
col behavior. A more descriptive discussion about the library follows.

4.1 Protocol

The Protocol class is a superclass that is modeled after the Observational design
pattern and adaptable for future additions. As an Observable class, it contains a
method to notify observers of any changes to the class, notifyObservers(). This
method will pass along a reference of the Protocol to an Observer, the Network
class.

The rest of the Protocol is defined in its interface implementation. The
interface methods will be status(), getOutputStream(), getInputStream(), con-
nect() and close(). The status() method is used to check if the Protocol is
actively connected to a network. getOutputStream() has a return object of

Fig. 2. UML diagram of the Protocol framework
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java.io.OutputStream. for the communication standard contained in a Proto-
col object, Java’s Output stream is a general way to send bytes of information
across a network and will work with most networking devices. Similarly, get-
InputStream() is of java.io.InputStream. This allows the Protocol to have an
input and output interface for the Network object to manipulate. The connect()
method is used to implement any necessary function calls for connecting a net-
work device and returns type object. The return for connect() is expected to be
the stream for both getInputStream() and getOutputStream to utilize for that
Protocol. Finally, close() is a standard method for closing the stream within the
protocol for the Network or the user to utilize. The intention for the close()
method is so that the Network object can close or reconnect to a Protocol auto-
matically, for any debugging reasons.

4.2 Network

The Network is a class focused on the observation and management of Protocols
for the client device. The way the Network class discovers and retrieves an active
Protocol is through Java’s Observer design pattern. Java’s utility library has a
simple Observer interface with an update method. This method, update(), is
called when an Observable object’s notifyObservers method is activated. The
Observable method in this case is a Protocol. Once a Protocol is confirmed to
be active, it will notify the network through notifyObservers() that it is a viable
candidate for communication. The update method in Network then adds that
Protocol to a Linked List.

When a user would like to send or receive data to another client they
will go through the Network object. Network contains BufferedReader and
PrintWriter objects for sending and receiving data. Network only allows users
to use PrintWriter’s println() and BufferedReader’s readln() method. This
abstraction from a stream formatter allows for dynamic allocation of IO
streams. The Network class scans through Protocols and uses their IO streams

Fig. 3. UML diagram of the Network framework
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interchangeably within BufferedReader and PrintWriter. What the user will
see is Network.println(String msg) and Network.readln() functions. The Net-
work.println(String msg) function will send a string to all output streams avail-
able while the Network.readln() function will return a string from the best input
stream available.

5 ReliableConnection in Action

To demonstrate the functionality of this framework, a multi-client chat appli-
cation was created and hosted on Windows, Android and the Raspberry Pi
microprocessor board. The client is given both the IP address of a server as
well as discovers the Bluetooth hardware affiliated with the server. The Server
will then relay messages from one client to any other client connected with han-
dler threads. This application helps demonstrate how the ReliableConnection
framework will make data transfer simpler for IoT devices. Each chat client can
efficiently transfer data to a server using either TCP/IP or Bluetooth without
the developer having to directly send data over each protocol. The clients will
not have the challenge of complex networking design since the Network class
in ReliableConnection will manage it. At the same time, the connection relia-
bility for each client is increased since it can communicate over Bluetooth and
TCP/IP interchangeably. Now that the framework manages each protocol in one
area, information about each protocol can be compared to one another. With
this data, intelligent IoT design is realized, dynamic communication is now sim-
ple and efficient. A more in-depth look of the client and the server is provided
below.

Fig. 4. The chat application. Clients send and receive data while the Network handles
communication. The Chat client to the right will receive data through Bluetooth, since
it was deemed best to service the data that way.
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5.1 Client

The ChatClient class is a chat GUI for observing and receiving messages from
other clients. On Windows, the chat client is a JFrame with a text field and a
message area. For the applications on Windows and Raspberry PI, Bluetooth is
done with the BlueCove Java library [9]. This gives a lightweight Java API for
working with Bluetooth stack calls. From BlueCove, the ChatClient can detect
available Bluetooth devices. Once all of the network information is added, the
ChatClient will finalize its connection to the server. If the connection is success-
ful, the server will request a name for the client. That name will be a unique
identifier for when other clients are added. As long as the name is unique, the
server will accept the information and allow a thread for communication. Now,
the Network handles both reading and printing information on the Protocols
available. The user now has both Wi-Fi and Bluetooth to send data over but will
not interface with the complex information associated with those communication
services. Instead, the user simply instantiates and provides connection informa-
tion to the classes BluetoothProtocol and WifiProtocol. Then, those objects add
the Network as an observer. The ChatClient’s network now observes behaviors
of the communication services without having the user worry about connectivity
issues. All that is passed to the network will be strings of information displayed
on the ChatClient’s message area.

5.2 Server

For the server side of this application, a ChatServer class was created to seam-
lessly broadcast client information on either Bluetooth or Wi-Fi. The server is
run only on Raspberry Pi or Windows as Android support was not necessary
to test the application. Once run, the ChatServer first opens up a dialog for
developers to choose what kind of connections should it accept. It can accept
Wi-Fi and Bluetooth at the same time or each one individually. Once a client
is accepted, a new thread will handle data sent to and from that client. Simply
put, the Handler thread is a stripped down chat client. The constructor will get
the socket information for the client and create a WifiProtocol and Bluetooth-
Protocol object to manage it. The Network then observes the Protocols to keep
them active, same as the ChatClient class. This makes the ChatServer simpler
to understand and modify, not having to worry about the network information.

6 Related Work

Communication is a layer that all devices have to deal with but now, more than
ever, the security of data from household devices and health systems makes it
increasingly important [10]. This communication layer is one that has to work
well with both the IoT cloud and the local embedded hardware systems. Cloud
services take the work out of storing and manipulating data leaving the Software
Developer to figure out how to both create IoT hardware and securely upload the
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data to the cloud. This framework, ReliableConnection, was created to bridge
the gap between the hardware and the cloud and help developers focus on the
logic of their system rather than the reliability of data flow. This frameworks
also allows for new applications to develop since data can be extracted in new
locations. If one protocol such as Wi-Fi is out of reach, possibly Bluetooth can
find local devices to hop over in a sort of P2P style system. This system provides
new possibilities as well as enhances IoT communication by offering a framework
to make IoT a better, more connected reality.

7 Conclusion and Future Work

The Network and Protocol framework allow IoT applications a standardized
way of sending data over a network, utilizing the advantages of multiple com-
munication methods. This helps create applications that have increased trust in
messages going through since a single Protocol failure will not halt communica-
tion.

For the future of this framework, more protocols such as RFID or IR could
be added to allow new communication features or triggers. The Network could
also be refined to monitor more details about each Protocol. Monitoring the
speed and efficiency of each Protocol could assist in delivering information while
reducing energy consumption and computational load.
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Abstract. Aiming at the problem that most of the existing data mining based
replication strategies cannot extract correlations between files effectively, a new
decentralized replication strategy based on maximal frequent correlated patterns
mining, called RSMFCP, is proposed. By translating the files access history to
the binary access history, applying maximal frequent correlated patterns mining
and performing replication, RSMFCP can extremely eliminate redundancy and
optimize the replication performance. Data analysis and simulation results show
that, comparing with other strategies like no replication, PRA, DR2 and
PDDRA, RSMFCP can extract correlations more effectively and gain lower
mean job execute time under different access patterns, which will provide a new
option to reduce transmission delay in data grid.

Keywords: Data mining � Correlated patterns � Data replication � Distributed
groups

1 Introduction

Data grid is a kind of integrated architecture to manage plenty of distributed data
generated in some scientific, financial and medical fields [1]. In data grids, using data
replication strategies can greatly reduce the bandwidth cost, improve the response time
and maintain the reliability of the system. However, only single files are considered as
the replicating object in most of the existing replication strategies, and the relationships
between files are neglected. Because of the fact that nowadays many intensive
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applications need to discover the relationships between files, it is important to extract
file correlations more effectively in the related research fields. Data mining can help
extract valuable information from the large data sets. Using data mining in data grids
can effectively find hidden correlations between files, thus achieve the goal to optimize
the replicas management module.

Two measures can be concluded to discover the hidden correlations between files,
which are frequent sequence mining and correlated patterns mining. Typical strategies
like PRA [2] and PDDRA [3] are mainly based on frequent sequence mining. In order
to predict future requested files, when execute the strategies aforementioned, the pro-
cess of frequent sequence mining will be constantly running, which will increase the
number of replicas and greatly impact the value of response time and occupied storage
percentage in data grids. As one of the traditional correlated patterns mining based
strategies, Apriori [4] can identify the frequent item sets from the large-scale data sets
and produce strong correlated patterns. Apriori is a kind of sophisticated data mining
algorithm, whose optimized and derived mining measures can be applied in many
different industries and fields [5–7]. However, most of the common correlated patterns
mining based strategies are redundant and cannot reflect the true relationships between
files to some extent [8, 9]. Therefore, based on the previous research, define the groups
of associated files distributed in different sites as the distributed groups and propose a
Replication Strategy based on Maximal Frequent Correlated Patterns (RSMFCP). By
optimizing period parameter and designing a Maximal Frequent Correlated Patterns
Miner (MFCPM), RSMFCP can be periodically invoked in the real data grids, which
will help realize the goals to reduce the network delay and quickly access the valuable
remote files.

2 Maximal Frequent Correlated Patterns Mining

2.1 Basic Definitions

Item is a kind of binary attribute, using logical value 0 or 1 to indicate whether the
given job can access the corresponding files or not. Suppose I ¼ i1; i2; . . .; inf g as a set
of n items and the transaction associated with a unique identifier as a subset of I . In this
paper, items are defined as the accessed target files, the transaction is defined as a set of
files accessed by the given job and the pattern is defined as an item set. With regard to
an item set X�I , Supp Xð Þ represents the support of X, which is calculated as the ratio
of the number of transactions including X to the number of all the transactions. In fact,
Supp Xð Þ is the probability of the emergence of the transactions including X. If the
support of the pattern is not less than the minimum support threshold specified by
users, then the pattern is frequent. Moreover, if the correlation measure of the pattern,
which is denoted as Corr Xð Þ is not less than the minimum correlation measure
threshold, then the pattern is correlated.

Definition 1 All-Confidence. All-confidence is a kind of correlation measure used to
estimate the correlated degree for the patterns. The all-confidence of the item set X �I
can be calculated by Eq. (1).
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all� confidence Xð Þ ¼ Supp ^Xð Þ
max Supp ^ið Þji 2 Xf g ð1Þ

where max Supp ^ið Þji 2 Xf g represents the maximum support of the items in X,
Supp ^Xð Þ represents the support of X, and i represents an item in X. All-confidence
simultaneously possesses the anti-monotone, cross-support and null-invariant
properties:

(1) Anti-monotone property. For any item set I�I , I1 � I, if the fact that I satisfies the
constraint Q can infer that I1 also satisfies Q, then the constraint Q is considered to
be anti-monotone.

(2) Cross-support property. Given the threshold t 2 0; 1½ � and the item set I�I that
contains item x and y, if Supp ^xð Þ=Supp ^yð Þð Þ\t, then I is considered to be
cross-support with respect to the threshold t.

(3) Null-invariant property. When it comes to the correlation of the pattern, the
null-invariant property can make sure that only the transactions including the
specific pattern are analyzed [10]. For the pattern I�I , the transactions that do not
contain I is deemed as the null transactions. It makes no sense to deduce the
correlation of I according to the number of null transactions, which will also help
avoid the bad influence of the null transactions.

Definition 2 Frequent correlated pattern. Support and all-confidence are the mea-
sures respectively corresponding to the frequency and correlation of the pattern. Given
the minimum support threshold minsupp and the minimum correlation measure
threshold mincorr, if Supp Xð Þ�minsupp and Corr Xð Þ�mincorr, then the pattern X is
considered to be a frequent correlated pattern.

Definition 3 Maximal frequent correlated pattern. If X is a frequent correlated
pattern, and the superset of X is definitely not a correlated frequent pattern, then X is
deemed to be a maximal frequent correlated pattern. The definition of the maximal
frequent correlated pattern can contribute to extremely decrease the number of dis-
tributed groups to replicate, decrease the occupied storage in data grids and optimize
the replicating process.

2.2 Maximal Frequent Correlated Patterns Miner

In order to mine the distributed groups in data grids, it is necessary to extract the
maximal frequent correlated pattern defined before. In this section, a maximal frequent
correlated patterns miner, called MFCPM, is designed by Algorithm 1. The notations
used in MFCPM are defined in Table 1.

Table 1. Notations used in MFCPM.

Notation Meaning Notation Meaning

Xk A pattern X of k items FCPk A frequent correlated pattern of k items
Ck A candidate set of

k items
MFCP A set of maximal frequent correlated

patterns
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3 Distributed Groups Replication Strategy Based
on MFCPM

3.1 The Procedures of RSMFCP

Based on the MFCPM module proposed in the last section, the RSMFCP strategy is
proposed aiming at P2P data grid topology and consists of 4 phases.

Extract the files access history. To require local and remote files, the current site
should locally record the files access history during every executing period and the job
access order is determined by the access patterns.

Translate the files access history to a binary access history. The binary access
history is essentially a logical table consists of the accessed object files and jobs.

Generate the MFCP pattern. Design the MFCPM module to find the hidden cor-
relations between the distributed groups and simplify the later replication process.

Replicate and replace. Choose MFCP as the input of this phase, and select to retain
or replace the files primarily by calculating the average weight of the files to replicate
and delete.

3.2 The Translation of the Binary Access History

Each site should maintain its files access history. The files access history of the site Si is
defined as a matrix A of n� m, while n represents the total number of jobs running in
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the given period, m represents the sum of accessed files and Aj;k ¼ #request Fj; Jk
� �

represents the number of times that the job Jk accesses the file Fj. Before data mining, it
is necessary to translate the files access history into the binary access history including
logical value 0 or 1. In order to translate more quickly, the popularity of the file is
introduced. If the jobs executed in Si frequently access Fj, then Fj is considered to be
popular within the scope of Si. The average file accessed times AvgAccess Fj

� �
is

introduced to make it more convenient to evaluate the popularity of Fj in Si.
AvgAccess Fj

� �
is calculated by Eq. (2).

AvgAccess Fj
� � ¼

Pn
k¼1

#request Fj; Jk
� �

nj
ð2Þ

where nj represents the total number of jobs that access Fj.

3.3 The Replication Process of RSMFCP

In this section, the replication process of the RSMFCP strategy will be elaborated. In
order to replicate the distributed groups, choose the MFCP pattern as the input of the
replication process. Suppose MFCP ¼ a1; a2; . . .; anf g and any element ai 2 MFCP
is the set of the files frequently accessed by the jobs. The specific steps of the repli-
cation process of RSMFCP are as follow: (1) For each ai 2 MFCP, sort the elements
in MFCP according to a descending order of the number of the patterns contained in
ai. (2) For each ai 2 MFCP, if the storage space in Si is enough to store all the files in
ai, then replicate all the files in ai to Si. (3) Otherwise, select candidate files to delete by
calculating the weight of Fj in Si according to Eq. (3).

FileWeight Fj
� � ¼ size Fj

� ��#request Fj; Si
� �

Bandwidth Si; Srð Þ ð3Þ

where size Fj
� �

represents the size of Fj and Bandwidth Si; Srð Þ represents the bandwidth
between the site Si and the site Sr that contain the best replica of Fj. (4) Calculate the
average weight of the files which will be replicated and deleted respectively according
to Eqs. (4) and (5).

AvgGroupRepWeight ¼ 1
ToReplicatej j �

X
f2ToReplicate

FileWeight fð Þ ð4Þ

where AvgGroupRepWeight represents the average weight of the files which will be
replicated, the last item represents the total weight of the files which will be replicated
and ToReplicatej j represents the total number of the files which will be replicated.

AvgCandidateDelWeight ¼ 1
CandidateDelj j �

X
f2CandidateDel

FileWeight fð Þ ð5Þ
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where AvgCandidateDelWeight represents the average weight of the file which will be
deleted, the last item represents the total weight of the candidate file which will be
deleted and CandidateDelj j represents the total number of the candidate files to delete.
(5) Compare the two types of average weight values aforementioned. The candidate
files will be replaced to delete with the files to replicate, or give up replicating if there is
AvgGroupRepWeight[AvgCandidateDelWeight.

4 Performance Analysis and Simulation Evaluation

4.1 Simulation Environment

In this paper, the OptorSim [11, 12] simulator is used to test the job scheduling and
replicating strategies and simulate the actual data grid topology. OptorSim is a simu-
lation package wrote by Java, which consists of the users, resource agent and many
sites. Each site consists of the Computing Element (CE), Replica Management
(RM) and Storage Element (SE). The simulation environment in this paper is CMS
testbed grid. The CMS testbed grid consists of 20 imitative sites in Europe and
America. Except for the sites in CERN and FNAL own the storage of 100 Gb, the other
sites all own the storage of 50 Gb and a CE. At the beginning, the initial size of the files
in the distributed groups is 1 Gb, the total number of the files is 97, the total number of
the jobs is 1000 and all stored in the SEs. In addition, the sequential access pattern is
selected to access the files, and the current and queued jobs access cost scheduling
algorithm is applied to schedule the jobs.

4.2 Impact of the Executing Period on Strategy Performance

Considering that the given number of jobs is 1000, minsupp and min-all-confidence are
both fixed, analyze the impact of different executing periods on the mean job execute
time of RSMFCP. Mean job execute time is defined as the total individual executing
time of every job divided by the total number of jobs executed. The mean job execute
time is shorter, the performance of RSMFCP is better. The simulation result is shown in
Fig. 1. When 1000 jobs are executed, it is not hard to deduce that, invoking RSMFCP
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Fig. 1. Mean job execute time of RSMFCP for different periods.
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after executing every 20 jobs (2%) can obtain the minimum mean job execute time.
Whether the period is shorter or longer will lead to frequently accessing the remote
files, which will cause the mean job execute time increase and the replicating efficiency
decrease.

4.3 Impact of the Threshold to Strategy Performance

Given that the number of jobs is 1000, the executing period is 2%, min-all-confidence
and minsupp respectively equal to 0.2, 0.4 and 0.6, analyze the impact of the related
minsupp and min-all-confidence on mean job execute time of RFMFCP. The simula-
tion results are shown in Fig. 2.

It can be inferred from Fig. 2 that the mean job execute time will slowly decay
when the threshold is between 0 and 0.5. In addition, the mean job execute time will
rapidly grow up when the threshold exceeds 0.5, which means that the strategy per-
formance begins to deteriorate. The simulation results show that the increase of the
threshold value can result in the deterioration of the strategy. So it can be concluded
that when minsupp and min-all-confidence both equal to 0.5, the mean job execute time
is the smallest and the strategy performance is optimal.

4.4 Impact of the Access Patterns to Strategy Performance

Given that the number of jobs is 1000, the period is 2% and minsupp and min-all-
confidence both equal to 0.5, compare the performance of the proposed RSMFCP
strategy with the other four replication strategies under different access patterns. The
four strategies are no replication. The five different access patterns are random access
pattern, sequential access pattern, random Zipf access pattern and random walk
Gaussian access pattern. Each comparison process repeats at least 10 times, after which
calculate the mean values.
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Fig. 2. Mean job execute time of RSMFCP for different thresholds (a) Mean job execute time of
RSMFCP for different minsupp thresholds; (b) Mean job execute time of RSMFCP for different
min-all-confidence thresholds.
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Mean job execute time and Effective Network Usage (ENU). The mean job execute
time and ENU of the five strategies under different access patterns are shown in Fig. 3.
ENU ranging from 0 to 1 is a specific ratio of the transformed files to the accessed files,
which is calculated by Eq. (6). Apparently, ENU is lower, and the strategy performance
is better.

ENU ¼ Nremotefileaccesses þNfilereplications

Nremotefileaccesses þNlocalfileaccesses
ð6Þ

where Nremotefileaccesses its the number of the accessed remote files, Nfilereplications is the
number of the replicas and Nlocalfileaccesses is the number of the accessed local files. The
simulation results show that comparing with no replication, DR2, PRA and PDDRA
strategy, the mean job execute time of RSMFCP can respectively decrease 80%, 60%,
20% and 15% at most for different access patterns. One of the main goals of the
research is to minimize the bandwidth cost and decrease the network traffic, to achieve
that the performance of RSMFCP is better compared with other strategies.

Amount of replications and occupied storage percentage. This is the number of the
replicating times. Obviously, when the amount of replications is big, it indicates that
most of the files required are stored in the remote sites. Besides, the occupied storage
percentage is the average usage of the SEs in the grid sites. The usage of SE is the ratio
of the storage resource used by files to the SE capacity. The amount of replications and
occupied storage percentage of the five strategies are shown in Fig. 4. It is easy to
deduce from the simulation results that the amount of replications of RSMFCP can
decrease apparently with different access patterns, but it can still guarantee the avail-
ability of the files in the data grid. The amount of replications is bigger, which implies
that the number of transferred files is also bigger. Therefore, the strategies of the same
kind only consume the reasonable network bandwidth.
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Hit Ratio (HR). HR is the ratio of the total number of times accessing the local files to
the total number of times accessing all the files. HR can be calculated by Eq. (7) and
the HR of the five strategies with different access patterns are shown in Fig. 5.

HR ¼ Nlocalfileaccess

Nremotefileaccess þNreplications þNlocalfileaccesses
: ð7Þ

The simulation results show that compared with the same kind DR2, PRA and
PDDRA strategy, the HR of RSMFCP can respectively increase 65%, 20% and 15% at
most with all the access patterns.
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5 Conclusion

Nowadays, the number of data generated in scientific and engineering fields gradually
grows faster and faster, so the demand of computing and storing in each field is
increasing. Therefore, data grid is generated as a reasonable solution. In this paper,
taking the distributed groups of the sites in data grid as the mining object, MFCPM was
added on traditional replication strategies and the RSMFCP strategy was proposed.
Compared with the same kind of strategies, the mean job execute time and ENU of
RSMFCP can decrease 80% at most, meanwhile the HR of RSMFCP can increase 65%
at most. The simulation results showed that RSMFCP takes the distributed groups as
the object of the research, which can reduce the number of files to replicate. Thus,
RSMFCP can improve the grid performance and have some certain superiority and
better application prospect. The future work will aim at optimizing the files access
history in each site and applying multidimensional dynamic data mining technologies,
in order to further improve the replication process and make the strategy more suitable
for the realistic data grid environment.
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Abstract. Most super-resolution direction finding methods need to know the
array manifold exactly, but there is usually gain and phase errors in the array,
which directly lead to the discordance of the channels. The paper proposed a
novel calibration method in super-resolution direction finding for wideband
signals based on spatial domain sparse optimization when gain and phase errors
exist. First, the optimization functions are founded by the signals of every
frequency, then the functions are optimized iteratively, consequently the infor-
mation of all frequencies is integrated for the calibration, thus, the actual
directions of arrival (DOA) can be estimated. Simulations have proved the
method is appropriate for low signal to noise ratio (SNR) and small samples.

Keywords: Super-resolution direction finding � Array calibration � Gain-phase
errors � Wideband signals

1 Introduction

Super-resolution direction finding is one of the major research contents in array signal
processing, it is widely used in radio monitoring [1–7] and internet of things [8, 9].
Most of the direction finding methods need to know the accurate array manifold, but
there are often amplifiers in the channels, the gains of them are not consistent, and
sometimes accompanied with discordant lengths of the channels in practical systems,
which directly lead to the performance deteriorated of direction finding methods, and
even failure, so they are necessary to be calibrated.

Gain-phase errors have no relation with DOA of the signal, they are caused by the
different responses of the channels. Srinath [10] analyzed the effect of the gain and
phase errors on traditional multiple signal classification (MUSIC) [11] algorithm, he
proved that they have a great influence on the estimation, even lead to the failure. Most
of the calibration methods are based on eigenstructure and lack adaptation to the
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background of low signal to noise ratio (SNR) and small samples. Wang [12] proposed
a simple and fast calibration algorithm that does not require any prior knowledge of the
DOA along with sensor gain and phase uncertainties based on Toeplize characteristic;
Jiang [13] provided the conventional and improved data models, then correct the array,
the estimation accuracy is not affected regardless of how large the phase errors are; Xu
[14] estimated DOA of strong and weak signals in the presence of array gain and phase
mismatch; Cao and Ye [15] proposed a calibration method for channel gain and phase
uncertainties based on fourth-order cumulant technique, it adapts to the background of
non-Gaussian signals and Gaussian noise. All the methods above only adapt to nar-
rowband signals, and need many samples, but there are rare published literatures of
gain and phase errors calibration for wideband signals.

The paper proposed a novel array error calibration method in super-resolution
direction finding for wideband signals based on spatial domain sparse optimization
when gain-phase errors exist in the array, the corresponding optimization functions are
founded by the signal of every frequency, then the functions are optimized iteratively,
at last, the information of all frequencies is integrated to calibrated the errors, conse-
quently the actual DOA can be acquired.

2 Signal Model

2.1 Ideal Signal Model

It is seen from Fig. 1, suppose there are K far-field wideband signals skðtÞ ðk ¼
1; 2; � � � ;KÞ impinging on the uniform linear array composed of M omnidirectional
sensors, the space of them is d, it is equal to half of the wavelength of the center
frequency, DOAs of them are a ¼ ½a1; � � � ; ak; � � � ; aK �, the first sensor is defined as the
reference, then output of the mth sensor can be written as

xmðtÞ ¼
XK
k¼1

sk t � smðakÞð Þþ nmðtÞ;m ¼ 1; 2; � � � ;M ð1Þ

Fig. 1. Array signal Model
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Where smðakÞ ¼ ðm� 1Þ dc sin ak is the propagation delay for the kth signal arriving at
the mth sensor with respect to the reference of the array, c is the propagating speed of
the signal, nmðtÞ is the Gaussian white noise on the mth sensor.

Assume that the range of the frequency band of all signals is ½fLow; fHigh�, before the
processing, we divide the output vector into J nonoverlapping components, Discrete
Fourier Transform(DFT) is performed on (1) and the array outputs of J frequencies can
be represented as

XðfiÞ ¼ Aðfi; aÞSðfiÞþNðfiÞ i ¼ 1; 2; � � � ; J ð2Þ

Where fLow � fi � fHigh (i ¼ 1; 2; � � � ; J), KP snapshots are collected at every frequency,
then we have

XðfiÞ ¼ ½X1ðfiÞ; � � � ;XmðfiÞ; � � � ;XMðfiÞ�T ð3Þ

Where

XmðfiÞ ¼ ½Xmðfi; 1Þ; � � � ;Xmðfi; kpÞ; � � � ;Xmðfi;KPÞ� ð4Þ

Aðfi; aÞ is a M � K dimensional steering vector

Aðfi; aÞ ¼ aðfi; a1Þ; � � � ; aðfi; akÞ; � � � ; aðfi; aKÞ½ � ð5Þ

aðfi; akÞ ¼ 1; expð�j2pfi
d
c
sin akÞ; � � � ; exp �jðM � 1Þ2pfi dc sin ak

� �� �T
ð6Þ

And

SðfiÞ ¼ ½S1ðfiÞ; � � � ; SkðfiÞ; � � � ; SKðfiÞ�T ð7Þ

is the signal vector matrix after DFT to skðtÞ ðk ¼ 1; 2; � � � ;KÞ, where

SkðfiÞ ¼ Skðfi; 1Þ; � � � Skðfi; kpÞ; � � � ; Skðfi;KPÞ½ � ð8Þ

Here, Skðfi; kpÞ is the kpth snapshots of the kth signal at fi, then

NðfiÞ ¼ ½N1ðfiÞ; � � � ;NmðfiÞ; � � � ;NMðfiÞ�T ð9Þ
NmðfiÞ ¼ Nmðfi; 1Þ; � � � ;Nmðfi; kpÞ; � � � ;Nmðfi;KPÞ½ � ð10Þ

is the noise vector after performing DFT on nmðtÞ ðm ¼ 1; 2; � � � ;MÞ with mean 0 and
variance l2ðfiÞ.
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2.2 Gain-Phase Errors Model

For convenience, we only discuss the information at frequency fi for the moment. When
there is only gain and phase errors in the array,WðfiÞ is defined as perturbationmatrix, it is

WðfiÞ ¼ diag ½ 1; W2ðfiÞ; � � � ;WmðfiÞ; � � � ;WMðfiÞ�T
� �

ð11Þ

Here

WmðfiÞ ¼ qmðfiÞejumðfiÞ;m ¼ 1; 2; � � � ;M ð12Þ

is the gain and phase perturbation of mth sensor, qmðfiÞ, umðfiÞ are respectively the gain
and phase of the mth sensor with respect to the reference sensor, so the perturbed
steering vector is

a0ðfi; akÞ ¼ ½1; W2ðfiÞej2pfis2ðakÞ; � � � ;WmðfiÞej2pfismðakÞ; � � � ;WMðfiÞej2pfisMðakÞ�T

¼ diag ½1; W2ðfiÞ; � � � ;WmðfiÞ; � � � ;WMðfiÞ�T
� 	

aðfi; akÞ
¼ WðfiÞaðfi; akÞ ðk ¼ 1; 2; � � � ;KÞ

ð13Þ

So the corresponding array manifold matrix is

A0ðfi; aÞ ¼ ½a0ðfi; a1Þ; � � � ; a0ðfi; akÞ; � � � ; a0ðfi; aKÞ� ¼ WðfiÞAðfi; aÞ ð14Þ

For the sake of simplicity, we also define the gain/phase uncertainty vector among
sensors as wðfiÞ ¼ ½q2ðfiÞeju2ðfiÞ; � � � ; qmðfiÞejumðfiÞ; � � � ; qMðfiÞejuMðfiÞ�T, so the output of
the array at frequency fi can be expressed as

X0ðfiÞ ¼ A0ðfi; aÞSðfiÞþNðfiÞ ¼ WðfiÞAðfi; aÞSðfiÞþNðfiÞ
¼ Aðfi; aÞSðfiÞþKðfiÞwðfiÞþNðfiÞ

ð15Þ

Where KðfiÞ is the vector related to the signal along with gain and phase errors.

3 Estimation Theory

We divide the searching area into some grids X ¼ �a1; � � � ; �al; � � � ; �aL½ �, here K<<L, take
X into (2)

�X0ðfiÞ ¼ A0ðfi;XÞ�SðfiÞþNðfiÞ i ¼ 1; 2; � � � ; Jð Þ ð16Þ

The covariance matrix is

�R0ðfiÞ ¼ E �X0ðfiÞ �X0ðfiÞð ÞH
n o

ði ¼ 1; 2; � � � ; JÞ ð17Þ
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In (16), �SðfiÞ ¼ ½�Sðfi; 1Þ; � � � ; �Sðfi; kpÞ; � � � ; �Sðfi;KPÞ�,where �Sðfi; kpÞ ¼ ½�S1ðfi; kpÞ;
� � � ; �Slðfi; kpÞ; � � � ; �SLðfi; kpÞ�T is a sparse matrix, it only contains K non-zero elements,
they are non-zero if and only if �al ¼ ak and �Slðfi; kpÞ ¼ Skðfi; kpÞ ðl ¼ 1; 2; � � � ; L;
k ¼ 1; 2; � � � ;KÞ, so �SðfiÞ can be regarded as SðfiÞ jointed many zero elements.

Define dðfiÞ ¼ ½d1ðfiÞ; � � � ; dlðfiÞ; � � � ; dLðfiÞ�T as the vector formed by variances of
the elements in �SðfiÞ, it reflects the energy of the signal, that is

�SðfiÞ�N 0;RðfiÞð Þ ð18Þ

Where RðfiÞ ¼ diag dðfiÞð Þ, as �SðfiÞ is SðfiÞ jointed many zero elements, dðfiÞ contains
K non-zero elements too.

It can be seen from (16) and (18), probability density of the output signal at fi along
with the error is

P �X0ðfiÞ �SðfiÞ;wðfiÞ; l2ðfiÞ


� 	 ¼ pl2ðfiÞIM



 

�KP
exp �l2ðfiÞ �X0ðfiÞ � A0ðfi;XÞ�SðfiÞ

�� ��2
2

n o

¼ pl2ðfiÞIM


 

�KP

exp �l2ðfiÞ�
�

�X0ðfiÞ �WðfiÞAðfi;XÞ�SðfiÞ
�� ��2

2

o ð19Þ

Combining (16), (18) and (19), probability density of �X0ðfiÞ is

P �X0ðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞ
� 	
¼
Z

P �X0ðfiÞ �SðfiÞ;wðfiÞ; l2ðfiÞ


� 	

P �SðfiÞ; dðfiÞð Þd�SðfiÞ

¼ p l2ðfiÞIM þA0ðfi;XÞRðfiÞðA0ðfi;XÞÞH� 	

 

�KP

exp �KP� tr l2ðfiÞIM þA0ðfi;XÞRðfiÞðA0ðfi;XÞÞH� 	�1�R0ðfiÞ
� �n o

ð20Þ

Then Expectation Maximization (EM) method [16] can be employed to estimate each
parameter, compute distribution function of P �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ;l2ðfiÞð Þ, in the
E-step:

F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞ
� 	

¼ InP �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞ
� 	 �

¼ InP �X0ðfiÞ �SðfiÞ;wðfiÞ; l2ðfiÞ


� 	þ InP �SðfiÞ; dðfiÞð Þ �

¼
*
�M � KP� Inl2ðfiÞ � l�2ðfiÞ �X0ðfiÞ �WðfiÞk Aðfi;XÞ�SðfiÞ

��2
2

�
XL
l¼1

KP� IndlðfiÞþ

PKP
kp¼1

�Slðfi; kpÞj j2
 !

dlðfiÞ

0
BBBB@

1
CCCCA
+

ð21Þ
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In the M-step, solve derivatives of F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ for each param-
eter, that is

@F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ
@wðfiÞ

¼ � 2l�2ðfiÞ KHðfiÞKðfiÞ
 �

wðfiÞ � KHðfiÞ �X0ðfiÞ � Aðfi;XÞ�SðfiÞð Þ �� � ð22Þ

@F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ
@l2ðfiÞ

¼ �M � KP
l2ðfiÞ þ 1

l2ðfiÞð Þ2
�X0ðfiÞ � A0ðfi;XÞ�SðfiÞ
�� ��2

2

D E ð23Þ

@F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ
@dlðfiÞ ¼ � KP

dlðfiÞ þ
1

d2l ðfiÞ
XKP
kp¼1

�Slðfi; kpÞj j2
* +

ð24Þ

Set them to be 0 respectively, the estimation of every parameter of the pth iteration is

w pð ÞðfiÞ ¼ KHðfiÞKðfiÞ
 ��1

KHðfiÞ �X0ðfiÞ � Aðfi;XÞ�SðfiÞð Þ � ð25Þ

l2ðfiÞ
� 	 ðpÞ ¼ 1

M � KP
�X0ðfiÞ � A0ðfi;XÞð ÞðpÞ�SðfiÞ
��� ���2

2

� �
ð26Þ

dðpÞl ðfiÞ ¼ 1
KP

XKP
kp¼1

�Slðfi; kpÞj j2
* +

ð27Þ

Here (p) denotes number of iterations, after several times, wðfiÞ; l2ðfiÞ and dlðfiÞ tend to
be zero, then they are deemed to be convergent, we can acquire their final estimation:
ŵðfiÞ; l̂2ðfiÞ and d̂lðfiÞ. We can use them for array calibration, define X as the vector
composed by sum of signal of all frequencies, as the signal of every frequency is
independent of one another, the joint probability density of X is

PðXÞ ¼
YJ
i¼1

P �X0ðfiÞ; d̂ðfiÞ; ŵðfiÞ; l̂2ðfiÞ
� �

¼ pj j�J�KP
YJ
i¼1

l̂2ðfiÞIM þA0ðfi;XÞR̂ðfiÞ A0ðfi;XÞð ÞH
� �


 


�KP

� exp �KP�
XJ
i¼1

tr
l̂2ðfiÞIM þA0ðfi;XÞ�
R̂ðfiÞ A0ðfi;XÞð ÞH

 !�1

�R0ðfiÞ
0
@

1
A

8<
:

9=
;

ð28Þ

Solve logarithm operation on (28), we have
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In PðXÞð Þ

¼ � J � KP� Inp� KP�
XJ
i¼1

In l̂2ðfiÞIM þA0ðfi;XÞR̂ðfiÞ A0ðfi;XÞð ÞH



 




 !

� KP�
XJ
i¼1

tr
l̂2ðfiÞIM þA0ðfi;XÞ�
R̂ðfiÞ A0ðfi;XÞð ÞH

 !�1

�R0ðfiÞ
0
@

1
A

ð29Þ

Solve the partial differentiation of In PðXÞð Þ with regard to a

@In PðXÞð Þ
@a

¼ 0 ð30Þ

Combing (29) with (30), we have

âk ¼ argmax
ak

Re

XJ
i¼1

a0ðfi; akÞð ÞH� l̂2ðfiÞIM þA0ðfi;X�kÞ�
R̂�kðfiÞ A0ðfi;X�kÞð ÞH

 !�1
0
@

1
A

2
4

3
5

�
XJ
i¼1

a0ðfi; akÞ a0ðfi; akÞð ÞH�
l̂2ðfiÞIM þA0ðfi;X�kÞ�
R̂�kðfiÞ A0ðfi;X�kÞð ÞH

 !�1

�R0ðfiÞ
0
@

1
A

0
BB@

1
CCA�

XJ
i¼1

�R0ðfiÞ

l̂2ðfiÞIM þ
A0ðfi;X�kÞR̂�kðfiÞ�
A0ðfi;X�kÞð ÞH

0
B@

1
CA

�1

�

a0ðfi; akÞ a0ðfi; akÞð ÞH

0
BBBB@

1
CCCCA

0
BBBB@

1
CCCCA

2
66664

3
77775

�
XJ
i¼1

l̂2ðfiÞIM þA0ðfi;X�kÞ�
R̂�kðfiÞ A0ðfi;X�kÞð ÞH

 !�1

� @a0ðfi; akÞ
@ak

2
4

3
5

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>;



















































�1

ð31Þ

Thus, the DOA can be estimated.
We will obtain q2ðfiÞeju2ðfiÞ; � � � ; qMðfiÞejuMðfiÞ according to ŵðfiÞ, thus WðfiÞ can be

calculated by (11) and (12), then a0ðfi; akÞ and A0ðfi;X�kÞ can be acquired, we will get
the accurate estimation based on (31) and the parameters above.

The method is used for wideband signal, and has employed spatial domain sparse
optimization for gain and phase errors, so we can call it WSGP for short.

4 Simulations

Here, some simulations are presented for the method, consider some wideband chirp
signals impinge on a uniform linear array with 8 omnidirectional sensors from
ð16�; 28�; 35�Þ, the center frequency of the signals is 2 GHz, width of the band is 20%
of the center frequency, the band is divided into 10 frequencies, and spacing d between
adjacent sensors is equal to half of the wavelength of the center frequency. Now we
will simplify the generation process of the error, suppose the gain and phase uncer-
tainties are respectively selected between ð0� 2Þ and ð�45� � 45�Þ randomly.
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Table 1. Gain and phase errors estimation

Actual error at f1 Estimated error at f1 Actual error at f2 Estimated error at f2
gp2 −0.185+j0.159 −0.246+j0.106 0.585+j0.079 0.527+j0.031
gp 3 0.189−j0.015 0.122−j0.073 0.635+j0.951 0.584+j1.104
gp 4 0.209+j0.197 0.270+j0.261 −0.451+j0.606 −0.513+j0.661
gp 5 0.665−j0.681 0.719−j0.617 0.855+j0.376 0.798+j0.422
gp 6 0.823+j0.267 0.761+j0.195 0.377+j0.167 0.329+j0.224
gp 7 0.506+j0.343 0.562+j0.402 −0.559−j0.403 −0.615−j0.358
gp 8 0.637+j0.203 0.795+j0.151 0.351+0.195 0.406+j0.249

Actual error at f3 Estimated error at f3 Actual error at f4 Estimated error at f4
gp2 0.529+j0.357 0.486+j0.322 −0.805+j0.227 −0.772+j0.205
gp 3 0.833+j0.228 0.797+j0.262 0.517+j0.201 0.488+j0.183
gp 4 −0.918+j0.219 −0.884+j0.265 0.252+j0.192 0.226+j0.221
gp 5 −0.663−j0.135 −0.616−j0.102 −0.478−j0.220 −0.501−j0.256
gp 6 0.388+j0.276 0.425+j0.238 0.804+j0.184 0.768+j0.204
gp 7 −0.489+j0.535 −0.443+j0.496 −0.566+j0.380 −0.542+j0.346
gp 8 0.742+j0.048 0.708+j0.005 0.309+j0.148 0.279+j0.117

Actual error at f5 Estimated error at f5 Actual error at f6 Estimated error at f6
gp2 0.391+j0.742 0.372+j0.763 0.703+j0.443 0.726+j0.429
gp 3 −0.836−j0.568 −0.821−j0.589 0.492+j0.562 0.478+j0.539
gp 4 0.185+j0.477 0.206+j0.455 0.678+j0.360 0.658+j0.345
gp 5 −0.516−j0.344 −0.541−j0.357 0.291+j0.124 0.267+j0.143
gp 6 −0.348−j0.342 −0.352−j0.291 0.599+j0.549 0.623+j0.537
gp 7 0.571+j0.464 0.543+j0.447 0.410+j0.166 0.392+j0.183
gp 8 0.293+j0.255 0.274+j0.273 0.231+j0.197 0.219+j0.215

Actual error at f7 Estimated error at f7 Actual error at f8 Estimated error at f8
gp2 0.331+j0.290 0.348+j0.317 0.663+j0.991 0.625+j0.959
gp 3 0.669+j0.212 0.643+j0.186 0.888+j0.612 0.846+j0.570
gp 4 −0.578+j0.619 −0.605+j0.645 0.292+j0.157 0.321+j0.206
gp 5 0.243+j0.517 0.272+j0.546 −0.701+j0.447 −0.660+j0.409
gp 6 0.490+j0.318 0.518+j0.353 0.479+0.686 0.426+j0.649
gp 7 0.547+j0.202 0.512+j0.233 −0.147+j0.413 −0.186+j0.372
gp 8 0.479+j0.114 0.511+j0.148 0.958+j0.391 0.906+j0.369

Actual error at f9 Estimated error at f9 Actual error at f10 Estimated error at f10
gp2 −0.421+j0.879 −0.372+j0.937 0.471-j0.763 0.525-j0.707
gp 3 0.597+j0.430 0.548+j0.382 0.751+j0.116 0.697+j0.053
gp 4 0.554+j0.169 0.605+j0.123 −0.585-j0.224 −0.642-j0.166
gp 5 0.667+j0.297 0.624+j0.232 −0.195-j0.524 −0.266-j0.463
gp 6 −0.234+j0.212 −0.285+j0.266 0.461+j0.288 0.409+j0.343
gp 7 0.716+0.330 0.658+0.287 0.352+j0.662 0.427+j0.703
gp 8 −0.502-j0.249 −0.456-j0.305 0.727+j0.165 0.668+j0.225

310 J. Zhen et al.



4.1 Gain and Phase Errors Estimation

Suppose SNR is 10dB, the number of samples at every frequency is 30, WSGP is
employed for estimating gain and phase errors, 200 Monte-Carlo simulations are
repeated, their average is deemed as the final results, the estimation errors of every
frequency are shown in Table 1.

Table 1 shows the method can effectively estimate the gain and phase errors
existing in the array, especially when the frequency is near to the center bin, we can use
these results to calibrate the array and obtain the DOA.

4.2 DOA Estimation

First, traditional two-sided correlation transformation (TCT) [17] and WSGP methods
are employed for estimating DOA of wideband signals along with the gain and phase
errors above, here, TCT is performed without correction, the estimation error of DOA

is defined as
PK
k¼1

jak�âkj. 200 Monte-Carlo simulations are repeated, their average

values are deemed as the final results. Suppose samples of every frequency is 30, other
conditions are the same with 4.1, estimation error versus SNR are shown in Fig. 2; then
suppose SNR is 10dB, that versus number of samples are shown in Fig. 3.

Figures 2 and 3 show that WSGP can effectively estimate the DOA of wideband
signals along with the gain and phase errors, the estimation error approximately con-
verges to 0:7� at last, but that of the traditional TCT method without correction con-
verges to 1:6� under the same condition.
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Fig. 2. Calibration Accuracy versus SNR
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5 Conclusion

The paper proposed a novel array calibration method in super-resolution direction
finding for wideband signals based on spatial domain sparse optimization to the gain
and phase errors existing in the array, it can calibrate the array and estimate the DOA
relatively accurately.
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Abstract. In order to research the shallow underwater communication system
further and conveniently, the paper study the characteristics of underwater
acoustic propagation and choose “Ray Model” as the simulation. Then we
describe this model from the point of geometry and analyze some parameters of
shallow underwater acoustic communication. According to these factors, the
received signal delay and loss can be calculated and the received signal can also
be expressed. This paper uses the technique of adaptive equalization to solve the
serious Inter symbol interference (ISI) from the multi-path signals by giving
principles and formulas of the least mean square (LMS) error algorithm. Finally,
the shallow underwater acoustic channel model can be simulated by MATLAB
in 2ASK modulation. In the results of simulation, the severe ISI can be observed
in the received signal and can be eliminated by equalization. We also get the bit
error rate curve successfully. This simulation can provide the foundation for
other underwater acoustic communication researches and works.

Keywords: Shallow underwater acoustic channels � Channel modeling � Ray
model � Adaptive equalization

1 Introduction

With the continuous development of science and technology, together with the increase
of world’s population, scientific researchers in the major research institutions and
universities are increasingly concerned about the ocean, known as a valuable resource
to be explored. To realize marine survey, resource exploitation and utilization is one of
the most concerned problems in coastal countries. By constructing shallow underwater
communication system, we can monitor and gather military intelligence, along with
detect conditions of ports and coast to realize group management. In addition, the
construction can also provide a large amount of data for the marine environment, such
as the sea temperature, salinity, and so on. In conclusion, the high-speed reliable
shallow underwater acoustic communication technology has become a heated research
direction in the field of underwater acoustic communication. However, the underwater
acoustic channel is an extremely complex channel.

Because the electromagnetic wave attenuation is serious in seawater, low frequency
acoustic wave is the most widespread shallow sea communication technology.
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However, this has caused the limitation of bandwidth of the shallow water commu-
nication. Moreover, the low propagation velocity of the 1500 m/s and the multipath
effects caused by the shallow water propagation are inevitable. Worse physical prop-
erties are imposed on shallow water acoustic channels, due to the Doppler frequency
shift generated by transceiver movement together with the random Doppler frequency
shift generated by the sea movement. In order to facilitate the further study of the
shallow seawater communication system, the modeling of the underwater communi-
cation channel is required [1]. Since the study of underwater acoustic communication,
several underwater sound propagation model were promoted through different
approximation and ameliorate method, which are ray model, normal mode model,
parabolic equation model, fast field model and so on.

Description of the sound ray model is by the sound line to transmit energy, from the
sound source of the sound line to follow a certain path to receiver, the received acoustic
energy is all reach the superposition of voice. The ray model can describe the trans-
mission path between the transmitter and the receiver, and gives the propagation loss
and the time of each path.

Therefore, when analyzing and simulating the propagation characteristics of the
multipath channel, the ray model is a common tool for analysis. In this paper, the basic
characteristics of acoustic wave propagation in shallow water environment are studied.
Based on the wave propagation, the most commonly used simulation model of
underwater acoustic channel ray model is applied. In the end, the reasonable equal-
ization technique is adopted to eliminate the multipath interference, and realize the
transmission of the shallow water acoustic signal.

2 The Analysis of Underwater Acoustic Propagation
Characters

This article will analyze the characters of underwater acoustic propagation from the
following aspects:

(1) The propagation velocity of the sound waves in the sea: The propagation velocity
of the sound waves has a great effect on the time we need to get the information
from the receivers, which may influence the signal we receive. Therefore, this
coefficient is of great importance. The average velocity of the sound in the sea is
1500 m/s. In the acoustic researches, conclusions have been drawn that the
propagation velocity can be affected by the temperature, salinity and static pres-
sure. Usually we use empirical formulas to demonstrate the relationship of the
coefficients because of the complicated influence of environment. If accuracy is
not required to be very high, Ude empirical formula can be used:

c ¼ 1450þ 4:21T � 0:037T2 þ 1:14 S� 35ð Þþ 0:175P ð1Þ

where T denotes temperature; S is salinity, P is static pressure.
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(2) Sea surface: The sound waves can be reflected and scattered on the surface of sea.
The wind and sea waves make the reflection various. Because of the regularity and
the randomness of the waves on the surface, the researches of the waves’ statistical
characters will help us to analyze the surface’s influence on the propagation. The
reflection coefficients can be calculated in this way. The Bechmann-Spezzichino
model, put forward by Coates, makes it possible to compute the reflection coef-
ficients by the velocity of the wind and other variants. In addition, this model can
be used perfectly in shallow sea underwater acoustic channel. Concrete details
about calculation will be discussed in Sect. 3.2.

(3) Seabed: Different topographic texture and diverse sediments can influence the
reflection coefficients and reflection loss. It affects the distance of the propagation
in the sea. As the research show, the reflection coefficients are highly related to the
seabed topographic texture. When it comes to shallow sea, the smooth silt and
sand on the bottom provide little reflection loss. Combined with the other factors
of the shallow sea, the grazing angle w is small on the reflecting surface. Based on
the NUSC model, when w is smaller than 5°, the frequency of sound signal is less
than 50 kHz and the osmotic coefficient is smaller than 0.5 (fine sands, silts satisfy
the condition), the reflection coefficient is close to 1, which means no loss.

(4) Noise: The noise of the sea environment has a great effect on the propagation of
the signal. Severe noise may disturb the receivers’ demodulation and decision.
Usually, we take these sea noises into consideration: the noise from winds and
waves, live beings, raindrops and environmental thermal noise. However, these
factors are time-variable and also space-variable. Hence, we can only attain rough
spectrum of the shallow sea noises. So the noises can be regarded as White
Gaussian Noise when having theoretical analysis.

(5) Doppler shift: There are two kinds of Doppler shift. One is based on the relative
motion of the receiver. Assumed the velocity of the transmitter is vs, the velocity
of the receiver is vr, the frequency of the signal is fs, the acoustic speed is c, and
then the frequency of received signal under the effect of Doppler shift is
fr ¼ fs c� vrð Þ= c� vsð Þ.

Due to the velocity of the sound is far from that of the electromagnetic wave, and
the frequency of the sound is too low, the Doppler shift can be severe.

Another situation is that the receiver does not have relative motion, and the Doppler
Shift is caused by the waves on the surface and the current. This kind of Doppler shift
may cause frequency expansion, which may lead to the time selective fading of the
shallow water acoustic channels.

Doppler shift will cause great influence on the correct demodulation of the received
signal. Hence, Doppler compensation is needed. If only frequency shift is considered,
the compensation of the shift can be compensated easily. However, if frequency
expansion occurs and it is frequency modulation, the interspace of the frequencies is
required. When it comes to theoretical analysis, the Doppler frequency shift can be
regarded as a compensated factor, and has no effect on the received signal.
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3 Model Selection for Underwater Acoustic Channel

Received data from underwater sensor shows that the received signal of the underwater
acoustic channel is a multipath signal, which is the superposition of the reflection of
transmitted signal on the sea surface and seabed. Because of the small grazing angle
and small boundary reflection loss caused by the shallow water environment, the
received signal is a multipath signal. This has led to the amplitude of a number of
non-diameter signals at the receiver are no less than the direct path, thus these signals
cannot be ignored. In order to be able to consider the influence of environmental
parameters and reflect multipath, “Ray Model” is used to describe and analyze the
underwater acoustic channel. The impulse response of the channel can be attained
based on the reflection and attenuation of multipath signals, which is convenient for the
subsequent study of the received signal.

3.1 Description of the Ray Model

This model mainly analyzes more in the aspects of mathematics and physics, which is
described by the method of geometry. In this way, it is more easily to reflect the
propagation of rays, at the same time, more helpful for the further calculation and
understanding of the parameters of the model. The model diagram is shown in Fig. 1.

In Fig. 1, a denotes the distance between transmitter and the bottom of the sea; b is
the distance between receiver and the bottom of the sea; L stands for the horizontal
distance between the transmitter and receiver; w is glancing angle (grazing angle).

The propagation paths can be divided into direct path D and multipath. Multipath
signals can be divided into four categories according to the type of reflection: symbol
SS denotes the signals which before reaching the receiver the first and last reflection is
happened on the sea surface. Index is used to indicate the sequence of the signal. SB,
BS, and BB are in the same way. These four types of signals are represented in Fig. 1
when n = 1. In order to facilitate the calculation, we assume that A < B.

Receiver

Transmitter

Surface

Bottom 

h
b

a

L

SB SS

BBBS

D

Fig. 1. Underwater ray model of shallow sea
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In the shallow seawater acoustic environment (h <<L), grazing angle w is very
small. When the grazing angle w is less than the “boundary grazing angle (total internal
reflection angle)”, the boundary reflection can be regarded as specular reflection. This
is a very important condition for the calculation of the model.

Each path propagation length can be calculated as D ’ Lþ b� að Þ2
.
2L,

SSn ’ Lþ 2nh� a� bð Þ2
.
2L, SBn ’ Lþ 2nh� aþ bð Þ2

.
2L,

BSn ’ Lþ 2nhþ a� bð Þ2
.
2L, and BBn ’ Lþ 2 n� 1ð Þhþ aþ b½ �2

.
2L.

3.2 The Signal Loss

(1) Extension loss (spread loss): The extension loss is due to the amplitude (energy)
attenuation caused by the propagation of sound waves in the sea. Generally
speaking, the propagation loss caused by the extension can be indicated as
TL ¼ n � 10 lg r dBð Þ.

According to different propagation conditions, n may take different values: n = 0:
plane wave propagation, no expansion loss; n = 1: cylindrical wave propagation, the
wave front is expanded according to the law of the cylinder, which is equivalent to the
propagation condition of ideal waveguide, which is consisted of the total reflection sea
surface and total reflection sea bottom; n = 2: spherical wave propagation, the wave
front is extended by spherical surface.

In this study, we assume the acoustic wave is transmitted from the transmitter and
expand in the sea in the form of spherical wave expansion, that is n = 2. Propagation
loss (energy loss) is proportional to the square of the propagation length. Along the
propagation direction of harmonic radius r of spherical wave, the pressure can be
expressed as p ¼ p0

r exp �i wt � krð Þ½ �, in which p0/r is the sound pressure amplitude of
the spherical wave, which is inversely proportional to the distance r.

In conclusion, as long as the propagation length of each path is known, the
extension loss of this path can be expressed by the reciprocal of the length of the
transmission.

(2) Absorption attenuation: The absorption attenuation is the sound intensity decrease
caused by the absorption surface, which is related to the distance. Generally, ais
used as a representation of the absorption coefficient, which unit is dB/m. In
seawater, absorption attenuation and the loss caused by scattering presents at the
same time, and it is difficult to separate them when measuring. However, when
considering the absorption of homogeneous medium, it is found that the value of
absorption coefficient of a majority of the liquid will be far greater than its
theoretical value. We call this difference super absorption. As a result, we cannot
use replace absorption attenuation with the theoretical value.
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The structure relaxation theory proposed by Hall has explained the super absorp-
tion: in seawater, the propagation of acoustic waves is dissolved in the MgSO4 of salt
water. Because of its low solubility, the equilibrium of the original dissolution is
destroyed, and a new equilibrium is reached. This process absorbs the energy of sound
waves.

After a large amount of data testing, the empirical formula of the absorption

coefficient [2] is a fð Þ ¼ 0:102f 2

1þ f 2 þ 40:7f 2

4100þ f 2 dB=kmð Þ.
(3) Reflection loss: Sea Surface: The reflection coefficient is dependent on wind

speed. The empirical formula [3] has been given in the Bechmann-Spezzichino
model. The application condition of the model is also a low grazing angle of the
shallow sea underwater acoustic channel, thus this formula can be applied to this

study. Empirical formula is rsj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ f =f1ð Þ2
h i.

1þ f =f2ð Þ2
h ir

, where f2 ¼
378x�2; f1 ¼

ffiffiffiffiffi
10

p
f2:

In the above formula, the working frequency of the acoustic signal is f, and its unit
is kHz; wind speed is expressed as x, and its unit is knots.
1knots = 1.852 km/h = 0.514 m/s.

Sea Bottom: In order to simplify the model parameters, in the following calculation
and simulation, it is assumed that the seabed reflection coefficient |rb| = 0.9.

Considering each of the reflection of the sea surface and sea bottom is a specular
reflection, as a result a 180° phase shift will be produced, so rs = −|rs|; rb = −|rb|. On
the basis of the multipath classification, the reflection coefficient of each multipath
signal in the sea surface and the sea bottom is different, and the reflection coefficient of
each path can be obtained: RSSn ¼ rns r

n�1
b ¼ �rns � 0:9n�1, RSBn ¼ rns r

n
b ¼ rns � 0:9n,

RBSn ¼ rns r
n
b ¼ rns � 0:9n, where n ¼ 1; . . .;1.

3.3 The Signal Propagation Time Delay

Signal time delay is another important parameter in the received signal impulse
response. According to the previous analysis, the condition of specular reflection can
help to calculate the propagation length of each path. The propagation sound velocity
in seawater can be regarded as constant c = 1500 m/s, so the propagation delay of each
path can be expressed as: tD ¼ D=c, tSSn ¼ SSn=c, tBSn ¼ BSn=c, tSBn ¼ SBn=c,
tBBn ¼ BBn=c.

3.4 The Joint Response of Received Signal

The multipath signals received by each path can be expressed by the sum of the sum of
each path:
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r tð Þ ¼ a
ejw t�tDð Þ

D
þ a

X1
n¼1

RSSn

SSn
ejw t�tSSnð Þ þ RSBn

SBn
ejw t�tSBnð Þ þ RBSn

BSn
ejw t�tBSnð Þ þ RBBn

BBn
ejw t�tBBnð Þ

� �

ð2Þ

Because there are numerous multipath signals may be represented in this way, in
this study, in order to limit the number of multipath, the multipath signal which
amplitude is less than 1% of the signal of the direct path will be omitted. In this way,
finite multipath signals are used to represent the received signal of a shallow sea
underwater acoustic channel.

4 Underwater Acoustic Channels Equalization of Shallow
Sea

4.1 The Work Mode and Structure of Adaptive Equalizer

Adaptive equalizer has the following two work modes [4–6]:

(1) Training Mode: The transmitter sends a fixed length set of training sequences (the
typical training sequence is a binary pseudo-random sequence or a set of advance
specified data). The equalizer makes compensation for the channel through
recursive algorithm, which evaluates the channel characteristics, and constantly
revises the filter coefficients. The filter coefficients tend to the optimal value after
continuous recursive iterative process [7, 8]. (Recursive algorithm will be
described in detail later.)

(2) Tracking Mode: After the most optimal filter coefficients are known, in order to
eliminate ISI, we equalize the follow-up received signal.

According to the previous analysis, the environmental parameters of the underwater
acoustic channel change slowly, that is, the channel is slowly time varying. So the
channel characteristics can be regarded as the same for a time. Therefore, assume in this
period, after continuous recursive iteration, the optimal filter coefficients of adaptive
equalizer in the training mode can effectively eliminate inter symbol interference of
multipath signal. For the next period, the adaptive equalizer will enter training mode
again, which ensures the time varying characteristics of adaptive equalizer [9, 10].

The structure of the adaptive filter is shown in Fig. 2.
Figure 2 is a simple form of an adaptive filter: a linear transversal equalizer, in

which there are a total of N tap coefficients. y nð Þ ¼ PN�1

i¼0
wi nð Þx n� ið Þ is the equalized

signal, which is obtained by the linear superposition of the current signal and the delay
of the signal.
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4.2 The Objective Function and Method of Iterative Recursive Adaptive
Equalizer

(1) Objective Function of the Iteration: Determining the objective function iteration is
to determine when the tap coefficient is best optimal. In this way, the tap coef-
ficient can be used to equalize signal and ensure the output signal without
inter-symbol interference.

Assuming that the expected signal (known training sequence) is d(n), the error
output sequence is e(n) = d(n)−y(n). In the training mode, the tap coefficient w(n) can
be adjusted according to some algorithm, so that the cost of adaptive equalizer can be
minimized. In this study, the least mean square error (LMSE) is adopted, which is the
least mean square error between d(n) and y(n). This method is also referred to as the
least mean square (LMS) algorithm.

(2) Iterative Method: The most widely used convergence principle, “steepest descent
method” or said “gradient descent method” is adopted in this study to realize the
iterative update of equalizer tap coefficients. Tap coefficients of next moment w
(n + 1) equal tap coefficients of this moment w(n) add a negative square error
gradient-∇(n). Equation is expressed as w(n + 1) = w(n)−l∇(n), in which l is
convergence factor for controlling the convergence rate.

Because the accurate calculation of the gradient is very complicated and difficult,
the estimation of mean square error is used to approximate calculation,
r nð Þ ¼ �2e nð Þx nð Þ. Then, the iterative formula w(n + 1) = w(n) + 2le(n)x(n).

5 Simulation and Analysis

When simulating the system, the presumed channel and environmental parameters are:
the depth of h = 100 m; horizontal distance between the transmitter and receiver
L = 1000 m; distance between the transmitter and sea bottom a = 20 m; distance
between the receiver and sea bed b = 80 m; working frequency of sound waves
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w0(n) w
1
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+
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Fig. 2. The structure of adaptive filter
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f = 8 kHz; the speed of sound waves in the sea water c = 1500 m/s; the speed of wind
on the surface of seawater speed_wind = 11.67 knots (6 m/s); sea bed reflection
coefficient |rb| = 0.9; number of sent bit is 48 (modulation signal duration is 6 ms);
modulation mode is 2ASK modulation; the channel signal-to-noise ratio SNR = 10; the
training sequences are 8 pairs continuous 0,1 signals (the duration is 2 ms).

2ASK modulation is adopted. After bit 1 modulations the amplitude is 1, while
after bit 0 modulations the amplitude is 0. In Fig. 3, the picture above is the entire
received multipath signal, and the former blank is the time delay of the direct path from
transmitter to receiver. The middle picture is the front part of the received signal. ISI
can be found only in the latter part. This is because of the time delays difference
between the second arrived path and the direct path. Even though the multipath signal
is attenuated in the amplitude compared with the direct path, there is more than one
path. As a result sometimes the maximum value of the received signal is greater than
the direct path. The following picture is the whole the spectrum of the received signal.
You can see the frequency is 8 kHz. The simulation of these instructions is successful.

In Fig. 4, the picture above is a modulated signal, and the following is an equalized
signal of the received multipath signal. It can be discovered that the signal has a good
recovery after the equalization. This is because the SNR of hypothetical channel is
relatively high. As a result, the impact of noise on signal transmission is small.

According to Fig. 5, it can be seen that the error rate of the information trans-
mission decreases with the increase of the channel SNR. There is no bit error in the
channel of relatively high SNR. In this curve, I find that the bit error rate of the channel
is relatively low when SNR is −1, for the equalizer can largely reduce the negative
effect of the noise on the transmission.

600 650 700 750 800 850 900
-2

0

2
x 10

-3 Received Signal with Noise

Time(ms)

A
m

pl
itu

de

667 668 669 670 671 672 673
-2

0

2
x 10

-3 Received Signal with Noise

Time(ms)

A
m

pl
itu

de

-20 -15 -10 -5 0 5 10 15 20
0

0.5

1
x 10

-5 Frequency Spectrum of Received Signal

Frequency(KHz)

Fig. 3. The received multipath signal and its spectrum

A Research on Underwater Acoustic Channel Modeling 325



6 Conclusions

(1) The characteristics of underwater acoustic communication are introduced, and the
parameters of the underwater acoustic channel are analyzed from the perspective
of physics. Then the “Ray Model” is chosen to simulate the channel, and the
model is analyzed. After that, the model is described from the geometric point of
view, and some parameters of the model are obtained. Then the delay and loss of
the received signal are calculated. There are three kinds of loss, which is the
extension attenuation, the absorption attenuation, and the attenuation. Finally, the
expression of the received signal is given, which provides the basis for the
follow-up work.
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(2) In order to solve the inter symbol interference (ISI) caused by multipath effect of
received signal, the adaptive equalization technique is adopted in this paper. After
analyzing the reason of using the adaptive equalization technique, the working
mode and structure of the adaptive equalizer is presented in this paper, and the
principle and formula of iterative recursion is analyzed.

(3) MATLAB simulation of the underwater acoustic channel model is carried out
using 2ASK modulation. In the simulation results, the severe Inter symbol
interference can be observed, which indicates that the simulation of the channel
can reflect the characteristics of the underwater acoustic channel. In the balanced
simulation, the signal of the equalizer is almost the same as that before entering
the channel, and the error rate curve is obtained, which indicates the equalizer has
the ability to solve the severe Inter symbol interference.
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Abstract. In this paper, we propose a novel indoor Wireless Local Area
Network (WLAN) deployment optimization approach based on the error
bounds of Neighbor Matching Algorithms (NMAs). We derive out the
closed-form solution to the localization errors of NMAs with respect to the
environmental size, interval of Reference Points (RPs), number of neigh-
bors, and locations of Access Points (APs). Based on the requirement of
localization precision, as well as networking overhead, we optimize the
networking parameters, like the interval of RPs, number of neighbors,
and locations of APs. Finally, the extensive experiments are conducted
to demonstrate that the proposed approach can effectively improve the
localization precision of NMAs in indoor WLAN environment.

Keywords: WLAN · Network optimization · Location fingerprinting ·
Neighbor matching · Error bound

1 Introduction

As the demand for the real-time location information increases remarkably, the
Location-based Services (LBSs) have attracted significant attention in recent
decade. The accurate localization in outdoor environment can be realized by
using the well-known Global Positioning System (GPS), whereas the localiza-
tion accuracy decreases seriously in indoor environment since the signal from
the satellites is blocked by the buildings [1]. At the same time, there is grow-
ing interest in the indoor localization techniques which are based on the existed
indoor high-speed wireless access networks, like the Wireless Local Area Net-
work (WLAN) [2], Zigbee, and Radio Frequency Identification (RFID). Due to
the consideration of the cost overhead and localization accuracy, the WLAN
technique is more favored by the current indoor localization systems.

Compared to the conventional trilateration based localization approach, the
location fingerprint based localization approach is preferred in WLAN localiza-
tion. In the typical location fingerprint based localization system [3,4], the grids
of Reference Points (RPs) are first required to be calibrated. Second, the location
fingerprints which are typically the vectors of Received Signal Strength (RSS)
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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mean from each hearable Access Point (AP) is collected at every RP. The set
of location fingerprints is recognized as the radio map. Finally, when a location
query occurs, the estimated location can be reported by matching the newly
collected RSSs against the radio map.

Up to now, there is a batch of studies focusing on the design of localiza-
tion algorithms, like the Nearest Neighbor (NN), K-nearest Neighbor (KNN)
[5], weighted KNN (WKNN) [6], which are also known as the Neighbor Match-
ing Algorithms (NMAs). NMAs are easily applied and featured with low com-
putation overhead, practicability, and high-precision [7]. The KNN returns the
location estimate as the average of the coordinates of the K neighbors corre-
sponding to the smallest RSS distances to the newly collected RSSs. The NN
is a special case of KNN as the number of neighbors equals to 1. The differ-
ence between the KNN and WKNN is that the latter one returns the location
estimate as the weighted coordinates of the K neighbors, while the weights of
neighbors are determined by the distances between the location fingerprints and
newly collected RSSs. Since the NMAs are easily applied and featured with low
computation overhead, practicability, and high-precision, we focus on deriving
the error bounds of NMAs to investigate the theoretical relation between the
localization error and networking parameters.

The remainder of the paper is organized as follows. The theoretical analysis
for the error bound of NMAs is presented in Sect. 2. The analytical results are
provided in Sect. 3. Finally, Sect. 4 concludes the paper.

2 Error Bound

In this paper, we focus on the analysis towards the theoretical relation between
the localization errors of NMAs and networking parameters, and meanwhile
derive out the closed-form solutions to the error bounds.

2.1 AP Located on the Boundary

Figure 1 shows a straight corridor with the Line-of-sight (LOS) from the AP.
The N RPs (with •’s) are uniformly calibrated with the same interval, R, in this
environment (with the length of N × R). The user location is described as

x = ri + σ, 0 ≤ σ ≤ R and 0 < i < N (1)

We rely on the logarithmic loss model [8] to characterize the signal propaga-
tion property, as shown in (6).

P = P (d0) − 10βlog10(d/d0) (2)

where P and P (d0) are the RSSs collected at the locations with d and d0 meters
from the AP respectively; and β is the path loss exponent. On this basis, the
distance of the RSSs collected by the user and at the n-th RP is calculated by

ΔPn = |Sn − Su| ==

{
10β log (n/(i + σ/R)), n ≥ i + 1
10β log ((i + σ/R)/n), n ≤ i

(3)
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X

N×R

r1 r2 r3 rNri ri+1

R user

Fig. 1. AP located on the boundary.

KNN. When K = 1, only the i-th or (i + 1)-th RP can be selected as the
estimated location since the location fingerprints at other RPs are farther away
from the RSS collected by the user. Based on this, we derive out the results in
Table 1.

Table 1. Results under K = 1 in KNN

Value of σ 0 ≤ σ ≤ (−i +
√

i2 + i)R (−i +
√

i2 + i)R < σ ≤ R
Relations of ΔPn ΔPi ≤ ΔPi+1 ΔPi+1 < ΔPi

Neighbors The i-th RP The (i+1)-th RP
Localization error er1 = |ri − x| = σ er2 = |ri+1 − x| = R − σ

Error bound ER1 =
N∑

i=1

∫ (−i+
√

i2+i)R
0 σdσ +

∫ R

(−i+
√

i2+i)R
(R − σ) dσ

When K = 2, based on (3), we can easily obtain that the location fingerprints
at the (i−1)-th, i-th, (i+1)-th, and (i+2)-th RPs are with the smallest distances
from the RSS collected by the user. Thus, we derive out the results in Table 2.

Table 2. Results under K = 2 in KNN

Value of σ 0 ≤ σ ≤ (−i +
√

i2 + 2i)R (−i +
√

i2 + 2i)R < σ ≤ R
Relations of ΔPn ΔPi ≤ ΔPi+1 < ΔPi−1 < ΔPi+2 ΔPi+1 ≤ ΔPi+2 < ΔPi < ΔPi−1

Neighbors The i-th, (i+1)-th RPs The (i+1)-th, (i+2)-th RPs
Localization error er1=R/2 er2 = (3R − σ)/2

Error bound ER2 =
N∑

i=1

∫ (−i+
√

i2+2i)R
0

R
2 dσ +

∫ R

(−i+
√

i2+2i)R

3R−σ
2 dσ

When K = k (k is odd), by using the mathematical induction, we can
derive out the error bound in (4). Table 3 illustrates the neighbors and the cor-
responding localization errors under different values of σ. In Table 3, we set
k1 = (k − 1)/2 and k2 = (k + 1)/2 respectively.

ERodd (1,N) =
N∑

i=1

∫
er1dσ+ · · · +

∫
erm+1dσ · · · +

∫
er(k+3)/2dσ (4)

where erm+1 = 1/k(1 − 2m)σ + kmR + (k2 − m)(k1 − m)R, m ∈ {0, · · · , k2}.
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Table 3. Results under K = k (K is odd) in KNN

Value of σ Neighbors errors

0 ≤ σ < (−i +
√

(i − k1)(i + k2))R The (i-k1)-th, · · · , (i+k2 − 1)-th RPs er1
· · · · · · · · ·

(−i +
√

i(i + k))R ≤ σ ≤ R The (i + 1)-th,· · · , (i + k)-th RPs erk2+1

Similarly, when K = k (k is even), we derive out the error bound in (9)
based on the result of errors corresponding to different values of σ in Table 4. In
Table 4, we set k3 = k/2 − 1 and k4 = k/2 + 1 respectively.

Table 4. Results under K = k (K is even) in KNN

Value of σ Neighbors errors

0 ≤ σ < (−i +
√

(i − k3)(i + k4))R The (i-k3)-th,· · · ,
(i+k4 − 1)-th RPs er1

· · · · · · · · ·
(−i +

√
(i − (k3 + 1 − n))(i + (k4 − 1 + n))R

≤ σ < (−i +
√

(i − (k3 − n))(i + (k4 + n))R
The (i-k3 + n)-th,· · · ,
(i+k4 + n − 1)-th RPs ern+1

· · · · · · · · ·
(−i +

√
i(i + k))R ≤ σ ≤ R The i + 1-th,· · · ,

(i + k)-th RPs erk4

EReven (1,N) =
N∑

i=1

∫
er1dσ+ · · · +

∫
ern+1dσ · · · +

∫
er(k+2)/2dσ (5)

where ern+1 = 1/k(−2nσ + n2 + n + k2
/
4), n ∈ {0, · · · , k4}.

2.2 WKNN

When K = 1, the WKNN becomes the KNN. When K = 2, based on the results
in Table 2, we can easily derive out the error bound in Table 5.

Table 5. Results under K = 2 in WKNN

Value of σ 0 ≤ σ ≤ (−i +
√

i2 + 2i)R (−i +
√

i2 + 2i)R < σ ≤ R
Relations of

ΔPn
ΔPi ≤ ΔPi+1 <
ΔPi−1 < ΔPi+2

ΔPi+1 ≤ ΔPi+2
< ΔPi < ΔPi−1

Neighbors The i-th, (i+1)-th RPs The (i+1)-th, (i+2)-th RPs
Localization

error er1 = w1ri + w2ri+1 − x er2 = w1ri+1 + w2ri+2 − x

where w1 =
1/(R−σ)

1/(R−σ)+1/(2R−σ) and w2 =
1/(2R−σ)

1/(R−σ)+1/(2R−σ)

Error boundER2 =
N∑

i=1
(
∫ (−i+

√
i2+2i)R

0 er1dσ +
∫ R

(−i+
√

i2+2i)R
er2dσ)

Since the weight of each neighbor in WKNN cannot be formulated by a
general expression, there is no closed-form solution to the error bound of WKNN.
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However, the weights of neighbors can be easily calculated as the number of
neighbors and networking parameters are determined. Hence, we only focus on
the error bound of KNN in the results that follow.

2.3 AP Located at a Random Location

Figure 2 shows the layout of environment as the AP is located at a random
location. In this situation, the user location is described as

x = ri − mR + σ,m ≤ N/2 (6)

where mR is the distance between the AP and left boundary.
By assuming that the antenna of AP is omnidirectional, we assume that

the RPs with the same distance from the AP have the same probability to be
selected as the neighbors. On this basis, there are three cases to be discussed
respectively, i.e., 0 ≤ m < k1, k1 ≤ m < k, and m ≥ k. When K = k (k is odd),
we derive out the error bounds with respect to different cases in Table 6.

Thus, as the number of neighbors is odd, the error bound of WKNN is cal-
culated by

ERodd = Er1 + Er2 + Er3 (7)

Similarly, When K = k (k is even), we derive out the error bounds with
respect to different cases in Table 7.

Thus, as the number of neighbors is even, the error bound of WKNN is
calculated by

EReven = Er1 + Er2 + Er3 (8)

Therefore, by assuming that the user locations obey the uniform distribution
in the target environment, we can calculate the error bound in this situation as

ERave =
{

1
N ·R · ERodd K = 2r − 1 and r ∈ N+

1
N ·R · EReven K = 2r and r ∈ N+ (9)

X

N×R

r1 r2 r3 rNri ri+1

R user

x=ri-mR+mR

0

Fig. 2. AP located at a random location.
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Table 6. Results under K = K (K is odd) in WKNN

Case 1: 0 ≤ m < k1
if 0 ≤ i < k1 then Er1=ERodd (1,k1)+ERodd (1,m)

if k1 ≤ i < k1+m then Er2=ERodd (k2,k1+m)+
∑k1+m

k2
(k−m−2−2i)(m−i+1)R

2
if k1+m ≤ i then Er3=ERodd (k1+m,N−m)

Case 2: k1 ≤ m < k

if 0 ≤ i < k1 then Er1=
∑k1

i=1

[
(k2 − 1)

/
8 − i

]
R

if k1 ≤ i < m then
Er2=

∑m
k1

[
(k2 − 1)

/
8 − i + 1/2(m − k1 − 1)(m − k1)

]
R

− ∫
(m − k1)σdσ − ∫

(iR + σ)mdσ
if m ≤ i then Er3=ERodd (m,N−m)

Case 3: m ≥ k

if 0 ≤ i < k1 then Er1=
∑k

i=1

[
(k2 − 1)

/
8 − i

]
R

if k1 ≤ i < m then Er2=
∑k

i=1

∫
(iR + σ)dσ

if m ≤ i then Er3=ERodd (m,N−m)

Table 7. Results under K = K (K is even) in WKNN

Case 1: 0 ≤ m < k4
if 0 ≤ i < k4 then Er1=EReven (1,k4)+EReven (1,m)

if k4 ≤ i < k/2+m then Er2=EReven (k4,k3+m)+
∑k3+m

k4
(k−m−2−2i)(m−i+1)R

2
if k/2+m ≤ i then Er3=EReven (k3+m,N−m)

Case 2: k4 ≤ m < k

if 0 ≤ i < k4 then Er1=
∑k3

i=1

[
(k2 − 1)

/
8 − i

]
R

if k4 ≤ i < m then
Er2=

∑m
k4

[
(k2 − 1)

/
8 − i + 1/2(m − k4 − 1)(m − k4)

]
R

− ∫
(m − k4)σdσ − ∫

(iR + σ)mdσ
if m ≤ i then Er3=EReven (m,N−m)

Case 3: m ≥ k

if 0 ≤ i < k4 then Er1=
∑k

i=1

[
(k2 − 1)

/
8 − i

]
R

if k4 ≤ i < m then Er2=
∑k

i=1

∫
(iR + σ)dσ

if m ≤ i then Er3=EReven (m,N−m)

3 Experimental Results

3.1 Localization Errors

By setting R = 1 m and N = 60, Fig. 3 compares the error bounds and simulated
errors of the NMAs as the AP is located on the boundary (see Fig. 1). From
this figure, we observe that the simulated errors are much close to the error
bound. Furthermore, the WKNN generally exhibits higher localization accuracy
compared to the KNN as expected [9].

3.2 AP Locations

By setting R = 1 m and N = 60, Fig. 4 shows the variation of error bounds
with respect to the AP locations under different number of neighbors as the AP
is located at a random location (see Fig. 2). From Fig. 4, we can find that the
AP location has significant impact on the selection of the optimal number of
neighbors corresponding to the lowest error bound. Due to the symmetry of the
environment, the error bound reaches the maximum when the value m equals
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Fig. 3. Comparison of the error bounds and simulated errors.
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Fig. 4. Variation of error bounds under different values of m.

to 30. The sharp variation of error bounds around m = 7 m and 12 m is resulted
from the physical constraint of the environment.

4 Conclusion

In this paper, we proposed a novel indoor WLAN deployment optimization app-
roach based on the localization error bounds of NMAs. We present the prelim-
inary analysis on the closed-form solutions to the error bounds of NMAs in a
typical indoor environment. The purpose of this analysis is to design the effective
and efficient NMAs for the indoor WLAN localization. Furthermore, we discuss
the impact of networking parameters, like the environmental size, interval of
RPs, number of neighbors, and AP locations, on the error bounds of NMAs.
For the future work, how to optimize the WLAN deployment by using the error
bound criterion in multi-floor environment forms an interesting topic.
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Abstract. Rate Compatible Modulation (RCM) is a new rate adapta-
tion scheme in wireless communication system, which can achieve very
high spectrum efficiency both in additive white Gaussian noise (AWGN)
channel and fading channel. But the high decoding complexity of RCM
hinders its application in practical communication systems. This paper
introduces an Application Specific Integrated Circuit (ASIC) based fast
decoder of RCM to implement belief propagation (BP) algorithm in log-
arithm domain. Though BP algorithm has natural parallel characteris-
tic, a partial-parallel full-pipelined architecture is designed to achieve a
tradeoff between hardware resource and processing speed. In order to
reduce the computing complexity and improve the throughput of the
decoder, we adopt some reduced algorithms, such as piecewise function
approximation, lookup tables, fixed-point computing and etc. We build
a communication system to test our ASIC decoder in AWGN channel
and IEEE 802.11a fading channel.

The original RCM is a rateless code modulation scheme, which can
get high spectral efficiency, but is not feasible in some communication
systems (such as deep space communications system) for too long trans-
mission delay. In this paper we propose a non-rateless RCM scheme and
implement it both in AWGN channel and fading channel. Through test-
ing we confirm that the performance of our proposed scheme is very close
to the original rateless scheme, but can greatly reduce transmission time.

Keywords: ASIC · Decoder · BP · Communication · Spectrum
efficiency

1 Introduction

Rate adaptation is essential for wireless communication system to approach the
changing capacity. Adaptive modulation and coding (AMC) and hybrid auto-
matic repeat request (HARQ) are the most successful rate adaptation schemes
currently. In AMC and HARQ, the transmitter selects the best combination
of coding rate and modulation scheme to match the estimated channel condi-
tion according to feedback from the receiver. However these two schemes rely
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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on the accurate channel state feedback and they can only achieve staircase-like
spectrum efficiency.

In order to achieve seamless rate adaptation, three rateless codes were pro-
posed recently, which are: Spinal code [5], Strider code [1] and Rate compatible
modulation (RCM) [2,3]. The transmitter of rateless codes at first sends a symbol
block of certain size, if the receiver can’t decode the source bits, the transmitter
will retransmit small blocks of symbols continuously till the receiver decodes all
source bits correctly.

Spinal code uses a hash function over the message bits to produce pseudo-
random bits that can be mapped directly to a dense constellation for transmission
[4]. Although the performance of Spinal code is very good, but the Maximum
Likelihood (ML) decoding algorithm is very complicated and time consuming,
especially when the source length is large. Strider code combines a batch of
conventionally encoded symbols (QPSK symbols of encoding bits that have been
passed through a 1/5 rate convolutional code) linearly, and uses a decoding
algorithm similar to successive interference cancellation. But unfortunately the
performance of Strider code is not much better than traditional modulation and
coding scheme, its spectral efficiency curve is also not smooth.

RCM is a rateless coding and modulation scheme. Symbols of RCM are incre-
mentally generated from source bits through weighted combination without rate
limit [3], and the decoding algorithm of RCM is a variant of belief propagation
(BP). A large number of studies [2,3,7–9] show that RCM can achieve very high
spectral efficiency both in additive white Gaussian noise (AWGN) channel and
fading channel, but the complexity of traditional RCM decoder is very high.
In our previous works, the fast decoding algorithm of RCM was proposed and
implemented in FPGA [8]. Afterwards the partial design of the Application Spe-
cific Integrated Circuit (ASIC) decoder was described in [6], but only simulation
results were given, because this chip did not tape out at that time. This paper
introduces the full design of ASIC decoder chip and presents a communication
system with the decoder. To the best of our knowledge, this is the first ASIC
decoder of rateless coded modulation scheme. With full test we confirm that the
ASIC decoder works correctly, and the spectrum efficiency is much better than
conventional modulation and coding scheme in both AWGN and IEEE 802.11a
fading channel.

2 System Architecture

2.1 The RCM Encoder

The encoder of RCM uses a random sparse matrix (G) to multiply a source
bits vector (b) to generate coded modulation symbols (u). Each row of G only
has 8 non-zero elements in random positions. These non-zero elements are ran-
dom arrangement of weight set W = {−4,−4,−2,−1, 1, 2, 4, 4}. The rows num-
ber of G could be constructed as many as we need to achieve rateless effect.
The encoding process can be expressed as follows.
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ui =
8∑

j=1

wj × bnij
(1)

Where wj is the non-zero element of G in the i row, nij is the index of the
source bit weighed by wj to generate symbol ui [3]. ui is integer and ranges from
−11 to 11. Every two adjacent symbols are mapped to I and Q plane to form a
complex modulation signal. So the constellation of RCM is fixed to 23 × 23QAM.

2.2 The RCM ASIC Decoder

The original decoding algorithm of RCM is a variation of belief propagation
(BP), which includes three steps: (1) the horizontal iteration, which calculates
probabilities from symbol nodes to source nodes; (2) the vertical iteration, which
calculates probabilities from source nodes to symbol nodes; (3) after iterating
enough times between step (1) and step (2), the hard decision of source nodes
is outputted. Detailed information of the algorithm is shown in [3].

The original horizontal iteration in step (1) is a deconvolution operation (dif-
ferent from the horizontal iteration in BP decoding of LDPC), which includes
many multiply-accumulate operations. It is not easy to be converted into loga-
rithm field directly, so the computing complexity is very high. In order to reduce
computing complexity, we proposed a fast decoding algorithm in [8], which
uses lookup tables and piecewise function approximation to convert multiply-
accumulate operations in arithmetic field to addition operations in logarithm
field. The fast decoding algorithm can save 90% multiplication resources with-
out noticeable performance loss.

The Architecture of the ASIC Decoding Logic. Now we design a partial-
parallel and full pipelined architecture in this ASIC decoder to implement the
fast decoding algorithm. The architecture of the decoding logic is shown in Fig. 1.
The HUP (Horizontal Unit Processors) is used to calculate Log Likelihood Ratio
(LLR) message sent from symbols node u to source bit node b. The VUP (Vertical
Unit Processor) is used to calculate LLR message sent from source bit node b
to symbol node u [6]. The RAG (Random Address Generators) stores columns
of non-zero elements in sub-matrix of matrix G. There’re 8 HUPs and 8 VUPs
working parallel. Each HUP and VUP processes data of a sub-matrix (which is
part of the random sparse generating matrix G) in full pipelining mode.

The Top Control Module of the ASIC Decoder. The top control module
mainly includes three functions: (1) inputting RCM symbols from outside and
writing them into data input memory (2) controlling iteration operation of the
decoding logic; (3) reading decoding information from data output memory and
outputting them to outside. These three functions are achieved by three state
machines, we call them SM1,SM2,SM3 respectively.
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Fig. 1. Architecture of RCM ASIC decoder.

SM1 is shown as Fig. 2. When the decoder begins to work, the state machine
is at the Idle state. The decoder sends ACK signal to the outside at the Idle
state, which means the decoder can receive RCM symbols from outside. When
the decoder receives cmd1 signal, SM1 jumps to state S1. The decoder continues
to receive RCM symbols from outside at state S1. When one frame of RCM
symbols is received completely, the SM1 jumps to state S2. The decoding logic
begins to carry out decoding operation at state S2, the decoder also can receive
RCM symbols from outside at this state. When the decoder receives dec state
signal, the SM1 jumps to state S3. The decoding logic continues to carry out
decoding operation at state S3, but the decoder doesn’t receive RCM symbols
from outside any more. If the next cmd1 signal is received at state S3, the SM1
will jump back to state S1, then RCM symbols can be wrote into another data
input memory (the data input memory is operated in ping pang mode).

SM2 is shown as Fig. 3. When the decoding process is not started, SM2 is
at the Idle state. When decoding logic receives cup enable signal from outside,
SM2 jumps to state hup state, the HUP module reads data from data memory
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Fig. 2. State machine of SM1.

Fig. 3. State machine of SM2.

and begins to work at this state. The HUP module sets hup end signal to be 1
when it ends work, and SM2 jumps to state vup state. The VUP module begins
to work at state vup state. The VUP module sets vup end signal to be 1 when
it ends work, and SM2 jumps back to state hup state. When the decoding logic
complete iteration operation 16 times (an iteration operation includes process of
state hup state and state vup state), SM2 jumps to state judge. The decoding
information will be wrote to the data output memory at state judge.

SM3 is very similar to SM1, so we just describes it briefly here. When the
decoder finishes decoding operation, decoding information is wrote into data
output memory. If the decoder receives output data request signal (cmd2 signal)
from outside, SM3 reads data from data output memory and output them to
the outside.

The ASIC Chip After Tape-Out. The ASIC chip uses Multi-Project Wafer
(MPW) CMOS 65 nm Standard Performance technology, with 9 metal layers,
occupying area of 5 × 5mm2. When running at 300 MHz, this chip can achieve
84 Mbps throughput, and consumes power 4.21W. Figure 4 shows the picture
of this ASIC chip (we also call RCM as Random Projections Codes (RPC)).
Table 1 describes main pins of RCM decoder chip and their functions.

2.3 The Non-rateless Scheme

The original RCM is a rateless code modulation scheme, which can get high
spectral efficiency, but is not feasible in some communication systems for too
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Table 1. Pins of ASIC decoder chip.

Name Type Description

data1[63:0] Input Data input pins, the value of high 32 bits is the channel
coefficient, and the value of low 32 bits is the input RCM
symbol

en1[7:0] Input Control signal of input data, en1[7:0] should be set to
‘00000001’ in the 0I24 clock cycles, and be set to
‘00000010’ in the 25I49 clock cycles

f1 end Input Control signal of input data, this pin should be set to 1
when one block of symbols is transmitted to decoder
completely

cmd1 Input Request signal of transmitting data to decoder

ack1 Output If the decoder accepts data input request, then set ack1 to
1, otherwise set ack1 to 0

data2[31:0] Output Data Output pins, which are soft decoding value of source
bits, each source bit occupies 16 pins

en2[7:0] Input Control signal of output data, en2[7:0] should be set to
‘00000001’ in the 0I24 clock cycles, and be set to
‘00000010’ in the 25I49 clock cycles

f2 end Input Control signal of output data, this pin should be set to 1
when the outside received one frame of soft decoding bits

cmd2 Input Request signal of receiving data from decoder

ack2 Output If the decoder accepts data output request, then set ack2
to 1, otherwise set ack2 to 0

wb en Input When wb en=1, the outside can configure registers inside
the RCM decoder. These configuration values are
transmitted from pins of data1

PDRST Input Reset signal of PLL

CLOCK IO Input I/O clock

CLOCK PLL Input PLL clock

RESET Input Reset signal of RCM decoder

long transmission delay such as deep space communications. In order to reduce
transmission time, we propose a non-rateless RCM scheme. The transmitter
sends at most 3 blocks of RCM symbols (one base block and two retransmission
blocks) in the proposed non-rateless scheme.

In order to get the optimal rate adaptation of nan-rateless scheme both in
AWGN channel and fading channel, we carry out massive simulations to find
the relationship between the number of symbols of base/retransmission block
and SNR condition (the number of source bits is fixed to be 400 in one frame
in these simulations). Through simulations, we build two lookup tables shown
as Tables 2 and 3, these two tables give number of RCM symbols of base block
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Table 2. Number of symbols vs. SNR
in AWGN channel.

SNR (dB) 5 6 7 8 9 10 11

Nbase 1200 1100 800 650 500 400 340

Nretrans 200 200 100 100 100 80 80

SNR (dB) 12 13 14 15 16 17 18

Nbase 300 270 240 220 210 190 180

Nretrans 80 70 70 70 70 60 60

SNR (dB) 19 20 21 22 23 24 25

Nbase 170 160 150 140 120 110 100

Nretrans 60 60 40 40 20 20 20

Table 3. Number of symbols vs. SNR in
fading channel.

SNR (dB) 5 6 7 8 9 10 11

Nbase 1500 1500 1400 1300 1000 780 720

Nretrans 100 100 100 100 100 80 80

SNR (dB) 12 13 14 15 16 17 18

Nbase 600 560 480 440 360 330 280

Nretrans 80 70 70 70 70 60 60

SNR (dB) 19 20 21 22 23 24 25

Nbase 260 230 220 200 190 170 160

Nretrans 60 60 40 40 20 20 20

and retransmission block (denote as Nbase and Nretrans respectively in Tables 2
and 3) at different SNR in AWGN channel and fading channel.

2.4 The Communication System

The communication system with RCM ASIC decoder is shown as Fig. 5, which
includes three parts: the personal computer (PC), the FPGA board (XILINX
ML605), the PCB board with the ASIC decoder. The FPGA board uses PCIe
cable to connect with the PC, and uses FMC interface to connect with the
decoder board. We implement the encoder and the channel emulator in a C
program runs in the PC. The PC transmits RCM symbols after AWGN/fading
channel to the ASIC decoder through the FPGA board. The decoder finishes
decoding and sends back decoding bits to FPGA at first, then to the PC side.

The schematic diagram of RCM PCB board is shown as Fig. 6. The PCB
board not only supplies power, clock, reset and PLL configuration to the RCM
decoder, but also connects all pins of RCM decoder (except power pins) with
FMC interface of ML605. Considering parallel transmission of data signal, we

Fig. 4. ASIC decoder chip. Fig. 5. Communication system.
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Fig. 6. The schematic diagram of RCM PCB board.

set all signal lines and control lines from the RCM decoder to FMC interface to
be same length in the PCB board. The PLL CLOCK supplies outside clock to
the PLL inside the RCM decoder, and the PLL configures all clocks of the whole
chip. I/O CLOCK supplies outside clock to the pins of RCM decoder.

3 Results Evaluation

In order to test the average spectrum efficiency of the ASIC decoder, we gener-
ate 5000 source frames randomly, each frame include 400 bits. We test the ASIC
decoder both in AWGN channel and fading channel (IEEE 802.11a fading chan-
nel mode A, which is a typical office environment for nonline-of-sight condition
with 50 ns root mean square delay spread).

In the rateless scheme, the transmitter continues to send RCM symbols until
the receiver can completely decode all source bits. So the average spectrum
efficiency can be calculated as:

(Nsource × 5000)/Nsymbol total (2)

Where Nsource is the number of source bits of one frame which is 400, and
Nsymbol total is the number of accumulation symbols when all bits of these 5000
frames can be decoded correctly.

In the non-rateless scheme, the transmitter only send at most 3 blocks of
RCM symbols (1 base block and 2 retransmission blocks) according to Table 1. If
the receiver can’t decode all source bits correctly in the case of three transmission
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blocks, a frame error will be recorded. The average spectrum efficiency can be
calculated as:

(1 − FER) × (Nsource × 5000)/Nsymbol total (3)

Where FER is the Frame Error Ratio, Nsymbol total and Nsource are the same
as the rateless scheme.

We compared the spectrum efficiency (rate) of the ASIC decoder with 802.11a
standard AMC, which are shown in Figs. 7 and 8. In AMC, the modulations are
BPSK, QPSK, 16QAM and 64QAM and the channel code is convolutional code.
Each modulation scheme has two coding rate which are 1/2 (2/3 for 64QAM) and
3/4. From these two figures we can see that the ASIC decoder works correctly;
the performance of non-rateless scheme can approach the rateless scheme, and
both these two schemes are not only much higher than AMC, but also varying
gracefully along with channel Signal Noise Ratio (SNR) in very wide dynamic
range. In the rateless scheme, the transmitter need to send small symbol blocks
many times, so the whole transmission delay is very large, but the non-rateless
scheme only has two retransmission blocks, so it can greatly reduce the trans-
mission time.

4 Conclusion

In this paper we introduces an ASIC fast decoder of RCM, to the best of our
knowledge which is the first ASIC decoder of rateless code. We also build a
communication system to test the performance of this ASIC decoder. Through
massive testing we confirm that the ASIC decoder works well, and its perfor-
mance is much better than AMC both in AWGN channel and fading channel.
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Abstract. The rapid development of wireless communication brings us con-
venience as well as scarcity of radio spectrum resources. Hence, scientists
proposed cognitive radio technology to solve this problem. Spectrum sensing is
a pivotal technology protecting primary users from interference of secondary
users in cognitive radio, and can be achieved by different algorithms which will
result in different performances. In this paper an original cooperative broadband
spectrum sensing algorithm based on undersampling is proposed to reduce the
hardware overhead as well as satisfying the requirement of system performance.
The proposed cooperative spectrum sensing algorithm will use undersampling
technology in the secondary user in order to save costs and reduce hardware
overhead. On this premise, in the process of information transmission, the
algorithm have adopted a method which is similar to VOFDM for signal
transmission in the channel between secondary users and fusion center, so that
the system can overcome the intersymbol interference caused by broadband
signal and rebuild the state of primary users in the fusion center. The simulation
results shows that the performance of proposed algorithm is similar to the
traditional single-node spectrum sensing algorithm and “or” decision algorithm,
however, worse than “and” decision algorithm. The performance loss is
acceptable considering its effect of reducing hardware overhead.

Keywords: Cognitive radio � Cooperative spectrum sensing � Undersampling �
Vector orthogonal frequency-division multiplexing

1 Introduction

With the development of wireless communication, wireless communication network
becomes an indispensable part in our society, followed by the popularity of wire-
less access equipment and the increase of wireless service and applications. It is
merited that such a development is limited by the lack of wireless spectrum resources.

Recent years a wireless communication technology named cognitive radio is pro-
posed by Dr. Joseph Mitola to solve the problem mentioned above. Cognitive radio can
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continuously detects the channels, makes a decision of PU’s existence, and finally
access the idle spectrum opportunistically by using Radio Knowledge Representation
Language (RKRL) [1]. In this paper the spectrum sensing part will be researched.

The current spectrum sensing technology is a PU detection technology in receivers,
thus according to the number of receivers, it can be divided into single-point spectrum
sensing and cooperative spectrum sensing. The computer complexity of single-point
spectrum sensing is low, thus it can be easily realized. However, for its limited sensing
data, the accuracy of single-point spectrum sensing is worse than that of cooperative
spectrum sensing. For these reasons, single-point spectrum sensing is gradually
replaced by cooperative spectrum sensing [2, 3].

In real applications, the centralized sensing model (see Fig. 1) is the most common
of cooperative spectrum sensing models [4–7]. The network of centralized sensing
model consists of many SUs and a fusion center (FC), which can gather SUs’ sensing
data, make a comprehensive decision and broadcast such spectrum decision to all SUs.
Centralized sensing model has high real-time performance, although it requires a
powerful computation ability.

The current spectrum sensing technology is continuing to mature with the devel-
oping requirement of hardware, especially the growing high frequency at which SUs
sample the target signal. To reduce the cost of receivers, a cooperative spectrum
sensing algorithm based on undersampling is proposed in this paper. As the
name implies, an undersampling strategy is used in SUs’ receivers, on that premise, a
technology similar to vector orthogonal frequency division multiplexing (VOFDM) is
applied in fusion stage to restore the primeval signals.

The main contributions of this paper are as followings:

(1) The SUs of the proposed algorithm adopt an undersampling strategy to obtain the
sensing data. The time of all the SUs must be synchronized so that the symbols of
each time slot can be obtained by a SU.

(2) VOFDM is used in data fusion stage of the proposed algorithm to reduce
the transmit distortion of broadband signals.

Fig. 1. Centralized sensing model
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2 Cooperative Spectrum Sensing

2.1 Cooperative Spectrum Sensing Process

Cooperative spectrum sensing is coordinated by cognitive radio base station (CRBS),
and it is assumed that all the SUs involved in cooperative sensing have the same
spectrum state so that the decision made by FC is suitable for all these SUs. In real
applications, however, the SUs are too decentralized to regard as sharing the same state,
thus a clustering cognitive radio network is proposed (see Fig. 2), where the SUs is
divided into many clusters according to geographic condition, distance and other
factors and each cluster has a cluster head (CH) to control the sensing process. The SUs
within a cluster can be consider sharing the same spectrum state, which can not only
solve the problem that the spectrum decision of the FC is not consistent with the
practical spectrum state of the SUs, but also reduce the energy consumption of
multi-hop sensing information transmission to FC.

After observing the target channel in a sensing period, SUs within a cluster will
transmit the sensing information to CH. CH will make a locally spectrum decision
about current channel state using data fusion algorithm, and broadcast the spectrum
decision to SUs within the cluster through control channel. The data fusion algorithms
will be discussed next.

2.2 Data Fusion Algorithms

It is mentioned above that the centralized sensing model is the most common of
cooperative spectrum sensing models, and in centralized sensing model the FC would
make the spectrum decision of PU’s state based on SUs’ sensing data. Such a decision
must be made by using data fusion algorithms. Data fusion algorithms can be divided

Fig. 2. The clustering cognitive radio network
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into three types according to the size of SUs’ sensing data and the requirement of
control channel bandwidth [8], which are as follows.

Soft combining. If the control channel bandwidth is wide, SUs will send the sensing
data completely to FC, such a process is called as soft combining. Equal gain com-
bining, Maximum likelihood ratio combining and selection combining are all belong to
soft combining.
Hard combining. Hard combining is a multiple-step decision under a narrow control
channel bandwidth, where SUs will make a decision of sensing data respectively and
send the 1bit decision results to FC to reduce the channel overhead. The commonly
used algorithms, ‘and’ decision, ‘or’ decision and ‘majority’ decision, are all hard
combining algorithm. In ‘or’ decision, the FU will consider PU existing as long as there
is one SU decision that the channel is occupied by PU. In ‘and’ decision, the FU will
consider PU existing only if all the SUs decide that the channel is occupied by PU. The
‘majority’ decision is a compromise of the above two algorithm that the FU will
consider PU existing when more than half of the SUs decide that the channel is
occupied by PU. All in all, those algorithm can be reduced to ‘k out of N’ algorithm,
where the FU will consider PU existing when more than k SUs of the all N SUs decide
that the channel is occupied by PU [9]. The false alarm probability Qf and the detection
probability Qd of ‘k out of N’ algorithm can be represented as:

Qf ¼ PfH0jH1g ¼
Xn
l¼k

n
l

� �
Pl
f 1� Pf
� �n�l ð1Þ

Qd ¼ PfH1jH1g ¼
Xn
l¼k

n
l

� �
Pl
d 1� Pdð Þn�l ð2Þ

where H0 stands for the circumstance that PU is turned of and H1 stand for the
circumstance of the target channel is occupied by PU. Pf and Pd are the false alarm
probability and the detection probability of a SU. Obviously, when k separately equals
to 1, n and n/2, ‘k out of N’ algorithm would become ‘and’ decision, ‘or’ decision and
‘majority’ decision algorithm.

Softened hard combining. In the practical application of cooperative spectrum
sensing network, the reliability of different SUs may be different under the effects of
complex conditions. Thus the softened hard combining is proposed, where the SUs
send a reliability parameter a (i.e., the weight of each decision result) as well as the 1bit
decision results to FC to improve the performance of spectrum sensing decision.

3 Cooperative Spectrum Sensing Algorithm Based
on Under-Sampling

According to the Nyquist Sampling Theorem, the sampling frequency of receivers must
be greater than or equal to twice of the maximum signal frequency (i.e., fs � 2fH),
otherwise, the spectrum aliasing will occur and the original signal will be unable to
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restore completely. In practical applications, the sampling frequency of receivers may
be set as 4 to 10 times of the maximum signal frequency.

However, the higher the sampling frequency is, the more expensive the receivers
are. Thus high sampling frequency brings us accuracy as well as huge cost. On the one
hand, the low frequency samplers can be used to percept the high frequency signal in
spectrum sensing system under the condition of undemanding accuracy requirement,
the price of which is just lossy restore. On the other hand, the sample frequency of SUs
may be limited by hardware devices. The spectrum aliasing will happen while the
target channel bandwidth is wide. Thus the original signal has to be restored under a
low sample frequency, which is called undersampling. In this section, a cooperative
broadband spectrum sensing algorithm based on undersampling is proposed, and the
algorithm is divided into two stages: SUs undersampling and sensing data fusion. The
details will be discussed below.

3.1 SUs Undersampling

The first stage of cooperative broadband spectrum sensing algorithm based on
undersampling is SUs undersampling. In traditional cognitive radio network, the high
frequency sampling is adopted in SUs receivers. Moreover, all the SUs receivers adopt
uniform and periodic sampling, i.e., the entire channel signal is gathered in each SU. It
is assumed that each SU needs to gather M data in unit time to meet the requirement of
perception precision, those data can be represented as:

Yn ¼ ðyn;0; yn;1; . . .; yn;M�1Þ; n ¼ 0; 1; . . .;N � 1 ð3Þ

where Yn is the sensing data of the nth SU, and N is the number of SUs in a cluster. The
initial state of the M data can be represented as,

X ¼ ðx0; x1; . . .; xM�1Þ ð4Þ

As shown in Eqs. (3) and (4), xk is the PU state and yn;k is the PU decision state
decided by the nth SU. Both of xk and yn;k can be represented by {0,1}, “0” represents
that the channel is idle and “1” represents that the channel is occupied by PU. The final
PU decision state yk will be made by FC according to data fusion algorithm and yn;k.

However, in the proposed algorithm, it is assumed that there are N SUs and each of
them needs to gather K data in unit time (i.e.,M ¼ NK) and the Eq. (4) can be rewritten
as X ¼ ðx0; x1; . . .; xNK�1Þ. The sensing data of each SU can be represented as:

Yn ¼ ðyn; yNþ n; y2Nþ n. . .; yðK�1ÞNþ nÞ; n ¼ 0; 1; . . .;N � 1 ð5Þ

As shown in Eq. (5), the SUs are sampling the target channel alternately (see
Fig. 3), and obviously the time synchronism of SUs must be accurate.

From Fig. 3, we can conclude that in the proposed cooperative spectrum sensing
algorithm each time slot has only one sensing data instead of N sensing data in
traditional cooperative spectrum sensing algorithm. Moreover, the SUs will gather all
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the K data, modulate these data, and finally send all the decision results simultaneously
to the FC. Such a process will be shown in the next subsection.

3.2 Sensing Data Fusion

In the proposed algorithm, the steps of data fusion stage are similar to the
multiple-input multiple-output vector orthogonal frequency division multiplexing
(MIMO-VOFDM) technology [10], which is shown in Fig. 4.

In VOFDM, the modulation system of transmitter is inverse fast Fourier transform
(IFFT) and the demodulation system of receiver is fast Fourier transform (FFT), such
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Fig. 3. Sampling process of the proposed algorithm
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Fig. 4. The data fusion process of the proposed algorithm
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modulate and demodulate way can be used in the proposed algorithm. The transition
symbols can be represented as,

y0 yN � � � yðK�1ÞN
y1 yNþ 1 � � � yðK�1ÞN þ 1

..

. ..
. . .

. ..
.

yN�1 y2N�1 � � � yKN�1

0
BBB@

1
CCCA ð6Þ

The K elements of the nth line in Eq. (6) is the received symbols of the nth SU, and
in the transmitter of each SU, those K symbols are transformed into K new symbols by
IFFT. Then the K new symbols will be transmitted in K different subchannels
respectively (each subchannel has N symbols in it), just as VOFDM does. The K new
symbols ZðnÞ can be represented as:

ZkðnÞ ¼ 1ffiffiffiffi
K

p
XK�1

k¼0

YnðkÞ expðj2pnkK
Þ k ¼ 1; 2; . . .;K � 1 ð7Þ

Equation (7) is the formula of IFFT, where ZkðnÞ stands for the nth signal of the kth
subchannel.

Due to the ISI channel, cyclic prefix must be inserted before Zk, here we insert the
first ~C elements of Zk before Zk (or we can insert the last ~C elements of Zk before Zk).
The symbols after insertion Ẑk can be represented as:

Ẑk ¼ ðZkð0Þ; Zkð1Þ; . . .; Zkð~C� 1Þ; Zkð0Þ; Zkð1Þ; . . .; ZkðN � 1ÞÞ ð8Þ

where the length of cyclic prefix ~C� L=N½ � for the purpose of removing the ISI, and L

is the order of channel transfer function HðzÞ (HðzÞ ¼ PL
n¼0

hðnÞz�n).

For simplicity, the channel transfer function is assumed known. According to [10],
the transfer function HðzÞ can be rewritten as:

�HðzÞ ¼

h0ðzÞ z�1hK�1ðzÞ � � � z�1h1ðzÞ
h1ðzÞ h0ðzÞ � � � z�1h2ðzÞ
..
. ..

. ..
. ..

.

hK�2ðzÞ
hK�1ðzÞ

hK�3ðzÞ
hK�2ðzÞ

� � �
� � �

z�1hK�1ðzÞ
h0ðzÞ

2
66664

3
77775 ð9Þ

where hkðzÞ is the kth polynomial of HðzÞ, which can be represented as:

hkðzÞ ¼
X
l

hðKlþ kÞz�l; k ¼ 0; 1; . . .;K � 1 ð10Þ

And the relationship between the transfer information symbol of the kth subchannel
Ẑk and the received signal of the kth subchannel Rk can be formulated as:
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Rk ¼ �HkẐk þ ~nk; k ¼ 0; 1; . . .;K � 1 ð11Þ

where �Hk ¼ �HðzÞjz¼expðj2pk=NÞ; k ¼ 0; 1; . . .;K � 1, and ~nk is the FFT of the additive
noise nðnÞ and therefore has the same statistics as nðnÞ.

After passing through the ISI channel, the received signal needs to remove the
cyclic prefix. The signal after removing cyclic prefix can be represented as:

R̂k ¼ ðRkð0Þ;Rkð1Þ; . . .;RkðN � 1ÞÞ k ¼ 0; 1; . . .;N � 1 ð12Þ

And finally all of the R̂k need to be demodulated at the receiver by K point FFT,
which can be represented as:

GnðkÞ ¼ 1ffiffiffiffi
K

p
XK�1

l¼0

R̂lðkÞ expð�j2pnl
K

Þ; n ¼ 0; 1; . . .;K � 1 ð13Þ

where Gn is the reduced signal of Yn, and after a parallel-to-serial transform process, we
can get the spectrum decision of PU.

4 Simulation

In this section the feasibility and performance of proposed algorithm will be evaluated
through comparing with “and” decision algorithm, “or” decision algorithm and
single-point sensing algorithm. Please note that the noise power is assumed 10 mW and
the SU number is assumed 5. The sensing data are observed in the durations of sensing
period.

The performance of spectrum sensing algorithm can be measured by detection
probability and false alarm probability. Three different spectrum sensing cases are
considered, and the simulation results are plotted in Figs. 5, 6 and 7. In Fig. 5, the
number of SUs is set to 5 and the SNR of received signals are set to 5 dB. In Fig. 6, the
number of SUs is set to 5 and the SNR of received signals are set to 0 dB. In Fig. 7, the
number of SUs is set to 5 and the SNR of received signals are set to -5 dB. We can
draw a conclusion from Figs. 5, 6 and 7 that the performance of the proposed algorithm
is almost the same as that of “or” decision algorithm and single-point sensing algo-
rithm, and a little poorer that the performance of “and” decision algorithm. Considering
its effect of reducing hardware overhead, such a performance loss is acceptable.

In Fig. 8, the SNR-BER performance curve of the proposed algorithm is plotted. It
is shown that the BER is reducing with the increasing of SNR, and when SNR is 5 dB,
the BER is 10�0:6(0.25), which means the proposed algorithm had better be used in
high SNR cases.
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5 Conclusion

In this paper, a cooperative spectrum sensing algorithm based on undersampling has
been proposed. In the proposed cooperative spectrum sensing network, the under-
sampling technology is used in SUs to save costs and reduce hardware overhead. Then,
the algorithm have adopted a method which is similar to VOFDM for signal trans-
mission in the channel between secondary users and fusion center, so that the system
can overcome the intersymbol interference caused by broadband signal and rebuild the
state of primary users in the fusion center. Under three different channel SNR cases, the
simulation results show that the performance of proposed algorithm is similar to the
traditional single-node spectrum sensing and the “or” decision algorithm, however,
worse than “and” decision algorithm. The performance loss is acceptable considering
its effect of reducing hardware overhead.
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Abstract. In this paper, an efficient unsupervised model is proposed to rec-
ognize simple actions and complex activities in traffic scenes which is named
mixture LDA model. Under this framework, we use hierarchical Bayesian
models are to describe three important components in traffic video: basic visual
features, simple actions, and complex activities. This model adopts an unsu-
pervised way to learn how to recognize traffic video. Moving pixels can be
divided into different simple actions and short video clips can be divided into
different complex activities in a long traffic video sequence, then we can achieve
the purpose of recognizing different activities in the surveillance video.

Keywords: Bayesian model � Mixture LDA model � Traffic video
identification

1 Introduction

With the development of economy, video analysis and recognition technology has been
applied widely in different urban public facilities and maintaining public security.
There is growing demand in security control, dynamic condition records and active
alarming system. Video analysis and recognition technology is playing an important
role in the development of the whole society. Intelligent Transportation System
(ITS) [1] is put forward by Japan and the United States at first. They called this research
“intelligent vehicle system”. It was used in road monitoring and intelligent vehicle
research. However, along with the deepening of the research work, the system func-
tions are extended too. The rapid development of intelligent transportation monitoring
system will have a crucial impact on both transportation system and people’s lifestyle.

Because of the complexity of the urban road traffic, the mature vehicle behavior
recognition and detection algorithm is mainly used in expressway at present. However,
most of the traffic accidents usually occur in the urban traffic route and its traffic
environment are usually more complicated than expressway. Abnormal behavior
recognition and detection belongs to the traffic incident detection. It refers to the
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unexpected events on the road including emergency brake, illegal parking, and illegal
turning left or right, and illegal lane change and running through red light. Frequent
abnormal vehicle events bring huge property loss and casualties to the society and
usually cause traffic jams. Hence, applying vehicles abnormal behavior detection to
urban traffic road can help to save lives and prevent property loss.

Present study shows that the recognition methods of video are mainly divided into
two categories including supervised methods and unsupervised methods, from the
perspective whether using the training data set [2].

Video recognition based on supervised methods usually first set up learning model
of normal behavior, and then judge the test data whether match the model. If they two
do not match, the test data will be regarded as abnormal behavior. J. Snoek used the
HMM model to identify the fall event in stairs [3]. First of all, they filtered out the noise
and shadows in the background by using adaptive background reduction method, then
obtained the low-level features of moving objects in video with optical flow, then
divided the video into several segments based on time according to the theory of
condition random field, then set up a reasonable threshold referring to the normal
events and determined whether the event under test belongs to abnormal event by
combining the HMM model. Yin Qingbo completed the anomaly detection under
supervised methods [4]. The method brought in clusters in the process of establishing
the training data set. Zhu Dandong adopted the theme hidden markov model in the
identification of human abnormal activities [5].

Researchers began to shift emphasis from supervised detection method to unsu-
pervised method recently years. Unsupervised anomaly detection method can effec-
tively make up for the disadvantages of supervised method because it doesn’t need to
get any prior sample sets in advance. It only needs to obtain continuous sample data
sets to finish the recognition and classification of normal events, regard the events with
low probability as abnormal event and finally use similarity features for abnormal
judgment. Wang and others introduced HDP into the hidden dirichlet distribution to
realize the behavior identification in complicated and crowned scene [6]. Hospedales
used LDA model to describe the spatial correlation and used HMM model to describe
time correlation [7]. He combined the two models to form a new model called Markov
Clustering Topic Model (MCTM) to achieve the purpose of simplifying related
sequence of time and space when describing model. D. Kuettel combined HMM model
with LDA model and promoted them to the infinite dimension [8]. He proposed
Dependent Dirichlet Processes HMM (DDP-HMM) relied on dirichlet process and
adopted this model to detect the abnormal behaviors in video.

2 System Scheme

2.1 Recognition Model of Low-Level Visual Features

In this paper, our experiment data is a 40-second-long traffic video obtained from
complicated areas. The traffic video includes many different simple actions and com-
plex activities. There are also some hard-solving problems in the traffic video, such as
changeable light, different kinds of car types and environment changes. Hence, at the
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first of this article, we should decide how we can divide the traffic video sequence from
complicated or crowded area into simple actions and complex activities. In this section,
we regard simple actions such as car going straight, car making a U-turn, people
walking across the road and so on as basic element to describe more complex activities.
Simple actions can always result in coherent behavior which usually couldn’t quit in
the middle way. We define the complex activities as the group of a variety of simple
actions which take place in the meantime. For example, a car is making a U-turn while
another car next to it is turning right. However, we didn’t consider those complex but
short activities. For example, two pedestrians are crossing the road together then
turning into different directions. This article only consider those simple actions taking
place in the meantime and we adopt the mixture LDA model.

We consider the moving pixels as the elementary unit to recognize the traffic video.
Adopting this method can successfully refrain from tracking problems in complex area.
The reason that we didn’t use the overall motion characteristics is that varieties of
simple actions always take place in the meantime in crowded areas, and the purpose of
this article is to divide the traffic video into several kinds of motion clusters. We obtain
the basic data sets by compute the location and direction of each moving pixels. When
a long traffic video is given, we can divide it into several short video clips. Moving
pixels which have similar simple actions always show up in one video clip. Our data
sets totally have two hierarchical structures, including long traffic video sequences
divided into short clips and moving pixels divided into simple actions.

Moving pixels in each frame are first obtained by using optical flow. The pixels are
compared between two continuous frames. We judge the pixel as a moving pixel when
the discrepancy of a pixel is larger than the threshold we set up at first. The direction of
each moving pixel can also be obtained by optical flow. According to the size of the
traffic video (600� 800), we divide the traffic scene into cells whose size is 10� 10.
Then each frame totally has 60� 80 cells. We use four characters to describe the
direction of each cell including left, right, up, and down. Hence, we can describe the
moving pixels in each frame according to the codebook whose size is 60� 80� 4.

2.2 Mixture LDA Model

Suppose the traffic video is divided into M short video clips and these M video clips
will be classified into L groups. Each group is consisted of K themes, where K is an
unknown figure at first. Each theme obeys a multinomial distribution. Each group c has
a Dirichlet prior which equals to ac. For a video clip j, the probability of group label cj
is first obtained from the discrete distribution g. pj is the probability that the theme
belongs to the group j, and it can be obtained from DirðpjjacÞ (Fig. 1). For each simple
action or complex activities i in video clip j, zij represents the probability that action i
belongs to theme j, and it can be obtained from probability pjk. bzji is also a discrete
distribution which represents the probability of each simple action or complex activity.

Overall, pjk and zij are two hidden variables in our Mixture LDA model. If aC,b and
g is given, the function relationship between these three hidden variables cj,pj zj and
observed variable xj is
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p xi; zi;pj; cj facg;b; gj� �
¼ p cj gj

� �
p pj acj

��� � QN
i¼1

p zji pj
��� �

pð xji zji;b
��� � ð1Þ

The maxi-likelihood of video clip j is

log p xj acf gj ; g; b
� � ¼ log

XL
cj�1

p cj gj
� �

p xj acj ; b
��� � ð2Þ

With the help of EM algorithm, pðxjjacj ; bÞ can be estimated by creating a lower
bound L1ð/jcj ; cjcj ; b; acjÞ, this step is called E-step in EM algorithm.

log p xj acj ; b
��� � ¼ logðR P

zj
p xi; zi; pj acj ; b

��� �
dpj

¼ log
R P

zj

p xi;zi;pj acj ;bjð Þq zi;pj cjcj ;/jcj

���� �
m zi;pj cjcj ;/jcj

���� � dpj

� R P
zj
m zi; pj cjcj ;/jcj

���� �
logp xi; zi; pj acj ; b

��� �
dpj

� R P
zj
m zi; pj cjcj ;/jcj

���� �
logm zi; pj cjcj ;/jcj

���� �
dpj

¼ L1 cjcj ;/jcj ; acj ; b
� �

ð3Þ

As soon as the lower bound is created, we can maximize the lower bound by
M-step. EM algorithm is an efficient solution to estimate the hyper parameters which is
also called hidden variables. After M-step is done, we can continue to use E-step to
create a lower bound and then use M-step to maximize the lower bound until the hyper
parameters are estimated.

Fig. 1. Mixture LDA model [6]
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L2 can reach the maximum when mðcj cjcj
��� ;/jcjÞ is chosen:

mðcj cjcj
��� ;/jcjÞ ¼

pðcj gj ÞeL1ðcjcj ;/jcj
;acj ;bÞP

cj
pðcj gj ÞeL1ðcjcj ;/jcj

;acj ;bÞ
ð5Þ

3 Simulations

3.1 Simulation Steps

In the simulation, we consider a 40-second video based on complicated and crowned
scenes. Its pixel is 600� 800 and its frame rate is 15 fps. The specific simulation steps
and parameter setup are as follows (Table 1):

3.2 Simulation Results

In this section, low-level features obtained by optical flow will be clustered by using
mixture LDA model and EM algorithm. In mixture LDA model, M video clips will be

Table 1. Steps of simulation

(1) Divide the video into consecutive frames and combine these frames into video image sequen-
ces. Divide these video image sequences into 20 short video clips. Each clip is 2 s long

(2) Use optical flow method to obtain the basic features in the traffic video and put these low-
level features into WS and DS, where WS is an action set and DS is a clip set

(3) Extract semantic features in low-level features obtained in step (2) by using mixture LDA
model. In this step, low-level features will be clustered into different themes

(4) Process the clustering result obtained in step (3), and range the clustering result according to
the size of the probability. Set up a threshold value and discard those data sets which are
lower than the threshold

(5) Take data obtained in step (4) back to the video scene, so that we can get different activities
and interactions
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grouped into L clusters, and each cluster has its own Dirichlet prior ac which decide the
distribution of themes in each video clip (Table 2).

Figure 2 shows us that the 40-second video is divided into 30 themes and we can
see the probability of each theme from the figure. Figure 3 shows us the probability

Table 2. Simulation setup of optical flow

Document WO b a Iterations Correlation factor Frame rate

20 19200 0.01 50/T 20000 3 15

Fig. 2. Probability distribution of each topic

Fig. 3. Probability distribution of words in each topic
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distribution of actions or activities in each theme. We can tell that Neighboring words
are usually grouped into the same cluster. After the low-level features are returned to
the original video scene, we can obtain Fig. 4 which shows us the different kinds of
activities and interactions in each topic.

Fig. 4. Activities and interactions in each topic

Fig. 5. Topic 26 and 27 (Color figure online)
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3.3 Results Analysis

In order to make it convenient to analyze simulation results, we capture a frame from
the original video as the background. Figure 5 is motion pattern in topic 26 and 27
respectively. In Compared with original traffic video, we can clearly tell that the red
path represents a bicycle traveling in the motor vehicle lane and turning left into the
pavement directly in topic 26. In topic 27, we can see that vehicles turning left have a
conflict against pedestrian passing the pavement.

4 Conclusion

In this paper, we propose the mixture LDA model to recognize and detect different
motion patterns in surveillance video. From the simulation results, we can see that the
model proposed in this paper can classify different kinds of activities and interactions
clearly.
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Abstract. The majority of existing studies on power control in cogni-
tive radio networks focus on maximization of signal-to-interference-noise
ratio (SINR), while this paper firstly introduces the signal-to-leakage-
and-noise ratio (SLNR)-oriented power control to optimize throughput
in a cognitive radio network (CRN), where massive secondary connec-
tions (SCs) and a primary user (PU) coexist with each other sharing
the same frequency spectrum. Considering the practical challenge that
the channel gains between SCs and PU are typically uncertain, we intro-
duce a probabilistic interference constraint to protect the PU’s trans-
mission and reformulate it according to the Lyapunov ’s central limit
theorem (CLT). Then, we apply the convex optimization theory to solve
the intractable problem by excluding the probabilistic constraint. Espe-
cially, a novel algorithm based on the first-order Lagrangian is developed
where the dual variables are updated simultaneously. Furthermore, we
provide numerial results using different parameter, which display that
the proposed method can achieve higher throughput with much lower
computational complexity comparing with the existing literature.

Keywords: Cognitive radio network · Power control · Channel
uncertainty · Massive secondary connections · Signal-to-leakage-and-
noise ratio

1 Introduction

Spectrum resource is more and more crowded with the ever increasing demand
for wireless devices and applications. Pushed by the current severe situation,
cognitive radio (CR) has drawn much attention which is a promising technique
to improve the efficiency of spectrum utilization [1–3]. Specifically, in the under-
lay CR mode, a primary user (PU) shares the same spectrum with multiple
secondary connections (SCs) in a cognitive radio network (CRN) [4]. With this
concept, SCs can access the licensed spectrum used by the PU provided that
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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no harmful interference beyond tolerance is introduced. Therefore, it is widely
recognized that power control becomes essential for the whole system to mitigate
harmful mutual interference.

As an important issue in CR systems, power control has been studied exten-
sively in the literature. Specifically, in [5], a heuristic algorithm under OFDMA
has been proposed with an assumption that channel state information (CSI) is
perfectly available. However, SCs might have not been given priority to know
the signal characteristics of the PU, and thus have to rely on imperfect chan-
nel estimation. Consequently, power control for CRNs must account for channel
uncertainty [6,7]. In [6], the interference constraints as a probability in a power
control problem under the CR scene have been considered, where the uncertainty
has been in fading channels including shadowing and Nakagami fading. Power
control problems for OFDMA under channel uncertainty is also studied in [7].
However, to the authors’ best knowledge, all the existing studies of through-
put optimization are oriented towards the signal to interference plus noise ratio
(SINR), thus there are no closed form solutions on account of the coupled nature
of the corresponding optimization problem. Moreover, the majority of existing
studies consider the case that the number of SCs is small (up to tens) and they
do not explicitly address the mutual interference between SCs in the system.

In this paper, we propose a signal-to-leakage-and-noise ratio (SLNR)-oriented
power control method to promote the throughput capacity of the system. Mean-
while, the interference is mitigated between massive SCs (up to hundreds of
more) with channel uncertainty. Notably, the so-called SLNR is originally used
to design precoders in multi-user MIMO communications [8], where leakage refers
to the interference caused by the signal intended for a desired user on the remain-
ing users in a precoding scheme. Differently, in this paper, leakage means the
interference generated from one SC to all other SCs. As a result, SLNR is able to
measure how much power leaks to the other SCs in the CRN. More importantly,
due to the coupled interference nature of the corresponding throughput opti-
mization problems, existing solutions based on SINR do not have closed forms.
Differently, the proposed SLNR-oriented power control method in this paper can
circumvent the hurdles of SINR perfectly, which leads to a decoupled optimiza-
tion problem and allows an analytical closed form solution. This method has
been proved to be much more effective in this paper (see Sect. 4). Specifically,
there are three innovations below the part:

(i) Describe an optimal problem, where channel uncertainty and interference
constraints are jointly considered. Different from other power control meth-
ods, the throughput is promoted via a novel concept which optimizes the
sum SLNR instead of SINR.

(ii) Introduce Gaussian approximation based on the Lyapunov ’s central limit
theorem (CLT) to offer a conservative surrogate and propose an effective
power control algorithm based on first-order Lagrangian where the dual
variables are updated simultaneously.

(iii) Provide numerial results using different parameter, such as the transmit
power and the interference threshold of SCs, which display that our method
can outperform the state-of-the-art works in the literature.
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2 System Model and Problem Formulation

Consider a CRN where a PU and massive SCs utilize the same spectrum in the
underlay mode. The SCs are supposed to be randomly distributed around the
PU and N = {1, 2, · · · , N} is denoted as the set of all SCs. In addition, let pn

represent the transmit-power of the nth SC. Also, let pmax denote the maximum
transmit-power of SCs, Imax denote the maximum interference of SC, and Ip

max

denote the maximum interference of PU.
The channel gain gn,m between the nth and the mth SC is known accu-

rately [10]. Because SCs almost have no cooperation with PU through their
transmissions, it is hard to precisely estimated the gain gPU

n between them.
The SINR of the nth SC can be obtained as follows:

SINRn =
pngn,n∑N

m=1,m �=n pmgm,n + σ2
0

, (1)

where pngn,n is the received signal power,
∑N

m=1,m �=n pmgm,n represents the
mutual interference of SCs. The whole throughput of the network is expressed
as the following formulation:

THsum =
N∑

n=1

log2 (1 + SINRn). (2)

The SLNR of the nth SC is defined as:

SLNRn =
pngn,n∑N

m=1,m �=n pngn,m + σ2
0

, (3)

where the power of the desired signal component for SC n is given by pngn,n.
Meanwhile, the interference caused by SC n on SC m is given by pngn,m. There-
fore,

∑N
m=1,m �=n pngn,m represents the power leaked from SC n to all other SCs,

which is the concept of leakage for SC n. This lies the difference from SINR.
Due to the mutual interference, the constraints of SCs are expresses as fol-

lows:

N∑

m=1,m �=n

pmgm,n = I(−n) ≤ Imax, ∀n. (4)

In addition to this, the protection for the PU is taken into consideration.
That is to say, the sum interference from all the SCs to the PU is limited under
a certain threshold [10]. In order to clearly quantify this, Pr [.] is defined as the
outage probability, which can be written as the following expression:

Pr

[
N∑

n=1

pngPU
n ≤ Ip

max

]
≥ 1 − ε, (5)
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where gPU
n is a random variable which is independent and identically following

a distributed exponential and the mean is θ, and the threshold of the outage
probability is ε.

In this paper, in order to circumvent the hurdles of SINR, the following
SLNR-oriented problem is skillfully designed to achieve the purpose of through-
put maximization:

(P) max
p={pn}

N∑

n=1

SLNRn

s.t. C1 : pn ≤ pmax, ∀n

C2 :
N∑

m=1,m �=n

pmgm,n = I(−n) ≤ Imax, ∀n

C3 : Pr

[
N∑

n=1

pngPU
n ≤ Ip

max

]
≥ 1 − ε, (6)

where C1 restricts the transmit-power of SC, C2 guarantees that all the SCs
can coexist with each other and C3 focuses on the protection for the PU. As
is mentioned in the previous definition of SLNR, not only does SLNR promote
SCs benefit, but also can suppress the interference on others. In this way, the
performance should be greatly improved, where the motivation lies. For problem
(6), the challenge is that the channel gain is uncertain along with considering
massive SCs’ interference. In addition, there is not yet any satisfactory solution
to the open issue so far. In the following part, we introduce a feasible way to
tackle the difficulty with low complexity, which takes advantage of the convex
optimization theory.

3 Algorithm Design

In this section, an algorithm based on Lagrangian techniques is developed
to solve the problem P. The objective function (3) is rewritten by f(pn) =

pngn,n∑N
m=1,m �=n pngn,m+σ2

0
and obviously f(pn) is a concave function. According to [11],

the objective function is also a concave function. The original optimization objec-
tive can be converted into the following form:

(P∗) min
p={pn}

−
∑

n

f (pn) . (7)

Nevertheless, C3 does not meet the requirement of a convex function. Let
Xn = pngPU

n , and we assume that Xn independently follow the exponential
distribution with mean pnθ. Meanwhile, assume the sum of the whole random
variables is X =

∑
n Xn. Next, the original constraint is able to be changed into

the probability form as follows:

Pr

[
X =

∑

n

Xn ≤ Ip
max

]
≥ 1 − ε. (8)
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To deal with the constraint (8), the distribution of X is very important. To
study the distribution of X, we use the following Lemma 1 [12] to get Gaussian
approximation.

Lemma 1. The Lyapunov’s central limit theorem (CLT): If X1,X2, . . . , Xn are
independent of each other with mean E (Xk) = μk and variance D (Xk) = σ2

k >
0, we can obtain that

Zn =
∑n

k=1 Xk − ∑n
k=1 μk

Bn
∼ N (0, 1) (9)

and
n∑

k=1

Xk ∼ N

(
n∑

k=1

μk, B2
n

)
, (10)

where B2
n =

n∑
k=1

σ2
k.

Generally, X can be regard as a normally distributed random variable due
to massive connections. Approximately, the mean is m and the variance is σ2:

m ∼ ∑
i piθ

σ2 ∼ ∑
i (piθ)

2
. (11)

As a result, the following expression is a substitute product for (8):

P (p) = 1 − FN (Ip
max) =

1
2
erfc(

Ip
max − m√

2σ
) ≤ ε. (12)

where FN (·) is the cumulative distribution function (CDF) of a normal distrib-
ution and its mean is m, the variance is σ2. Moreover, erfc(z) = 2√

π

∫ ∞
z

e−t2dt.

For (12), the assumption is that f3 (p) = 1
2erfc( Ip

max−m√
2σ

) − ε. Inspired by the
scheme proposed in [10], the problem P can be decomposed into a sub-problem
P1 and (12):

(P1) min
p={pn}

− ∑
n

f (pn)

s.t. C1, C2 (13)

When a power allocation is given from P1, we can check if it meets (12). If it
does, the given power is optimal; or lower a step and check it again.

Next, we solve this minimization problem (P1) with Lagrangian techniques.
Firstly, by introducing nonnegative dual variables λ = [λ1, λ2, ..., λN ] and μ =
[μ1, μ2, ..., μN ], the Lagrange function is given by

L (p,λ,μ) = −
∑

n

f0 (pn) +
∑

n

λn (pn − pmax)

+
∑

n

μn

(∑N

m=1,m �=n
pmgm,n − Imax

)
. (14)
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The dual function is defined as an unconstrained minimization of the
Lagrangian function:

g (λ,μ) = inf
p

L (p,λ,μ) . (15)

We consider the problem in (15) for obtaining g (λ, μ) with a given set of λ and
μ. From (14), we have

∂L (p,λ,μ)
∂pn

=
gn,nσ2

0(∑N
m=1,m �=n pngn,m + σ2

0

)2 + λn + μn

∑N

m=1,m �=n
gm,n. (16)

Because the dual function is always convex, a gradient-type search is guaran-
teed to converge to the global optimum. Problem P1 is solved via the following
first-order algorithm that utilizes the gradient of L (p,λ,μ) to simultaneously
update the dual variables with constant Δ [11],

pk+1
n =

[
pk

n − Δ

(
∂L (p,λ,μ)

∂pn

)]

P

(17)

λk+1
n = λk

n + Δ (pn − pmax) (18)

μk+1
n = μk

n + Δ

(∑N

m=1,m �=n
pmgm,n − Imax

)
, (19)

where k is the iteration number and Δ is the iteration step and [x]y is the
projection of x onto the set y. According to [11], the above gradient update can
be guaranteed to converge to the optimal dual variables as long as the sequence
of scalar step Δ is chosen appropriately. Finally, the entire steps to solve the
optimization problem is displayed in Algorithm1, where Step 1 to 6 solve P1
and Step 8 to 11 check (12). The computational complexity of the algorithm
is counted as follows. Solving (17) requires solving n equations by complexity
O(N). (17), (18) and (19) need to update 3n times at the same time with k
iterations. Thus the complexity of the solution is measured by O(3KN).

4 Simulation Results and Analysis

In Table 1, we list the key system parameters which are used in the simula-
tions. The presented results are acquired via 1000 independent tests. In order to
evaluate the performance of our proposed method, an optimal power allocation
method oriented to SINR in [14] is introduced as a benchmark scheme.

Figure 1 depicts the sum throughput of different methods as a function of
the density of SCs. The first observation from Fig. 1 is that the traditional
SINR-oriented power control incurs a performance loss compared to the proposed
SLNR-oriented power control with channel uncertainty. This phenomenon can
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Algorithm 1. The power control algorithm with channel uncertainty
1: Initialization: Set the parameters k = 0, p(0) = {p0

n},Δ > 0, ε, γ, δ.
2: for k = 1, 2, ... do

3: for each user, calculate p∗
n =
[
pk

n − Δ
(

∂L(p,λ,μ)
∂pn

)]

P
.

4: Update λk+1
n and μk+1

n according to (18), (19).
5: Update pk+1

n = p∗
n.

6: end for Until
∣∣pk+1 − pk

∣∣ ≤ δ.
7: If P (p) ≤ ε, end; or, step into 8.
8: for m = 1, 2, ..., M do
9: Set p(k) = p∗(t).

10: p(m+1) = p(m) − γ.
11: end for Until P (p) ≤ ε.

Table 1. System parameters used in simulations.

Parameter Value Comments

σ2
0 −100 dBm Noise power

pmax 20 dBm The maximum power of the SC

Imax, I
p
max −120 dBm The interference threshold value of SC, PU

Δ 0.15 The iteration step

γ 0.02 The power step

δ 10−4 The accuracy of power

ε 0.1 The threshold value of the outage probability

be attributed to the fact that not only does SLNR promote SCs benefit, but also
can suppress the interference on others. In this way, the performance is greatly
improved. Furthermore, we can also observe that both curves have a tendency to
decline when the number of SCs becomes large, which is due to the fact that as
the density increases, the mutual interference among SCs may result in several
SCs out of work, considering the constraint C2 in the optimization.

Figure 2 discloses the sum throughput versus the SC’s interference threshold
level Imax as a function of the transmission power limit, where the number of
SCs is invariable. From the figure, the sum throughput has a uptrend with the
increase in transmission power. Taking Imax = 10−10 as an example, it can be
observed that more robust performance can be approached as the transmission
power increases. Nevertheless, two conditions, the interference between SCs and
the power increasing, have bind effects mutually. So the sum throughput will
reach saturation state when the power increases to a certain extent. The phe-
nomenon can be seen more noticeably when Imax = 10−12 and Imax = 10−13.
Furthermore, the power increasing would be greatly limited if the interference
threshold is too small such as Imax = 10−15, and thus the sum throughput is
almost invariable.
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Figure 3 shows the average time elapsed as a function of SC’s power limit.
The commonly-used barrier method in the literature and the adopted first-order
lagrangian method are compared. From the analysis results given in Sect. 3, we
know that the adopted first-order lagrangian method has a linear complexity of
O(3KN). Addition to this, the results in Fig. 3 show that the time cost of our
method is not only the lower one, but also it varies trivially as the SC’s power
limit increases.

5 Conclusion

In this paper, we have proposed a SLNR-oriented power control method to pro-
mote the throughput capacity of the system. Meanwhile, the interference is mit-
igated between massive SCs with channel uncertainty. Gaussian approximation
based on the Lyapunov ’s central limit theorem has been used to offer a conserva-
tive surrogate. Moreover, we have developed an effective power control algorithm
based on first-order Lagrangian where the dual variables are updated simultane-
ously and the solution is amenable. Simulation results have validated the effec-
tiveness of our proposed algorithm. As one future work, a subject of extension
to more general channel models including correlation or feedback delay will be
investigated.
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Abstract. In wavelet packet modulation (WPM) system, the application of the
linear minimum mean square error (LMMSE) channel estimation algorithm is
limited by the nonlinearity of the fading WPM signal. To solve the problem, a
simplified linear signal model (SLSM) matching with the LMMSE algorithm is
established in the paper. The establishing of the SLSM is based on the fading
channel and the orthogonality of WPM signals. The analysis and simulation
results show that, the SLSM is matched with the LMMSE algorithm, and the
SLSM based LMMSE algorithm can improve the WPM system performance
effectively in frequency-selective fading environment.

Keywords: WPM system � Channel estimation � LMMSE algorithm �
Simplified linear signal model

1 Introduction

Multicarrier scheme is a representative technique for high bit rate wireless communi-
cations, whose key advantages are multipath immunity, narrowband interference
suppression and high band efficiency [1]. WPM system is a novel kind of multicarrier
transmission method whose good time-frequency localization motivate a lot of current
researches on it [2–5]. In WPM scheme, a packet structure can be divided not only in
frequency domain but also in time domain and this unique division brings flexibility to
wireless communication.

The wireless channel can be characterized as frequency-selective fading if the
signal bandwidth is considerably wider than the coherence bandwidth; it brings a
random gain for each scale of WPM signal and leads to selective fading in frequency
domain. Generally, linear channel estimation method is used to compensate for this, the
studies of channel compensation suitable for WPM system have been done in [6–9]. In
[6, 7], least square (LS) algorithm based estimation method was proposed to improve
the performance of the system in flat fading channel. In [8], parameters of multi-path
Rayleigh fading channel can be obtained by using LS channel estimation and linear
interpolation. In [9], Huber channel estimation algorithm was applied to achieve the
best performance in non-Gaussian channel. However, LMMSE estimation algorithm,

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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the most effective estimation method in frequency selective fading channel was not
mentioned in these literatures. This is because in WPM, the inverse wavelet packet
transform (IWPT) is employed for signal synthesis, which makes the relationship
between the signal and the channel impulse response become more complex and this
leads to the mismatch between the WPM signal model and the typical LMMSE
method. As a consequence, LMMSE based channel estimation cannot be used in WPM
system. Thus the SLSM which cooperates with the typical LMMSE method has been
established in this paper. Theory and simulation results show that, the SLSM meets the
using requirement of the LMMSE channel estimator, and the proposed estimators
based on the SLSM provide significant performance gain for WPM system in
frequency-selective channel.

The structure of the paper is organized as follows. After presenting the WPM
system in Sect. 2, SLSM is established in Sect. 3. In Sect. 4, LMMSE estimation
algorithm based on SLSM are put forward. The robustness of the LMMSE channel
estimators based on the SLSM is tested in Sect. 5 and a summary and concluding
remark appear in Sect. 6.

2 WPM System

2.1 WPM System Model

WPM is a kind of multicarrier transmission method [10]. The typical WPM system
model is displayed in Fig. 1.

At the transmitter, the IWPT is applied to the input data xl;m½k� for synthesizing the
transmitted symbols x0;1½n�, each of which is individually amplitude modulated by
scaling function u0;1ðtÞ. Then, the synthesis WPM signal can be constructed by

sðtÞ ¼
X
n

x0;1½n�u0;1ðt � nT0Þ

¼
X

l2K;m2Ml

X
k

xl;m½k�ul;mðt � kTlÞ
ð1Þ

I
W
P
T

W
P
T

( )s t

( , )h t τ

,2[ ]lx k

,2
[ ]ll

x k

Channel
,2ˆ [ ]lx k

,2
ˆ [ ]ll
x k

0,1[ ]x n
0,1ˆ [ ]x n

,1[ ]lx k ,1ˆ [ ]lx k

0,1( )tϕ

matched
filter

0,1( )tϕ

( )r t

Fig. 1. Equivalent WPM base-band system model.
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where ul;mðtÞ are orthogonal subcarriers and Tl is the symbol interval. The basic
principle of WPM and the performance comparison of OFDM and WPM have been
described in the literature [3]. They are very different in form, therefore the effective
channel estimation method LMMSE can be used in OFDM but not suitable for WPM.

3 The SLSM for WPM in Frequency Selective Fading
Channel

3.1 Wireless Channel Model

Assume a multipath fading channel consisting of N resolvable paths; the channel
impulse response hðt; sÞ can be closely approximated as

h t; sð Þ ¼
XN�1

i¼0

ai tð Þd s� sið Þ ð2Þ

In (2), N is the total number of propagation path and dð�Þ denotes the impulse
function. For the ith path, aiðtÞ is the complex impulse response and si is the path delay.
In the case, the received signal at the receiver can be expressed as

rðtÞ ¼ sðtÞ � hðt; sÞþwðtÞ
¼
Z smax

0
sðt � sÞhðt; sÞdsþwðtÞ ð3Þ

where wðtÞ is an additive white Gaussian noise with zero mean value and variance r2w,
and we can safely assume the noise is uncorrelated with the channel impulse response.

3.2 The SLSM

For analysis, a special case of two-path frequency selective fading channel is taken into
account. In the condition, the equivalent low-pass received signal is modeled as

rðtÞ ¼ h1ðtÞsðtÞþ h2ðtÞsðt � sÞþ vðtÞ ð4Þ

where s(t) is the multiplexed WPM signal defined in (1), h1ðtÞ and h2ðtÞ are channel
gain which are mutually independent complex Gaussian processes. At the receiver,
r(t) is passed through the matched filter u0;1ðtÞ for sampling and matching firstly. Since
h1ðtÞ and h2ðtÞ are slow processes and can be regarded as a constant in several bit
duration, the output of the match filter is

rs n½ � ¼
Z

r tð Þu0;1 t � nT0ð Þdt

¼ h1 n½ �x0;1 n½ � þ h2 n½ �
X
n

x0;1 k½ �Ru nT0 � kT0 � sð Þþ v n½ �
ð5Þ
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where h1½n� and h2½n� are the sampled values of h1ðtÞ and h2ðtÞ at instant nT0, and R/ð�Þ
denotes the autocorrelation function of scale function u0;1ðtÞ.

Re-arrangement of the right hand of Eq. (5) results in

rs n½ � ¼ h1 n½ � þ h2 n½ �Ru �sð Þ� �
x0;1 n½ �

þ h2 n½ �
X
k0 6¼0

x0;1 n� k0½ �Ru k0T0 � sð Þþ v n½ �
( )

¼ hs n½ �x0;1 n½ � þ vs n½ �

ð6Þ

where hs½n� and vs½n� can be expressed as

hs n½ � ¼ h1 n½ � þ h2 n½ �Ru �sð Þ
vs n½ � ¼ h2 n½ � P

k0 6¼0
x0;1 n� k0½ �Ru k0T0 � sð Þþ v n½ �

(
ð7Þ

In (7), vs½n� represents the total noise including the Gaussian noise and the multi-
path interference.

It is well known that LMMSE is more stable and accurate method. The applicable
condition of the LMMSE is that the estimation value is the linear function of the
observe value which can be modeled as

A ¼ Bhþ c ð8Þ

where c is the noise with zero mean value and is irrelevant to h. Obviously, the form of
formula (6) does not meet the requirements, so it is not suitable for the algorithm
LMMSE. Therefore, we need to simplify the formula (6), so that it can be used for
LMMSE algorithm.

In frequency selective fading case, s[ T0. It is well known that RuðsÞ has a good
correlation ship. When s[ T0, Ruð�sÞ approaches to zero and Ruð0Þ is equal to one.
Therefore, Eq. (5) can be transformed into the following form

rs n½ � ¼ h1 n½ �x0;1 n½ � þ h2 n½ �x0;1 n� s
T0

� �
þ v n½ � ð9Þ

Similarly, if the total number of propagation paths is L, and for the ith path,
si ¼ iT0. At the same time assume that the channel is slow fading case, the received
signal can be derived as follow

rf ¼ Xhþ v ð10Þ

where v is the AWGN with zero mean value and variance r2v , and matrix X and vector
h can be described as
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h ¼½h0; h1; � � � ; hL�1�T ð11Þ

X ¼
x0;1½1� x0;1½N� � � � x0;1½N � Lþ 2�
x0;1½2� x0;1½1� � � � x0;1½N � Lþ 3�

..

. ..
. . .

. ..
.

x0;1½N� x0;1½N � 1� � � � x0;1½N � Lþ 1�

2
6664

3
7775 ð12Þ

The received signal model described in (10) is SLSM. From (11) and (12) we can
find that, the relationship between the estimation value ĥ and the observe value rf
satisfies the condition described in (8), which denotes that the established SLSM meets
the application condition of LMMSE algorithm.

4 LMMSE Channel Estimation Adopt SLSM

LMMSE uses the statistic properties of the channel coefficients and the additive noise
to reduce the mean square error, and its estimation value comes from the minimum
mean square error described as follow

@J

@ĥ
¼

@E h� ĥ
� �T

h� ĥ
� �� �

@ĥ
¼ 0 ð13Þ

Based on (13), the estimation value h can be described as follow

ĥLMMSE ¼ lþPXT XPXT þR
� 	�1

rf � Xl
� 	

¼ P�1 þXTR�1X
� 	�1

P�1lþXTR�1rf
� 	 ð14Þ

According to the SLSM established in (10), the h, rf ,v and X can be denoted as (11)
and (12). In (14), lðL�1Þ and PðL�LÞ are the mean value and variance of h, and the

superscripts ½���1 and ½��H denote matrix inversion and Hermitian transpose respec-
tively. R ¼ EfvvHg is the auto-correlation matrix of v. The result described in (14) has
proved the matching between the proposed model and the LMMSE algorithm in
theory.

5 Simulation and Results

Perfect synchronization has been done since the aim is to observe the channel compen-
sation performance. The received signal model was shown as (10), and the simulation
parameters were shown in Tables 1 and 2. In the experiment, Daubechies 12 wavelet was
used to synthesize and decompose the WPM symbols, the channel was modeled as 6-ray
model, and the corresponding amplitude and phase are defined in Table 2. As the channel
was frequency selective fading, the block-type pilot was used [11].
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As shown in Figs. 2 and 3, the SLSM based estimator can improve the system
performance significantly, although the performance of the LMMSE estimator is much
better than that of LS, but is far less than that of the optimal estimator. This is because
WPM does not use the cyclic prefix (CP), and the CP is the main method to suppress
the inter-carrier interference (ICI) in OFDM system. Therefore, the ICI caused by the
frequency selective fading affects the performance of the system seriously, even if the
channel estimation has been done, it still can’t remission the decline of the performance
completely.

The increase of estimation error caused by time delay and the multipath energy is
shown in Figs. 4 and 5. In the simulation, two path channels were used, and the
channel model was denoted as follow:

rf n½ � ¼ h0x0;1 n½ � þ hmx0;1 n� m½ � þ v n½ � ð15Þ

where (15) is the particular form of (10). The time delay sm ¼ mT and the ratio of
the energy between the main path and the second path was defined as

Table 1. Simulation parameters

Wavelet pattern Subcarriers number Modulation scheme Path number

Daubechies 12 M = 512 QPSK L = 6

Table 2. The amplitude and phase of h

Delay time si Amplitute hi Phase /i

s1 ¼ 0 h0j j ¼ 1 1.2567
s1 ¼ T0 h1j j ¼ 0:6065 0.6283
s1 ¼ 2T0 h2j j ¼ 0:3679 −1.2567
s1 ¼ 3T0 h3j j ¼ 0:2231 −1.2567
s1 ¼ 4T0 h4j j ¼ 0:1353 0.6283
s1 ¼ 5T0 h5j j ¼ 0:0821 0.6283
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r2h0=r
2
hm ¼ 10 lg

h0j j2
hmj j2

 !
ð16Þ

where h0 was the main path.
From the simulation results we can find that, with the increase of the delay and the

decrease of energy ratio, the estimation error increases and the system performance
declines. The above results indicate that the SLSM based LMMSE estimation method
can improve the system performance significantly, which has proved the good
matching between the LMMSE and the proposed model.

6 Conclusion

The investigation shows that the nonlinear of the WPM fading signal model in fre-
quency selective fading channel is the significant limitation to the using of the LMMSE
algorithm. Therefore, the SLSM has been established and the LMMSE estimator using
SLSM is employed to improve the system performance. The key features of the SLSM
are: (i) It is obtained by using the orthogonality principle of the wavelet packet function
and the characters of the frequency selective fading channel. (ii) The linear form of the
SLSM satisfies the applicable condition of the LMMSE estimator.

The theoretical and simulation results demonstrated that the proposed SLSM has
solved the mismatch problem between the nonlinear of the signal model and the linear
estimator, and the SLSM based LMMSE channel estimators can significantly improve
the WPM system performance in frequency selective fading environment.
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Abstract. Since the graphics processor of common X86 platform does not
support the display function of multi-layer graphics, this paper proposes to
combine the Qt Graphics-view framework with OpenGL pixels operation
function and utilizes the graphics memory under the Linux system to achieve the
layered and efficient display based on the radar information. The proposed
approach can effectively realize the main functions of radar display and control
system, including the radar Plan Position Indicator (PPI) display, target glint in
warning area, and Automatic Identification System (AIS) target management
and display. The experimental results prove that the proposed approach has the
advantages of high efficiency, smooth image update, and low hardware
requirements. In addition, the proposed approach has been successfully applied
to a typical shipborne radar navigation system.

Keywords: Radar � PPI display � Qt � OpenGL � AIS

1 Introduction

Since the radar system has the advantages of low environmental requirement and target
detection with real-time capacity, high positioning accuracy, and long ranging property,
it is indispensable for ship navigation. The main features of modern shipborne navi-
gation radar display systems are the digital information processing, high-performance
information display, and friendly interactive experience [1]. Most of the implementa-
tion platform is based on the existing System on Chip (SOC) platform or embedded
platform by selecting the Advanced RISC Machines (ARM) as the core. As one of the
most important parts for human-computer interaction in the radar system, the radar
display and control terminal undertakes the fundamental tasks of original radar image
display, radar control, and tracking target display. In addition, the modern radar can
integrate the radar images with the Global Position System (GPS), Automatic Identi-
fication System (AIS), compass, and log to guarantee the well navigation performance.

Since the radar Plan Position Indicator (PPI) display involves a large amount of
image data with high refresh rate, the radar display terminal requires high-grade pro-
cessor and graphics card. Many research institutes mainly focus on the advanced
embedded processors combined with specialized embedded graphics processor, which
generally has multiple images display layers and 2D/3D graphics acceleration. The
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three typical types of software development approaches used for radar display terminal
are summarized as follows. (1) Based on the embedded Linux system, the advanced
GUI development environment, like the Qt and GTK +, is adopted to develop the
display and control interface and render the secondary radar information, and mean-
while the Framebuffer technology is used to draw the radar original image through the
direct operation of video memory [2]. (2) The third-party plug-in which supports
hardware acceleration, like the OpenGL and DirectFB, is combined with the GUI
development environment, like the echo display method based on OpenGL texture
mapping [3] and DirectFB library, to write driver for the sake of achieving the image
layering and hardware acceleration [4]. And (3) On the X86 platform, the DirectDraw
technology based on the Windows system is adopted to achieve the multi-layer image
display and acceleration, by using the Qt or VC++ to develop the radar interface. For
example, the direct video technology with Visual C++ and DirectX programming
method is used to realize the radar image display [5].

Another common approach to develop the radar display and control system is to
select the Field Programmable Gate Array (FPGA) as the main controller, with an
external Video Graphics Array (VGA) conversion chip and Digital Signal Processor
(DSP) chip or ARM processor to process the radar data, and then rely on the FPGA
processing of image data fusion to display the radar images [6].

Aiming at the deficiencies of the approaches mentioned before, this paper proposes
to combine the Qt Graphics-view framework with OpenGL hardware acceleration to
achieve the layered and efficient display for radar information. This approach is based
on the X86 platform with low configuration, and does not require the graphics pro-
cessor to support the multi-layer image display function on hardware. Since the
graphics memory, Qt multi-thread, and OpenGL pixel operation interface are used to
develop the cross-platform radar display and control software, this approach can
effectively compensate the radar display and control terminal development vacancies
on the low configure X86 platform based on the Linux system.

2 Rendering of Radar Images

2.1 Qt Graphics-View Framework

The Qt Graphics-view framework in Fig. 1 can manage and display a large number of
custom 2D graphic items and interact with each other by using the view component to
visualize the graph and support the scaling and rotation. It includes event propagation
architecture, with the ability of accurately doubling the precision interaction with the
items in scene. The UI controls can be easily embedded in the QGraphicsScene and use
the Qt’s QSS to separate the interface beautification and software code which can be
used to customize many GUI elements.

2.2 OpenGL Pixels Operation Interface

The OpenGL is the interface of developing high-quality image in SGI’s graphics
workstation and has become a representative 3D graphics interface [7]. The OpenGL
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provides three basic functions of processing image data, namely the frame buffer pixel
read function glReadPixels, frame buffer pixel write function glDrawPixels and frame
buffer pixel duplicate function glCopyPixels. The glDrawPixels reads a rectangular
array of pixels from the processor memory and writing the data to frame buffer at the
raster position specified by glRastePos* [8]. During the process of pixel transfer from
the memory to frame buffer, the glPiexlZoom is used to set the image scaling and
rotation and glPixelStore is used to set the display range of image.

2.3 Radar Image Display

Since most of the Intel integrated graphics on the X86 platform do not support the
image layered display, the directly operating frame buffer to realize the radar image
display will not benefit the drawing of radar secondary information, like the AIS
targets, ARPA targets, and navigation routes. The proposed approach is based on the
characteristics of Qt Graphics-view framework which can coexist with the OpenGL by
using the image layering method and creating the virtual graphics memory, to realize
the raw radar data drawing. The implementation steps are described as follows.

Step 1: Create the QGLWidget in the main window and use the member function
makeCurrent to set its RenderContext to be the current value.

Step 2: Create the custom view and scene object which are inherited from the
QGraphicsView and QGraphicsScene respectively, and then set the QGLWidget as the
window of the custom view object. The background RenderContext is set to be the
OpenGLContext, with the purpose of avoiding the CPU rendering and improving the
efficiency of drawing.

Step 3: Create the virtual memory in the custom view object by a two-dimensional
array, namely radar video buffer in processor memory, which size is 1024 � 1024 � 4
bytes. We need to initialize it with the background color and modify the array to
implement the real-time change of radar image. The subsequent drawing of radar image
only requires changing the pixel values in virtual memory area, which is similar to the
process of the direct operation of memory.

Step 4: In the function drawBackgroud of custom view object, use the QPainter
member function beginNativePainting and endNativePainting to make the pure
OpenGL rendering, and then use the function InitGL, ResizeGL and PaintGL to
execute the OpenGL operations.

Step 5: In the function PaintGL, use the OpenGL function glDrawPixels to draw
the virtual memory data into the screen as a background layer.

QGraphics
Item 1

QGraphicsScene

QGraphics
Item 3

QGraphicsI
tem 2

QGraphics
View 1

QGraphics
View 2

Fig. 1. Qt graphics-view framework.
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Step 6: Select the azimuth circle, heading line, AIS targets and tracking targets as
QGraphicsItem added to the custom scene object, and then use the function setZValue
to set the items’ display order.

Our system uses the GL_RGBA format when calling the function glDrawPixels
and the data format are GL_UNSIGNED_BYTE because using the same image format
and data format with frame buffer can reduce the workload of OpenGL implementation.
When zooming in the radar image, we use the function glPixelStore* to set the cor-
responding parameters in order to capture the image display area, and meanwhile set
the scale factor and display position on the screen by the function glPixelZoom and
glRasterPos*.

3 Design of Radar Display and Control System

Our system relies on the Linux system to receive the raw radar data which are pro-
cessed by the FPGA, and then parse and display the data. In addition, it is also
responsible for the deployment and control of the entire radar system, secondary
information display, recording and managing the AIS targets, and providing a graphical
interactive interface.

3.1 Interface Design

Our system combines the GPS, AIS, compass, and log to enhance the function and
enrich the display content. The display and control system interface includes the radar
display area, information monitoring area, display control menu, function control
menu, and install menu. Among them, the information monitoring area overlaps the
menu area and is switched by the control button for the sake of ensuring that the
interface is concise. The interface is designed in Fig. 2.

Radar display area

1 2

3 4
1, 2, 3, 4 area is radar parameters display area

inform
ation 

m
onitoring area

display control 
m

enu

function control 
m

enu

 install m
enu

parameters 
monitoring 

other ship 
monitoring 

alarm 
monitoring 

operation panel area

switched by button

Fig. 2. Radar display and control interface.
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The radar display area shows raw radar data, tracking targets, and AIS targets. The
parameters monitoring area shows the ship information, like the latitude, longitude,
course, and speed, while other ship monitoring area shows the tracking and AIS targets
information, like the name or label, Maritime Mobile Communication Service Identifier
(MMSI), speed, heading, Time to Closest Point of Approach (TCPA), and Distance to
Closest Point of Approach (DCPA). The alarm monitoring area shows all the types of
alarm information in a real-time manner. The display control menu contains the color
choices, trail display, vector line length, brightness adjustment and adjustment buttons.
The function control menu contains the warning area selection, route points, TCPA,
DCPA and function setting buttons. The install menu is used for the radar installation
and requires the password for entering.

3.2 Radar Video Display

The conventional radar PPI display depends on the afterglow effect of fluorescent
material to display the echo signal [9], whereas the modern radar is based on the raster
scanner. Since the echo signal is described by polar coordinates, it is required to perform
the coordinates-transformation before drawing. Our system combines the coordinates
index look-up table method and uniform motion model [1] to exhibit the relations
between the raw radar data and drawing positions in the virtual memory [10]. The polar
coordinates represent the target position with the distance and azimuth ðq; hÞ. The
conversion from the polar coordinates into rectangular coordinates ðx; yÞ is shown in (1).

x ¼ q sin h
y ¼ q cos h

�
ð1Þ

Where h is the angle between the target and ship’s heading.
The purpose of coordinate index look-up table method is to calculate each point’s

corresponding quantization angle and display radius based on its two-dimensional
index in the virtual memory, and then create the two-dimensional coordinate conver-
sion table. Based on (2), we first create a two-dimensional data list Index½r�½h�
(0� r\MaxRng, 0� h\MaxAzi), where MaxRng is the maximum display radius and
MaxAzi is the maximum quantization angle, and then use (3) to calculate each point’s
index idx and store it into the list Index. When drawing the radar data, we need to look
up the table according to its polar coordinates to obtain the corresponding index in the
virtual memory, and assign a color value.

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x1 � Rð Þ2 þ y1 � Rð Þ2
� �r

h ¼ atan x1 � R; y1 � Rð Þ �MaxAzi =2p

8<
: ð2Þ

where R is the half of the height of screen.

idx ¼ y12Rþ x1 ð3Þ
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Since the uniform motion model selects the true motion of radar operation as the
off-center relative motion, it is not necessary to calculate the two-dimensional coor-
dinate transformation table when the observing mode is changed. The size of the
two-dimensional coordinate index table should be doubled from the size of actual
screen by the reason that the radar display range is doubled under the off-center
condition. Thus, when the radar is off-center in anywhere, we can obtain the actual
screen location of each echo point from the look up table with simple
coordinates-transformation.

The radar display area of our system is a square area with the size of 1024 � 1024
pixels, and the actual PPI display area is a circle with the radius is equaling to 500.
After the raw radar data are parsed, we store the range, angle, index, and video data into
the structure temEchoData as defined below.

Typedef struct temEchoData{
  quint16 range; 
  quint16 angle; 
  quint16 packetNum; 
  quint8 echo[1000];   
}EchoData; 

Since the angle of two adjacent frames echo data are not fixed in FPGA sampling,
we use the angle difference of two frames echo data to draw a sector. Our system
selects the previous frame echo data as the actual drawing data, and selects the current
frame data’s angle as the end angle of the sector drawing. In addition, the refresh rate of
the image is determined by the division angle means the radar image span of each
drawing, and our system choose 6°. When the division angle is large, both the refresh
rate and hardware consumption will be low, but the image will not be smooth. When
the division angle is little, the image will be smooth, but the hardware consumption will
be high.

3.3 Radar Warning Area Alarm

When using the shipborne navigation radar, the warning area alarm is a convenient and
practical function, which achieves the automatic detection and alarm in the designated
area and reduces the workload of radar operator. We aim to detect whether there are
targets in warning area, and make the warning area targets glint when the radar image is
in real-time refresh.

Since the radar image display system uses the virtual memory combined with angle
dividing, the blinking effect of targets can be achieved by changing target content in the
virtual memory between two adjacent refresh of radar images. However, the significant
attention should be paid when the target content is changed since the logical rela-
tionship between the target content and actual echo data is used to modify the virtual
memory.
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3.4 AIS Targets Management

The modern common radar is limited by the hardware constrain, and meanwhile the
number of automatic tracking target based on the raw radar data is generally less than
100 and error tracking occurs due to the existence of noise. As a new type of digital
navigation system, the AIS broadcasts to the nearby ships and coast stations via Very
High Frequency(VHF) and enables the nearby ships and coast stations to master the
dynamic and static information of ships which greatly increased the accuracy of the
target identification and tracking.

The AIS target management mainly includes the AIS target information extraction,
target dynamic refresh, alarm detection, display position locating, and quantity man-
agement. Considering the characteristics, like the large amount of calculation about the
AIS target data, frequent calculation of display position, and stability of refresh time,
our system defines two different coordinate system when calculate the AIS target screen
coordinates. The first one is the rectangular coordinate system between the AIS target
and the corresponding ship, and while the second one is the screen coordinate system
between the screen and the corresponding ship.

The AIS target information is processed with fixed time, to create a QHash table to
store the parsed data of AIS information with MMSI number as index. During the
processing of AIS target information, we refresh the AIS target state, calculate the
alarm information relevant to the corresponding ship, update the historical points, and
analyze whether the AIS target is lost.

Since the number of AIS targets in the harbor or busy waterway is large, handling
all the AIS targets and displaying them on the screen will cause difficulties and waste
hardware resources. To solve this problem, we limit the number of AIS targets by
removing the long-range AIS targets based on the distance between the AIS targets and
the corresponding ships. The steps of AIS target screening is as follows.

Step 1: By assuming that the screened number of AIS targets is k, we create two
arrays, namely Rng[k] and Mmsi[k], as the sorting containers.

Step 2: We select k targets from AIS targets storage list and store them into array
Rng in ascending order of distance, and then store the MMSI number of the corre-
sponding objects into Mmsi.

Step 3: Based on the AIS targets storage list, if the distance is less than the first
element in Rng, we ignore it, and otherwise insert it into Rng with the corresponding
position, remove the minimum, and insert the target’s MMSI number into Mmsi with
the corresponding position. Finally, the MMSI number saved in Mmsi is the AIS
targets index to be removed.

4 Test Results

In our testing, the hardware platform is the Celeron 2 GHz CPU, 1 GHz memory, intel
integrated graphics and flash 8G hard disk.

The control and display system is developed in Ubuntu12.04 and the test system is
TimeSys Linux. The Ethernet cable is selected as the transmission channel between the
baseband process board and display and control terminal. The terminal and baseband
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process board are separated for the sake of facilitating the miniaturization of radar
display terminal.

4.1 Real-Time Performance Testing

The system operation interface is shown in Fig. 3. The yellow and gray images rep-
resent the actual target and clutter in the circular display area respectively. The antenna
rotation period is 2.5 s and image refresh angle is 6°. The image refreshes 24 times per
second with smooth running effect. The number of echo data to be processed reaches
the millions level. The system is able to perform coordinate conversion, drawing
display, and target detection and trail control, as well as respond quickly to a variety of
radar operations.

In the Qt environment, the time consumption of rendering the 1024 � 1024 pixels
is shown in Table 1. From this table, we can find that the drawing efficiency of
OpenGL is higher than other methods and it’s fully meet the real-time requirements.

4.2 Alarm Function Testing

The radar warning area function is to detect the targets and glint alarm automatically
based on the original echo image. Our system detects the values of virtual memory, and
when the warning area appeared targets than glint alarm immediately, and there is no
false alarm or leak detection. Figure 4 shows the normal display image after delimiting
the warning area surrounded by the white line. Figure 5 shows the image under the
condition that the warning area targets are hided. Our system achieves the glint effect of
targets by rapidly alternating the image refresh.

Fig. 3. Operation interface of radar display and control system.

Table 1. Time consumption by different drawing approaches

Approaches QPainter QGraphicsItem OpenGL

Time consumption(ms) 134 625 15
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4.3 AIS Targets Screening Testing

In this section, we simulate 10 AIS targets to test the AIS targets management and
screening function. The display interfaces before and after screening are shown in
Fig. 6. In the figure, the green triangle is the AIS target, while the triangle surrounded
by a box is the selected AIS target. When setting the number of AIS display targets as
4, we can find our system reserves four AIS targets which are closest to the corre-
sponding ships. The distances from AIS targets to the corresponding ship before and
after scanning are shown in Table 2.

Fig. 4. Normal display images of warning area.

Fig. 5. Hidden images of warning area.

Fig. 6. AIS targets display before and after scanning.

Table 2. Distance from AIS targets and ship before and after scanning

Target IDs 1 2 3 4

Before(Nm) 3.226 3.698 4.267 4.902
After(Nm) 3.176 2.873 2.774 2.901
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5 Conclusion

Since the hardware graphics processor on the common X86 platform does not support
the multi-layer image display, this paper proposes a new radar image drawing method
that selects the graphic memory combined with the Qt Graphics-view framework and
OpenGL hardware acceleration function to achieve the real-time radar image display,
glint alarm in warning area, and AIS targets management and integrated display. This
method does not require the graphics processor to support the multi-layer image dis-
play, and meanwhile it has the advantages of cross-platform, low hardware require-
ments and well display performance. Based on the extensive testing result, this method
is proved to be able to work well under the condition that the refresh rate of radar image
equals to 36 per second.
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Abstract. With the development of mobile network, the limited spec-
trum resources are being running out of. Therefore, there is a harsh need
for us to be able to know the current spectrum state as well as predict the
future spectrum state. Though a number of studies are about spectrum
prediction, some fundamental issues still remain unresolved: (i) the exist-
ing studies do not account for anomaly data, which causes serious perfor-
mance degradation, (ii) they do not account for missing data, which may
not hold in reality. To address these issues, in this paper, we develop a
robust spectral-temporal spectrum prediction (R-STSP) framework from
corrupted and incomplete observations. Firstly, we present data analytic
of real-world spectrum measurements to analyze the impact of anomalies
on the rank distribution of spectrum matrices. Then, from a spectral-
temporal spectrum perspective, we formulate the R-STSP as a matrix
recovery problem and develop an optimization method to efficiently solve
it. We apply the formulated R-STSP to real-world VHF spectrum data
and the results show that R-STSP outperforms state-of-the-art schemes.

Keywords: Spectrum prediction · Anomaly data · Missing data ·
Matrix completion and recovery

1 Introduction

The rapid development of mobile network is running out of the limited spec-
trum resource, which is a signal that we need more probable spectrum usage to
adapt to this trend [1,2]. To achieve this goal, we need to know the current spec-
trum state as well as predict the future spectrum state. Spectrum sensing helps
us determines the current spectrum state using various signal detection meth-
ods [3–5], while spectrum prediction gives us the future spectrum data. Spec-
trum prediction’s applications in wireless networks has many merits, for example,
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it increases system’s throughput of spectrum access and reduces the time delay
in spectrum sensing and so on.

As is mentioned above, spectrum sensing is usually used to obtain spectrum
state. However, due to the limitations of hardware processing speed, the cost of
equipment and network deployment cost in real world, we can just only get sparse
spectrum data on time, frequency or space through spectrum sensing. On the
other hand, the measured spectrum data analysis both at home and abroad [6,7]
indicates that any spectrum data does not exist in isolation. They have a close
correlation in time, frequency and space dimensions. The sparsity of spectrum
sensing data sample caused by the limitations of hardware processing speed, the
cost of equipment and network deployment cost can be overcome by fully mod-
eling, analyzing, mining and using the correlations in all dimensions and then
predicting spectrum state. The current domestic and international researches on
spectrum prediction have made staggered results. The early researches on spec-
trum prediction mainly focused on the time domain. With the deepening of the
data analysis based on real-world spectrum measurements, spectrum correlation
phenomenon (the relationship between different channels of spectrum) gradually
attracts researchers’ attention [8,9] and spectrum prediction algorithm based on
spectrum’s frequency domain correlation also constantly emerges. The related
researches can be found in [6,10,11].

There are mainly three challenges in spectrum prediction, namely anom-
alies, measurement errors and missing data. Anomalies and the wrong data are
common, for the error in the process of electromagnetic wave transmission is
unavoidable [12]. Data missing is also inevitable for three reasons. Firstly, the
data missing in the transmission process is normal [13]. Secondly, the limita-
tion of measuring equipment brings the fact that it is unrealistic to measure
all the spectrum bands [14]. Thirdly, the existing measurement algorithm is not
perfect [15].

In this paper, we consider the spectrum state matrix. The columns corre-
spond to time slots and the rows correspond to spectrum bands. Next, we ana-
lyze real-word spectrum data to excavate the correlation structure between time
slots and spectrum bands. Then from a two-dimensional perspective, we regard
spectrum prediction as a matrix recovery optimization problem from incomplete
and corrupted historical data. We develop an alternating direction optimization
method to solve it. Finally, we apply the algorithm to real-world VHF spectrum
data and the results show that it outperforms state-of-the-art schemes.

2 System Model

As stated before, we consider a spectrum matrix X ∈ RF×T . The rows corre-
spond to frequency bands and the columns correspond to time slots. Each ele-
ment xf,t, f ∈ {1, ..., F}, t ∈ {1, ..., T} represents the spectrum state in the t-th
time slot on the f -th frequency band. Each row xf,. := [xf,1, xf,2, ..., xf,T ], f ∈
{1, ..., F} represents the state evolution of T successive time slots over the f -th
frequency band. Each column x.,t := [x1,t, x2,t, ..., xF,t]′, t ∈ {1, ..., T} represents
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Fig. 1. System model.

the state distribution of F frequency bands in the t-th time slot. As is shown
in Fig. 1, the abscissa axis represents time slot, the vertical axis represents fre-
quency band. The data from column 1 to column T −1 is historical data, among
which there exist anomaly data and missing data. What we do is to predict the
data in column T from a spectral-temporal 2D perspective by exploiting the rela-
tionships among historical data and predicted data. To achieve this objective,
there are two critical issues:

• There are many factors contributing to practical spectrum data matrices,
including signals, anomalies and noise.

• Unlike the conventional matrix completion or interpolation that elements are
missing uniformly and randomly, an entire column of the matrix is known in
the case of spectrum prediction.

As for the first issue, we consider the original dataset as a mixture of all
these effects and then decompose the original spectrum matrix into a low-rank
component, a sparse component and a dense noise component, which capture
the major effects of signals, anomalies and noise, respectively. As for the second
issue, we utilize some essential properties of spectrum matrices and add the time
series forecasting into the matrix interpolation.

3 Analysis of Datasets

3.1 Real-World Spectrum Measurement Dataset

As shown in Fig. 2, in this paper we use a software defined radio NI USRP
N2920 to perform real-world spectrum measurement in the basement of a 10-floor
building. The frequency band spans from 50 MHz to 75 MHz with a frequency
resolution 25 kHz. In total 1000 bands are measured and each band is measured
100 times. Therefore, the data size is 1000×100. The spectrum measurement in
terms of power spectral density (dbm/25 kHz) is shown in Fig. 3.
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Fig. 2. A real-world spectrum measurement platform.

Fig. 3. The spectrum measurement data across various frequency bands and time slots.

3.2 Rank Analysis

From the knowledge of linear algebra we know that a higher correlation of a
matrix generally means low rank. For each data matrix, we first make a process-
ing by subtracting from each row its mean value. Then we apply singular value
decomposition (SVD) to analyze the rank distribution of all mean-centered
spectrum data matrices. In Fig. 4, we plot the normalized singular values in
a descending order for VHF bands and for both the cases with and without
anomalies. For comparison, we also analyze an i.i.d Gaussian random signal
dataset.

From Fig. 4, it is suggested in the case of spectrum data matrices without
anomaly, the energy is always contributed by the top several singular values in
measured practical data matrices, which reflects the fact that practical spectrum
data matrices show approximate low-rank structure, and this is quite different
from the Gaussian random signal dataset. In the case with anomaly, we use the
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Fig. 4. Normalized singular values of spectrum datasets.

standard anomaly injection method [16] and inject anomalies to a portion of
the entries in the original matrices. As a result, the presence of anomalies has a
destructive effect on the approximate low-rank structure.

4 Problem Formulation and Algorithm Design

4.1 Problem Formulation

We use xf,t to express the measured spectrum data in the f -th frequency band
over the t-th time slot, then we have

xf,t = zf,t + af,t + vf,t, f = 1, ..., F, t = 1, ..., T, (1)

where zf,t denotes the signal of interest, af,t denotes the anomaly component
and vf,t denotes the additive noise component. As for zf,t, because the signal of
interest is not always present, so we have

zf,t = hf,t · pf,t (2)

where hf,t is a function indicating the presence or absence of the signal and pf,t

is the signal strength in the t-th time slot and the f -th frequency band. If the
signal is present, then hf,t = 1. If the signal is absent, then hf,t = 0.

Introduce the matrix XT := [xf,t], ZT := [zf,t], AT := [af,t], VT := [vf,t]
∈ RF×T , then Eq. (1) can be further rewritten as follows:

XT = ZT + AT + VT (3)

where ZT represents a low-rank signal component, AT a sparse anomaly compo-
nent and VT a dense noise component. The low-rank property of the signal has
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been observed from Fig. 4. The introduction of dense noise component makes the
low-rank structure of ZT + VT approximate and the injection of sparse anom-
aly component AT makes the approximate low-rank structure does not hold at
more.

To further model missing data, introduce the operator PΩT
(·), which sets the

entries of its matrix argument not in ΩT to zero, and keeps the rest unchanged,
then the spectrum state data can be further given as

PΩT
(XT ) = PΩT

(ZT + AT + VT ) (4)

As is stated before, the objective in this paper is to predict the data in
column (i.e.,x.,T ) from a two-dimensional perspective, based on the incomplete
and historical data PΩT−1(XT−1). Now this objective falls into the field of joint
(low-rank) Matrix Completion and (sparse) Matrix Recovery (MCMR).

4.2 Algorithm Design

Consider the fact that the spectrum data in the T -th time slots are completely
unknown, conventional MCMR methods cannot function well, so we first forecast
a few frequency bands of large evolution regularity f ∈ SLER. Specifically, for
any band f ∈ SLER, the forecast spectrum state is given as follows:

x̄f,T =

{
TSF (PΩT−1(XT−1)) f ∈ SLER

0 otherwise
(5)

where TSF stands for various time series forecasting functions. After studying
the evolution trajectories of TV and ISM spectrum, we find that there are always
several bands in each service that their spectrum evolution trajectories are highly
predictable.

Based on x̄f,t, the spectrum matrix for further processing is as follows:

PΩT
(X̄T ) =

[
PΩT−1(XT−1), x̄.,T

]
(6)

In addition, a natural estimator leveraging the low-rank property of ZT and
the sparsity property of AT attempts to fit the incomplete data PΩT

(X̄T ) to
ZT + AT in the least-squares error sense. Meanwhile, the estimator minimize
the rank of ZT measured by its nuclear norm ‖ZT ‖∗ and the number of nonzero
entries of AT measured by its l1 norm ‖AT ‖1. Therefore, we have

min
Z,A

1
2

∥∥ΓΩT
(X̄T − Z − A)

∥∥2

F
+ λ∗

T ‖Z‖∗ + λ1
T ‖A‖1, (7)

where rank-controlling parameter λ∗
T ≥ 0 and sparsity-controlling parameter

λ1
T ≥ 0. In order to provide a effective resolution to the above problem, we

face the following challenges: (i) This is a non-smooth optimization problem due
to the fact that the nuclear and l1 norms are not differentiable from the very
beginning; (ii) The scale of the problem can easily become very large since the
quantity of optimization variables 2 ∗ F ∗ T grows with time.
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To address the above challenges, first we introduce a constraint that
rank(Ẑ) ≤ r, where is the estimate obtained in Eq. (6) and r is the upper bound
rank of the signal part in Eq. (2). Next we factorize the matrix as Z = PQ′

through a bilinear decomposition. P and Q are F ×r and T ×r matrices, respec-
tively. Furthermore, consider the following alternative property of the nuclear
norm [17,18].

‖Z‖∗ := min
P,Q

1
2
{‖P‖2F + ‖Q‖2F }, s.t.Z = PQ′ (8)

Apply Eq. (7) to Eq. (6) and we have

arg min
P,Q,A

1
2

∥∥ΓΩT
(X̄T − PQ′ − A)

∥∥2

F
+

λ∗
T

2
{‖P‖2F + ‖Q‖2F } + λ1

T ‖A‖1, (9)

Obviously, on condition that rank(Ẑ) ≤ r, the separable Frobenius-norm
regularization in Eq. (8) does not damage the optimality relative to Eq. (6). So
far, the optimization in Eq. (8) can be solved by the standard method introduced
in [19].

5 Experiment Results

In this section, spectrum measurements are used to validate the effectiveness
of the proposed robust spectral-temporal two-dimensional spectrum prediction
(R-STSP) scheme over the joint (two-dimension) spectral-temporal spectrum
prediction (J-STSP) scheme [20].

We quantify the spectrum prediction performance in terms of prediction
error. Root mean square error (RMSE) in dB is used to quantify the predic-
tion error, which is defined as:

RMSE(T ) = 10 log10(
||Pω̄T

(ẑT − zT )||22
||Pω̄T

(zT )||22
), (10)

where zT and ẑT are the ground-truth and predicted spectrum data in the T -th
time slot, respectively. ω̄T , the complementary set of ωT , contains the indices
of missing/incomplete observations, while the corresponding sampling operator
Pω̄t

(·) sets the entries not in ω̄t to zero, and keep the rest unchanged.
Figure 5 shows the cumulative distribution functions (CDFs) of RMSE in

dB for the two schemes. It shows that: (i) the prediction performance of both
J-STSP and R-STSP decrease with an increasing percentage of anomaly data;
(ii) R-STSP always outperforms the J-STSP under different configurations;
(iii) the prediction performance of the proposed R-STSP is improved with a
decreasing percentage of anomaly data.
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Fig. 5. Illustration of RSTSP with anomaly data.

6 Conclusion

This paper considered spectrum prediction as a matrix recovery optimization
problem from incomplete and false historical data. We developed an optimization
method to solve it. Finally, we apply the algorithm to real-word VHF spectrum
data and the results show that R-STSP outperforms state-of-the-art schemes.
One future work is to further develop online algorithms to perform real-time
prediction and reduce the delay.
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Abstract. Video monitoring system is an important measure to guarantee
people’s safety. Wireless video monitoring system has been widely used with
advantages of simpler construction and higher flexibility compared with tradi-
tional wired video monitoring system. Cognitive radio network is introduced
into the wireless video monitoring system in this paper to improve the spectrum
utilization. Cognitive radios have enabled users to utilize licensed bands
opportunistically without harmful interference to licensed users. The basic
concept of wireless video monitoring system is recalled in this paper first. Then
we analyze the system model of the cognitive radio network based video
monitoring system. We provide a centralized cooperation spectrum sensing
algorithm and a priority and channel ranking based spectrum allocation algo-
rithm. Simulation results show that our algorithms have better performance than
algorithms without the consideration of priority or channel ranking.

Keywords: Cognitive radio � Video monitoring system � Cooperation
spectrum sensing � Spectrum allocation

1 Introduction

With the rapid development of national economy and the improvement of our living
standard, there are increasingly stringent requirements for the improvement of security
facilities. As a major component of security system, video monitoring system can
provide real-time surveillance video for us to find and deal with emergencies in time as
well as record and store the event process, which makes great contribution to the safety,
property and social stability. Therefore, video monitoring system has been gradually
applied to all walks of life.

Traditional video monitoring system is a wired video system, where transmission is
realized by prepositioned cables. Despite the advantage of wide bandwidth and small
interference, wired video surveillance system has lots of flaws which cannot be ignored.
Monitory points have to be set within the scope of the cable network, which reduces the
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flexibility of the system. Construction and installation have to take the cable pipes into
consideration, which increases the cost and operating time of the system as well as the
difficulty to rapidly maintain the system when failure occurs [1, 2]. Due to the existence
of these defects, the access mode of video surveillance system is gradually turned into
wireless. With the development of wireless communication technology, wireless video
monitoring system with high flexibility and strong extendibility has increasingly broad
application prospects.

However, spectrum resources are quite limited in wireless communication. The
wireless spectrum is mainly allocated by a stationary policy so far. The government
unifies the spectrum resources and allocates specific frequency bands to particular
communication services. Spectrum resource allocation is imbalanced due to the fixed
strategy. Lots of unauthorized spectrum is overloaded with some licensed spectrum
being idle at the same time. A research from Federal Communications Commission
(FCC) shows that the spectrum utilization of authorized frequency bands is from 15%
to 85% with temporal and geographical changes [3]. Another measurement report from
National Radio Network Research Test-bed (NRNRT) indicates that the average
spectrum utilization below 3 GHz spectrum band is just 5.2% [4].

Wireless video monitoring system usually works in the ISM band without per-
mission to pre-allocated frequency bands. The realization of the system has been
limited because of the finite available spectrum resources and the need of ensuring not
to cause interference to other users. Hence, we propose the cognitive radio network
based wireless video monitoring system in this paper to improve spectrum utilization to
get more efficient and extensive applications [5].

The rest of this paper is arranged as follows. A brief introduction of the cognitive
radio network and the framework of cognitive radio based video surveillance system
are provided in Sect. 2. A centralized cooperation spectrum sensing algorithm and a
priority and channel ranking based spectrum allocation algorithm are proposed in
Sects. 3 and 4, respectively. The performance of the algorithm is verified in Sect. 5.
Section 6 concludes this paper.

2 System Model

2.1 Cognitive Radio Network

The traditional fixed spectrum allocation scheme has been unable to satisfy the
increasing needs for high quality communication with the rapid growth of wireless
communication services. Therefore, dynamic spectrum access technology arises to
provide more wireless spectrum for cognitive radio users, resulting in cognitive radio
network.

The cognitive radio technology is the most important part in cognitive radio net-
work, which allows the secondary users (SUs) to detect idle spectrum bands and share
them with other users without causing harmful interference to primary users (PUs), thus
improving the average utilization of spectrum resources. Cognitive radio can help the
secondary users with the following functions [3, 6]: Determine available spectrum
bands and discover the occupation of licensed bands by original authorized users
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timely (Spectrum Sensing), select the optimal idle channel (Spectrum Management),
share the available spectrum bands with other cognitive users fairly (Spectrum Shar-
ing), move out of current channel immediately when a primary user is detected or the
channel quality becomes unacceptable (Spectrum Mobility).

The relationship between the above four functions can be concluded as a basic
cognitive cycle [7, 8], as shown in Fig. 1. Secondary users detect the radio environment
by spectrum sensing to estimate the channel occupancy of primary users and other
secondary users. The spectrum quality report will be given in the spectrum analysis
step with the help of spectrum sensing results. Spectrum decision helps to assign best
available channel to cognitive users on the basis of channel quality and different user
requirements [9, 10].

2.2 Framework of Cognitive Radio Based Wireless Video Monitoring
System

The cognitive radio network based video monitoring system proposed in this paper
mainly consists of front end video capture system with cognitive radio devices, wireless
transmission system, sensing data fusion center and monitoring center. The system
structure diagram is given in Fig. 2.

Radio 
Environment

Spectrum 
Sensing

Spectrum 
Decision

Spectrum 
Analysis

Transmission 
SignalReceived 

Signal

Received 
Signal

Idle Spectrum 
Information

Idle Spectrum 
Information

Spectrum Quality 
Report

Fig. 1. The basic cognitive cycle [7, 8].

Data Fusion Center

Monitoring 
Center

Fig. 2. The structure diagram of the cognitive radio based wired video monitoring system.
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The video capture system is composed of a plurality of capturing front, which
capture and process real time video signals by preset cameras. Cognitive radio
equipment detect the radio environment and send spectrum sensing results to the fusion
center. Available channels are allocated to different capturing front according to fusion
results as well as the priority of users. Compressed encoded video stream is transmitted
through the assigned channels to corresponding monitoring center to be decoded and
displayed on the monitoring interface.

3 Centralized Cooperative Spectrum Sensing Algorithm

Spectrum sensing enables SUs to identify radio environment and detect spectrum holes,
which is a crucial technique in cognitive radio network. Spectrum sensing algorithms
can be classified into non-cooperative detection and cooperative detection. Each SU
selects their own sensing method such as energy detection, match filter detection and
cyclostationary feature detection and makes their own spectrum decision in
non-cooperative spectrum sensing, which is easy to implement. Cooperative spectrum
sensing can reduce the uncertainty of single SU caused by interference and noise, thus
improving the accuracy of spectrum decision. We use centralized cooperative spectrum
sensing algorithm in this paper where all users transmit their sensing data to the fusion
center, who makes global spectrum decision according to all sensing data and assigns
channels to users.

The users need to process the sensing signal to build a Bayesian model before
sending to the fusion center. We will use the same sensing signal acquisition model as
in our previous work [11, 12], which is summarized as follows.

We choose Y(k) to be our observations of channel k, which obeys exponential
distribution, as expressed in Eq. (1):

YðkÞ�ExponentialðkkÞ ¼ Gammaðl ¼ 1; kkÞ ð1Þ

kk , 1=r2k þ r20 ð2Þ

kk is the parameter of the exponential distribution, where r2k and r20 are the variance
of Gaussian distribution of signal variable and noise variable, respectively. Detailed
derivation process is provided in [11]. We use Gamma distribution as the conjugate
prior of kk to build a Bayesian model, that is:

kk ,Gammaðak; bkÞ; pðkkÞ ¼ bakk
CðakÞ k

ak�1
k e�kkbk ð3Þ

The posterior distribution of kk can be represented as in Eq. (4) giving n observa-
tions according to the Bayesian theory:

pðkkjfYðkÞgnÞ ¼ Gammaðak þ nl; bk þ nYðkÞÞ,Gammaða0k; b0kÞ ð4Þ
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dð1=kkÞjfYðkÞgn ¼ E½ð1=kkÞjfYðkÞgn� ¼
b0k

a0k � 1
ð5Þ

where YðkÞ is the main value of n observations and dð1=kkÞ represents the Bayesian
estimation of channel state parameter.

Our previous work [11] focus on large-scale cognitive radio network where we
need to group the users with the same channel state distribution parameters and fuse the
sensing data within each group in a distributed manner. In this paper, we discuss a
small-scale cognitive radio network where all video monitoring users share the same
channel conditions. The fusion center obtains the global channel state parameter based
on Eq. (4) according to the observations from all users by updating parameters ða0k; b0kÞ.

4 Priority Based Spectrum Allocation Algorithm

High-definition real-time video monitoring system can restore event scenarios accu-
rately after an emergency to ensure the safety of people’s life and property. However,
large amount of transmission data has brought great challenges to the limited spectrum
resources. Limited bandwidth may not be able to meet the HD video transmission
requirements for all video surveillance users in practical applications.

Prioritizing the users according to the urgent degree of emergency events is a good
solution to above problem. Add intelligent analysis module to video monitoring system
to discover unexpected events, determine the emergency degree of the incident and set
higher priority for users with more urgent events. Under normal circumstances with no
emergency, users with lower priority can sacrifice video clarity to reduce data trans-
mission rate and save resources for other users. In case of an emergency, alarm and
improve the priority of corresponding user immediately to provide greater bandwidth to
achieve real-time transmission and storage of high-definition video, thus ensuring
timely tracking and accurately recording emergencies.

We combine wireless video monitoring system and cognitive radio network with
centralized cooperative spectrum sensing algorithm in Sect. 3, where the data fusion
center processes the sensing data of all users to obtain globally consistent spectrum
decision results and allocates channels according to the priority of user events. The
specific steps of the algorithm are shown in Table 1.

We will realize the algorithm and analyze simulation results in the next section.

5 Simulation Result

In our simulation scenarios, we considered a cognitive radio network in a 15 km�
15 km square area which is further divided into 9 grids with the size of 5 km� 5 km.
Each PU works on one of 32 channels located in the middle of one grid randomly. It
can be considered as a PU works on multiple channels if multiple PUs happen to be in
the same location. The probability of the channel occupancy of each PU is 1/3 and
transmission signals go through a Rayleigh channel and attenuate according to the free
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space propagation model. Video monitoring users are located randomly in the middle
grid. We considered a channel unavailable if the received signal from corresponding
PU is larger than the noise power according to the interference temperature model
proposed by FCC [13]. The noise threshold is set to be −90 dBm.

We compare three algorithms in this paper. The first one is the channel ranking and
priority based spectrum assignment algorithm proposed in the previous section where
all channels are ranked based on their channel state parameter and users with higher
priority will get more and better channels. Instead of sorting the channels first, we will
compare the channel state parameter with a preset threshold to determine channel
availability in second and third algorithms. We will take user priority into consideration
in second algorithm where high priority users will get more available channels ran-
domly selected from spectrum pool. In the third algorithm, each user will get the same
number of available channels.

There are 32 channels which can be allocated to 10 cognitive video monitoring
users if available. The probability of a user to have the highest priority, lower priority
and lowest priority is 0.3, 0.2 and 0.5, respectively. Each of them will get three, two
and one channel. We use the total “benefits” that all users can get to measure the
performance of each algorithm. If a channel assigned to a user is actually available, the
user will obtain certain benefits. The benefits each user can obtain from each idle

Table 1. The channel allocation algorithm

1) All video monitoring users with cognitive radio equipment in the same 
network detect the radio environment at the same time and send their sensing 
results, the observations Y(k) of channel k mentioned in Section 3, to data fusion 
center.

2) Data fusion center uses observations of all users to update the distribution 
parameters ( ' , ' )k ka b of the state parameter k of each channel according to Equation 

(4) and utilizes the updated distribution parameters to estimate the channel state 
parameter according to Equation (5).

3) For each channel k, compare k with a preset threshold. Channel k is 

considered unavailable when k is larger than the threshold, and vice versa. 

4) All available channels from step 3 will be ranked according to the large of
k . Channels with larger k will be considered to have better conditions than those 

with smaller state parameters.

5) Data fusion center assigns the available channels to users based on their 
event priority by providing more channels with better conditions for users with 
higher priority.
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channel are set to be 1.5, 1.25 and 1 for the highest priority, lower priority and lowest
priority users, respectively.

The comparison of the performance of three algorithms is shown in Figs. 3 and 4,
with receiver SNR being set to be 10 dB and 20 dB, respectively. The abscissa rep-
resents decision threshold. As we can see, the performance of the two priority based
algorithms is much better than the third algorithm without considering the user priority.
Furthermore, the performance of the algorithm without channel ranking changes with
the decision threshold and is poorer than the first channel ranking based algorithm
under most thresholds. All channels are sorted and allocated to users based on their
channel state parameter in the first algorithm without comparing to a threshold, so its
performance doesn’t vary with threshold.

Fig. 3. The comparison of the three algorithms (SNR = 10).

Fig. 4. The comparison of the three algorithms (SNR = 20).
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We can also see from Figs. 3 and 4 that receiver SNR will influence algorithm
performance. Figure 5 shows the effect of receiver SNR on the performance of our
algorithm. The receiver SNR will influence the spectrum sensing accuracy, thus
affecting algorithm performance. We can see that algorithm performance gets better
when SNR increases.

Figure 6 compares the accuracy of cooperative and non-cooperative spectrum
sensing algorithms. The correct detection probability of cooperative spectrum sensing
algorithm is apparently higher than non-cooperative spectrum sensing algorithm under
the same false alarm probability. Figure 7 shows the effect of user number on the
performance of our algorithm. The number of users who can get the channels is fixed
on 10 while the number of users who participate in cooperative spectrum sensing
changes. We can see from the two figures that the uncertainty of single-user spectrum
sensing reduces and the algorithm performance gradually reaches the optimal when the
number of cooperative spectrum sensing users increases.

Fig. 5. The effect of receiver SNR on the performance of our algorithm.

Fig. 6. The comparison between cooperative and non-cooperative spectrum sensing.
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6 Conclusion

In this paper, we first introduced cognitive radio network into wireless video moni-
toring system to increase spectrum efficiency. Then we proposed a centralized coop-
eration spectrum sensing algorithm and a priority and channel ranking based spectrum
allocation algorithm where we sort the channels to provide more and better channels to
higher priority users. Our simulation results proved that compared with algorithms
without consideration of priority or channel quality, the performance of our channel
assignment algorithm is much better.
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